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Chapter 1

Introduction

Understanding a brain is one of the greatest scientific challenges. A brain consists of approximately one billion neurons and each neuron connects to one thousand neighbor neurons, communicating each other with electricity. Since this network is hard to access, scientists utilize noninvasive tools such as Electroencephalography (EEG) and functional magnetic resonance imaging (fMRI) to study the neural activity and functionality. They provide structural and functional information, related with neural activity, but do not provide high spatio-temporal resolution information\(^1,2\). Therefore, there is a fundamental underlying limitation to understand a brain’s microcircuitry. Invasive recording methods, on the other hand, can provide high temporal resolution data, but lack the needed spatial resolution and throughput. For example, action potential (AP) from a single site (and ion currents generated even from a single ion channel) could be recorded with the help of a voltage-clamped glass micropipette electrode (having a tip diameter as fine as 10 nm)\(^3\). Such micropipette electrodes serve as the basis for traditional electrophysiology. However, such electrodes are invasive and are not suitable for multi-site investigation of- (or interfacing to-) neural network due to their bulkiness. Nanotechnology fabrication methods have been recently used to produce arrays of small
electrodes that are less invasive and provide higher resolution and higher throughput measurements\(^4\). Such arrays could possibly find applications in brain research and in the construction of brain-machine interfaces (BMIs) that could possibly restore one day central nervous system (CNS) functions in patients with paralysis or other neurological disorders, or monitor and influence cognitive functions.

Optical recording of neuronal activity could in principle avoid problems associated with electrodes, i.e. it could afford non-invasive, multi-site recordings, with high spatial resolution. Fluorescence imaging of Ca\(^{2+}\) ions is indeed such a popular optical recording method, but it suffers from a low temporal resolution since membrane depolarization events are only indirectly reported by changes in Ca\(^{2+}\) concentration that follow a complex cascade of changes in states of ion pumps, channels, and buffers\(^5\). For this reason, Ca\(^{2+}\) imaging cannot fully temporally resolve hyperpolarizations and subthreshold events.

Direct imaging of action potentials with fluorescent voltage-sensitive dyes (VSDs) could provide a better solution for optical recording of neuronal activity with higher temporal and spatial resolutions. VSDs suffer, however, from several disadvantages: (i) they display relatively small (5-20%) fluorescence intensity (ΔF/F) change; (ii) fast-responding VSDs have low ΔF/F; (iii) slow-responding VSDs are too slow to capture action potentials due to capacitive loading; (iv) VSDs rapidly internalize into cells; (v) excitation/emission wavelengths of many VSDs are in the blue/green range, preventing work deep in tissues and organs (due to absorption and scattering); (vi) single-cell/monolayer imaging suffers from dye phototoxicity and low ΔF/F.
Although several greatly improved VSDs have been recently introduced\(^6\), including genetically encoded voltage sensors\(^7\),\(^8\),\(^9\) development of even better performing VSDs is needed.

Therefore, I aimed to develop the semiconductor voltage sensitive nanoparticles (vsNPs) that self-insert into the cell membrane and optically record, non-invasively, action potential at the single-particle and nanoscale level, at multiple sites, in a large field-of-view. It detects voltage or AP \textit{via} quantum-confined Stark effect (QCSE). This phenomenon describes the optical transition change including wavelength shift, lifetime change and intensity change, induced by external electric field. It could offer unique advantages for AP recording, since NPs (i) display much larger voltage sensitivity than conventional voltage-sensing dyes (VSDs); (ii) are very bright and afford single-molecule detection (due to a large one-photon excitation cross-section and high quantum yield); (iii) display a large spectral shift as function of voltage (affording a noise-immune ratiometric measurements); (iv) have a very fast (ns) response; (v) do not bleach; (vi) have very large Stokes shift; (vii) have a large two-photon cross sections; (viii) have excellent performance in the NIR spectral range; (ix) afford superresolution imaging \textit{via} methods such as fluctuation imaging; (x) can be used at very low concentration. If materialized, it could revolutionize the fields of neurobiology, cardiology, and muscle physiology.

In this Chapter, basic backgrounds underlying in my research are overviewed. Chapter. 1.1 introduces semiconductor nanoparticle and history of development. Chapter 1.2 discusses QCSE in the context of perturbation theory. Chapter 1.3 introduce the \(\mathbf{k} \cdot \mathbf{p}\) method and optical transition calculation in semiconductor. Chapter 1.4 introduces Auger recombination in semiconductor.
1.1 **Semiconductor nanoparticle**

As semiconductor materials shrink in nanometer scale, especially smaller than exciton Bohr’s radius, unique electronic property emerges\(^{10}\). This semiconductor nanoparticle (NP) is often called as quantum dot (QD, spherical) or nanorod (NR, elongated shape) and its electronic properties are intermediate between a bulk semiconductor and an atom\(^{11}\). The quantum confined effect explains the atomic like energy separation although it is not atom. A QD is simply modeled as a particle in a box where energy levels are determined by the QD’s size. Therefore optical bandgap, *i.e.* transition energy between the electron in the ground state in conduction band to the hole’s ground state in valence band, is changed by its size\(^{12}\). This size dependent energy gap enables tunable fluorescence emission wavelength (Fig. 1.1)

![CdSe emission fluorescence](image)

**Fig. 1.1 CdSe emission fluorescence\(^{10}\)**

In addition to this, density of states (DOS) changes in nanoscale material. Fig. 1.2 shows DOS in semiconductor material. As semiconductor is scaled down to the nanometer dimension, it accompanies increased DOS at the lowest energy state. For QD (0D material, confined all
three direction), δ-function like density of states (DOS) appears as compared to parabolic DOS in three dimensional (3D) semiconductor \( (\text{DOS}_{3D} \propto \sqrt{E}) \) (Fig. 1.2).

Due to the largest DOS at the lowest energy, it possesses highly luminescent optical property. Therefore, it is highlighted for developing it as a light emitting diode (LED) or laser. QDs and NRs have other interesting optoelectronic, electrochemical and magnetic properties that are likely to be further exploited. Such NPs have found numerous applications, such as in biological tagging\(^{13}\), quantum optics\(^{14}\), photovoltaic light harvesting,\(^{15}\) flat panel displays\(^{16}\) and others.

![Fig. 1.2 Density of states of semiconductor](image)

Colloidal QDs or NRs are nucleated from a hot solution of precursor molecules. Their size and shape can be precisely controlled by the duration, temperature, and ligands used in the synthesis\(^{17, 18, 19}\). This method yields QDs or NRs that have composition and size-dependent
absorption and emission wavelengths covering the entire spectral range from the visible to the NIR regions\textsuperscript{20}.

The growing number of novel applications stems from the ever-increasing control over QDs’ and NRs’ optical and electronic properties, afforded by dramatic improvements in synthetic protocols. Significant advancements include shape control via addition of co-adsorbents\textsuperscript{21}, allowing the fabrication of quantum rods and tetrapods, and synthesis of core/shell nanocrystals with type-I and type-II band alignments\textsuperscript{22}. Combination of these synthetic techniques has afforded the fabrication of asymmetric heterostructures via seeded nanorod formation\textsuperscript{23,24} where a CdSe or a ZnSe core is embedded in one end of a CdS rod, exhibiting strongly asymmetric localization regimes for the electrons and the holes. Type-II QDs have been shown to have controllable exciton-exciton interaction energies\textsuperscript{25}, which is of particular interest for optical gain\textsuperscript{26} and light harvesting\textsuperscript{15} applications. Nucleation doping, a recent addition to the synthesis toolbox, enables formation of shallow traps for one charge carrier within the QD or NR, affording a controlled separation of charges inside the nanoparticle\textsuperscript{27}.

The intricate control over size, shape, shell thickness, doping, heterostructure and band alignment allows precise engineering of the carriers’ wavefunctions, and in particular, their interactions with (and perturbation by) the immediate local environment. As a result, QDs and NRs have been increasingly used as local probes of their nanoscale environment. Examples include sensing of chemical properties such as pH\textsuperscript{28}, anion\textsuperscript{29} and ion detection\textsuperscript{30}, and physical properties such as light intensity,\textsuperscript{31} temperature\textsuperscript{32}, stress\textsuperscript{33} and surface charge\textsuperscript{34}. 
1.2 Quantum-confined Stark effect

Franz-Keldysh effect describes the electric field \((F)\) dependent optical transition of semiconductor materials such as absorbance or emission spectrum change\(^{35}\). When \(F\) is applied to the semiconductor, triangular barriers are formed in the conduction band (CB) and valence band (VB). In this system, electron and hole’s wavefunction leak through their triangular barriers \textit{via} tunneling. Consequently, energy gap between leaked states is smaller than the actual bandgap, which results in wavelength red-shift \((\Delta \lambda > 0)\) in absorption and emission spectra.

![Graph showing Franz-Keldysh effect](image)

\textbf{Fig. 1. 3} The Franz-Keldysh effect\(^{33}\)
When an exciton is confined in nanoscale structure (smaller than a Bohr’s radius), excitonic peak is more clearly visible compared to the bulk material, giving rise to the quantum confined Stark effect (QCSE)\(^3\) (Fig. 1.4).

The Hamiltonian for this system is

\[ H = H_e + H_h + H_{e-h} \]

\[ H_e = -\frac{\hbar^2}{2m_e^*} \frac{d}{dz^2} + V_e(z) + eFz \]

\[ H_h = -\frac{\hbar^2}{2m_h^*} \frac{d}{dz^2} + V_h(z) - eFz \]

\[ H_{e-h} = -\frac{\hbar^2}{2\mu} \frac{d}{dr^2} - \frac{e^2}{4\pi|r|} \]

where \(m_e^*, m_h^*\) are effective masses of an electron and a hole, \(\mu\) is the reduced effective mass in the plane of the layer, \(V_e\) and \(V_h\) are potential energies for an electron and a hole. This is the complete Hamiltonian for the envelop function under effective mass approximation. This problem is often treated by the perturbation theory.

Fig. 1.4 Quantum confined Stark effect
\[
\{ H_o + H' \} \psi_n = E_n \psi_n
\]
\[
H_o = \frac{p^2}{2m_{c or h}} + V(z)
\]
\[
H' = eFz
\]

H_o is unperturbed Hamiltonian of quantum well (QW), H’ is perturbation from externally applied F. The first order correction is zero if QW is symmetric.

\[
E_n^{(1)} = \langle \psi_n^{(0)} | eFz | \psi_n^{(0)} \rangle = 0
\]

The second order correction of the ground state becomes

\[
E_1^{(2)} = \sum_{n \neq 1} \frac{\langle \psi_n^{(0)} | eFz | \psi_1^{(0)} \rangle}{E_1^0 - E_n^0} \approx \frac{\langle \psi_2^{(0)} | eFz | \psi_1^{(0)} \rangle}{E_1^0 - E_2^0} \approx \alpha F^2
\]

By solving this, one can calculate \(\Delta E_e, \Delta E_h\) and total optical transition energy change (\(\Delta E = \Delta E_e + \Delta E_h\)). The strength of QCSE is characterized by electric polarizability \((\alpha [m^3], \Delta E = \alpha F^2)\). For example, \(\alpha\) of QD having 5.8nm in diameter shows \(2.38 \times 10^5 \text{Å}^3\) and this value increases with the quantum well (or dot) size increase.

First QCSE was demonstrated in epitaxially grown two-dimensional quantum wells. 10 nm GaAs layer is sandwiched by AlGaAs layers and it shows 35 meV reduction in optical bandgap at 200 kV/cm. This physical phenomena is exploited to construct the self-electrooptic-effect-device (SEED). QCSE based SEED has advantages including low power consumption, high speed, easily integrated onto Si-based device or waveguide and room temperature (RT) operation.
1.3 The $k \cdot p$ method and Optical transition calculation

The $k \cdot p$ method is one such widely used method to calculate energy gaps and optical transition rate. By using this, energy structure near the high symmetric $k$ points is conveniently calculated. Extrapolating from these points, one can obtain the energy structure in the entire Brillouin zone with band dispersion and effective mass. The $k \cdot p$ method is also used to calculate the optical transition induced by electromagnetic field. Both absorption and emission rate in semiconductor is calculated with this method.

The simplest picture of the $k \cdot p$ model is nondegenerate one band. Single particle Schrödinger equation is

\[
\left\{ \frac{p^2}{2m} + V(r) \right\} \psi_{nk} = E_{nk} \psi_{nk}
\]

\[
\psi_{nk} = u_{nk}(r) \exp(ik \cdot r) \quad \cdots \text{ Bloch function}
\]

where $V(r)$ is atomic periodic potential, $u_{nk}$ is the periodic part of the Bloch function, $n$ is the band index, $k$ is wave vector within the first Brillouin zone. Above equation can be expressed with only atomic part of the Bloch function,

\[
\left\{ \frac{(p + \frac{\hbar k}{2m})^2}{2m} + V(r) \right\} u_{nk} = E_{nk} u_{nk}
\]

This can be simplified as
\[(H_0 + H_1 + H_2)u_{nk} = E_{nk}u_{nk}\]

\[H_1 = \frac{\hbar}{m} \mathbf{k} \cdot \mathbf{p}, \quad H_2 = \frac{\hbar^2 k^2}{2m}\]

The simplest solution of this equation is obtained by non-degenerate perturbation theory. The first and second order correction of the eigenvalues become

\[E_{nk} = E_{n0} + \frac{\hbar}{m} \mathbf{k} \cdot \langle n_0 | \mathbf{p} | n_0 \rangle + \frac{\hbar^2 k^2}{2m} + \frac{\hbar^2}{m^2} \sum_{m \neq n} \frac{| \mathbf{k} \cdot \langle m_0 | \mathbf{p} | n_0 \rangle |^2}{E_{n0} - E_{m0}}\]

For most semiconductors, energy bands are symmetric at \( k = 0 \) points. Thus, linear dependence in \( \mathbf{k} \) term becomes zero. The effective mass expression gives

\[E_{nk} = E_{n0} + \sum_{i,j} \frac{\hbar^2}{2m_{i,j}} k_i k_j\]

\[\frac{m}{m_{i,j}} = \delta_{ij} + \frac{2}{m} \sum_{m \neq n} \frac{\langle n_0 | \mathbf{p} | m_0 \rangle \langle m_0 | \mathbf{p} | n_0 \rangle}{E_{n0} - E_{m0}}\]

where \( m^* \) is a second-order tensor, \( i, j \) are Cartesian indices.

Electronic states of conduction and valence band, and optical transition between these two states are one frequently calculated with this method. The two band model considers the nondegenerate \( |s\rangle \) like conduction band at \( \Gamma \), and three degenerate bands \( |p_x\rangle, |p_y\rangle, |p_z\rangle \) at valence bands. For \( |s\rangle \) band, most matrix elements become zero except \( \langle s | \mathbf{p}_x | p_x \rangle, \langle s | \mathbf{p}_y | p_y \rangle, \langle s | \mathbf{p}_z | p_z \rangle \) due to the symmetry, so it becomes
\[
\frac{m}{m_{\text{CB}}} = 1 + \frac{2 \left| \mathbf{p} \right|^2}{m E_g}
\]

and for light hole,

\[
\frac{m}{m_{\text{VB}}} = 1 - \frac{2 \left| \mathbf{p} \right|^2}{m E_g}
\]

This tells us that narrow gap semiconductor has small effective mass at both bands. As the electronic state deviates from the \( k = 0 \) value, it couples with different bands via the \( \mathbf{k} \cdot \mathbf{p} \) term in matrix, resulting in band dispersion (effective mass).

Interestingly, the momentum matrix element also appears in calculating interaction with electromagnetic field. The electron interacts with the electric and magnetic field of the electromagnetic radiation. The Hamiltonian describes this

\[
H = \frac{1}{2m} (\mathbf{p} - q\mathbf{A})^2 + e\phi + V(r)
\]

\[
= \frac{\mathbf{p}^2}{2m} - \frac{q}{2m} (\mathbf{p} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{p}) + \frac{e^2 \mathbf{A}^2}{2m} + e\phi + V(r)
\]

It is further simplified as

\[
H = \frac{\mathbf{p}^2}{2m} + V(r) - \frac{q}{m} (\mathbf{A} \cdot \mathbf{p})
\]

\[
H' = -\frac{q}{m} (\mathbf{A} \cdot \mathbf{p})
\]

and vector potential is written as
\[ A = \sqrt{\frac{\hbar}{2\omega \varepsilon V}} (b^\dagger + b) \]

where \( b^\dagger \), and b are the photon creation and destruction operators. The Fermi golden rule describes the transition rate from the initial state \( |i\rangle \) to the final state \( |f\rangle \).

\[ W = \int_f \frac{2\pi}{\hbar} |\langle f | H | i \rangle|^2 \delta(E_f - E_i) dS_f \]

Since we are interested in transition between conduction and valence band, Fermi golden rule becomes

\[ W_{abs} = \frac{2\pi}{\hbar} \frac{q^2}{m^2} \left( \frac{\hbar n_{ph}}{2\omega \varepsilon} \right) \int |\Psi_f^*(a \cdot p)e^{ik_{ph} \cdot r} \Psi_i|dV \delta(E_i - E_f + \hbar \omega) \]

\[ W_{emr} = \frac{2\pi}{\hbar} \frac{q^2}{m^2} \left( \frac{\hbar (n_{ph} + 1)}{2\omega \varepsilon} \right) \int |\Psi_f^*(a \cdot p)e^{ik_{ph} \cdot r} \Psi_i|dV \delta(E_i - E_f - \hbar \omega) \]

where \( a \) is unit vector of \( A \). The transition due to the photon are ‘vertical’, so we can neglect the \( k_{ph} \) contribution (dipole approximation). Thus, the matrix element becomes

\[ P_{gf} = -i\hbar \int \Psi_{k,m}^* \nabla \Psi_{k,n} dV \]

and this is called optical matrix element, having the same form as momentum matrix element. The oscillator strength measures the strength of transition, defined by

\[ f_{gf} = \frac{2}{m} \frac{|P_{gf}|^2}{E_f} \]
\[
\sum_{i \neq f} f_{i,f} = 1 - \frac{m}{m_f}^* 
\]

\(P_{if}\) value for IV, and III-V and II-VI semiconductor are quite similar \(2P^2/m \approx 20\) eV.

Although NP is 0D structure, we can get enough intuition of optical transition by projecting it to quantum well (QW) structure (2D). In 2D QW, wavefunction is described as

\[
\psi = \frac{1}{\sqrt{AW}} e^{i k \rho} g^n_{c,v}(z) u^n_{c,v}(\rho)
\]

where \(A\) is area and \(W\) is width and \(c\) is conduction band and \(v\) is valence band and \(n\) is subband and \(g(z)\) is envelope function perpendicular to the QW and \(u(\rho)\) is parallel to the QW. Then, it becomes

\[
P_{if} = \frac{-i \hbar}{AW} \langle g^m_v | g^n_c \rangle \int e^{i(k_k - k_v) \rho} \langle u^n_c | \nabla | u^n_c \rangle d\rho^2
\]

where \(m\) and \(n\) represent subband indices, \(\langle g^m_v | g^n_c \rangle\) is called the overlap integral. The overlap integral is the direct measure of the transition strength of QW and also frequently used to compare the radiative transition rate in QD.
1.4 Auger recombination

Auger recombination is three particle scattering process. It describes two electrons (or two holes) collision in the vicinity of a spectator hole (or electron) and energy relaxation to the spectator particle (Fig. 1.5). Therefore, no energy is relaxed as a form of photon. Compared to the bulk semiconductor, Auger recombination in NPs is not negligible, instead it is one dominant transition in NPs. Since Auger rate ($k_A$) is orders of magnitude larger than the radiative process ($k_r$) for most NPs, NPs at trion state ($X^+$, Fig. 1.5b) become completely ‘dark’, emitting suppressed number of photons before they are neutralized to single exciton state ($X$). The random occurrence of charging and uncharging brings NPs’ emission intermittency, called blinking (Fig. 1.5c).

![Diagrams](image_url)

**Fig. 1.5** Optical transition (a) radiative recombination (b) Auger recombination (c) Emission intermittency due to charging and uncharging of NPs (d) Quantum dot blinking
The Auger rate is calculated by Fermi golden rule:

\[
k_A = \frac{1}{\tau_A} = \int \frac{2\pi}{\hbar} \left| \langle f | H' | i \rangle \right|^2 \delta(E_f - E_i) \, dS_f
\]

\[
H' = -\frac{q|r|}{4\pi\varepsilon_r\varepsilon_0}
\]

In this study, we are interested in Auger recombination rate change by external electric field. Thus, it is discussed in the context in QCSE in Chapter 3. In addition, it helps to estimate the trion state’s quantum yield (QY) in Chapter 4. Calculation detail of Auger recombination rate is discussed in Chapter 3.
Chapter 2

Single molecule quantum-confined Stark effect (QCSE)

2.1 Introduction

To validate semiconductor nanoparticle’s (NP) voltage sensing ability, quantum-confined Stark effect (QCSE) measurement was performed for eight different NPs. Unlike the previously performed experiments, I aimed to resolve QCSE at single molecule level (instead of ensemble measurement) at room temperature (RT) since actual action potential (AP) detecting will occur at live cell at RT. However, resolving QCSE of colloidal NPs at room temperature (RT) is challenging for several reasons. At RT, an exciton is readily ionized, and emission spectrum is thermally broadened which prevent from resolving the spectrum shift. Trapping of random thermally excited charges at surface-and interface-states can cause local potential fluctuations that interfere with and modulate charge separation, thus adding spectral noise. In addition,
externally applied electric field \( (F) \) is not fully transferred to the internal \( F \) under NPs at glass-air environment due to the large dielectric mismatch. Normally colloidal NPs are located onto the cover glass, exposed to air \( (\varepsilon_r = 1) \) or buried in the polymer matrix \( (\varepsilon_r \text{ of PMMA is 2.6}) \) when measured. Due to the large dielectric mismatch between NPs \( (\varepsilon_r \text{ is usually close to 10}) \) and their environment, electric field is dropped near the NPs surface. In this dielectric configuration, internal \( F \) is only 10\text{--}30 \% of the external \( F \). In addition, image charges forms such that they oppose the exciton separation, which is called dielectric confinement \(^{42}\).

QCSE in epitaxially grown 2D quantum wells is more readily observable, compared to the colloidal NPs. This is because the induced \( F \) is larger when the dielectric mismatch is small between confined layer and surround layers. For example, a wavelength shift of 15 nm was measured (shift from 610 nm at 5 V to 625 nm at 10 V) at 197 \(^\circ\)k \( (\Delta\lambda/\lambda = 2.40 \% \text{ for } \Delta F = 119 \text{ kV/cm}) \).\(^{43}\) For type-II band alignment, even larger changes were measured \( (\Delta\lambda = 85 \text{ nm}, \Delta\lambda/\lambda = 7.14 \% \text{ for } \Delta F = 80 \text{ kV/cm}) \).\(^{44}\) Nonetheless, the advent of colloidal QD synthesis led to extensive examination, mostly at low temperature (LT), of their QCSE\(^ {37}\). Wavelength shifts of type-I NPs are usually small \( (\Delta\lambda = 6.0 \text{ nm}, \Delta\lambda/\lambda = 1.0 \% \text{ for } \Delta F = 350 \text{ kV/cm}) \).\(^ {45}\) Larger shifts were measured for type-II NRs \( (\Delta\lambda = 4.2 \text{ nm}, \Delta\lambda/\lambda = 0.65 \% \text{ for } \Delta F = 30 \text{ kV/cm}) \) \( ^{46} \) but in ensemble measurement. To the best of our knowledge, there is no study reported, resolving QCSE of a single NP at RT.

In order to resolve single molecule QCSE of colloidal NPs at RT, I built custom \( F \)-modulation microscopy setup where \( F \) is alternatively modulated by the automated control program. It is more robust to the spectral noise, and provide the statistical analysis. Secondly, I
narrowed the electrode gap as much as UCLA Nanoelectronics Research Facility allows (2 μm).
Lastly, I synthesized new type-II NRs, which is designed to enhance QCSE by separating exciton.

2.2 Overview of NPs

<table>
<thead>
<tr>
<th>Sample</th>
<th>Energy band</th>
<th>$E_g$ [eV]</th>
<th>$\lambda_{ems}$ [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-I</td>
<td>V=0</td>
<td>V&gt;0</td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>CdSe</td>
<td>F</td>
<td>2.00</td>
</tr>
<tr>
<td>#2</td>
<td>CdSe</td>
<td>F</td>
<td>1.95</td>
</tr>
<tr>
<td>Quasi Type-II</td>
<td>CdS</td>
<td>F</td>
<td>2.26</td>
</tr>
<tr>
<td>#3</td>
<td>CdS</td>
<td>F</td>
<td>2.18</td>
</tr>
<tr>
<td>#4</td>
<td>CdSe</td>
<td>F</td>
<td>1.84</td>
</tr>
<tr>
<td>#5</td>
<td>CdSe</td>
<td>F</td>
<td>1.74</td>
</tr>
<tr>
<td>#6</td>
<td>CdTe</td>
<td>F</td>
<td>1.88</td>
</tr>
<tr>
<td>Type-II</td>
<td>CdS</td>
<td>or F</td>
<td>2.07</td>
</tr>
<tr>
<td>#7</td>
<td>CdS</td>
<td>or F</td>
<td>T-I : 1.7</td>
</tr>
<tr>
<td>#8</td>
<td>CdS</td>
<td>or T-I</td>
<td>T-II : 1.97</td>
</tr>
</tbody>
</table>

Table 2.1 List of studied samples and their relevant attributes. $E_g$ and $\lambda_{ems}$ are the respective NP’s optical bandgap and peak emission wavelength. Black arrow represents a radiative recombination pathway without $F$. When $F$ is applied, $\lambda_{ems}$ is either increased (red arrow) or decreased (blue arrow) depending on the NPs’ composition and its relative orientation with respect to the direction of $F$. Transmission electron microscopy (TEM) micrographs of all samples are shown on the right panel.
Eight NPs of different geometries, band alignment structures and compositions were surveyed for their QCSE (Table 2.1). Colloidal synthesis is introduced in Ch. 2.8. Samples were of either type-I or type-II band alignment, homostructures or heterostructures, and of either sphere or rod shapes. Table 2.1 describes the attributes of these samples and includes their transmission electron microscopy (TEM) micrographs. Average sizes of the various samples were evaluated from TEM images (from 30 NPs or more each) and are summarized in Table 2.2 Sample #1 and #2 are homogeneous CdSe NRs with different lengths (7.7 nm and 43.4 nm on average, respectively). Sample #3 and #4 are quasi type-II CdS NR heterostructures with CdSe QDs as seed with different rods’ lengths (12.8 nm and 29.0 nm respectively), where electrons are delocalized across the entire NR while the holes are localized on CdSe seed. Sample #5 and #6 are CdTe/CdSe core/shell type-II QDs having different core sizes and shell thicknesses. Samples #5 has a 4.2 nm CdTe core and a 2-layer CdSe shell and sample #6 has a 3.9 nm CdTe core and a 5-layer CdSe shell. Sample #7 is an asymmetric type-II heterostructure composed of ZnSe sphere embedded in a thick bullet-shaped CdS NR (seeded NR). Its length is 33.7nm and width at the thicker waist is 12.1nm. We note that sample #8 is a novel formulation with a barrier inserted inside a type-II gap and was only recently described in the context of quantum optics application\textsuperscript{47}. Particles are hammer-shaped, 28.0nm long and 5.0nm wide at the ‘handle’. Excitons in this sample have two recombination pathways, one from the conduction band of CdSe to the Te dopant level (spatially direct gap, 730 nm transition) and the other from the conduction band of CdSe to the valence band of CdZnSe (spatially indirect gap, 630 nm transition). The 730 nm emission is due to a type-I transition, while the 630 nm emission is the manifestation of an enhanced type-II transition since the electron and the hole reside in two wells.
that are separated by a CdS barrier. Interestingly, the spectral bandwidth of the type-II transition is much narrower than the spectral bandwidth of the type-I transition. Unlike previously observed linewidth differences in two color emitting CdSe/ZnS/CdSe core/barrier/shell systems,\textsuperscript{48} this is probably due to stronger phonon coupling of the type-I transition due to the strong hole localization in the doped core\textsuperscript{47}. Both samples #7 and #8 are asymmetric type-II NPs. As discussed below, and elsewhere,\textsuperscript{49,50} the spectral shift dependences on the applied field are expected to be different for these samples as compared to type-I, quasi type-II and symmetric type-II QDs and NRs (samples #1 - #6).

<table>
<thead>
<tr>
<th>Sample</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>#7</th>
<th>#8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>7.7±0.9</td>
<td>43.4±7.9</td>
<td>12.8±1.5</td>
<td>29.0±2.1</td>
<td>5.0±0.8</td>
<td>6.0±0.9</td>
<td>33.7±4.2</td>
<td>28.0±4.9</td>
</tr>
<tr>
<td>Width</td>
<td>2.9±0.3</td>
<td>4.2±0.4</td>
<td>3.7±0.4</td>
<td>4.0±0.4</td>
<td>12.1±2.3</td>
<td>5.0±0.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2 | Statistical size characterization of sample #1 - #8 (Unit is nm).
2.3 QCSE results

QCSE results for Type-I and quasi type-II NPs (samples #1 - #4)

Fig. 2.1 Single NP QCSE analysis of sample #2. (a) A series of 200 successive spectra obtained from sample #2 at RT (excitation intensity 2 mW/cm², electric field modulation frequency 10 Hz, single frame integration of 0.1 s). The dashed white/black line at the bottom of the Fig. indicates the periods at which the applied electric field was on (V_on = 400 kV/cm, white) or off (V_off = 0 kV/cm, black); (b) Integrated intensity trajectory (integration over λ for each frame) of the data shown in (a) (solid blue). The dashed red line is a guide to the eye emphasizing the blinking-on and blinking-off intensity states; (c) Averaged V_on frames (red) and averaged V_off frames (blue) (after filtering for frames in the blinking-on state) with corresponding 7th order polynomial fits (solid red and blue respectively); (d) A histogram of spectral peak positions (V_on red, V_off blue) from all blinking-on frames (derived from the polynomial fits); (e) Differential emission spectra derived from (c)

RT QCSE results for CdSe NRs (sample #2) are shown in Fig. 2.1. The Fig. shows 200 successive spectra of a single NR. As clearly shown in Fig. 2.1a and 2.1b, the seeded NR exhibited fluorescent intermittency (blinking) with a typical blinking-on / blinking-off
telegraph noise-like intensity values. Only frames during blinking-on periods were retained for further analysis using a threshold filter (Fig. 2.1b).

Fig. 2.1c shows sample #2’s average spectra (over the whole movie) for $V_{\text{off}}$ and $V_{\text{on}}$, where the latter is red-shifted with respect to the former by 2.0 nm, corresponding to $\Delta \lambda / \lambda = 0.32\%$. Concomitant with the spectral shift, a 16.4% decrease in the peak emission intensity and a 13% increase in the FWHM of the emission peak were observed (Fig. 2.1c) based on the fitted curves. Beyond averaging these properties over the whole movie (20s, Fig. 2.1c), we also analyzed the spectral shifts for individual frames (0.1s each, Fig. 2.1d), by extracting emission peak wavelength ($\lambda_{\text{peak}}$) for each frame (in the blinking-on state) and separately histogramming the $V_{\text{off}}$ and $V_{\text{on}}$ frames (Fig. 2.1d). This analysis yields $\lambda = 635.9\pm0.5$ nm and $\lambda = 638.4\pm1.4$ nm for $V_{\text{off}}$ and $V_{\text{on}}$ respectively, with a red shift $\Delta \lambda = 2.5$ nm (as compared to $\Delta \lambda = 2.0$ nm in Fig. 2.1c). The difference between Fig. 2.1c and 2.1d is originated from the fitting errors and their accumulation. Fig. 2.1e shows the difference between the two spectra in Fig. 2.1c.

The averaged $V_{\text{off}}$ and $V_{\text{on}}$ spectra (Fig. 2.1c), the histograms of $V_{\text{off}}$ and $V_{\text{on}}$ peak wavelength (Fig. 2.1d), the shape of the differential spectra (Fig. 2.1e), clearly demonstrate spectral red-shift and spectral broadening due to the applied external field, which are hallmarks of the QCSE and a manifestation of the exciton’s charge separation, reflecting the build-up of an internal electric field (dipole) that opposes the external applied field.

A more pronounced QCSE was measured for sample #4 (Fig. 2.2), with noticeable spectral and integrated intensity changes (Figs. 2.2a and 2.2b; notice the saw tooth signal in Fig. 2.2b). The average spectral shift $\Delta \lambda$ was measured to be 4.4 nm ($\Delta \lambda / \lambda = 0.77\%$). A 30.2% decrease in peak intensity and 28.1% increase in FWHM were observed (Fig. 2.2c). These
numbers represent a QCSE which is about twice as big for sample #4 as compared to sample #2. The peak spectra ($\lambda_{\text{peaks}}$) histograms for $V_{\text{off}}$ and $V_{\text{on}}$ are $\lambda=568.7\pm0.3$ nm and $\lambda=573.9\pm1.2$ nm, and are clearly separated (Fig. 2.2d), displaying a red shift of $\Delta\lambda=5.23$ nm (as compared to $\Delta\lambda=4.4$ nm in Fig. 2.2c). However, majority of sample #4 NPs displayed smaller shifts.

**Fig. 2.2** Single NP’s QCSE analysis of sample #4, presented in the same format as in **Fig. 2.1**

It is apparent from the spread (and the overlap) of the $V_{\text{off}}$ and $V_{\text{on}}$ histograms that the magnitude of the Stark effect varies from NR to NR, likely due to several reasons: (i) the orientation of NRs with respect to the applied field (due to only partial alignment); (ii) inhomogeneities in NRs’ structure and size; (iii) presence of defects and/or traps on NRs surfaces and interfaces; (iv) presence of random surface charges on the supporting slide in close
proximity to the NRs, and others. Charge trapping due to (iii) or (iv) could stochastically (and temporally) modulate the QCSE and result in static or dynamic broadening (spectral diffusion). The fast ionization of the exciton at RT, the observed inhomogeneities and the activation of trap states reduce the observed effect at RT as compared to low temperature (LT). Nonetheless, Fig. 2.1 and 2.2 show that although the effect is very small for these samples, it still can be measured at RT, on the single particle level, and therefore it should be possible to screen a library of different NPs for the optimal structure, shape, size, composition and band-alignment in order to yield a larger QCSE at RT.

The experiments described in Figs. 2.1 and 2.2 were repeated tens of times for each of the samples in Table 2.1 such that statistically meaningful QCSE data could be histogrammed from many individual NPs. Fig. 2.3 shows histograms for samples #1 - #4. Samples were subjected to the alignment procedure during deposition on the coverslip (Chapter 2.8) except for the data described in Fig. 2.3e (serving as a control for alignment).

Samples #1 and #2 are homogeneous NR with different diameter × length dimensions: 2.9×7.7 nm and 4.2×43.4 nm respectively. If electron and hole separation is extended throughout the length of the NR, sample #2 should yield a larger shift than sample #1. We observe, however, similar average shifts (Δλ=0.6±1.2 nm, Δλ=0.6±1.4 nm) for both samples, suggesting incomplete charge separation along the long axis of the NRs.

NPs with the structure, shape, and materials’ compositions of samples #3 and #4 (CdSe/CdS seeded rods) were previously reported to have: (i) a high photoluminescent quantum yield (QY) (75% at RT$^{55}$); (ii) a high degree of emission polarization;$^{55}$ (iii) an aspect-ratio (or length) dependent QCSE$^{56}$ at LT; and (iv) an efficient charge separation at RT.$^{57}$ These attributes
make these NPs ideal for studying length and orientation dependent QCSE. However, in contrast to the reported LT results, we could not detect statistically significant differences in Stark effects for aligned ($\Delta \lambda = 0.7 \pm 1.4$ nm) and non-aligned ($\Delta \lambda = 0.6 \pm 1.2$ nm) samples (Figs. 2.3d and 2.3e), although polarization measurements suggested otherwise (Fig. S2.5). We could not detect statistically significant differences in wavelength shifts for the two different lengths and aspect ratios either (average shifts were around $-0.7$ nm with 4.0 nm outliers, Figs. 2.3c, d). A possible explanation for this observation is miss-classification of the CdSe/CdS interface as a quasi type-II. The conduction band offset ($\Delta e$) of CdSe/CdS could vary in the range 0.00 eV to 0.30 eV$^{58}$ (depending on geometry and strain) while the valence band offset ($\Delta h$) is estimated to be 0.78 eV. If core diameters are larger than 2.8 nm, it could possibly still be confined to the CdSe seed, therefore reducing the extent of charge separation.
It is noted that all histograms in Fig. 2.3 have tails with negative values (representing QCSE blue shifts), consisting of approximately 15% of all measured NPs. These are likely due to built-in dipole moments induced by random surface charge configurations that cancel-out the external field and generate a residual field in the opposite direction\textsuperscript{37}. Shifts from such random charges are estimated to contribute ‘noise’ of about ±2 nm to the QCSE measurements. We conclude that the extent of charge separation at RT in samples #1 - #4 (homogenous and quasi type-II structures) is small and does not (or very weakly) depend on NRs length or orientation.
QCSE results for Type-II NPs (samples #5 - #8)

Fig. 2.4 Single NP’s QCSE analysis of sample #8, presented in the same format as in Fig. 2.1

Similar QCSE measurements were performed for samples #5 - #8, all having type-II band alignment (Table 2.1). Fig. 2.4 shows representative results for a single NP from sample #8. A clear zigzag pattern of alternating \( V_{off} \) and \( V_{on} \) spectra is observed in the raw data of Fig. 2.4a (most notably around 6s and 9s). This zigzag pattern is also manifested in the integrated intensity trajectory during the blinking-on periods (Fig. 2.4b), a manifestation of the decreased intensity in the \( V_{on} \) state (Fig. 2.4c). Fig. 2.4c shows the averaged \( V_{on} \) frames (red) and averaged \( V_{off} \) frames (blue) for the whole trajectory, exhibiting an average \( \Delta \lambda=13.1 \) nm \( (\Delta \lambda/\lambda = 2.1\%) \) wavelength shift, 36.5% peak intensity \( (\Delta I) \) reduction and 30.4% FWHM \( (\Delta FWHM) \) increase, which are
respectively $\times 6.6$, $\times 2.2$ and $\times 2.3$ larger than the corresponding changes presented in Fig. 2.1c for sample #2.

In contrast to Fig. 2.1d, the $V_{\text{off}}$ and $V_{\text{on}}$ spectral peak positions histograms (Fig. 2.4d) are well separated, suggesting the QCSE could be detected with high confidence in a single frame (0.1s) for a single NP, while 20s averaging was needed to extract the shift in Fig. 2.1. The large shift is also evident from the differential spectrum (Fig. 2.4e, as compared to the noisy differential spectrum of Fig. 2.4e).

Statistically meaningful data was also acquired for samples #5 - #8. While similar wavelength shifts were observed for samples #1 - #4 (Fig. 2.3), large variations were observed among type-II NPs (samples #5 - #8, Fig. 2.5). Sample #5 and #6 are spherical CdTe/CdSe (Core/Shell) type-II QDs with core diameters at around 4nm and shell thicknesses of around 1~2nm. They have smaller QCSE (average $\Delta \lambda=0.5\pm 1.2$ nm and $\Delta \lambda=0.4\pm 1.3$ nm for sample #5 and #6, respectively, and $\Delta \lambda=3.1$ nm maximum shifts for both, Fig. 2.5a and b) than type-I NRs. Sample #7 is a bullet-shape type-II ZnSe (sphere) seeded CdS NR, and it displays both red and blue spectral shifts due to its asymmetry. Wavelength blue shift in QCSE is a unique feature of asymmetric type-II quantum structures, and was previously measured only for 2D quantum well devices\textsuperscript{49,50,59}. Type-II band alignment assists in charge separation; the symmetry breaking of a single heterostructure implies that the electric field either pushes both the electron and the hole wavefunctions towards the interface, leading to a blue shift, or away from the interface (further enhancing charge separation) leading to a red shift. However, blue shifts do not occur in symmetric core-shell structures such as samples #5 and #6. Sample #7, in contrast, has an
asymmetric type-II interface, allowing for charges to be pushed towards the interface or away from it, depending on the direction of the applied electric field.

The measured blue shifts as well as red shifts for sample #7 are favorably compared with red shifts reported for samples #1 - #6, with a $\Delta \lambda = 1.6 \pm 1.7$ nm average shift and up to $\Delta \lambda = 8.2$ nm for outliers (Fig. 2.5c). Even larger shifts (as large as $\Delta \lambda = 13.1$ nm, Fig. 2.4) were observed for the type-II transition of sample #8 (this sample has ~730 nm type-I transition and ~630 nm type-II transition due to an asymmetric type-II interface), with an average shift of $\Delta \lambda = 3.5 \pm 3.1$ nm (Fig. 2.5e). The type-I transition of sample #8 displayed an average shift of $\Delta \lambda = 1.2 \pm 2.0$ nm and up to $\Delta \lambda = 6.5$ nm for outliers (Fig. 2.5d).

Fig. 2.5 Wavelength shift ($\Delta \lambda$) histograms for (a), Sample #5 (b), Sample #6 (c), Sample #7 (d), Sample #8, type-I transition (e), Sample #8, type-II transition.
2.4 Field dependent QCSE

All QCSE data presented so far (Figs. 2.1-2.5) were measured at a fixed (maximal) $V_{on}$ electric field (400 kV/cm). I also measured the field dependence of the QCSE ($\Delta \lambda$-F) for samples #2, #4, #6, #7 and #8 (samples #1, #3 and #5 displayed too small QCSE). The electric field was varied from -400 kV/cm to +400 kV/cm in 100 kV/cm increments. Fig. 2.6a displays $\Delta \lambda$-F plots for the different samples. For example, sample #2 showed a quadratic $\Delta \lambda$–F relationship as previously reported elsewhere$^{37,45}$ while sample #4 showed an asymmetric $\Delta \lambda$-F as reported by Müller et al.$^{56}$ Due to its symmetrical core-shell type-II structure, sample #6 also displayed a...
quadratic relation (similar to the type-I sample #2). However, sample #7 and the type-II transition of sample #8 displayed roughly linear $\Delta \lambda - F$ due to symmetry breaking (i.e. the relative orientation of the applied field with respect to the type-II asymmetry of the structure). We note that the linear $\Delta \lambda - F$ was observed for multiple quantum wells (MQWs) or superlattices, but both red and blue shifts were simultaneously present in the spectrum (and therefore required spectral de-mixing for the analysis). Linear $\Delta \lambda - F$ relation is well resolved here, manifesting the presence of a single asymmetric type-II interface (at very high fields this relation could be altered). Fig. 2.6b, c displays $\Delta \lambda - F$ curves for 4 different sample #2 NPs (middle) and 4 different sample #7 NPs (right). These curves represent the reproducibility of the QCSE among individual NPs from the same sample, and the robust and clear distinction in QCSE between type-I and asymmetric type-II structures. Fig. 2.6d shows 2s stretches (20 frames) of field-dependent spectral shifts raw data of a single NR from sample #7 (corresponding to red diamonds in Fig. 2.6c).

2.5 Simulations results

Geometries used for simulation are shown in Fig. S2.9. Parameters used in this study were obtained from the literature and are summarized in Table S2.1 and S2.2. For simplicity, the same dielectric constant ($\varepsilon_r = 9$) was applied for the all samples, and the dielectric constant of air ($\varepsilon_r = 1$) was assumed for the immediate surroundings of the NP. Conduction band ($\Delta e$) offset between CdS-CdZnSe is assumed to have 0.3eV which is a medium value of CdSe-
CdS and ZnSe-CdS. Valence band offsets ($\Delta h$) of sample #8 are assumed to be zero except CdS-CdZnSe interface in order to ignore type-I transition and only take account type-II transition.

The experimental results suggest a smaller extent of charge separation in type-I and quasi-type-II NRs as compared to asymmetric type-II structures. In order to gain deeper insight and understanding for why this is so, I performed QCSE simulations for all samples shown in Fig. 2.6a. I solved the self-consistent Schrödinger-Poisson equations numerically (see Chapter 2.8). The simulations are in good agreement with previously published calculations$^{37, 56, 64, 65}$ and the experiments presented here. Dimensions and parameters used for these simulations are presented in Fig. S2.9. Table 2.3 compares the experimentally obtained maximum red (or blue) shifts with the corresponding simulated shifts and excitons’ binding energies ($E_b$). Except for sample #6, simulations agree well with experiments. It is possible that our geometrical definition and

<table>
<thead>
<tr>
<th></th>
<th>Exp. $\Delta \lambda$ (nm)</th>
<th>Cal. $\Delta \lambda$ (nm)</th>
<th>$E_b$ (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#2</td>
<td>4.0</td>
<td>3.1</td>
<td>40.0</td>
</tr>
<tr>
<td>#4</td>
<td>4.4</td>
<td>4.8</td>
<td>50.2</td>
</tr>
<tr>
<td>#6</td>
<td>3.1</td>
<td>1.5</td>
<td>21.9</td>
</tr>
<tr>
<td>#7</td>
<td>8.2 (-7.1)</td>
<td>12.4 (-7.6)</td>
<td>3.3</td>
</tr>
<tr>
<td>#8</td>
<td>13.1 (-7.3)</td>
<td>15.5 (-10.2)</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Table 2.3 Experimental and calculated maximum $\Delta \lambda$ (at 400 kV/cm) and $E_b$. $\Delta \lambda$ blue shifts at (-400 kV/cm) are shown in parentheses.
parameters for sample #6, are not as good as for other samples. For example, CdTe/CdSe core/shell structures are easily branched into shapes such as tetrapod. It is possible that our samples exhibit initial small branching not detected by TEM (due to sample’s aging or residual tetradecylphosphonic acid ligands that are not easily removed during TEM sample preparation). The overlap integral $\langle \psi_e^* | \psi_h \rangle^2$ is also extracted which is a measure of charge separation (Fig. 2.7a).

![Fig. 2.7 Calculation results. (a), Overlap integral of sample #2 (black squares), #4 (red diamonds), #6 (blue triangles), #7 (dark cyan down triangles), and #8 (pink left triangles). The y-axis has a log scale for 1x10^{-6} - 0.3 and a linear scale for 0.35 - 1.0; (b), Field dependence ($\Delta\lambda$–F) of experiment (black triangles and blue squares) and simulation (solid and dashed line) of sample #2 (black) and #8 (blue), respectively.](image)

The overlap integral has a maximal value at zero field for the type-I NP (sample #2) and for the symmetric core-shell type-II QD (sample #6). This is also reflected in the quadratic $\Delta\lambda$-F relation for these samples. However, the overlap reaches its maximal value at the negative maximal field (-400 kV/cm) for asymmetric heterostructures (type-II samples #7 and #8 and
quasi type-II sample #4) in which both the electron and the hole are pushed towards each other and against the heterostructure interface (see corresponding band diagrams in Table 2.1). This is also reflected in the nearly linear $\Delta \lambda$-F relation for these samples. Similarly to the experimental results, simulations show that the charge separation in sample #2 turns out to be small (8% reduction in overlap integral) due to the strong exciton’s binding energy ($E_b=40.04$ meV). Simulations for sample #4 show a sudden drop (17%) in the overlap integral at around 300 to 400 kV/cm, likely due to exciton ionization. The overlap integral for sample #6 does not exhibit a change as function of applied field due to the small size of the particle (charge separation is limited by the physical dimensions). Samples #7 and #8 exhibit minimal overlap since the exciton’s binding energy is negligible ($E_b=3.34$ and 0.03 meV, respectively), and so is the Coulomb interaction for these samples. Fig. 2.7b compares field dependent $\Delta \lambda$ values of calculation and experimental data of sample #2 and #8 (same data, as in Fig. 2.12a). Calculated $\Delta \lambda$ of sample #2 regenerate the experiment data. For sample #8, it is assumed that there is partial alignment with an angle $\theta$ between the NR’s long axis and the field direction, and a maximal possible shift of 13.1nm at $\theta=0$. The data could then be reasonably fitted with a $\cos^2 \theta$ ($\theta \approx 37^\circ$) correction factor (Fig. 2.7b).

2.6 Discussion

Most of previous single NP Stark effect measurements were performed at cryogenic temperatures\textsuperscript{37, 56, 45}. The few RT\textsuperscript{46,57} studies were done on the ensemble level with NPs
embedded in polymer matrixes or in solvents with large dielectric constants ($\varepsilon_r > 1$). To the best of our knowledge, the work reported here is the first RT single NPs QCSE measurement on the air-glass interface. The difficulties that have hindered such measurements in the past include: (i) relatively small wavelength shifts; (ii) short exciton lifetime (rapid ionization) at RT; (iii) spectral broadening due to surface charge fluctuations; (iv) requirement for large applied fields (> 100 kV/cm, close to material breakdown); (v) dielectric mismatch between the semiconductor NP (large $\varepsilon_r$) and air ($\varepsilon_r=1$). Due to this mismatch, most of the applied field is dropped near the electrodes and not across the particle. Nonetheless, I was able to measure QCSE of single NPs at RT for eight different samples of different compositions and geometries. Using modulation spectroscopy and averaging, I could measure the effect even for NPs with relatively small polarizability (such as sample #1 through #6). Moreover, taking geometry and material composition into account, I could qualitatively and quantitatively reproduce experimental results in simulations, including the NPs field dependence ($\Delta\lambda\cdot F$).

I find (both experimentally and in simulations) that the strong Coulomb interaction in type-I NPs (samples #1 and #2) results in a small QCSE ($\Delta\lambda < 4$ nm). This is the manifestation of a minute field-induced band bending that does alter much the electron’s and hole’s potential energy minima (and therefore only slightly reduces the Coulomb attraction energy). The insensitivity of the effect to length (Fig. 2.3) is also an indication for small perturbation to the Coulomb interaction in these particles. Since NPs from samples #1 and #2 display a quadratic $\Delta\lambda\cdot F$ relation, it is possible to use the well-known energy (E)- field (F) expression $\Delta E=\alpha F^2$ to evaluate $\alpha$, the polarizability of these NPs. Sample #1 has $\alpha=1.82\times10^5$ Å$^3$ and sample #2 has $\alpha=2.20\times10^5$ Å$^3$. It is noted that a similar polarizability value ($2.38\times10^5$ Å$^3$) was
found for a 5.8 nm diameter QD in ref. 37 (even though that QD sample had a different geometry).

Asymmetric quasi type-II NRs (samples #3 and #4) display only very slightly larger QCSE (average $\Delta \lambda \approx 0.7$ nm) as compared to type-I NPs (average $\Delta \lambda \approx 0.6$ nm). Since the position (and symmetry) of the QD seed in the seeded rod structure is not well controlled or defined, their $\Delta \lambda$-F relation is somewhere in between linear and quadratic. They also exhibit only a weak length and orientation dependence (Fig. 2.3). Nonetheless, a few individual NRs from these samples, most likely well aligned with the direction of the applied field, exhibited clear zigzag pattern in the integrated intensity and peak wavelength signals (Fig. 2.2). Simulations show that these samples have a reduced overlap integral overall (as compared to samples #1 and #2), and an additional sudden drop around 300 to 400 kV/cm, suggesting a weaker Coulomb interaction and exciton ionization at these large fields ($\Delta \lambda$, however, is smaller as compared to the value measured for similar particles at cryogenic temperatures).

Symmetric type-II QDs (samples #5 and #6) exhibit the smallest averaged QCSE ($\Delta \lambda = 0.5, 0.4$ nm respectively). Simulations predict even a smaller shift (Table 2.3). Due to their small size and symmetric shape, charge separation is very limited for these particles, as evidenced by Fig. 2.7a: they have a larger overlap integral with respect to the larger rod-shaped samples #7 and #8 (due to their smaller size), but smaller overlap integral with respect to samples #1 and #2 since they are type-II. As expected, these spherically-symmetric samples have a quadratic $\Delta \lambda$-F relation, exhibiting only red shifts.

Asymmetric type-II NRs (samples #7 and #8) exhibit the largest spectral shifts. Charge separation is enhanced in these structures since the minimum energy for the electron is on one
side of the interface, while the minimum energy for the hole is on the other side of the interface, leading to a reduced Coulomb attraction between the separated charge carriers. This, in turn, leads to a larger response to an external field. The breaking of symmetry at the interface leads to a blue shift when the field is aligned in a direction that ‘pushes’ the electron’s and hole’s wavefunctions towards the interface (and towards each other), and a red shift when the field is in the opposite direction, *i.e.* ‘pulls apart’ the electron’s and hole’s wavefunctions away from the interface (Fig. 2.6). The largest observed red shifts are $\Delta \lambda = 8.2$ nm and $\Delta \lambda = 13.1$ nm for samples #7 and #8 respectively, values which are almost $\times 2$ and $\times 3$ larger than the values for samples #1 through #6. The largest observed blue shifts were also sizeable ($\Delta \lambda = 7.1$ nm and $\Delta \lambda = 7.3$ nm for samples #7 and #8 respectively). As expected, these samples exhibit nearly linear $\Delta \lambda$-F dependence. Interestingly, simulations confirm the experimental observation that the slope in the first quadrant (red shift) is different from the slope in the third quadrant (blue shift). The difference in slopes is attributed to the two field configurations described below.

In the case where the field ‘pulls apart’ the electron and the hole away from each other, longer rods will afford a larger charge separation, a larger dipole ($\mu = q \times d$, $\mu$ : dipole moment, $q$ : electron charge, $d$ : distance between e and h), a reduced Coulomb attraction, and therefore a larger $\Delta \lambda$ red shift. The red shifts obtained for samples #7 and #8 are much larger than the shifts measured for samples #1 and #2, signifying the importance of the type-II interface. However, symmetric core/shell type-II structures (sample #5 and #6) lack the geometry that affords the generation of a large dipole. In short, the largest red shifts are achieved for elongated, asymmetric, type-II heterostructures.
In the case where the field ‘pushes’ the electron and the hole towards the interface (and towards each other), the geometry of the rod plays a less important role. Instead, the band tilting due to the external applied field and the redistribution of charges, form triangle potential wells for both the electron and the hole. The blue shift is a measure for the degree of tilting due to the established internal electric field (which is proportional to the external field). In the above discussion rods is treated as 1D wires; geometry could have a secondary effect on the blue shift when the true 3D structure of the NR is taken into account. It is noted that the blue shift configuration is advantageous for cases where the size of the sensor matters, but that the red shift configuration affords the highest voltage sensitivity.

Three distinct classes of $\Delta \lambda$-$F$ relations were observed: (1) Symmetric NPs with strong Coulomb attraction (type-I) display a red shift with a quadratic $\Delta \lambda$-$F$ (and $\Delta E$-$F$) dependence: $\Delta E = aF^2$ \cite{37} which is characterized by the polarizability $\alpha$; (2) Asymmetric NRs with reduced Coulomb attraction (type-II) display a red shift with a linear at zero electric field towards positive fields $\Delta \lambda$-$F$ (and $\Delta E$-$F$) dependence: $\Delta E = F \times d$ (d: distance)\cite{46}; (3) Asymmetric NRs with reduced Coulomb attraction (type-II) display a blue shift with nearly linear for negative fields $\Delta \lambda$-$F$ (and $\Delta E$-$F$) dependence: $\Delta E = \left( \frac{9hq}{16\sqrt{2m}} \right)^{2/3} \times F^{2/3}$, $\frac{1}{m_e^*} = \frac{1}{m_e} + \frac{1}{m_h^*}$ \cite{66} where h is Plank’s constant, q is electron charge and $m_e^*$ and $m_h^*$ are effective masses of the electron and hole respectively.

A sudden transition from a quadratic to a linear $\Delta \lambda$-$F$ dependence could occur at large enough fields, manifesting the ionization of the exciton that leads to a decrease in the overlap integral and an increase in the red shift. Such critical behavior was observed for sample #4 at
around ~300-400 kV/cm. Samples #7 and #8, however, display such ionization already at a zero field due to their type-II nature. Exciton ionization could not be observed for type-I NRs (samples #1 and #2).

When these NPs are used for field-sensing application, spectral diffusion should be taken into account. Charge trapping at the NP surface directly affects the magnitude of QCSE by changing the electric field inside the NP. If charge trapping is dynamic, it induces spectral diffusion.\(^67\) The resulting spread of wavelengths due to such diffusion is not larger than 10nm.\(^48,68\) In our observation, emission peaks diffuse no more than 4nm (Fig. 2.7d, 2.8d, 2.10d), consistent with the earlier works. Interestingly, our results suggest that trapped charges have a strong influence on \(V_{on}\) states (Fig. 2.1d, 2.2d, 2.4d, red) as compared to \(V_{off}\) states. This is likely because the wavefunction is more susceptible to the trapped charges when it is close to the surface of the NP. Obviously, spectral diffusion due to trapped charges reduces the signal to noise ratio (S/N) in voltage sensing, especially for short integration times. Generally, it is observed that if the average shift is larger than 4 nm, reliable voltage sensing could be achieved despite spectral diffusion.

In summary, the observations indicate that the QCSE magnitude, and applied field dependence are sensitive to the shape and the material composition of the nanoparticles: (i) Type-I NRs (homostructures with cylindrical symmetry) only weakly respond to the applied field (Fig. 2.1). The magnitude of their QCSE shift is small and the signal is usually masked by spectral diffusion at RT (likely due to local charge fluctuations/redistributions). With signal averaging some weak signals could be measured above the noise. As reported earlier\(^45\), these NRs display a quadratic field dependence (Fig. 2.6a, black squares). Although one might expect
charge separation to be dependent on the NR length, no length-dependency for Type-I NRs was observed; (ii) Quasi type-II NRs (heterostructures with cylindrical symmetry) display slightly larger QCSE than Type-I NRs (Fig. 2.2). Also, its asymmetric composition alters its field dependence, to be no longer quadratic (Fig. 2.6a, red diamonds). Calculations indeed confirm reduced Coulomb interaction for Quasi type-II NRs as compared to Type-I NRs (Fig. 2.7a, red diamonds vs. black squares), allowing for larger polarizability; (iii) Type-II core/shell QDs (heterostructures with spherical symmetry) display the weakest QCSE, often totally masked by spectral diffusion (Fig. 2.5a, b). This observation implies that symmetry breaking is important for sizeable QCSE. The field dependence of these particles is quadratic (Fig. 2.6a, blue triangles); (iv) Type-II NRs (heterostructures with cylindrical symmetry) display the largest QCSE (Fig. 2.4) and close to linear field dependence (Fig. 2.6a, dark cyan down and pink left triangles). Calculations suggest that Coulomb interaction is reduced the most in these structures (Fig. 2.7a, dark cyan down and pink left triangles), affording large polarizability. The symmetry breaking by the type-II heterostructure is manifested through the close to linear field dependence. The large shifts in these samples are hardly affected by spectral diffusion.

2.7 Summary

I measured and simulated wavelength shifts for eight different NPs formulations on the single molecule level at room temperature. It is found that type-II asymmetric NRs ZnSe-CdS and CdSe(Te)-CdS-CdZnSe yielded the largest shifts, demonstrating single particle sensitivity of
\( \Delta \lambda / \lambda \sim 2.1\% \) at a field of 400 kV/cm. The shifts for these samples (#7 and #8) were roughly linear with the applied external field and displayed both red and blue shifts within a broad range of applied voltages, depending on the field’s polarity with respect to the particle’s orientation. The demonstrated sensitivity could be translated into a noise-immune, ratiometric voltage measurement of two spectral bands (by splitting the fluorescence with an appropriate dichroic mirror followed up by band-pass filtering the two spectral bands using two detectors).

The temporal response of the Stark effect is in the nanoseconds range. If voltage measurements are to be performed with NPs on the ensemble level, very fast signals could indeed be detected. The voltage nanosensors presented here however, are capable of reporting voltage signals on the single particle level. For this, though, enough photons need to be detected from a single nanosensor to yield a reasonable signal-to-noise-ratio. I demonstrated here discernible shifts measured on single nanosensors with 30–100ms time resolution. With further optimization, stronger laser excitation, faster cameras, brighter QDs, and better QDs’ coating, significant improvements in single nanosensor time resolution will be expected.

I believe that the results reported here could be further enhanced by: (i) improving synthesis to yield even more uniform particles; (ii) engineering electron and hole wavefunctions that display weaker exciton binding energy while maintaining high radiative recombination rate (by improving on bandgap structure, composition, and geometry); (iii) reducing electrode spacing such that most of the field drops on the NPs; (iv) matching the environment’s dielectric constant to that of the particles or identification of asymmetric type-II structure with lower dielectric constant. With such improvements, these voltage nanosensors could possibly find interesting applications.
2.8 Material and Methods

**SI-2.1 Colloidal syntheses**

Samples #1 and #2 are homogeneous CdSe NRs that were prepared according to a published protocol\textsuperscript{69} with some modifications. With the same precursors ratio, sample #1 (short NR) and sample #2 (long NR) were differently shaped by adjusting growth temperature. Sample #1 was grown at 300°C for 10 mins; Sample #2 (long and thin NR) was grown at 270°C for 10 min. Samples #3 (short NR) and #4 (long NR) are quasi type-II seeded NRs. CdSe cores and seeded CdS NRs were prepared according to published protocols ref.\textsuperscript{23} and \textsuperscript{70} respectively with some modifications. Their lengths were predominantly controlled by the amount of CdSe dots used for seeded growth. Samples #5 and #6 are CdTe/CdSe core/shell structured type-II QDs that were prepared by successive ion layer adsorption and reaction (SILAR) according to a published protocol\textsuperscript{71} with some modifications. Samples #7 and #8 are type-II seeded NRs. Sample 7 has bullet-shape morphology with one ZnSe QD seed buried in CdS matrix. It was prepared according to a published protocol\textsuperscript{46}. Sample #8 is an elongated NR having core-shell-shell structure, Te-doped CdSe core seeded in CdS (inner shell) - CdZnSe alloy (outmost shell). The detailed morphology, band structure and synthesis of sample #8 is described in ref.\textsuperscript{47}.

Chemicals and materials: Cadmium oxide (CdO, 99.99%), Zinc Oxide (ZnO, 99.99%) oleic acid (90%), tri-n-octylphosphine (TOP, 90%), trioctylphosphine oxide (TOPO, 99% and technical grade 90%) hexadecylamine (HDA), octadecylamine (ODA, 97%), octylamine (97%), octadecene (ODE, 90%), tetra-butylphosphene (TBP, 97%), selenium (Se, 99.999%), telluride (Te, 99%), Sulfur (S, 99.5%) and oleylamine (OA, 70%) along with all organic solvents were
purchased from Sigma-Aldrich and used without any further purification. Tetradecylphosphonic acid (TDPA), hexylphosphonic acid (HPA) and octadecylphosphonic (ODPA) were purchased from PCI Synthesis.

CdSe NRs: A three-neck flask was loaded with a mixture of 1 mmol CdO, 0.6 mmol HPA, 1.4 mmol TDPA and 2.0 g TOPO (99%). Temperature was raised slowly to 250°C under nitrogen flow to obtain clear (or slightly opaque) colorless solution. The cooled mixture was left overnight in ambient. In continuation, the mixture was reheated to 320°C under nitrogen flow. A colorless Se solution was quickly injected into this colorless solution containing 0.5 mmol Se, 0.6 mmol TBP, 2.7 mmol TOP and 0.3 g toluene. Sample #1: The growth temperature was set at 300°C. Due to the injection, the temperature decreased to 270°C but climbed back to 300°C within 10 mins. Growth was terminated after 10 mins by rapid cooling to RT. The resulted NRs had a small aspect ratio. Sample #2: The same protocol as for sample #1 was followed, with two exceptions: instead of TOPO (99%), a technical grade TOPO (90%) was used, and the growth step was proceeded for 10 mins at 270°C.

Quasi-Type-II NRs (CdSe seeded in CdS): CdSe core nanocrystals were prepared using a procedure modified from a previous report23. A 50 ml round bottom flask was loaded with 60 mg (0.5 mmol) CdO, 280 mg ODPA and 3 g TOPO. After degassing under vacuum for 1 hour at 120°C the temperature was raised to 340°C under argon until dissolution of CdO at which point 1.8 ml TOP was injected and temperature was raised to 370°C. A solution containing 58 mg Se in 0.5 ml TOP was swiftly injected and heating mantle was removed until. Final core size had a
diameter of about 2.7 nm. A slight modification of previously reported methods\textsuperscript{55} was used for seeded growth of CdS. A 50 ml round bottom flask was charged with 211 mg (1.6 mmol) CdO, 1 g ODPA, 50 mg HPA and 3.46 g TOPO. The reaction flask was degassed for 3 hours at 130° and then temperature was raised to 340°C under argon until dissolution of CdO at which point 1.8 ml TOP was injected. CdSe seed solution was separated and purified for reaction by mixing with toluene and precipitating with excess methanol 3 times. Seeds were then re-dissolving in 0.6 ml TOP. The S:TOP precursor solution was prepared by mixing 51mg S (1.6mmol) in 0.6 ml TOP. Temperature was raised to 350°C for injection. The amount of dots used for preparation of sample #3 was $8 \times 10^{-7}$ and for sample #4 was $1 \times 10^{-7}$ moles.

Type-II QDs: CdTe/CdSe: CdTe core QDs were synthesized in high temperature organic solution. The mixture of 0.5 mmol CdO, 1.25 mmol TDPA and 20 g ODE was sonicated for 5 min before heated on the mantle to 290°C under nitrogen purging. A clear and colorless solution was obtained. Meanwhile a mixture of 0.5 mmol Te powder, 0.31 g TBP and 6 g ODE in septum-topped vial was sonicated for 5 min and then heated on a mantle to 214°C in order to dissolve the Te. This Te precursor solution, upon cooling to room temperature, was loaded into a 10 ml syringe mounted with a 12 gauge needle. Cd precursor solution was heated to 310°C under nitrogen; the Te precursor was injected into it under stirring. The temperature dropped to 270°C. At this temperature the reaction was proceeding for about 30 min (or whenever the target absorption peak position was reached). CdTe QDs were purified and characterized by UV-Vis (to estimate the concentration using known extinction coefficients) and TEM (to measure particle size and calculate surface area) for the following steps. Sample #5: CdTe core 4.2 nm, CdSe
shell 2-monolayer, emission 670 nm. 1.2 g CdTe hexane solution (concentration was calculated in units of mmol/gram) was mixed with 0.5 g oleic acid and 3.5 g ODE in a flask. After the removal of hexane and degassing under vacuum, the flask was heated to 210°C under nitrogen. 0.04 M Cd precursor was prepared by heating to 250°C and dissolving 76.8 mg CdO in 1.35 g oleic acid and 10.65 g ODE. The colorless solution was pumped while being cooled to room temperature. Similarly 0.04 M Se precursor was made with 38 mg Se, 1.624 g TBP and 7.89 g ODE. The Cd and Se precursors were loaded into separate syringes for manual dripping or syringe pump infusion. At 210°C the first 0.104 ml Se solution was slowly dripped into the CdTe containing flask. 10 min later the same amount of Cd solution was added to complete the first monolayer of CdSe shell. For the growth of the second layer CdSe, 0.139 ml Se and Cd solutions were introduced sequentially and respectively. Successively with 0.177 ml for the third layer, 0.221 ml for the fourth and 0.270 ml for the fifth layer, the 3.9 nm CdTe QD was overcoated with 5 monolayers of CdSe, showing a single emission at 710 nm. Sample #6: CdTe core 3.9 nm, CdSe shell 5-monolayer, emission 710; nm. The epitaxial growth of CdSe shell onto the CdTe core was executed via the SILAR method. Cd and Se precursor solutions were introduced into the reaction flask containing CdTe core, fresh ligands (e.g., oleic acid) and solvent (ODE or TOPO) alternatively, with increasing amounts for each additional layer. The amounts were calculated to cover all QDs in solution to exact one monolayer.

Type-II NRs: ZnSe/CdS (Sample #7): 3.7 nm ZnSe QD was prepared via multiple injections. The particles were purified by precipitations and quantified for concentration with UV-Vis. 40 nmol ZnSe were redispersed in 0.7 g TOP immediately following the removal
hexane by vacuum. 120 mg S were dissolved in 0.8 g hot TOP before being combined at room temperature with ZnSe/TOP for injection. Cd precursor solution was prepared by degassing the mixture of 60 mg CdO, 290 mg ODPA, 80 mg HPA and 3.0 g TOPO (Tech.) at 150°C under vacuum before the reaction with sulfur precursor in the presence of the seed (template) at 365°C. Upon the quick injection, the temperature dipped to 320°C. Without change of the setting, the temperature went back up to 365°C. The growth was stopped at 10 min after injection.

Te doped CdSe core in CdS-CdZnS-CdZnSe shell (Sample #8): Te doped CdSe core nanocrystals were prepared using a procedure modified from a previous report\textsuperscript{72}. A 50 ml round bottom flask was loaded with 26 mg (0.2 mmol) CdO, 127 mg TDPA and 3.6 g TOPO. After degassing under vacuum for 2 hours at 130°C the temperature was raised to 340°C under argon until CdO dissolved and solution became clear. A Se/Te precursor solution in TOP was prepared by dissolving 40 mg (0.5 mmol) Se in 0.6 ml TOP and mixing in 100 μl of a 0.1 M Te:TOP solution (Te constitutes 4% of the Cd). Reaction solution was heated to 360°C for injection of the Se/Te precursor. The heating mantle was removed immediately after injection. The solution color changed within 10 seconds to a deep dark red shade.

Seeded growth of CdS: A slight modification of previously reported methods\textsuperscript{70} was used. A 50 ml round bottom flask was loaded with 100 mg (0.75 mmol) CdO, 600 mg ODPA, 80 mg HPA and 3.6 g TOPO. The reaction flask was degassed for 3 hours at 130°C and then temperature was raised to 330-350°C to dissolve CdO at which point 1.8 ml TOP was added. The CdSe(Te) quantum dots (QDs) were separated and purified for reaction by mixing 1 ml of the QD solution with toluene until completely clear and precipitating with excess acetone. Further purification entailed re-dissolving in 1 ml chloroform/octylamine (6:1) and precipitating
with acetone, then re-dissolving in 0.5 ml chloroform/oleic acid/TOP (1:1:8). The QD solution containing ~9 \times 10^{-8} moles of core QDs, was then mixed with an S:TOP solution containing 115 mg S in 1.5 ml TOP. The QD/S solution was quickly injected into the flask at 350°C. A portion of the reaction solution was extracted within 20 seconds for quenching in room temperature ODE.

Continued shell growth of CdZnS: A 50 ml round bottom flask was charged with 1.78 g ODA, 1 ml HDA and 4ml ODE and degassed under vacuum for 4 hours. The CdSe(Te)/CdS NCs QDs were separated for reaction by mixing 2 ml mother solution with chloroform until completely clear and precipitating with excess acetone/ methanol (1:1) after which they were re-dissolved in 1 ml toluene/TOP (1:1). Preparation of S, Cd and Zn precursor solutions is described below (stock solutions section). Cd and Zn oleate solutions were mixed in a 1:2.5 ratio in order to get partial incorporation of Zn in the CdS lattice. Total volumes of 2.6 ml Cd/Zn precursor and 2.6 ml S precursor were added drop-wise to reaction solution over the course of 11 hours. The additions were carried out in a staggered fashion at temperatures ranging from 190° to 220° C.

Continued growth of CdZnSe: Growth of CdZnSe was carried out at 200-220°C by the drop wise addition of Se:TOP stock solution over the course of about 1 hour. Within 10 min, a new narrow peak in the emission spectrum appeared at 580 nm, indicating that the solution contained large amounts of unreacted Cd and Zn precursors. As growth of ZnSe continued, the two peaks remained completely distinguishable as both peaks red-shifted in tandem. It was also apparent that the VIS emission was getting stronger on the expense of the NIR emission.
Stock solutions for sample #8: Stock solutions of Cd, S, Se, Te and Zn with a concentration of 0.1M for shell growth were prepared in advance; for preparation of Cd (or Zn) oleate 0.1 M - CdO (or ZnO) and oleic acid (ratio of 1:8) were placed in 35 ml ODE in a 100 ml round bottom flask. The solution was degassed for 20 min at 120°C then heated to 300°C on a Schlenck line until full dissolution of the CdO, evident by the solution turning colorless. For S:ODE 0.1 M, 160mg elemental sulfur (5 mmol) and 50ml ODE were placed in a 100 ml round bottom flask. The solution was degassed for 20 min at 120°C and then heated to 200°C for 1 hour, by which time all the sulfur dissolved and the solution attained a yellowish tint. Te:TOP and Se:TOP solutions were prepared by sonicating under heat the desired amount of the elemental material in TOP until it dissolved. For shell growth I applied the technique of successive ion layer deposition and adsorption (SILAR) as described previously\textsuperscript{73}.

![Fig. S2.1 TEM micrographs](a) Sample #7 (Scale bar is 50nm.) (b) Sample #8 (Scale bar is 20nm.)
**Optical Setup**

Fig. S2.2 describes the set-up used to acquire QCSE spectroscopic data on single QDs and NRs. The set-up is based on an Olympus IX71 inverted microscope equipped with a Xenon lamp (Olympus, U-LH75XEAPO, 75W) and excitation filter (BP 470/40, Chorma Technology Corp, Bellows Falls, VT). The emission of the NPs is collected by ×60 objective lens (Olympus, PlanApo 60×, n=1.45, oil immersion), passed through a dichroic mirror (DM, 505DCXRU, Chorma Technology Corp, Bellows Falls, VT) and then directed to the high resolution spectral detection arm. Spectral features (Figure S2.6a) are selected by a variable slit (in order to remove overlapping spectra of neighboring NPs; Figure S2.6).

A Glan-Thompson prism (GTP, Thorlabs, Newton, NJ, acting as a linear polarizer downstream from the slit) selects NRs that are aligned along the direction of the applied electric field. Larger QCSE wavelength shifts are expected for charge separation along the long axis of the NR, which
is also the direction of its polarized emission\textsuperscript{74}. The emission is then dispersed by a dove prism (DP, Thorlabs, Newton, NJ) and detected by an Andor iXon electron multiply (EM) charge coupled device (CCD) camera (EMCCD, Andor iXon, South Windsor, CT) (see also Figure S6c). The horizontal axis of the resulted spectral images was calibrated with 532 nm (DPGL-20P, World Star Tech, Toronto, Canada), 594 nm (25 LYP 173, Melles Griot, Albuquerque, NM) lasers and 810 nm LED (NT59-432, Edmund optics, Barrington, NJ) lines using a quadratic fit.

![Interdigitated electrode](image)

**Fig. S2.3** Interdigitated electrode. (bright field image). Electrode spacing is 2μm. Scale bar is 10μm.

Photolithographically patterned interdigitated electrodes (Figure S2.3) were fabricated at the UCLA Nanoelectronics Research Facility using a home-made designed mask and conventional lithographic and acetone-based lift-off procedures. 100 nm/5 nm Au/Cr layers were deposited onto 25 mm diameter cover glass slides (Circle #1, 0.13 to 0.17mm thickness) using a CHA Mark 40 e-beam evaporator. The gap between finger electrodes is 2um.
**AC dielectrophoresis NR alignment**

NPs samples were dissolved in toluene solution (1mg/ml), diluted $\times 10$, $\times 100$, $\times 1000$ and $\times 10000$ times and casted onto an interdigitated electrode-patterned cover glass (Figure S2.4). Sample casting started with the lowest concentration and step-wise increased with higher concentrations to reach optimal surface density for subsequent single molecule spectroscopy (in order to avoid signal overlap on the camera). A dielectrophoresis method was used for each casted layer in an attempt to align NRs long-axis along the field direction\(^7\) (except for control experiments) in order to maximize the QCSE signal. It was achieved by applying an AC electric field (10 kHz, 100 kV/cm) during the casting process (before toluene evaporation\(^7\)).

![Image](image.png)

**Fig. S2.4** Emission of aligned sample #4 after AC dielectrophoresis. Emission is passed through Glan-Thompson prism (GTP). (a), GTP is installed so that NRs’ emission polarization is analyzed parallel to the electric field. (b) GTP is installed so that NR’s emission polarization is analyzed perpendicular to the electric field.
Figure S2.4 shows the effect of AC dielectrophoresis on NRs alignment. Since NRs exhibit linear polarization along their long axis\textsuperscript{74}, their degree of alignment could be assessed by analyzing their polarized emission parallel and perpendicular to the direction of the aligning AC field. The figure shows a field of view containing several NPs of sample #4 after the alignment protocol has been implemented. More bright spots can be seen when the GTP polarization analyzer is aligned parallel to the field (a). Fewer (and weaker) spots are seen when the GTP polarization analyzer is aligned perpendicular to the field (b). By measuring the parallel $I_\parallel$ and perpendicular $I_\perp$ polarization components of individual NRs’ emission, one can calculate the polarization $P$ according to: $P = (I_\parallel - I_\perp)/(I_\parallel + I_\perp)$ for each NR. Figure S2.5 shows a box chart of $P$ values for 15 individual NRs. The mean $P$ is 0.50, suggesting a reasonable alignment yield (random orientation would have resulted in an average $\bar{P} = 0$), a slightly lower value than the one reported for CdSe NR in ref. \textsuperscript{74}. 

**Fig. S2.5** Box chart of 15 NRs’ (sample #4) fluorescence polarization. SD is one standard deviation.
**Data Analysis**

Figure S2.6 illustrates the procedure that was utilized to find NPs, select isolated NPs, and acquire their spectra. For example, four NPs located in the gap between two electrodes’ fingers were observed in the data set shown in Figure S2.6a (NP1-NP4). Since the dispersed emission of NP2 overlapped with that of NP1, the variable slit was adjusted to filter-out signals from NP2 and NP4, i.e. only the signals from NP1 and NP3 were selected for further analysis (Figure S2.6b). After passing through the dispersive prism, the two spectra of NP1 and NP3 were
recorded on the EMCCD (Figure S2.6c). The camera acquisition clock (frame-rate) was synchronized to the alternation frequency of the (quasi) DC electric field (square wave, typically $f_o=5$ Hz) that was applied to the interdigitated electrodes using a function generator (FG2A, Beckman industrial, Fullerton, CA) followed by a voltage regulator and a high voltage amplifier (STM 100 controller, RHK technology, Troy, MI). The amplitude of the applied field to the electrodes could reach up to ±500 kV/cm ($f=5$ Hz). The function generator synchronization signal was frequency doubled by a Labview-controlled FPGA board ($f=2f_o=10$ Hz) (Spartan 3E, Xilink, San Jose, CA) resulting in successive synchronized acquisitions of camera frames in the Von and Voff periods of the square wave (the delays between the generated waveform by the function generator, the high-voltage amplifier, and the actual applied voltage on the electrodes, were confirmed to be negligible; the RC time constant of the electrode was measured to be 0.2 ps). Typical data set was acquired for 20~30 seconds in a format of a movie of ~200-300 alternating frames, i.e. 100~150 frames for each Von and Voff.
All data sets were automatically analyzed using a home-written Matlab program. The program detects NPs location in the field-of-view (on the sum of all movie frames, Figure S2.6e) and extracts, for each frame in a movie, all relevant parameters from individual spectrum including the peak emission wavelength ($\lambda_{\text{peak}}$), the integrated intensity, and the full width half maximum (FWHM). It then calculates the histograms of these properties for all Von and Voff frames in a movie. To achieve this, the following steps were performed:

(i) Background correction: Owing to the nonlinear prism’s dispersion (especially at $\lambda > 700\text{nm}$) and random background noise, background was corrected across the whole field (Figure S6d). The X-axis (column) of the raw spectral image represents wavelength. The Y-axis (row) of the raw spectral image represents real space. All pixels in the field-of-view were integrated over

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure}
\caption{Intensity profile of the 43th frame in a movie of NP1 in Fig. S2.6. (a), 2 dimensional intensity profile $S_{2D}(n=1,x,y,t=43)$. Color map illustrates photon number acquired at each pixel. (b), 1D intensity profile $S_{1D}(n=1,x,t=43)$ and its fitting curve (F)}
\end{figure}
all frames (along t) to average out temporal intensity fluctuations, and over all rows (Y-axis) to achieve an averaged, ‘single row’ background. This vector is then subtracted from each frame and each row to achieve background correction.

(ii) Peak detection: The spectrum of a single NP spreads over several rows and columns. To detect each spectrum’s peak position, a Matlab built-in one-dimensional peak detection function, ‘findpeaks’, was implemented twice, both for X and for Y directions. It returns the peak coordinates \((x_n, y_n)\), where \(n\) indexes individual NPs. When the areal concentration of NPs was adjusted properly (~1 NP per 10 \(\mu\)m\(^2\)), the yield of spectra extraction from individual NPs approached 95%.

(iii) Spectrum’s profile and thresholding: The program returned a list of NPs coordinates \((x_n, y_n)\), (Figure S2.6e) and subsequently extracted parameters for all NPS in the list, one NP at a time. For each individual NP’s spectrum of each frame, a profile is defined: \(S_{2D}(n, x, y, t)\), with index \(n\), frame \(t\) and peak position \((x_n, y_n)\) in the region of interest (ROI). Figure S2.7a is a representative 2D spectrum profile of the 43th frame of NP1 in Figure S2.6: \(S_{2D}(1, x, y, 43)\). Only frames with NPs in the blinking-on state are retained (from the full set of 200~300 frames) by applying a threshold filter. The threshold \((Th)\) is defined as the mean value of the total integrated intensity of individual NP, \(Th(n) = \frac{1}{T} \sum_{t, x, y} S_{2D}(n, x, y, t)\) where \(T\) is the total length of the movie.

Signals of frames with total integrated intensity \(= \sum_{x, y} S_{2D}(n, x, y, t)\) larger than \(Th\) are retained and their spectrum is reduced to a 1D spectrum profile by integrating over the Y-axis:

\[S_{1D}(n, x, t) = \sum_y S_{2D}(n, x, y, t).\]

\(S_{1D}(n, x, t)\) is then fitted by a 7th order polynomial \(F(n, x, t)\) (since
spectra were not fitted well by Gaussians or Lorentzians). Figure S2.7b shows $S_{1D}$ for the data shown in Figure S2.7a.

(iv) Final data reduction and presentation: $S_{1D}$ and F data (excluding blinking-off frames) are further divided into Von and Voff frames which are used for the construction of average spectra (as in Figures. 2.1c, 2.2c, 2.4c) by averaging $S_{1D}(n, x, t)$ and the construction of spectral peak position histograms (Figures. 2.1d, 2.2d, 2.4d) by tabulating peak positions ($x_{\text{peak}}$) of $F(n, x, t)$ for Von and Voff frames respectively. Finally, the X-axis is converted to wavelength by quadratic fitting to the calibration data (taken with 2 lasers and 1 LED spectral lines.). The differential spectrum (Figure 2.1e, 2.2e, 2.4e) is acquired by subtracting Voff averaged spectrum from Von averaged spectrum.
Simulation method

\[ \nabla \cdot (\varepsilon(r, z) \nabla V_{e}(r, z)) = 0 \]

\[ \left(-\frac{\hbar^2}{2m_e^*} \nabla^2 + V_{cb} + V_{E}\right) \psi_e = E_{\psi_e} \]

\[ -\nabla \cdot (\varepsilon(r, z) \nabla V_{ch,b}(r, z)) = q |\psi_b|^2 \]

\[ \nabla^2 V_{ch,homeo,\xi}(r, z) = q |\psi_e|^2 / \varepsilon_{\xi,\xi} \]

\[ V_{1p,\xi} = V_{ch,\xi} - V_{ch,homeo,\xi} \]

\[ \left(-\frac{\hbar^2}{2m_h^*} \nabla^2 + V_{cb} + V_{E} + V_{ch,b} + V_{ph}\right) \psi_h = E_{\psi_h} \]

Fig. S2.8 Quantum calculation flow chart

QCSE is calculated by solving the self-consistent Schrödinger-Poisson equations using a home-written Matlab program. Cylindrical symmetry was employed using a finite difference mesh. On every discretized mesh point, Schrödinger and Poisson equations were solved by assuming effective masses and self-consistent field approximation. The code generates electron’s and hole’s energy levels, overlap integral, and exciton binding energy by solving the coupled Schrödinger-Poisson equations iteratively using the finite difference method. To achieve three dimensional calculation with manageable computational effort, I apply axial (cylindrical) symmetry to the geometry and Laplacian operators for homogeneous space (or gradient and divergence operators for inhomogeneous space) in the coupled equations. The entire computational space extends 3~5nm further from the NP boundary (allowing for e and h...
wavefunctions to extend outside of the NPs’ boundaries and decay into free space). Figure S8 presents the flow diagram for these calculations. First I define geometry and geometry-dependent parameters such as effective masses \((m^*(r,z))\), dielectric constants \((\varepsilon_r(r,z))\), and conduction and valence band profiles \((V_{CB} \text{ and } V_{VB})\). Parameters and their references used in this calculation are summarized at Tables S2.1 and S2.2. At the NP boundary, \(\varepsilon_r\) is assigned the average value of the NP and air dielectric constants. The potential generated by the external electric field \((V_E)\) is calculated by solving the Laplacian equation \(\nabla \cdot (\varepsilon_r(r,z)\nabla V_E(r,z)) = 0\) with the boundary condition: \((V_E(z=0)=0, V_E(z=d)=qF\times d)\), where \(F\) is the electric field, and \(d\) is the total length of the computational space. With these potentials at hand, the Schrödinger equations for the electron:

\[
\left( -\frac{\hbar^2}{2m_e} \nabla^2 + V_{CH} + V_E \right) \psi_e = E_e \psi_e
\]

and for the hole:

\[
\left( -\frac{\hbar^2}{2m_h} \nabla^2 + V_{VB} - V_E \right) \psi_h = E_h \psi_h
\]

are solved next (using the Dirichlet boundary conditions). After normalization of the wavefunctions, the Poisson equation \(-\nabla \cdot (\varepsilon_r(r,z)V_{CH,h}(r,z)) = q|\psi_h|^2\) is solved (with a Dirichlet boundary condition) to derive the hole coulombic potential \(V_{CH,h}\). The electron coulombic potential \(V_{CH,e}\) is obtained in a similar way. In addition to the potential generated from the other particle, each particle is influenced by its own self-polarization potential \((V_{SP,e}, V_{SP,h})\) arising from the dielectric mismatch with its surrounding. \(V_{SP,e}\) is calculated using: \(V_{SP,e} = V_{CH,e} - V_{CH,homo,e}\) and
\[ V_{\text{ch,homo,e}} \text{ is calculated using: } \nabla^2 V_{\text{ch,homo,e}}(r, z) = q |\psi_e|^2 / \epsilon_{r,QD} \cdot \epsilon_{r,QD} \text{ is the dielectric constant of the NP (which has a constant value). } V_{\text{sp,h}} \text{ is obtained similarly. With these potentials, Schrödinger equations are solved again for } e \text{ and } h \text{ with all of the contributions to the potentials:} \]

\[
\left(-\frac{\hbar^2}{2m_e} \nabla^2 + V_{\text{CB}} + V_E + V_{\text{ch},e} + V_{\text{sp},e}\right)\psi_e = E_e \psi_e
\]

\[
\left(-\frac{\hbar^2}{2m_h} \nabla^2 + V_{\text{VB}} - V_E + V_{\text{ch},h} + V_{\text{sp},h}\right)\psi_h = E_h \psi_h
\]

This process is repeated iteratively until the electron (or/ and hole) energies converge. In most cases, four iterations are sufficient to obtain a convergence error of \(\Delta E_e/E_e \leq 0.1\%\).

Fig S2.9 Simulated geometries for samples #2, #4, #6, #7, #8. CdSe (green), CdS (yellow), CdTe (orange), ZnSe (#7, cyan), CdZnSe (#8, cyan)

Geometries used for simulation are shown in Figure S2.9. Parameters used in this study were obtained from the literature and are summarized in Table S2.1 and S2.2. For simplicity, the same dielectric constant \((\epsilon_r = 9)\) was applied for all samples, and the dielectric constant of air \((\epsilon_r = 1)\) was assumed for the immediate surroundings of the NP. Conduction band (\(\Delta e)\) offset between CdS-CdZnSe is assumed to have 0.3eV which is a medium value of CdSe-
CdS and ZnSe-CdS. Valence band offsets ($\Delta h$) of sample #8 are assumed to be zero except CdS-CdZnSe interface in order to ignore type-I transition and only take account type-II transition.

<table>
<thead>
<tr>
<th></th>
<th>CdSe</th>
<th>CdTe</th>
<th>CdS</th>
<th>ZnSe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_e^*$</td>
<td>0.13</td>
<td>0.11</td>
<td>0.2</td>
<td>0.14</td>
</tr>
<tr>
<td>$m_h^*$</td>
<td>0.45</td>
<td>0.35</td>
<td>0.7</td>
<td>0.53</td>
</tr>
</tbody>
</table>

**Table S2.1** Electron and hole effective masses

<table>
<thead>
<tr>
<th></th>
<th>CdSe-CdTe</th>
<th>CdSe-CdS</th>
<th>CdS-ZnSe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_e$</td>
<td>0.42</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>$\Delta_h$</td>
<td>-0.57</td>
<td>0.78</td>
<td>-0.52</td>
</tr>
</tbody>
</table>

**Table S2.2** Conduction and valence band offsets. For example, Conduction band edge of CdTe is 0.42eV higher than CdSe. Unit is eV.
Chapter 3

Electric field dependent Auger recombination rate in semiconductor nanoparticle

3.1 Introduction

As semiconductor material is miniaturized in nanoscale, unique optical properties emerge due to the quantum confined effect. This brings quantized energy level in semiconductor compared to the continuous energy levels in bulk semiconductor. Among them, zero dimensional (0D) semiconductor possesses δ-function like density of state (DOS), exhibiting narrow full-width half maximum (FWHM, ~30nm) compared to the organic fluorophore (FWHM ~ 100nm). This 0D semiconductor is called as QD, or dubbed as ‘artificial atom’ due to its discrete energy levels. In addition, its emission wavelength is controlled by QD size, so that it covers wide range of spectrum. For example, CdSe and CdS heterostructured QD’s emission spectrum covers entire visible range. Moreover, increased DOS at lowest energy brings enhanced light emitting property, so it is investigated as a light emitting diode (LED)\textsuperscript{78}, or laser. Especially QD laser is known for possessing the lowest lasing threshold for semiconductors\textsuperscript{26}. 
The major drawback for using QD as light emitting purpose is its increased Auger recombination rate (Chapter 1.4). Auger rate \((k_A)\) is nonradiative transition and it is inversely proportional to semiconductor’s volume \((k_A \propto Vol^{-1})\). Thus, it is one dominant transition in QDs or nanorods (NRs), while \(k_A\) is negligible in bulk semiconductors. Auger recombination process deteriorates the nanoparticles (NPs)’s emitting property. It reduces overall fluorescence quantum yield (QY). More importantly, it induces emission photon’s intermittency\(^79\) (called as blinking) (Fig. 1.5d). If nanoparticles (NPs) have multiple excitons \(\langle N \rangle > 1\), Auger channel is activated since \(k_A\) is much faster than radiative transition rate \((k_r)\). After Auger recombination, either an electron or a hole is remained in NPs. They become negative or positive trion if they are excited again, and an electron and a hole recombine with Auger process. Therefore, NPs cannot emit photons until it becomes neutralized. This totally dark state and light emitting state are repeated random manner (blinking)\(^79\).

Therefore, suppression of blinking is one major goal for utilizing NPs as stable fluorophore. Considerable efforts have been invested in designing NPs with reduced Auger recombination and blinking, such as via graded shells\(^80, 81\), increased shell thickness\(^82\), type-II shells\(^83\) and alloying\(^84\). These approaches relax the momentum conservation requirement between the ground and excited states by ‘smoothing’ the otherwise abrupt changes in the conduction and valence band energies at the interfaces\(^80\).

This Chapter reveals that the momentum conservation for satisfying Auger transition can be altered by applied electric field \((F)\). First, theoretical analysis estimates the \(F\)-dependent \(k_A\) by solving Fermi’s Golden Rule (FGR) at different \(F\). Second, experimentally obtained quantum-
confined Stark effect (QCSE) data exhibits reduced intensity for blue-shifted ZnSe-CdS NR which indicates increased $k_A$. These findings demonstrate voltage dependent nature of Auger process. Since, Auger recombination influence on emission intensity in multiple exciton or trion state ($X^+$), $k_A$ change should be taken into account for intensity monitoring under $F$ or measuring membrane potential with intensity (Chapter 4).

### 3.2 Calculation detail

Home-built python code is used to calculated $F$ dependent $k_A$. It is constructed in one dimension (1D) finite difference method. Material parameters are shown in Fig. 3.1 and Table 3.1. Here, two model systems are under investigated which are homogeneous CdSe and asymmetric ZnSe-CdS NRs. CdSe is type-I energy structured and ZnSe-CdS is asymmetric type-II energy structured which has built-in dipole moment of excited electron and hole.

![Energy band structure of (a) CdSe and (b) ZnSe-CdS](image)

**Fig. 3.1** Energy band structure of (a) CdSe and (b) ZnSe-CdS
Table 3.1. Parameters used for calculation. $m_e^*$ and $m_h^*$ are electron and hole effective masses. $\varepsilon_r$ is dielectric constant. K is Kane matrix element. For ZnSe-CdS, averaged parameters of ZnSe and CdS are used.

Self-consistent Schrödinger and Poisson equation are solved until electron energy converges with $\Delta E < 1$ meV (see self-consistency method in Chapter 2.8) to obtain wavefunctions. For a specific, two band Kane model are used in K-P formalism.

$$H = \begin{pmatrix} H_e & K \cdot \hat{p} \\ K \cdot \hat{p} & H_h \end{pmatrix} \quad \text{with:} \quad H_{e,h} = \pm \hat{p}^2/2m_{e,h} \pm E_g/2 \pm V_{e,h} \pm V_F \pm V_{e,h}^{\text{coul}}$$

$K$ is the Kane matrix element, $\hat{p}$ is the momentum operator ($\hat{p} = -i\hbar \nabla$), $E_g$ is the energy bandgap, $m_{e,h}^*$ are the electron and hole effective masses respectively, $V_{e,h}$ are the electron and hole confinement energies respectively, $V_F$ is the potential generated by the applied electric field $F$ ($V_F = x \cdot F$ where $x$ is the spatial coordinate along the NR’s long axis), and $V_{e,h}^{\text{coul}}$ is coulomb potential, describing attraction from the other charge. $V_{e,h}^{\text{coul}}$ is calculated by inhomogeneous Poisson equation $-\nabla \cdot (\varepsilon_r(x) \nabla V(x)) = \rho(x)/\varepsilon_0$. Calculated wavefunctions are used for solving FGR at different $F$.

Auger recombination is a three particles process that results in a nonradiative transition due to the absorption of the exciton’s energy by the spectator particle (Fig. 3.2b, c).
The FGR expects the Auger recombination rate \( k_A \)

\[
k_A = \frac{1}{\tau_A} = \frac{2\pi}{\hbar} |M_{\gamma}]^2 \rho(E_f) \]

\[
M_{\gamma} = \langle \Psi_f | V(x_1-x_2) | \Psi_f \rangle 
\]

where \( M_{\gamma} \) is the matrix element describing coulomb potential between particles, \( \tau_A \) is Auger recombination lifetime, \( \rho(E_f) \) is density of states at \( E_f \) and \( E_f \) is the energy level of spectator particle’s final state. The two particle initial and final wavefunctions are

\[
\Psi_i(x_1, x_2) = \frac{1}{\sqrt{2}} \psi_h^0(x_1)\psi_h^0(x_2) [\lambda(1)\beta(2) - \lambda(2)\beta(1)] 
\]

\[
\Psi_f(x_1, x_2) = \frac{1}{2} [\psi_e^0(x_1)^* \phi_f(x_2) + \psi_e^0(x_2)^* \phi_f(x_1)] [\lambda(1)\beta(2) - \lambda(2)\beta(1)] 
\]

\( \psi_e^0, \psi_h^0 \) are electron’s and hole’s ground state. \( \lambda \) and \( \beta \) are spinors of the state. In final state, the spectator hole is excited in the continuum space, so it is expressed as a plane wave

\[
\phi_f(x) = \frac{1}{\sqrt{L}} \exp(ik_f x) \quad \text{where } L \text{ is a normalization factor. The other hole is in conduction band,}
\]
expressed as complex conjugate of the electron’s ground state $\psi_e^{0*}$. Having the initial and final states, matrix element is calculated.

$$M_{if} = \langle \Psi_i | V(x_1 - x_2) | \Psi_f \rangle$$

$$= \sqrt{2} \int dx_1 dx_2 \psi_h^{0*}(x_1) \psi_h^{0*}(x_2) V(x_1 - x_2) \psi_e^{0*}(x_1) \phi_f^{0*}(x_2)$$

Coulomb potential is defined as $V(x_1 - x_2) = \frac{e^2}{4\pi\varepsilon \varepsilon_0|x_1 - x_2 + \delta|}$ where $\delta$ is chosen $10^{-2}$ nm to prevent divergence. This value is numerically calculated on the one dimension (1D) finite difference method. I obtain $k_A$ values at different electric field, and NRs’ length. $k_A$ was calculated only for the electron-hole-hole ($e-h-h$) scattering configuration (Fig. 3.2c). This configuration is more likely to occur than the electron-electron-hole ($e-e-h$) scattering configuration (Fig. 3.2b). This is because that in general hole confined volume is much smaller than electron covering area in ZnSe-CdS or CdSe-CdS NR. Therefore, we expect stronger hole confinement than electron, which results in higher scattering rate between holes than between electrons. The calculation method used here is referred from ref. 80.
3.3 Calculation results

![Graph showing length-dependent Auger rate of CdSe (blue) and its fitting curve (green dash line) and ZnSe-CdS (black).]

Fig. 3.3 Length-dependent Auger rate of CdSe (blue) and its fitting curve (green dash line) and ZnSe-CdS (black).

Fig. 3.3 shows the length dependent $k_A$ of CdSe and ZnSe-CdS. Interestingly, there is repeating drops in $k_A$ for CdSe as its length increases. Since $\phi_j(x) = \frac{1}{\sqrt{L}} \exp(ik_jx)$ has strong oscillatory behavior, low frequency component of $\psi_n^0(x_2)$ is canceled out for calculating $M_{ij}$ due to the symmetry requirement. Thus high frequency component (close to $k_j$) becomes significant. At certain lengths, high frequency component vanishes which results in orders of magnitude suppressed $k_A$. For an actual measurement, this oscillation is averaged out for numerous reasons including environmental effect, imperfection of NP’s size and shape. On the
other hand, this oscillatory behavior is not shown in ZnSe-CdS due to the collapse of symmetry in this material. $k_A$ is generally reduced as length increases ($k_A \propto Vol^{-1}$ for 3D).

![Figs. 3.4](image)

**Fig. 3.4** $F$-dependent $k_A$ (a) CdSe (b) ZnSe-CdS (black) total length is 4nm (blue), 6nm (orange), 8nm (red), 10nm (cyan), 12nm (green)

Figs. 3.4a and b show calculated Auger recombination rates ($k_A$) for the two NPs as a function of $F$. Our calculations show that $k_A$ is rather invariant for 4nm CdSe. This is due to the strong Coulomb interaction between an electron and a hole. Therefore, their wavefunctions do not change under $F$ (Fig. 4. 2). Except 8 nm CdSe, $k_A$ shows reduced its value under both positive and negative $F$. Under $F$, electron’s and hole’s wavefunctions are separated each other (for type-I energy band), so their Coulomb interaction $V(x_1 - x_2) = \frac{e^2}{4\pi\varepsilon_r\varepsilon_0|x_1 - x_2 + \delta|}$ is diminished, which affects reduced $k_A$. For 8nm CdSe, it is the verge of the magic size where $k_A$ is suppressed (Fig. 3.3). So it is even smaller in $F=0$ than $F > 0$. 
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For ZnSe-CdS, $k_A$ is enhanced under positive $F$ where an electron and a hole is pushed towards type-II interface, and is reduced under negative $F$ where an electron and a hole is separated towards the other direction. Here, it is found that $k_A$ suffers 4 orders of magnitude change in its value while $F$ change from -200 to +200 kV/cm, demonstrating its high $F$ sensitivity. $k_A$ is not direct observable, so it will be extracted from lifetime or inferred from intensity information.

3.4 Experimental results

Fig. 3.5 Intensity variation along with Stark shift (I) intensity increase (II) intensity reduction (III) histogram of intensity when blue-shifted spectrum. (Black) spectrum without $F$. (Blue) Spectrum at $F=400$ kV/cm
Increase Auger recombination at certain $F$ is confirmed by QCSE experiment. In previous study, our ZnSe-CdS NRs are reported to have asymmetric energy band, and approximately linear $\Delta E-\Delta F$ relation in Fig. 2.6c. Thus, they show both blue- and red-shift under $F$ at different orientation with respect to $F$. According to the theoretical results in Fig. 3.4, ZnSe-CdS shows increase $k_A$ at positive $F$ where blue-shift occurs. Consequently, we expect reduced intensity under blue-shifted spectrum. ZnSe-CdS NRs (sample #7 in Chapter 2) are located under QCSE $F$-modulation microscopy (Chapter 2), and 400kV/cm $F$ is applied to the interdigitated electrode (Fig. S2.3). Actual $F$ applied to the NRs, or Field inside NRs ($F_{int}$) is expected to be 40 kV/cm from the calculation in Chapter 2.

275 samples are tested, and formatted in scatter plot $\Delta I = (I_{400kV/cm} - I_{0kV/cm})/I_{0kV/cm}$ over $\Delta \lambda$ in Fig. (3.5). There are three distinct regions; (I) red-shifted and intensity reduced, (II) blue-shifted and intensity increased, (III) blue-shifted and intensity reduced. Representative spectra of each region are shown in the subplot of Fig. 3.5 (I, II, III). 36.3%, 15.6%, and 32.3% of them are assigned in region I, II and III, respectively. Intensity reduction with emission spectrum red-shift is well-known QCSE (region I). Compared to the red-shifted region I, blue-shifted region has wide range of $\Delta I$ distribution. If electron and hole wavefunctions are close each other (blue-shifted), their overlap integral ($\langle f \rangle$) is increased, resulting in increased $k_r$ and emission intensity. However, 32.3% of total NPs show reduced intensity (region III) rather than showing increased $\Delta I$ in region II, confirming increased nonradiative recombination. $k_A$ is the dominant nonradiative transition in NPs. For those samples that does not satisfy momentum conservation in Auger transition, it shows increased intensity (region II).
3.5 Summary

In this chapter, I first introduce the $F$-dependent Auger rate. Until now, energy (or wavelength) shift or intensity variation have been discussed in the context of QCSE. However, theoretical investigation finds that Auger recombination rate is even more sensitive to the $F$ than other observables. Intensity reduction in wavelength blue-shifted QCSE confirms the increased Auger process in type-II ZnSe-CdS. Consequently, these findings suggest that $k_A$ should be taken into account for recording membrane potential by intensity (Chapter 4) or for nanoscale field (or voltage) sensor. These findings should be taken into account for designing other optical devices including LED, laser, photovoltaics since NPs in those devices are under biased.
Chapter 4

Self-consistent Schrödinger-Poisson calculation and performance prediction and design rules for membrane-embedded semiconducting voltage sensing nanoparticles

4.1 Introduction

In order to understand the brain, tools need to be developed to allow the investigation of interactions between individual neurons\textsuperscript{85, 86}. Multi-electrode recordings have provided important insights but have limited performance when dense local circuits need to be analyzed or when signals from specific types of near-by neurons need to be distinguished. For this reason, considerable efforts have been invested in developing optical detection methods\textsuperscript{87}, including the utilization of voltage-sensitive dyes (VSDs)\textsuperscript{88}. VSDs could potentially allow simultaneous visualization of neuronal activity over a large number of neurons in a large field-of-view and
with superresolution. Moreover, targetable VSDs could report signals from specific types of neurons.

As examples, synthetic and genetically encoded fluorescent Ca\(^{2+}\) indicators have gained great prominence and are routinely used to study Ca\(^{2+}\) signals in cultured neurons, brain slices, and live brains. Such indicators allow the recording of the dynamics of Ca\(^{2+}\) signals over large sets of individual neurons of known types. Although Ca\(^{2+}\) dynamics is correlated to neuronal spiking, Ca\(^{2+}\) signals do not report neuronal spiking signals faithfully due to their slow kinetics and signal saturation. In contrast, VSDs afford direct imaging of cellular membrane action potentials (AP). Indeed, organic VSDs have allowed the functional mapping of brain activities in individual cells, in invertebrates, in mammalian brain slices, and even in whole brains of awake mammals\(^{88}\). Most VSDs report on voltage changes via changes in their fluorescence intensity, but ratiometric VSDs have also been demonstrated\(^{89}\). VSDs, however, suffer from some shortcomings. They could alter membrane capacitance, be phototoxic, suffer from photobleaching, have a short retention time in the membrane, and miss-target the membrane, resulting in nonspecific background labeling. More recently, several genetically-encoded fluorescent voltage-sensor proteins (VSPs) have been developed and used to detect aggregate neural activity \textit{in vivo} and single spikes \textit{in vitro}\(^8\). Hybrid approaches (combining membrane-targeted fluorescent proteins with VSDs) have also been recently reported, but they suffer from slow kinetics, limited dynamic range, low quantum yields, and perturbation to membrane capacitance\(^{90}\). Unfortunately, despite these advances, VSDs and VSPs are not yet preforming at the level of detection where every single action potential, in every neuron, in a large field-of-
view, in the brain of a live animal, could be recorded. Promising results, however, have been recently demonstrated with ArcLight VSP\textsuperscript{9}.

In Chapter 2, I examined bandgap-engineered colloidal semiconductor nanoparticles, dubbed voltage-sensing nanoparticles (vsNPs) that display large quantum-confined Stark effect (QCSE) at room temperature on the single particle level. In particular, I have shown that charge separation across one (or more) heterostructure interface(s) with type-II band alignment (and the associated induced dipole) is crucial for an enhanced QCSE\textsuperscript{68}. The feasibility of utilizing such vsNPs for membrane voltage sensing was soon after theoretically investigated and favorably compared to organic VSDs\textsuperscript{91}. Here I utilize self-consistent Schrödinger-Poisson calculations for vsNPs embedded in the membrane to further explore the feasibility and performance of vsNPs as voltage sensors, and to provide guiding principles for their design.

### 4.2 Calculation detail

All calculations were performed using a home-written code (using Python). Two types of vsNPs were examined as model systems: a simple cylindrical homostructure CdSe nanorod (NR) (Fig. 3.1a) and a heterostructure ZnSe-CdS NR with asymmetric type-II energy band alignment (Fig. 3.1b). First, inhomogeneous Poisson equation is calculated to obtain the electrostatic potential profile of the NR embedded in the lipid membrane:

\[-\nabla \cdot (\varepsilon(x, y)\nabla V(x, y)) = \rho(x, y)/\varepsilon_0\]
The NR, lipid membrane, and the surrounding physiological buffer are modeled in two dimensions (2D) with cylindrical symmetry and a finite difference grid (FDM) with a grid mesh size of 2 Å. The entire simulation space spans 8 nm × 20 nm (width × length). The lipid membrane (of 4 nm thickness) is located at the center of the simulated space. The NR (of 2 nm radius) is symmetrically embedded in the membrane and its length is varied from 4 nm to 12 nm (Fig. 4.1b). Each region is parameterized with its corresponding dielectric constant (Fig. 4.1b and Table 3.1). Neumann boundary conditions are applied to the simulation boundaries to maintain potential continuity (ΔV = 0 at the boundaries). Membrane potential is established by applying a thin sheet of charges \([C/m^2]\) justified by the very short Debye screening length (≈ 0.7 nm) of a physiological buffer. Having the sheet of charges and the map of dielectric constants as inputs (Fig. 4.1b), the Poisson equation returns the electrostatic potential across the entire simulation space, providing the relation between membrane potential \((V_m)\) and electric field \((F_{int})\) inside the NR (Fig. 4.1c).

With the internal electric field \(F_{int}\) at hand, I solved the Schrödinger equation using the two band \(K \times \hat{p}\) (Kane) model to obtain the electron’s \((e)\) and the hole’s \((h)\) wavefunctions \((\phi_e, \phi_h)\) and their ground state energies \((E_{e1}, E_{h1})\) at different electric fields. This simulation was implemented in 1D FDM to further reduce the mesh size to 0.2 Å (2D FDM with a larger mesh failed to model the high spatial frequency plane wave that describes the excited state’s hole in calculating Auger recombination rate \((k_A)\). The Kane Hamiltonian is given by:

\[
H = \begin{pmatrix}
H_e & K \cdot \hat{p} \\
K \cdot \hat{p} & H_h
\end{pmatrix}
\]

with:

\[
H_{e,h} = \pm \tilde{p}^2 / 2m_{e,h} \pm E_g / 2 \pm V_{e,h} \pm V_F
\]
where $K$ is the Kane matrix element, $\hat{p}$ is the momentum operator ($\hat{p} = -i\hbar \nabla$), $E_k$ is the energy bandgap, $m^*_{e,h}$ are the electron and hole effective masses respectively, $V_{e,h}$ are the electron and hole confinement energies respectively, $V_F$ is the potential generated by the $F_{\text{int}}$ ($V_F = x \times F_{\text{int}}$ where $x$ is the spatial coordinate along the NR’s long axis), and $V_{\text{coul}}^{e,h}$ is coulomb potential, describing attraction from the other charge. This Poisson and Schrödinger equations are self-consistently solved until electron’s energy converges with $\Delta E < 1$ meV. As a validation step, I successfully reproduced previously published calculations for $V_F = 0$\cite{80,83}. With the calculated electron’s and the hole’s wavefunctions and corresponding energies at hand, I could calculate in a third step the Stark-shift ($D_l$), the Auger recombination rate ($k_A$), and the overlap integral between the $e$ and $h$ wavefunctions ($f$). By combining the derived $V_m F_{\text{int}}$ relation from the Poisson equation in cylinder and the derived $F_{\text{int}} k_A$ relation and $k_A$ and $f$ from the self-consistent Schrödinger-Poisson equation, $D_l$, $k_A$, and $f$ are extracted at each $V_m$. Previously reported methodology to calculate $k_A$ is used here\cite{80}. The relative radiative recombination lifetime $\Delta \tau_r$ and the NRs’ emission intensity $\Delta I$ were then calculated from $f$ and $k_A$. $\tau_r$ is given by

$$\tau_r = \frac{2\pi e_0 m_e c^3 \hbar^2}{\sqrt{\eta e^2 E_{ex} K}}$$

where $m_0$ is the free electron mass, $c$ is the speed of light, $\hbar$ is the reduced plank constant, $e_0$ is the vacuum permittivity, $\eta$ is the refractive index for the NRs (2.5 for both CdSe and ZnSe-CdS), $K$ is the Kane matrix element, and $E_{ex}$ is the energy of emitted photon\cite{92}. The total emission intensity $\Delta I$ was calculated as a weighted sum of the exciton’s $(X)$ (dominant at
low light excitation) and the positive trion’s state \(X^+\) (dominant at high light excitation) emission intensities for varying relative weights. This was done in order to evaluate the contribution of Auger recombination to voltage sensing performance by voltage sensing NRs (vsNRs). This sequence of calculations was repeated for resting- and action-potential-like membrane voltages.

### 4.3 Electrostatic profile of membrane inserted nanorod

![Diagram](image)

**Fig. 4.1** Calculated potential of the inserted NR in membrane. (a) Schematic of NR embedded in membrane. (b) Dielectric constants \(\varepsilon_r\): intra- and extra-cellular (red): 80, lipid (dark blue): 4, NR (light blue) 10. \(\varepsilon_r\)’s at the boundaries and interfaces are averaged. (c) Color map of the calculated potential profile of geometry (b) when \(V_m = 70\) mV. (d) 1D potential profile across the NR (dashed red line) and outside of the NR (solid blue line). Dashed-doted black lines mark the top and bottom of the NR.

The magnitude of the internal electric field inside the NR, in response to the external membrane potential \(V_m - F_{int}\) relation was calculated by solving the Poisson equation for the dielectric distribution depicted in Fig. 4.1b. As an example, Fig. 4.1c shows the 2D potential profile of a 12 nm long NR at \(V_m = 70\) mV. For this calculation, 0.8 \(mC/m^2\) and 11.4 \(mC/m^2\)
of sheet charges were applied to the extracellular and the intracellular sides of the membrane respectively, corresponding to 7.9 mM and 117.9 mM charge density and 1 nm Debye screening length (on each side). Fig. 4.1d shows the potential profile across the long axis of the NR (dashed red line) and across the membrane away from the NR (solid blue line). In the absence of the NR, the potential drops entirely across the lipid membrane, due to the large difference in dielectric constants between water and lipids ($\varepsilon_r = 80$ vs $\varepsilon_r = 4$). Within the NR, the potential still drops across its entire length (confirmed for lengths from 4nm to 12nm) despite the fact that it protrudes the membrane on both sides. The average $F_{int}$ inside the NR could therefore be simply approximated to be: $F_{int} = \Delta V/l = V_m/l$ (where $l$ is the length of the NR). The internal electric field in the water-protruding ends does diminish, however, for longer $l$’s. I therefore expect a trade-off between QCSE enhancement and reduction in $F_{int}$ as function of $l$.

### 4.4 Self-consistent calculation on QCSE

The QCSE observables $D_l$ and $f$, and $k_A$ were calculated for type-I CdSe NRs (Fig. 3.1a) and 1 nm buffer layered ZnSe-CdS type-II heterostructure NRs (Fig. 3.1b) of varying lengths, from 4 nm to 12 nm (Fig. 4.2). Voltage-dependent spectral shifts and intensity (emission rate) changes in QDs and NRs were experimentally observed and theoretically treated. Such changes depend on the geometry, composition, and heterostructure configuration of these nanoparticles (NPs). The effect of an applied voltage on the Auger recombination rate are represented here from Chapter. 3.
Figs. 4.2a, b and c show the calculated values for \( k_A \) and \( f \) for the CdSe NR. Figs. 4.2d, e and f show the same for the Type-II ZnSe-CdS heterostructure NRs. As previously demonstrated\(^{37, 45} \), a quadratic \( \Delta \lambda - \Delta F \) relation and a red shift (\( \Delta \lambda > 0 \)) are calculated for the type-I CdSe NR. The quadratic relation is a manifestation of the particle’s (and its bandgap’s) symmetry. It indicates that there is no built-in dipole moment, and that the exciton’s energy is always reduced under an applied field (i.e. red-shift in emission spectrum). In contrast, a roughly linear \( \Delta \lambda - \Delta F \) relation and both a red shift (\( \Delta \lambda > 0 \)) and a blue shift (\( \Delta \lambda < 0 \)) that are dependent on the applied field direction are calculated for the Type-II ZnSe-CdS heterostructure NRs. This behavior is a manifestation of the particle’s (and its bandgap’s) asymmetry and the presence of a built-in dipole\(^{68} \).

**Fig. 4.2:** Calculated values for \( k_A \) ((a) and (d)), \( f \) ((c) and (f)) as function of applied field for CdSe NRs ((a), (b), and (c)) and Type-II ZnSe-CdS heterostructure NRs ((d), (e), and (f)). 4nm (blue), 6nm (orange), 8nm (red), 10nm (cyan), 12nm (green)
As can be seen from Figs. 4.2a and 4.2d, the sensitivity of the QCSE to the applied field (i.e. \( \Delta \lambda / \Delta F \), the slope of the calculated curves) scales with the length of both types of particles. The Type-II ZnSe-CdS heterostructure NRs, however, exhibit a larger sensitivity and a larger QCSE shift per given applied field as compared to type-I CdSe NR.

Calculated Auger recombination rates \( \left( k_A \right) \) for the two nanoparticles as function of applied field are shown here again for comparing other observables. \( F \)-dependent \( k_A \) is discussed in Ch. 3. \( k_A \) is reduced as length increases for both CdSe and ZnSe-CdS NR. In addition, it is noteworthy that Coulomb interaction between \( e \) and \( h \) largely affects \( k_A \). If \( e \) and \( h \) close approach (blue-shift in type-II ZnSe-CdS, positive \( F \)), \( k_A \) increases. On the other hand, \( k_A \) decreases and \( e \) and \( h \) separate each other in both positive and negative \( F \) for CdSe, and negative \( F \) for ZnSe-CdS (red-shift). The Auger rate influence directly on intensity (an experimental observable), which will be discussed in Fig. 4.4.

### 4.5 Performance prediction of membrane inserted nanorod

The overlap integral \( \mathcal{J} \) is symmetric with respect to \( F_{\text{int}} \) for the type-I CdSe NR (Fig. 4.2c) and non-symmetric for the Type-II ZnSe-CdS heterostructure NRs (Fig. 4.2f). It is inversely proportional to the radiative lifetime \( \tau_r \) (another experimental observable).
With the approximation \( F_{\text{int}} \approx \frac{V}{l} = \frac{V_m}{l} \) (Fig. 4.1), the \( F_{\text{int}} \)-driven potential energy operator can be written as: 

\[
V_F(x) = x \cdot F = \frac{x V_m}{l}
\]

and therefore the Hamiltonians for the two bands are: 

\[
H_{e, h} = \pm \frac{\hbar^2}{2m_{e, h}} \pm \frac{E_F}{2} \pm V_{e, h} \pm V_F.
\]

Solving the Schrödinger equation for \( e \) and \( h \) energies directly yields the QCSE’s spectral shift dependence on the membrane voltage \( V_m \) (Fig. 4.3). Fig. 4.3a shows \( \Delta \lambda \) for different length type-I CdSe NR. Fig. 4.3b shows \( \Delta \lambda \) for different length type-II ZnSe-CdS heterostructure NRs. While longer NRs can give rise to a larger separation between the charges, and hence a larger dipole, \( F_{\text{int}} \) is decreased. \( \Delta \lambda \) is therefore only moderately increased (in absolute value, for both red and blue shifts) as function of the NRs’ length (Figs. 4.3a and b). \( \Delta \lambda \) at \( V_m = \pm 70 \) mV is 1.5 nm red-shifted compared to \( V_m \)
= 0 mV for a 12 nm long CdSe type-I NR. It is only 0.5 nm red-shifted for a 4 nm long CdSe (similar to the shift Marshall et al. estimated for a 4 nm CdTe QD. In contrast, 12 nm long Type-II ZnSe-CdS NR shows 10.3 nm red-shift at $V_m = +70$ or 9.5 nm blue-shift at $V_m = -70$ with respect to $V_m = 0$ mV. A 4 nm long ZnSe-CdS NR shows considerable red (9.0 nm) and blue (8.7 nm) shifts. Type-II NRs exhibit much larger shifts (even for the shortest NRs).

Figs. 4.3c and 4.3d show the relative change in the radiative lifetime $\Delta \tau_r / \tau_r$ [%] of CdSe type-I NRs (4.3c) and Type-II ZnSe-CdS NRs (4.3d). $\tau_r$ is calculated according to:

$$\tau_r = \frac{2 \pi e m_o c^3 \hbar^2}{\sqrt{\eta e^2 E_a K f}}$$

where $m_o$ is the free electron mass, $c$ is the speed of light, $\hbar$ is the reduced plank constant, $\epsilon_0$ is the vacuum permittivity, $\eta$ is the refractive index for the NRs (2.5 for both CdSe and ZnSe-CdS), $K$ is the Kane matrix element, and $E_a$ is the energy of emitted photons. $\Delta \tau_r / \tau_r$ is increased by only 2% for a 4 nm CdSe NR. This is likely due to strong e and h confinement in a small volume, with $f$ hardly changing. However, $\Delta \tau_r / \tau_r$ increases by ~56% for a 12 nm CdSe type-I NR. While $\Delta \lambda$ changes only weakly as function of voltage for Type-II ZnSe-CdS NR, $\Delta \tau_r / \tau_r$ exhibits a strong length dependence for these NRs. For 4 nm long type-II NRs, $\Delta \tau_r / \tau_r$ increases by 21% for red-shifting field orientation, or reduced by 17% for blue-shifting orientation. These changes are amplified to 140% (red-shifting) or reduced to 53% (blue-shifting) for 12nm long type-II NRs. This $\Delta \tau_r / V_m$ sensitivity could be exploited by utilizing conventional fluorescence lifetime imaging microscopy (FLIM) or wide-field FLIM using the single photon counting H33D detector.
Using the overlap integral and the radiative lifetime calculations discussed above, one can estimate the sensor’s fluorescence emission intensity \( I = QY \cdot \frac{\sigma}{\hbar \omega} \), which is an easily accessible observable of the QCSE. Here \( \sigma \) is the sensor’s absorption cross section and \( QY \) is its quantum yield. To a first approximation, \( \sigma \) does not depend on \( V_m \), so that \( I \propto QY \). The overall \( QY \) of the sensor’s fluorescence emission is assumed to be a linear combination of the \( QY \)’s of the exciton (X) and the positive trion state (\( X^+ \)), \( QY = QY^X + (1 - a)QY^{X^+} \) with:

\[
QY^X = \frac{k_r}{(k_r + k_t)} \quad \text{and} \quad QY^{X^+} = \frac{2k_r}{(2k_r + 2k_t + k_A)}
\]

where \( a \) is the exciton’s emission partition coefficient (relative weight) between the exciton (X) and the positive trion state (\( X^+ \)), a weight that depends on the excitation intensity (\( a \) is close to one at low excitation power and close to zero at high excitation power). \( k_r = \frac{1}{\tau_r} \) is the radiative transition rate, and \( k_t \) is a charge trapping rate at the particle’s surface (due to surface states).
$k_r$ is assumed not to depend on the action potential. Both the X and X$^+$ states are subjected to surface trapping (i.e. $k_r$ affects both $QY^X$ and $QY^{X^+}$), but $k_{\alpha}$ affects only the X$^+$ state. The weights of $k_r$ and $k_r$ are doubled for the X$^+$ state, accounting for the presence of two holes in this state. Fig. 4.4 gives estimates for the maximum attainable $\Delta I/I$ under a full voltage sweep.
sweep corresponding to an action potential, \( \Delta I/I_{-70 \rightarrow 0} = \frac{I(V_m = 0) - I(-70)}{I(-70)} \) for type-I CdSe NRs (Figs. 4.4a, b, c; \( I \) is evaluated for half of the AP sweep, due to the quadratic dependence on the field), and \( \Delta I/I_{-70 \rightarrow 40} = \frac{I(40) - I(-70)}{I(-70)} \) for CdS type-II heterostructure NRs (Figs. 4.4d – i; \( I \) is evaluated for the full AP sweep, due to the monotonic dependence on the field) for the red-shifting (Figs. 4.4d, e, f) and blue-shifting (Figs. 4.4g, h, i) geometries. All other parameter were derived from calculations described in Fig. 4.2. Three surface trapping rates \( k_t = 10^8 \text{s}^{-1} \) (Fig. 4.4a), \( k_t = 10^9 \text{s}^{-1} \) (Fig. 4.4b), and \( k_t = 10^{10} \text{s}^{-1} \) (Fig. 4.4c) were used for CdSe type-I NRs since their fluorescence lifetime (\( \tau = \tau_{tr}^{-1} + \tau_A^{-1} + \tau_r^{-1} \)) ranges between ~ 0.1ns - 100 ns. For type-II ZnSe-CdS heterostructure NRs, however, \( k_t = 10^7 \text{s}^{-1} \) (Figs. 3.7d and 3.7g), \( k_t = 10^8 \text{s}^{-1} \) (Figs. 4.4e and 4.4h), and \( k_t = 10^9 \text{s}^{-1} \) (Figs. 4.4f and 4.4i) were used due to their longer fluorescence lifetime (\( \sim 10\text{ns} - 1000 \text{ns} \)).

For type-I CdSe, I found that \( \Delta I/I_{-70 \rightarrow 0} \) increases as longer length, at trion state, and low QY (large \( k_r \)). Although it turns out that \( \Delta Q Y^x > \Delta Q Y^x \) for this CdSe NR (\( \Delta I/I_{-70 \rightarrow 0} \) is larger at small \( \alpha \)), it is only small increment. One strategy for considerable \( \Delta I/I_{-70 \rightarrow 0} \) is using longer and lower QY NR (Fig. 4.4c).

In contrast to small change in \( \Delta I/I_{-70 \rightarrow 0} \) for type-I CdSe NRs, type-II ZnSe-CdS heterostructure NRs exhibit large sensitivity in intensity. In addition, the orientation of this NR in the membrane affects the sign of the \( \Delta I/I \) signal in response to membrane depolarization. When
the hole-trapping part (ZnSe) is facing the cytoplasmic side (Figs. 4.4d, e, f), ΔI/I is positive (intensity is increased). When it faces the extracellular side (Figs. 4.4g, h, i), ΔI/I is negative (intensity is decreased). For both orientations, ΔI/I is larger for α → 1. It is therefore beneficial to run these sensors under weak excitation (favoring emission from the X state). It is also found that longer type-II NRs exhibit larger ΔI/I than shorter NRs. Both types of particles exhibit larger ΔI/I sensitivity for larger kₜ values (lower QY). This is because, ΔI/I displays a large sensitivity to changes in τₑ (for a given τ_nr) at low quantum yields (Fig. 4.4c, f, i).

The QCSE can be detected not only by recording a decrease or an increase in the sensor’s (total) fluorescence intensity, but also through a direct measurement of the spectral shift of the sensor’s emission spectrum. This latter approach provides a higher sensitivity measurement. The spectral shift can be measured by recording the emission spectrum as function of voltage and extracting the peak position of the spectra by fitting. Alternatively, the shift can be detected by splitting the emission into two halves (using a dichroic mirror) and detecting them with two (or split) detectors. Spectral shifts are thus translated into anti-correlated intensity changes between the two detected signals. The ratio of the two signals (denoted here as ΔI_ratio) directly reports the spectral shift, and is more immune to noise (and blinking) as compared to a simple intensity measurement.

The QCSE results in both a spectral shift Δλ and a spectral broadening $FWHM_γ$. To estimate the dependence of ΔI_ratio on Δλ, I reanalyzed our previously published QCSE data taken for 275 individual ZnSe-CdS NRs. This data set lacks a voltage calibration. However, due to a distribution of NRs orientations with respect to the field direction, the data set exhibits
distributions of Stark shifts and spectral broadenings. Fig. 4.5a shows a scatter plot of normalized spectral broadenings \( FWHM = \frac{FWHM_v}{FWHM_{V=0}} \) (\( FWHM_{V=0} \) is the zero field spectral width value) as function of spectral shifts \( \Delta \lambda \) for the whole data set. From this scatter plot I derive, by linear regression, the relation: \( \gamma_{FWHM} (\Delta \lambda) = 1 + 0.022 \times \Delta \lambda \). When the spectrum is red-shifted, \( FWHM_v \) is increased. When the spectrum is blue-shifted, \( FWHM_v \) is decreased. Based on the average spectra at zero field, the unperturbed sensor’s emission spectrum can be modeled by a Lorentzian curve:

\[
L(\lambda) = \frac{30 \text{ nm}}{2\pi \left[ (\lambda - 600 \text{ nm})^2 + (30 \text{ nm}/2)^2 \right]}
\]

with \( FWHM_{V=0} = 30 \text{ nm} \), and \( \lambda_{V=0} = 600 \text{ nm} \) (average peak emission wavelength at zero field). This average model spectrum is shown as a red curve in the inset of Fig. 4.5b. Under an applied field, this spectrum is altered according to:

\[
L(\lambda, \Delta \lambda) = \frac{30 \text{ nm} \times \gamma_{FWHM} (\Delta \lambda)}{2\pi \left[ (\lambda - 600 \text{ nm} - \Delta \lambda)^2 + (30 \text{ nm} \times \gamma_{FWHM} (\Delta \lambda)/2)^2 \right]}
\]

Then, ratiometric observable \( I_R/I_B \) from \( L(\lambda, \Delta \lambda) \) is estimated as

\[
I_R/I_B (\lambda, \Delta \lambda) = \frac{\int_{-\infty}^{\infty} L(\lambda, \Delta \lambda) d\lambda}{\int_{-\infty}^{600 \text{ nm}} L(\lambda, \Delta \lambda) d\lambda}
\]
As shown in Fig. 4.5b, $I_R/I_B$ changes from 22% to +242% when the spectrum is shifted from -15 nm to +15 nm. For a 4 nm type-I CdSe NRs, $I_R/I_B$ increases by approximately 4% when $V_m$ changes from -70 mV to 0 mV. For a 12 nm type-I CdSe NRs, $I_R/I_B$ increases by 12% for the same voltage sweep. $I_R/I_B$ of a 4 nm type-II ZnSe-CdS heterostructure NR reduces by 67% (for a blue-shifting orientation) or increases by 247% (for a red-shifting orientation) when the membrane voltage is swept from -70 mV to +40 mV. $I_R/I_B$ is only weekly dependent on the
length of these type-II NRs. For a 12nm ZnSe-CdS NR, $I_m/I_n$ reduces by 70% (for a blue-shifting orientation) and increases by 295% (for a red-shifting orientation) for same voltage sweep (Fig. 4.5d).

### 4.6 Discussion

![Graphs](image)

**Fig. 4.6** Non-ideal case of NRs insertion in membrane. Color represents different material’s dielectric constants $\varepsilon_\text{r}$: intra- and extra-cellular (red): 80, lipid (dark blue): 4, NR (light blue) 10. $\varepsilon_\text{r}$’s at the boundaries and interfaces are averaged. Distance from NR’s bottom end to the bottom lipid’s head group is 2nm (a), 0nm (b), -2nm (c), -4nm (d). Right graphs are 1D potential profile across the NR (dashed red line) and outside of the NR (solid blue line) when $V_m=70$mV. Dashed-doted black lines mark the top and bottom of the NR.
Effective action potential recording via the QCSE requires the NRs to be inserted in the correct orientation into the cell membrane (Figs. 4.1). I also calculated electrostatic potential for non-ideal cases, where NRs are partially embedded into the membrane (Fig. 4.6). These calculations suggest that $F_{\text{int}}$ is concentrated in the membrane embedded part of the NR when it asymmetrically extrudes out of the membrane. In this case most of the membrane potential drops outside of the NR and the linear approximation $F_{\text{int}} = \Delta V/I = V_m/I$ is not valid anymore. For a given $V_m$, QCSE will be maximized when both ends of the NR symmetrically extrude the membrane on both sides.

While best performing voltage sensitive dyes exhibit $\Delta I/I \approx 20\%$, 4nm type-II QDs are predicted to exhibit $\Delta I/I \propto 30\%$\textsuperscript{91}. Our calculations suggest that 12 nm long type-I CdSe NRs and \~{}12 nm long type-II ZnSe-CdS heterostructure NRs could potentially exhibit $\Delta I/I \approx 40, 250\%$ increment, respectively or 75% reduction for type-II NR. $\Delta I/I$ relies on $f$, so the longer is the more sensitive for both samples since longer (or larger) volume has enough room for wavefunction’s relocation.

The ratiometric observable $I_R/I_B$ (based on $\Delta \lambda$ spectral shift) provides higher noise-immunity and higher sensitivity measurement as compared to the intensity-based $\Delta I/I$ measurement, especially for short, weakly excited NRs (most of the emission is from X state). While $\Delta I/I$ of a 4nm type-I CdSe NR in the X state is hardly $\Delta I/I \sim 1\%$, the ratiometric measurement provides $I_R/I_B \sim 4\%$. The largest $\Delta I/I$ signal for this particle approaches 40% but it sacrifices the brightness (Fig 5c). However, the ratiometric measurement provides $I_R/I_B \sim 13\%$ (Fig. 4.5c). Unlike the single channel intensity measurement, (Fig. 4.4) where length plays
important role, ratiometric measurement is rather length insensitive especially for type-II NR. For this sample, $I_R/I_B$ is either decreased by at least 67% or increased by 240%. If employing this measurement, it is unnecessary to elongate the NR for obtaining larger sensitivity. I anticipate that shorter NRs are easier to be inserted in the membrane.

The calculations show that the fluorescence lifetime of the sensor is strongly modulated by the membrane voltage and therefore a fluorescence lifetime measurement by time correlated single photon counting (TCSPC)$^{96}$ and $^{97}$ could also serve as a noise-immune voltage sensing observable.

In general, longer NRs exhibit larger $\Delta \lambda$, $\Delta \tau$, $\Delta I/I$ and $I_R/I_B$ and are therefore more sensitive to voltage changes than short NRs. However, stably inserting long NRs into the membrane, with both ends symmetrically extruding the membrane on both sides is a very challenging task. It requires anisotropic functionalization that imparts membrane protein-like properties to the NRs. Several recent works report on the intimate association of QDs with cell membranes$^{98}$ and vesicles$^{99}$. In Chapter 5, membrane inserted NRs with the desired orientation is introduced. Nonetheless, short NRs (4nm) exhibit reasonable voltage sensitivity and therefore should be pursued as an alternative approach.

Lastly, random orientation of membrane-inserted asymmetric (type-II) sensors could result in the cancelation of the (ensemble level) voltage signal due to opposite sign spectral shifts (or intensity changes). Methods for directional insertions that ensure same orientation for all will need to be developed. Note that if such sensors are bright enough to operate on the single particle level (dilute limit), this problem is alleviated as there is no cancelation of the signal.
4.7 Summary

Sequential Schrödinger-Poisson calculations were used to assess the voltage sensing performance of type-I CdSe NRs and type-II ZnSe-CdS heterostructure NRs embedded in a membrane. The calculations show that type-I CdSe NRs could exhibit a sizeable $I/I$ (due to a voltage-dependent decrease in $Q^Y_X$ and $Q^Y_{X'}$). The calculations also show that type-II ZnSe-CdS heterostructure NRs exhibit sizeable $\Delta I/I$, $\Delta \lambda$, and $\Delta I_{ratio}$ with even higher voltage sensitivities. Lastly, the calculations show that a fluorescence lifetime measurement ($\Delta \tau_r / \tau_r$) could also be a sensitive reporter of voltage (due to large voltage-dependent changes in $k_r$ and $k_A$, for both types of NRs).

When compared with conventional VSDs and VSPs, vsNRs are brighter, they exhibit higher voltage sensitivity and faster temporal response, they hardly photobleach, and they afford noise-immune ratiometric analysis. Our calculations suggest that these sensors could possibly be used on the single molecule level (if bright enough) and provide design rules for their further. Approaches for functionalization and stable membrane insertion of these sensors are currently being developed.
Chapter 5

Membrane potential imaging with semiconductor nanoparticle

5.1 Introduction

Previous Chapters validate QDs or NRs voltage or electric field sensing capability both experimentally and theoretically (Chapter 2 and 3). In addition, Chapter 4 predicts the realistic performance of membrane inserted NRs in action potential condition and provides design rules. Those results anticipate NPs as promising optical voltage reporters. Meanwhile, NP’s delivery method is thoroughly investigated and introduced in this chapter. In addition, delivered NPs successfully record cell membrane potential and is imaged by charge coupled device for the first time.

Although numerous papers discussed diverse NP surface functionalization methods including polymer\(^{100}\) and peptide\(^{101}\) coating or additional capping layer\(^{12}\), they focused on targeting NPs to protein\(^{102}.\, 103\), antibody\(^{104}\) or penetrating into the cell\(^{105}\). No surface functionalization attempt has been made to deliver and insert NPs into cellular lipid bilayer up to
authors’ knowledge. On the other hand, vesicle-incorporated QDs were successfully delivered to the vesicle’s lipid bilayer. To achieve this, QD’s vesicle insertion and vesicle fusion to the cell should be achieved sequentially. There are few studies demonstrating QD’s insertion in the vesicles. Al-Jamal et al. reported the QD’s incorporation in vesicles and delivery to the cytoplasm of human epithelial ling cell. Wi et al. both experimentally and theoretically investigate the maximum allowed size of QD which can be inserted in the vesicle. Jeremish (Nadeau) et al. reported the TEM micrographic evidence of QD insertion in a vesicle. Meanwhile, there are specific types of lipids whose vesicle can fuse to the cell membrane. Well known lipids are cationic lipids such as 1,2-stearoyl-3-trimethylammonium-propane, 3β-[N-(N',N'-dimethylaminoethane)-carbamoyl]cholesterol hydrochloride, and ‘cone’- shaped lipid, 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine or its combination. Gopalakrishnan et al. combined these two steps, and successfully deliver QDs to the HEK293 cell membrane which shows no internalization. However, our approach is different from those studies in following aspects.

First, it aims NP’s direct delivery without vesicle fusion process to eliminate the redundancy. Second, it overcomes the size and shape limitation on NPs. Until now, only small sized QDs (< 3 nm) are delivered to the two leaflets of vesicles. In contrast, our method was considered and designed for the NR delivery although it turns out that both our method works for both QDs and NRs. Since NRs possess larger voltage sensitivity. Since NRs possess larger QCSE than QDs (Chapter 2 and 4), so NRs will have higher voltage sensitivity.

First half of this Chapter will discuss QDs and NRs cell delivery methods. Rationally designed alpha helical peptide is used to modify NPs’ surface. The designed peptides are
successfully coated on QDs and NRs and delivered them to the membrane. Second half of this Chapter will cover NPs’ diverse membrane potential measurements, validation of voltage sensitivity and analyze the performance. All optical voltage sensing measurement was performed on voltage oscillating engineered HEK cell,\textsuperscript{110} which has slow time course, making it suitable for testing pcNP’s voltage report.

### 5.2 NP’s surface modification and membrane delivery

![Diagram](image)

**Fig. 5.1** Peptide-coated NR (a) Protocol (b) TEM micrograph of biotinlated-GNP and pcNR complex, linked via NeutrAvidin. Scale bar is 10 nm. (c) Histogram of relative GNP position (Δd), measured from the pcNR’s end

Fig. 5.1 describes the protocol of the peptide coating on a NR, and peptides’ relative orientation with respect to the NR’s long axis. Since as-synthesized QDs and NRs are not
compatible with cytosolic fluid due to the hydrophobic ligand on their surface, they require an additional surface functionalization step, such as performing ligand exchange\textsuperscript{111} or adding additional coating layers\textsuperscript{112} before the aqueous phase\textsuperscript{113}. For this purpose, novel functionalization technique is developed for NRs’ membrane insertion. Inspired by transmembrane protein\textsuperscript{114}, α-helical peptides, Myristoyl-CLTCALTCMECTLKCWYKRGCRCG-COOH, and Biotin-CLTCALTCMECTLKCWYKRGCRCG-COOH, were designed. The only different between two peptides is at their terminal. Biotin-end peptides are used for validating peptides orientation and Myristoyl-end peptides are used for all other experiments. Both peptides consist of three components: liphophilic central part containing multiple cysteines along one face (bind to cations of NPs), hydrophobic residues at the opposite face (heading to the alkyl chain of lipids), and hydrophilic N- and C-termini (exposed to the extra- and intracellular fluid). Through the process of surfactant exchange, ~8–12 peptides will be self-assembled and coated to the QD’s or NR’s cylindrical wall along its long axis (Fig. 5.1a). The detail procedure of the peptide coating on NRs is shown in Material and Methods (Chapter 5.6).

Hybridization with gold nanoparticle (GNP) confirms peptides’ orientation relative to the NR’s long axis (Fig. 5.1b and c). The biotin-end peptide is coated on NRs. By adding NeutrAvidin and biotinlated-GNP, I achieved GNP-pcNR complex (Chapter 5.6). Since GNPs are linked to the biotinlated peptide \textit{via} NeutrAvidin, I estimate the relative peptide orientation by observing GNP position with respect to the NR. Under transmission electron microscopy (TEM) examination, larger than 85% of GNP-pcNR complexes displayed GNPs at the or near the NRs’ tip (Fig. 1c), confirming the presumed peptide orientation in Fig. 5.1a. This functionalization allowed us to demonstrate stable membrane insertion of peptide-coated NRs.
(pcNRs) into lipid vesicles or cell membranes. For all other experiments, Myristoyl-end peptide is used for NRs coating.

Next, pcNR’s orientation with respect to the lipid membrane was examined by cryo-electron microscopy (cryoEM) micrographs. pcNRs are delivered to the small unilamellar vesicles (SUV) which are first sonicated then extruded with 100 nm pore filter (Chapter 5.6). pcNRs’ spontaneous insertion in vesicles are confirmed by fluorescence microscopy measurement (Fig. 5.3a). Since the cryoEM image is top-view (integrated over z), exact z-levels of pcNRs and how they insert are unclear except for those, adjacent to the equator. Therefore,
pcNRs adjacent to the equator are considered in our analysis and categorized into four different types of configurations (Fig. 5.2b). A-type is pcNR’s perfect and symmetrical insertion (NR’s both ends are exposed to outside of the membrane). B-type is either pcNR’s partial but perpendicular insertion (one side of NRs is exposed) at the equator or A-type insertion in different z-level. C-type is pcNR’s partial insertion with an angle. D-type is embedded pcNRs in the lipid bilayer. More than 500 cases are categorized and histogrammed (Fig. 5.2c). 16.4 % of NRs are A-type insertion. A-type is expected to have the largest voltage sensitivity via QCSE since it detects the largest voltage drop across pcNRs. B- and C-type attachment count for 18.0 and 41.7 %, respectively. In these cases, electric field applied to the NR is squeezed towards one end (Chapter 4.6) or less voltage drop is applied to pcNRs if partially inserted. Therefore, they are expected to have less voltage sensitivity. Embedded pcNRs (D-type) are also influenced by electric field. Given the same amount of voltage drop in pcNRs, electric field will be different from A and D. Considering the fact that electric field is shielded by lipid molecules. D-type is anticipated to have smaller QCSE\(^9\). However, this result demonstrates that at least 16.4 % of pcNRs have presumed orientation (Fig. 5.1a or A-type), proving the peptide’s functionality. The actual amount of perfectly inserted pcNRs will increase if B-type is taken into account.
Fig. 5.3 Fluorescence images of pcNRs loaded (a) vesicles (bottom: magnified) (b) HEK293 cells (inset: staining with ANEPPS). (c) Ventricular cardiomyocyte from rabbit. (a,b) measured by 20X 0.4 NA objective lens. (c) measured by 100X 1.4NA objective lens.

Fig. 5.3 demonstrates the pcNR’ labeling applied for diverse system. Besides the pcNR’ SUV insertion (Fig. 5.2b), it can also label giant unilamellar vesicles (GUVs, Fig. 5.3a). Fig. 5.3b compares staining images of HEK293 cells with pcNR and ANEPPS (inset). Both show well-defined boundaries of HEK293 cells, which prove the strong cell membrane association of pcNRs. Besides pcNRs, pcQDs also label cell similarly (Fig. 5.4). However, more punctuated fluorescence patterns are visible at the cell boundaries for pcNRs than ANEPPS, due to uneven labeling and strong single pcNR emission. Even single pcNR’s blinking behavior is clearly visible. Semiconductor NPs have been developed in such different ways that they can sense pH$^{28}$, temperature$^{32}$, stress$^{33}$, ions$^{30}$, and electric field$^{68}$. In addition single NP is individually addressable. Therefore, nanoscale environmental sensor will be achievable with one NP at a single molecule level. Unlike semiconductor NPs, organic dyes or molecules have much smaller (<5 %) absorption cross section$^{115}$, making it impossible to detect individual emission. I also succeeded in staining rabbit’s ventricular cardiomyocyte with pcNRs (Fig. 5.3c). Since unlabeled
pcNRs or nonspecific bound NPs contributes to the background, they decrease the signal to noise ratio (S/N). Since labeled pcNPs are resistant to the multiple washing, the S/N increases with each addition wash (removing floating pcNRs).

5.3 Membrane potential measurement

Recently developed light-activated voltage oscillating cell lines\textsuperscript{110} are used for testing pcQD’s and pcNR’s voltage sensing capability. These HEK cells are expressed with voltage-gated sodium channel Nav 1.3 and inward rectifying potassium channel Kir 2.1. The cell’s membrane potential oscillates periodically upon light illumination if its confluency reaches 90–100 %. Depending on the culture condition, oscillation frequency varies from 1 Hz to 4 Hz. Its resting potential is $-66 \pm 5$ mV and rises up to $+34 \pm 12$ mV when spike comes\textsuperscript{110}. It serves as a convenient test-bench for testing pcNP’s voltage sensing capability since it does not require the bulky electrophysiology equipment, and has slow time courses. A half width of spikes of this cell is larger than 100 ms whereas that of action potential in neurons is less than 1 ms.
I first test the cell’s voltage oscillating property with commercial VSD, di-8-ANEPPS (ANEPPS) as a control (Fig. 5.4a). It exhibits well-defined periodic voltage oscillation ($f=2$ Hz), showing at around 10% sensitivity ($\Delta F/F$). By performing multiple experiments, reproducible voltage oscillating activity was confirmed. Thus, the magnitude of ANEPPS’s fluorescence change (10 % / 100 mV) and frequency (1.5~ 4 Hz) of spikes serves as a positive control for pcQD and pcNR measurements. Next, I applied pcQDs and pcNRs to more than 40 cell-cultured dishes and measured their fluorescence. Three representative fluorescence intensity trajectories of pcQD and pcNR are reported in Fig. 5.4b (pcQD) and 5.4c (pcNR). Compared to the ANEPPS, pcNPs’ intensity traces are irregular such that there are random occurrences of voltage reporting period and non-reporting period (reds in Fig. 5.4b and c). Its amplitude (red and black in Fig. 5.4b, blue and red in Fig. 5.4c) and frequency also varies (black in Fig. 5.4c). In many
cases, voltage reporting period (and \( \Delta F/F \)) disappears and settles in voltage non-reporting period within 20 seconds. For this reason, I extract and statistically analyze the maximum value of sensitivity (\( \Delta F/F_{\text{max}} \)) of each measurement. For pcQDs, the mean value of \( \Delta F/F_{\text{max}} \) is 3.0 % and the standard deviation (\( \sigma \)) of \( \Delta F/F_{\text{max}} \) is 2.8 %, implying large variation of sensitivity. For pcNRs, mean value of \( \Delta F/F_{\text{max}} \) is 9.5 % and \( \sigma \) is 4.1 %. Compared to the ANEPPS image at the bottom of Fig. 5.4, pcNPs have less S/N, due to non-specific binding and unbound pcNPs floating in the medium.

![Fig. 5.5 Spiking measurement with pcQD and DPA (a) Two representative recordings with 2\( \mu \)M DPA with pcQD (b) Magnification of 0–3s of (a). (c) pcQD with different DPA concentration. 2\( \mu \)M (black), 5\( \mu \)M (red), 10\( \mu \)M (blue)](image)
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Unstable voltage reporting is stabilized by introducing a dipicrylamine (DPA) molecule which serves as a foster resonance energy transfer (FRET) acceptor, quenching the donor fluorescence (Here, pcQD is donor). Since DPA is negatively charged, its partitioning in the membrane is determined by the membrane potential\(^7\). If pcQDs are in B- or C-type insertion as shown in Fig. 5.2b, it’s expected to have membrane potential-modulated FRET interaction between DPA and pcQD. Fig. 5.5a shows two intensity trajectories of this FRET measurement (pcQD and 2μM of DPA on HEK cell). Compared to the pcQD only measurement, where spiking reporting is unstable (Fig. 5.4b and c), FRET measurement displays much more stable spiking reporting (Fig. 5.5). For some dishes, there are still voltage reporting intermittency and sensitivity change during FRET measurement, which are regarded as unevenly distributed DPAs. However, it allows the extended voltage-reporting time stably. None of the pcQD and pcNR dish measurements report voltage oscillation more than 30 seconds stably. In one experiment in Fig. 5.5a, there is a burst of spiking in which \(\Delta F / F\) reaches 10 %, surpassing the rest of the spikes (around 3.0 % in \(\Delta F / F\)). This implies that there is a transient movement of pcQD which opens or changes to another voltage sensing channel or just increases the FRET sensitivity by its proximity to the DPA molecule. The largest \(\Delta F / F\) of FRET measurement is 6.9 %, but the majority shows less than 2 % \(\Delta F / F\). In contrast to the pcNP only measurement, washing does not deteriorate the voltage reporting property for FRET measurement. Instead, it increases \(\Delta F / F\) by reducing background fluorescence. In conclusion, washing is always beneficial before FRET experiment.

Previously reported, slowed and increased width of spikes are also confirmed in this study. Bradley et al. found this phenomenon with DiO/DPA FRET measurement and explained it
with increased capacitance by DPA molecule\textsuperscript{7}. Here, 2 (black), 5(red) and 10\(\mu\)M (blue) of DPA at the final concentration with 2 \(\mu\)l of pcQDs are loaded to three different dishes. Fig. 5.5c shows their intensity traces, displaying slower, more asymmetric and broadened spikes as DPA concentration increases. The frequencies are 2.2, 1.6, 1.0 Hz, and the average half widths are 0.23, 0.30, 0.49s for 2, 5 and 10 \(\mu\)M of DPA, respectively. It is also observed that falling phase is slower than rising phase as DPA increases. These solid FRET features suggest pcQD’s relative position to the cell membrane (B or C-type), and prove the possible replacement in hybrid voltage sensors such as DiO/DPA or eGFP/DPA. Considering the difficulty of DiO labeling in the cell membrane\textsuperscript{7}, pcQD has advantages in fast and easy cell labeling.

\textbf{Fig. 5.6} Dual-view optical setup (L=lens, DCM=dicroic mirror, M=mirror, BPF=band pass filter, LPF=long pass filter)
Next, dual-view spectrum separating measurements were performed for two purposes. First, pcQD’s voltage sensing is additionally validated with simultaneous measurements with ANEPPS. Second, it helps to understand the voltage sensing mechanism by observing the spectrum shift to determine whether it is QCSE or not. Fig. 5.6 is a schematic of dual-view optical setup. The set-up is built on Olympus IX71 inverted microscope equipped with a Xenon lamp (Olympus, U-LH75XEAP, 75W) and excitation filter (BPF 470/40, Chorma Technology Corp, Bellows Falls, VT). The emission of the NP is collected by ×60 objective lens (Olympus, PlanApo 60×, n=1.45, oil immersion), passed through a dichroic mirror (DCM1, 505DCXRU, Chorma Technology Corp, Bellows Falls, VT) and directed to the dual-view path. DCM2 separates the emission spectrum, and separated spectra are imaged at the Andor iXon electron multiply (EM) charge coupled device (CCD) camera (EMCCD, Andor iXon, South Windsor, CT).

![Graph](image)

**Fig. 5.7** Dual-view experiment
For validation, I measured pcQD (λ=511nm) and ANEPPS (λ=630nm) simultaneously with 570nm long pass DCM for DCM2. Their images are found in ch1 (blue, ANEPPS) and ch2 (red, pcQD) (Fig. 5.7a). By comparing spikes’ peak positions of two traces, it is clear that pcQD signal is correlated with ANEPPS, proving its voltage sensing validity. Next, I separate the bluer (λ < 514nm) and the redder (λ > 514nm) spectrum of pcQDs’ emission by 514 nm long pass DCM for DCM2. If the voltage sensing mechanism is QCSE (spectrum shift), intensities of bluer and redder channels will be anticorrelated. If it is correlated, it indicates no QCSE. It also indicates pcNP’s close proximity to the membrane close enough to sense the potential or ion change in its environment. In most cases, correlated signals are detected as shown in Fig. 5.7b. However, a few cases show occasionally anti-correlated signal between redder and bluer channel (Fig. 5.7c, noticeable in late 5 seconds). This is the strong evidence of QCSE, and membrane insertion. Shifted spectrum in Fig. 5c turns out to be 1nm, which is calculated by applying the calibration curve in Fig. 4.5.
Tetrodotoxin (TTX) is frequently used for studying sodium channel in neuroscience or in physiology. It blocks sodium channels, prohibiting action potential in neurons\textsuperscript{116}. In this study, TTX is used to confirm whether pcNP’s voltage sensitivity originates from the dynamical potential change due to the ions movement during the voltage oscillation or just artifact. As a control experiment, ANEPPS is used (blue in Fig. 5.8). Before loading TTX, it reports stable voltage oscillation. After loading, $\Delta F/F$ diminishes and merges in noise level in 5 seconds. Similarly, $\Delta F/F$ of pcQD signal is nullified in 5~6 seconds after loading TTX.

Simultaneous and multisite voltage imaging is shown in Fig. 5.9. Averaged intensity of cells’ boundary, noted as white in Fig. 5.9b is first analyzed to check whether it captures real voltage dependent emission change or just artifact. White areas indicating cells’ boundary in Fig. 5.9b are obtained by applying threshold in intensity over entire field of view in Fig. 5.9a. The averaged intensity is presented in Fig. 5.9c which shows periodic oscillation. Fig. 5.9d shows the
cross correlation between two points (red, and green in Fig. 5.9a), demonstrating also periodic oscillation with 3.5 Hz. These average data (Fig. 5.9c) and cross correlation (Fig. 5.9d) proved the membrane potential dependent intensity change since if captured signal is noise and different points are uncorrelated, it would not generate the periodicity as in Fig. 5.9c and d. Next, data analysis on individual and separated points are performed in Fig. (5.9e–h). In our field of view (Fig. 5.9a), three cells are selected for comparing between adjacent cells (red and blue families), and remote cell (green family from red and blue families). In each cell, three different sites are also selected and compared (Fig. 5.9e, f and g). QD has emission intermittency (blinking) whose trajectory serves as envelop function in intensity trajectory and voltage dependent oscillation feature is added on top of that, serving similarly as carrier frequency. Therefore, QDs in the same cell present a bit different ΔF/F, due to the different envelop function. In addition, it is also possible that each QD suffers different electric environment in nanoscale range near each QD.
Fig. 5.9 Simultaneous multisite voltage imaging with pcQD (a) Imaged field of view. (b) Boundary selection of (a), noted as white. (c) Averaged intensity trace of cell boundary in (b, white). (d) Cross correlation of red and green position in (a). (e–g) Intensity traces at different points. Colored dots in (a) correspond to same colored curves in (e–g). (h) Comparison between three points at red (e) and green (f) and blue (g).

Fig. 5.9h compares three different cells (the bottom curves in Fig. 5.9e, f, g). By comparing so, it is determined that the green cell’s oscillation is ahead of red and blue cells at
certain times, marked with asterisks (* in Fig. 5.9h). This result demonstrates pcQD’s voltage imaging, enabling high throughput simultaneous multisite recording.

5.4 Discussion

This study first introduces the inorganic voltage sensor, made of semiconductor nanocrystals. Organic dyes have flourished in the past few decades. Recently hybrid voltage sensor (DiO/DPA, eFDP/DPA)$^{7, 90}$, photoinduced electron transfer (PeT)$^{117}$, and voltage sensing protein such as microbial rhodopsin (ArCh)$^{8}$ have been introduced are overcoming some of the VSD’s limit. The recently developed organic voltage sensors have larger $\Delta F/F$ ($> 20\%$) than conventional VSD ($\sim 10\%$). However, they have slower response (hybrid voltage sensor), lower quantum yield (Arch), short retention time (internalization) or are toxic. Compared to these organic voltage sensor, inorganic NPs are quite different in shape, size, and physical and chemical property. Due to the recent achievement for colloidal nanocrystal synthesis$^{10}$, diverse magnetic$^{118}$, plasmonic$^{119}$, semiconductor NPs$^{11}$ are introduced and used for many applications including biology$^{13}$ as well. However, their bulkiness ($> 4$ nm), and incompatibility with cytosolic fluid and membrane delivery make them difficult to use in the field of neuroscience.

I solve this problem by using alpha helical peptides that attach to the NP surface in parallel to the NR cylinder. Although this peptide is the first of its kind, it successfully and surprisingly directs pcNPs to the cell membrane. Considerable amount of pcNRs are inserted in vesicle membrane in the desired orientation (Fig. 5.2). If it is an A-type insertion, 40 % and 280
% $\Delta F/F$ increase are expected for 12 nm CdSe and ZnSe-CdS NR under action potential, respectively (Chapter 4). Further optimization of the peptide sequence will enable more A-type insertion. By applying the same concept (peptide coating), magnetic or plasmonic NPs delivery will be feasible. Therefore, one direction of future study should focus on precise tuning of peptide sequence, length, shape of NPs and delivery optimization for different NPs.

If delivery is equipped, semiconductor NPs possess lots of advantages over VSDs as voltage sensors. First of all, voltage sensitivity via QCSE or electrochromic effect (corresponding QCSE for organic molecule) is much larger in NPs than in organic molecules. Furthermore, it is further enhanced by adopting type-II energy structure such as ZnSe-CdS or CdSe-CdTe. The large spectral shift enables the ratiometric intensity measurement (Fig. 5.7c) which is noise immune. Secondly, semiconductor NPs are very strong emitter, affording single-molecule detection due to a large one-photon excitation cross-section and high quantum yield. Thirdly, voltage detecting with QCSE provides the fastest response among all other mechanism. For example, Ca$^{2+}$ indicator cannot capture single action potential among action potential trains due to the saturation of this ions in the cytoplasm. Lastly, its tunable spectrum with large Stokes shift expands the choice of light sources, provides the multiplexing and near infrared range which is more suitable for in-vivo experiment.

Current voltage reporting of pcNPs are yet mature in terms of sensitivity and reporting time (Fig. 5.3). Possible explanation for voltage reporting intermittency (Fig. 5.4 and $\Delta F/F$ burst in Fig. 5.5) is transient movement of the pcNPs in- and out- the membrane. Another explanation is the increasing capacitance due to pcNP itself. For some intensity traces (Fig. 5.4b blue, Fig. 5.5c black, Fig. 5.7b), spikes’ width is increased gradually. The increased capacitance will
eventually influence cell’s natural oscillation. NPs’ relative permittivity is at around 10, compared to 2~4 of lipid molecule. In addition, NPs and peptides may be charged which contributes to the increase of capacitance. Therefore, studies regarding capacitance and potential change induced by membrane inserted pcNPs should be investigated. FRET measurement with DPA molecules provides more information regarding the relative position of pcNR, with respect to the membrane. This green light emitting QD/DPA combination is the third type of hybrid voltage sensor after eGFP/DPA and DiO/DPA. It does not require the protein expression of eGFP or the incubation time for DiO (1~2 days). Spectrum shift is observed by dual-view experiment, indicating QCSE (Fig. 5.7c). 1 nm of spectral shift translates to 8 % \( \frac{I_R}{I_B} \) (Fig. 4.5), indicating its highly sensitive measurement of membrane potential. This 1 nm shift of 4 nm sized CdSe QD is precisely estimated by Chapter 4 and ref. 91. In Chapter 4, 12 nm CdSe and 4~12 nm ZnSe-CdS have 1.5 and \( \sim 10 \) nm \( \Delta \lambda \) which translates to 13 and 240 % \( \frac{I_R}{I_B} \), respectively. The NPs used in this study are CdSe and CdSe-CdS, which are not very sensitive voltage sensor due to the strong Coulomb interaction between an electron and a hole which oppose the external electric field (Chapter 2). Therefore, optimized size of ZnSe-CdS should be synthesized in order to increase the sensitivity. ZnSe-CdS sample (#7) used in Chapter 2 is 30 nm long and 10 nm thick.

Although much efforts are still needed to make this inorganic voltage sensor more reliable before practical use in the relevant field, Fig. 5.9 shows its potential to measure high throughput simultaneous multisite recording of membrane potential. In addition to this, novel detecting methods will be available with inorganic voltage sensor. It includes ratiometric intensity measurement (Fig. 5.7), which is noise immune to background fluctuation and blinking,
and lifetime change measurement (Δτ). Lifetime change is another sensitive indicator for QCSE (Chapter 4). Imaging Δτ can be captured by fluorescence lifetime imaging microscopy (FLIM)\textsuperscript{94} or wide-field FLIM using the single photon counting H33D detector\textsuperscript{95}.

5.5 Summary

First generation of inorganic voltage sensor is introduced for membrane potential imaging. The sensitivity varies from lower than 0.5 to larger than 20 %. The pcNRs have statistically larger sensitivity than pcQDs. Unstable voltage reporting is stabilized by FRET measurement with adopting DPA molecule. Meanwhile, spectrum shift is also found which supports QCSE operation. Therefore, pcNPs are either attached to the cell surface, sensing ions, voltage and distance from DPA, or inserted in the membrane generating QCSE. Sudden burst of ΔF/F implies transient movement of pcNPs. To operate QCSE, better NP delivery method should be made. Semiconductor NPs have fast response to an external electric field and are more stable and sensitive than organic fluorophores. As a second generation inorganic voltage sensor, we can expect nanodiamond and metal-semiconductor hybrid (Au-CdSe NR or symmetric Au-CdSe-Au NRs) operating with photoinduced electron transfer. If inorganic voltage sensors are mature, they will revolutionize neuroscience and tools for opto-physiology.
5.6 Supporting Information

Nanoparticle preparation

Chemicals and materials: Cadmium oxide (CdO, 99.99%), tri-n-octylphosphine (TOP, 90%), trioctylphosphine oxide (TOPO, 99% and technical grade 90%), selenium (Se, 99.999%), Sulfur (S, 99.5%) along with all organic solvents were purchased from Sigma-Aldrich and used without any further purification. Hexylphosphonic acid (HPA) and octadecylphosphonic (ODPA) were purchased from PCI Synthesis. **QD**: CdSe/ZnS core/shell QDs were purchased from Evident-511. **NR**: CdSe-CdS NRs were used. A 50 ml round bottom flask was loaded with 60 mg (0.5 mmol) CdO, 280 mg ODPA and 3 g TOPO. After degassing under vacuum for 1 hour at 120°C the temperature was raised to 340°C under argon until dissolution of CdO at which point 1.8 ml TOP was injected and temperature was raised to 370°C. A solution containing 58 mg Se in 0.5 ml TOP was swiftly injected and heating mantle was removed until. Final core size had a diameter of about 2.7 nm. A 50 ml round bottom flask was charged with 211 mg (1.6 mmol) CdO, 1 g ODPA, 50 mg HPA and 3.46 g TOPO. The reaction flask was degassed for 3 hours at 130° and then temperature was raised to 340°C under argon until dissolution of CdO at which point 1.8 ml TOP was injected. CdSe seed solution was separated and purified for reaction by mixing with toluene and precipitating with excess methanol 3 times. Seeds (cores) were then re-dissolving in 0.6 ml TOP. The S:TOP precursor solution was prepared by mixing 51mg S (1.6mmol) in 0.6 ml TOP. Temperature was raised to 350°C for injection. The amount of dots used for preparation was $8 \times 10^{-7}$ moles.
**NR functionalization with peptides**

The two peptides are Myristoyl-CLTCALTCMECLKCWYKRGRGCG-COOH, and Biotin-CLTCALTCMECLKCWYKRGRGCG-COOH. Their peptide coating protocols are the same. NP functionalization with alpha helical peptide is similar to the protocol introduced in ref. X except few modifications. As-synthesized NRs were coated with hydrophobic surfactants such as TOPO or TDPA. To replace surfactants with designed peptides, I first purified a NP’s surface with multiple (5~6×) ethanol precipitation, and redissolved in pyridine 450 μl. The NP’s concentration was 0.1 μM. 4.0 mg of peptides were dissolved in 50 μl of DMSO, and mixed with NRs in DMSO solution. 12ul of tetramethylammonium hydroxide (TMAOH) were added to the solution to increase the pH to 10.0 where peptides bind to the NP surface efficiently. The mixture was centrifuged, and redispersed in 150 μl of DMSO. They are ready to be used to the cells. For vesicle staining or cryoEM experiment, NRs in DMSO solution were finally eluted through a G-25 Sephadex desalting column (Amersham, Piscataway, NJ) and equilibrated with PBS buffer. The pcNRs were stored at 4 °C unless used in experiments.

**GNP-pcNR complex**

Biotinylated gold nanocrystals were a gift from Ocean NanoTech. Biotin-end peptides were coated on the CdSe/CdS NRs with the same procedure, stated above. Take 1 μl of above peptide-coated rods solution, mix with 15 μl of neutravidin solution (2mg/ml). Let it sit for 20 min at room temperature. Add 1 μl of 20X diluted biotin-Au to this mixture and let the reaction go for 2 h. Take 2 mcl of the solution on to copper grids and let dry in air.
**Synthesis of vesicles and staining with pcNP**

1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC), 1,2-dioleoyl-3-trimethylammonium propane chloride salt (DOTAP), 3β-[N-(N',N'-dimethylaminoethane)-carbamoyl]cholesterol hydrochloride (DC-cholesterol), were purchased from Avanti Polar Lipids, Inc. Chloroform solutions of DOTAP (25 mM, 6 μl), DMPC (10 mM, 6 μl)m and DC-Cholesterol (10mM, 6 μl) were mixed and dried in a vacuum for 4 h in rotor evaporator. The film was then hydrated with 1 ml of 0.1M sucrose containing PBS buffer with pH 6.24 overnight at 37ºC incubator, during which vesicles are spontaneously formed. Vesicles were stored at 4 ºC unless used in experiments (they are stable and useable for about one week). For fluorescence microscopy measurement, 2 μl of vsQDs (eluted through a G-25 Sephadex desalting column) are added to the 10 μl of vesicle solution. They spontaneously and rapidly (~1 min) self-insert into the vesicles’ membranes.

**Cell culture preparation**

HEK293 cells (AATC, VA) were maintained in 1:1 Dulbecco’s Modified Eagle Medium and Nutrient Mixture F-12 (Invitrogen, NY) supplemented with 10% fetal bovine serum (FBS; Sigma-Aldrich, MO), 0.6mg/ml of G418 (Life technologies), and 5μg/ml of puromycin (Life technologies). Cells are grown on the 35mm glass bottom dish for the optical experiment purpose until it reaches 90 % confluency.
**Di-8-ANEPPS staining**

4 μl of Pluoic (10 %) in DMSO was added to the ANEPPS

**pcNP staining**

1~2 μl of the pcQD or pcNR was directly loaded to the cell cultured 35mmm glass bottom dish by pipet. Gentle shaking is followed, and plated under fluorescence microscopy for measurement. For FRET measurement, 2~10 μM of DPA at final concentration was added to the dish. To increase the signal to noise ratio, one might wash the dish with Dulbecco's Phosphate Buffered Saline (DPBS) after 5 min by replacing cell culture medium with DPBS.

**Optical recording**

The set-up is based on an Olympus IX71 inverted microscope equipped with a Xenon lamp (Olympus, U-LH75XEAPO, 75W) and excitation filter (BP 470/40, Chorma Technology Corp, Bellows Falls, VT). The emission of the NPs is collected by ×60 objective lens (Olympus, PlanApo 60×, n=1.45, oil immersion), passed through a dichroic mirror (DM, 505DCXRU, Chorma Technology Corp, Bellows Falls, VT). Single-view: The emission is detected by Andor iXon electron multiply (EM) charge coupled device (CCD) camera (EMCCD, Andor iXon, South Windsor, CT). Dual-view: Commercially available dual-view system is purchased from XXX, and a dichroic mirror (DM, Di02-R514-25x36, Semrock, Rochester, NY) is installed
inside the dual-view component to split the QD’s spectrum (511) to redder ($\lambda > 514$ nm) and bluer part ($\lambda < 514$ nm). Those images are collected by Andot EMCCD.
Chapter 6

Conclusion

Developing inorganic voltage sensor and imaging cell membrane potential are ultimate goal of this study. Through the intensive experimental (Chapter 2, 3) and theoretical investigation (Chapter 2, 3 and 4), semiconductor NPs validate themselves as a sufficient voltage reporter which possesses superior sensitivity and faster than conventional optical voltage probes. Equipped with novel surface modification technique, two different NPs were successfully delivered to the cell membrane, displaying voltage dependent fluorescence emission (Chapter 5). This optical information is captured by EMCCD camera, translated to the voltage imaging, enabled high throughput analysis.

There are several findings in this study both experimental and theoretically, which are readdressed here. RT operating single molecule QCSE are demonstrated for the first time which opens the possibility of semiconductor NP as a voltage sensor. Before this study, there was no study reporting QCSE at RT at single molecule level. This is due to the thermal broadening, chaotic spectral noise and insensitive samples. I overcame these problem by $F$-modulation QCSE
setup, statistical analysis, and using type-II energy structured nanomaterials. Unrevealed physical property of QCSE were found which are wavelength blue-shift, approximately linear $A\lambda$-$A F$ or $AE$-$AF$ relation. It is especially noted that linear $A\lambda$-$AF$ is important for action potential detecting. Under action potential, type-II material generates monotonically increased or decreased (depends on the orientation) values of observables ($A\lambda$, $A\tau_r$, $AI$, $IR/I_B$). In contrast, observables in type-I material change their polarity under action potential due to quadratic $A\lambda$-$AF$ relation. In addition, Auger recombination variation was explained in the context of QCSE for the type-II NP with experimental proof. It is found that Auger recombination rate is very sensitive indicator of applied electric field, influencing on intensity. These results are regenerated by self-consistent quantum mechanical calculation. In addition, voltage sensing performance of membrane-embedded NRs are predicted (Chapter 4) which estimates $A\lambda$, $A\tau_r$, $AI$, $IR/I_B$.

Equally important achievements of this study are success of NR’s cell membrane delivery and voltage imaging. This study first succeed to deliver quasi-type-II NR (and type-I QD) in the cell membrane with rationally designed alpha-helical peptide. This voltage sensing nanoparticle proves itself to self-insert into the cell membrane and optically record, non-invasively, membrane potential, at multi-sites, in a large field-of-view. This study also introduces different detecting methods including simple intensity, ratiometric intensity, and FRET measurement and compares their performances.

At the same time, this study also brings lots of homework. This includes optimization of NRs towards smaller asymmetric type-II NR (10 nm in length), optimization of peptide sequence towards more A-type insertion in Fig. 5.2 and development of better delivery method. Study regarding membrane-inserted NPs’ influence on cell’s capacitance and potential change should
be marked as well. Similar to the delivery method used in this study, I would expect other inorganic NP voltage sensor.

With single molecule sensitivity, vsNPs could presumably afford the nanoscale recording of pre- and post-synaptic membrane potentials during release of- and signaling by-neurotransmitters, monitor individual ion channel activity, or a release of ions from single Ca$^{+2}$ stores. With the appropriate optical imaging equipment, vsNPs could be used to optically record fast action potentials transients, in a high-throughput fashion, simultaneously at many sites, over a large field-of-view, and at superresolution. Moreover, deep tissue imaging could be afforded by two-photon excitation (2PE) using NIR-vsNPs and far-field non-linear temporal focusing microscopy. Such capabilities could eliminate the need for a crowded array of contact electrodes and bulky read-out electronics. vsNPs could therefore enable remote, noise-immune, sensitive action potential ratiometric recordings.
References


41. Wang, Y.; Fruhwirth, G.; Cai, E.; Ng, T.; Selvin, P. R., 3D Super-Resolution Imaging with Blinking Quantum Dots. Nano Letters 2013, 13 (11), 5233-5241.


114. Rost, B.; Fariselli, P.; Casadio, R., Topology prediction for helical transmembrane proteins at 86% accuracy–Topology prediction at 86% accuracy. Protein Science 1996, 5 (8), 1704-1718.


