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ABSTRACT OF THE DISSERTATION 
 
 

Vasoactive Intestinal Peptide  
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 Circadian Visual System 

 

by 

 

Andrew Martin Vosko 

Doctor of Philosophy in Neuroscience 

University of California, Los Angeles, 2012 

Professor Christopher S. Colwell, Chair 

 

 
Circadian rhythms affect human health and well-being by temporally organizing biological 

processes and fitting them to a 24 hour period. In mammals, circadian rhythm generation and 

organization are regulated by oscillatory networks in the heterogeneous suprachiasmatic nucleus 

(SCN) of the hypothalamus. Acute light resets the phase of these networks at night by an 

incompletely understood mechanism that involves changes in the transcriptional status of the 

immediate early gene c-fos and the clock gene Per1 in individual SCN cells. Neuropeptides, 

which anatomically define the SCN’s functionally distinct core and shell subregions, have also 

emerged as important players in this light response pathway. The following set of studies 

examines how one such neuropeptide, vasoactive intestinal peptide (VIP), contributes to the gene 

expression changes across the SCN network during a successful phase shift. Experiments show 



 iii 

that in response to a phase shifting light pulse, mice genetically deficient in VIP: 1) have acute, 

blunted molecular responses of c-FOS and Per1 in the SCN, 2) do not sustain gene expression 

changes in c-FOS and Per1 across SCN cells over time, and 3) lack gene expression changes of 

c-FOS and Per1 specifically in the SCN shell. Because these effects of VIP may be either acute 

or chronic due to an organizational or developmental role for VIP, experiments were also carried 

out to identify anatomical changes in the SCN of mice genetically deficient in VIP.  Results 

suggest that specific changes to the light-input side of the circuit are altered when VIP is absent, 

indicating an organizational role for this neuropeptide. These changes include increased retinal 

afferent terminal branching and decreased androgen receptor expression in the retino-recipient 

region of the SCN. Interestingly, there did not appear to be changes in intra-SCN connectivity in 

mice lacking VIP, as determined by analysis of Golgi impregnated neurons. These data together 

suggest that VIP acts not only acutely to affect photic signaling,  but it also plays a role in the 

structuring of the SCN to allow for the efficient flow of photic phase resetting information from 

retinal inputs across the circadian system.  
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Chapter 1 

Introduction to the neurobiology and physiology of circadian rhythms
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Introduction 

 

Just as there is intricate spatial organization to biology, there also exists a temporal order 

that allows for highly complex coordination among the often competing processes necessary to 

sustain life.  At the level of behavior, this can be seen in the cyclicity in which most animals 

structure the day: separate periods devoted to activity and rest, each having its own set of 

metabolic needs and physiological demands, and each requiring different adaptations to the 

surrounding environment.   

As temporal order is a fundamental property, multiple mechanisms have evolved in its 

regulation.  Precise and adaptable daily timekeeping is achieved through the interaction between 

an endogenous oscillator, called a circadian (circa meaning “about” and dia meaning “day”) 

clock, and external events that influence the clock’s function (Dunlap, 1999).  The rhythms 

generated by this clock (or clocks), known as circadian rhythms, are endogenously generated and 

self-sustained, and they consistently cycle close to, but not exactly, 24 hours.  Organisms 

maintain daily 24 hour rhythms in their natural environments because environmental cues can 

adjust daily rhythms to a precise 24 hour period. The most powerful of these environmental cues 

is light (Czeisler et al., 1981). 

Circadian rhythms function to maximize success for predation, reproduction, immune 

function, and restorative processes. However, in a modern, city-dwelling lifestyle, there are 

artificial environmental cues that constantly expose the brain and body to excessive temporal 

misalignment and resynchronization, which ultimately has consequences for human health and 

disease. For instance, shift-workers exposed to alternating day and night shifts severely disrupt 

rhythms in their sleep-wake behavior, hormone profiles, and autonomic nervous system tone 
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(Wang et al., 2011). Shift-workers also report having higher rates of GI disorders (Knutsson & 

Boggild, 2010). Misalignment of the circadian system with the ambient light-dark cycle has also 

been shown to reduce sleep and alertness (Rajaratnam & Arendt, 2001), alter metabolic and 

endocrine function (Ha & Park, 2005), increase incidence of cardiovascular morbidity and 

mortality (Harrington, 1994) and increase the probability of dangerous error (Anch, 1988). 

Furthermore, seasonal affective disorder (Lewy et al., 2006), age-related dementias (Wu & 

Swaab, 2007) and both major and bipolar depression (Wirz-Justice, 2009) are responsive to 

treatments aimed at resynchronizing endogenous rhythms via appropriately timed exposure to 

light. These data suggest the circadian system has effects that are wide-reaching across different 

disease states and offers an important therapeutic target, an idea gaining acceptance within and 

outside of the academic community (Judson, 2009). 

 

Circadian organization 

 

 Circadian rhythms are found in organisms from single-celled bacteria to modern man. 

Mechanistically, circadian systems share a similar set of design principles across kingdoms 

(Dunlap, 1999). At the molecular level, this includes a feedback loop involving transcription, 

translation, protein stabilization/destabilization and degradation that takes about 24 hours. In 

multi-cellular organisms, cells form organizational networks that utilize cellular output signaling 

to reinforce intracellular molecular rhythms, resulting in reinforced rhythmicity for individual 

cells in the network (Welsh et al., 2010). Tissue specialization has further yielded structures with 

altered circadian timekeeping capabilities. This has translated to a system in which ‘master’ and 

‘slave’ oscillating structures interact to maintain circadian organization across the body. In 
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mammals, while each cell contains the machinery and capacity to track circadian time, a 

complex hierarchy of timekeeping structures is responsible for circadian rhythms in behavior and 

physiology (see Fig. 1). 

 At the level of the single, oscillating mammalian cell, a number of ‘clock’ genes have 

been isolated and cloned. While theoretically, these genes can be thought of as timekeeping 

markers in a simple feedback loop that takes about 24 hours to complete, in reality, there are 

many functional redundancies in individual genes as well as among different interacting loops 

that utilize different biochemical modulators at each molecular level. This complexity has 

allowed for the fine-tuning of a robust oscillatory system and also provided the inherent 

flexibility that allows the molecular clock to be shifted in response to cellular signals. The major 

players in the transcriptional clock are: Clock, Bmal1, Per1, Per2, Cry1, Cry2, Rev-Erb and Ror. 

The basic model of this core molecular oscillator is described below.   

CLOCK is the principal transcriptional activator in the feedback loop, both directly and 

indirectly recruiting the machinery necessary to promote transcription. Clock gene expression is 

relatively constant, but its circadian transcriptional activity is regulated by the cyclicity of the 

rhythmic expression of the gene Bmal1, with which it heterodimerizes (Ripperger & Brown, 

2010). CLOCK possesses intrinsic acetylase activity which acts upon BMAL1 to promote DNA 

binding (Doi et al., 2006), and concomitant to the initial binding to DNA, the CLOCK:BMAL 

heterodimer is phosphorylated, maintaining the stability of the transcriptional activator complex 

(this phosphorylation is also expressed in a circadian manner) (Kondratov et al., 2006). 

CLOCK:BMAL binding is targeted to a cis-acting element, called an E-box, which is located in 

the promoter region of other core ‘clock’ genes (Ripperger & Brown, 2010).  

There are two arms of the molecular feedback loop initiated through CLOCK:BMAL 
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activation. Studies have shown that the cyclicity expressed in one arm of this loop appears 

indispensable, while the overall protein levels, and not necessarily their rhythmic expression, are 

the important factors for the other arm of this loop (Ripperger & Brown, 2010).  

 The ‘clock’ genes in the first arm of the loop consist of the period genes (Per1 and Per2) 

and the cryptochrome genes (Cry1 and Cry2). As mentioned before, CLOCK:BMAL binds to E-

boxes in the period and cryptochrome promoter regions, initiating their transcription. As each 

gene is transcribed and then translated, the period and cryptochrome products form homo- and 

heterodimers with each other (Reppert & Weaver, 2001). The proteins are modified post-

translationally by a series of kinases and phosphatases which affect stability and nuclear 

translocation (Lowrey et al., 2000; Xu et al., 2005; Partch et al., 2006). Data suggest the 

PER:CRY dimers, when translocated to the nucleus, repress activity of the CLOCK:BMAL 

complex (Lee et al., 2001). One proposed mechanism for this is through dephosphorylation of 

the CLOCK:BMAL1 complex, causing it to become unstable and releasing it from its 

transcriptional activity (Ripperger & Brown, 2010). The period of CLOCK:BMAL 

transcriptional activity, as evidenced by per and cry mRNA expression, is approximately 24 

hours (Reppert & Weaver, 2001). 

 The ‘clock’ genes in the second feedback loop consist of the REV-ERB and ROR family 

of orphan nuclear receptors. In this loop, CLOCK:BMAL binds to the E-box element of Rev-

Erbα or Rev-Erbβ initiating transcription (Triqueneaux et al., 2004). After translation, the REV-

ERB proteins bind to a cis-acting element, called a retinoic acid-related orphan response element 

(RORE) in the Bmal1 gene, preventing further transcription of Bmal1 (Preitner et al., 2002; Ueda 

et al., 2002). At the same time, there also are retinoid-related orphan receptor (ROR) genes, 

which, when translated to their protein forms (RORα, RORβ and RORγ), compete with the REV-
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ERB proteins in binding to the Bmal1 RORE. ROR binding promotes Bmal1 transcription 

(Akashi & Takumi, 2005; Guillaumond et al., 2005). The balance and circadian rhythmicity of 

Bmal1 levels are therefore based on the relative binding of REV-ERB and ROR to the Bmal1 

RORE (Ripperger & Brown, 2010). 

 

 Circadian networks and the SCN 

 

The molecular clock is one level at which circadian rhythmicity is regulated. However, 

another important rhythmic regulator exists at the level of the network. One area illustrating this 

property is the suprachiasmatic nucleus of the hypothalamus (SCN). While cells throughout the 

body show oscillatory properties, the clock within the SCN is considered the ‘master’ oscillator 

that coordinates daily rhythms in mammals. Lesion studies originally established that the SCN is 

necessary for behavioral and physiological rhythmicity (Stephan & Zucker, 1972). Subsequent 

studies have shown that SCN cells are rhythmic both in vivo and in vitro, these cells begin 

oscillation in utero, they show circadian cycles of metabolism, and transplantation of fetal SCN 

restores rhythmicity in SCN-lesioned animals (Weaver, 1998; van Esseveldt et al., 2000).   

The SCN contains a dense network of oscillating neurons and glia that utilize cell-cell 

signaling to robustly keep track of time (Welsh et al., 2010). When an SCN is dissociated and 

separated, individual cells appear to oscillate weakly, as measured by clock gene expression. 

These oscillations are strengthened when the dissociated cells are placed in high density 

dispersal cultures, but not at low densities (Webb et al., 2009). This suggests that some type of 

communication between SCN cells supports robust molecular oscillations. Network 

strengthening is not inherent in all cell types, however. In fibroblasts, for instance, the same 
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rhythmic strengthening is not observed when cells are plated at high densities (Welsh et al., 

2004). Another interesting observation is that when the SCN becomes molecularly arrhythmic 

due to Bmal1 deletion, other clock genes can continue to cycle, but only when the SCN remains 

intact and not in a dissociated preparation (Ko et al., 2011). This implies that cellular 

communication may be sufficient for molecular rhythmicity in the SCN. The SCN thus has 

specific network properties allowing it to function as a robust oscillator.    

  In addition to molecular oscillations, cells in the SCN exhibit rhythms in electrical 

activity, providing a measurable rhythmic output and circadian pacemaking signal. These 

electrical rhythms have been measured both in vivo and in SCN slice explants ex vivo, illustrating 

that electrical circadian rhythms are generated and maintained by SCN cells themselves (Welsh 

et al., 1995). It is important to note that this is a property unique to the SCN, and is another 

reason the SCN is considered the mammalian ‘master’ circadian oscillator. SCN electrical 

rhythms are predicted by molecular rhythmicity within individual SCN cells (Quintero et al., 

2003). When dissociated and separated, individual cells again show weak oscillations in 

electrical activity. Just as when molecular rhythms strengthened when SCN cells were plated at 

higher densities, so do electrical rhythms (Aton et al., 2005). This is due in part to a 

synchronizing effect when differently phased cells are within range to communicate with each 

other. Interestingly, when SCN cells are electrically silenced via application of tetrodotoxin 

(TTX) to prevent action potential generation, the molecular clocks within individual cells drift 

out of phase with each other, and the SCN as a structure loses robustness in its clock gene 

rhythms (Yamaguchi et al., 2003).      

Release of neurotransmitters and signaling molecules also follows a circadian rhythm in 

the SCN. Neuropeptides found in specific SCN subregions: arginine-vasopressin (AVP), gastrin 
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releasing peptide (GRP) and vasoactive intestinal peptide (VIP), all show daily rhythms in their 

release from SCN neurons  (Nakamura et al., 2001; Francl et al., 2010a; b). In an ex vivo SCN 

slice preparation, GABA-ergic transmission (GABA is the most prominent neurotransmitter in 

the SCN) is also circadian-regulated (Itri et al., 2004). Therefore, electrical rhythms in 

spontaneous firing rate from SCN cells not only provide a timekeeping reference for the observer, 

but through neurotransmitter release, they also provide temporal cues to other cells in the 

circadian system. These cues are likely communicated both by neural and endocrine mechanisms, 

having effects all over the brain and body (Antle & Silver, 2005). Other structures in the body, 

including the liver and adrenal glands, show similar circadian paracrine and endocrine signaling, 

fitting into a temporally-ordered physiological scheme among organ systems in the mammalian 

body (Dibner et al., 2010). 

   

Circadian entrainment 

 

Daily entrainment of circadian period to environmental cues is necessary to avoid a 

persistent drifting of internal rhythms out of phase with the environmental light-dark cycle. In 

most laboratory studies, entrainment has been shown to result from the discrete effects of light 

on the circadian clock. The ability for a continuous stimulus, such as light, to discretely affect the 

clock, is thought to result from the gating of photic sensitivity of the circadian pacemaker to the 

subjective night (Geier et al., 2005). Light in the early evening causes an organism to delay its 

rhythm, while light in the late evening/early morning results in an advancing of rhythms (Daan & 

Pittendrigh, 1976; Johnson et al., 2003; Roenneberg et al., 2003). During the subjective day, 

light does not appear to shift the clock (Daan & Pittendrigh, 1976; Johnson et al., 2003; 
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Roenneberg et al., 2003). Thus, early morning and evening light pulses discretely and subtly 

adjust the circadian clock to align with the environmental light-dark cycle (Daan & Pittendrigh, 

1976). These temporally sensitive periods coincide with dawn and dusk transitions. 

This model where discrete exposure to light is sufficient to adjust the internal pacemaker 

to synchronize with the environmental light-dark cycle has been extensively supported through 

studies of many different species (Johnson et al., 2004). These data have been used to construct 

an organism’s behavioral response graph, called a phase response curve (PRC), to single light 

pulses administered at different times of the day (DeCoursey, 1960). Different PRCs have shown 

that both nocturnal and diurnal organisms follow similar time-dependent adjustments of their 

internal clocks to light, although there are species-specific and small, individually variant 

characteristics (Smale et al., 2003). An organism’s PRC provides an explanation of how stable 

entrainment to a photoperiod works, based upon that organism’s free running period and the 

ambient light-dark cycle. 

In order to achieve stable entrainment through discrete light exposure, the timing of that 

exposure must coincide with a resulting phase shift of the internal clock that adjusts for the 

inherent phase difference between the environmental light-dark cycle and the endogenous free 

running period. For instance, for an animal with a free running period of 23 hours, a stably 

entraining light pulse must hold back (phase delay) the internal clock by one hour each day to 

adjust it to a 24 hour schedule. According to that animal’s PRC, there will be a time in the early 

evening when a single light pulse will lead to a one hour delay. While it is likely that there will 

be other times when that animal will be exposed to light, the PRC also shows that there is a 

period where discrete light has no shifting effects on the clock at all, called a dead zone, which 

usually coincides with the time that ambient light is strongest  (Daan & Pittendrigh, 1976). Thus, 
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once the internal clock is phase-locked to a photoperiod that provides a consistent, daily phase 

shift in the appropriate direction for synchronizing to the environment, stable entrainment can 

occur (Johnson et al., 2004). 

In any circadian system, there is a trade-off between robustness of endogenously 

generated rhythms and the adaptability of those rhythms to ambient cues (Johnson et al., 2004). 

In one extreme, the circadian clock is independently strong enough that phase shifting is made 

more difficult, and it is attainable only during a short window with high intensity light cues 

resulting in only modest shifts, if at all. At the other end of this spectrum, a very adaptable 

circadian clock would be able to entrain to any light-dark cycle, even one far beyond the timing 

of earth’s rotation on its axis. In this case, the circadian clock would be much more flexible, but 

also much less robust. While inter-species variation exists, most organisms lie somewhere in-

between the two poles, where there are limits to circadian entrainment based on the magnitude of 

possible phase shifts (Johnson et al., 2003). When these limits are surpassed, stable entrainment 

cannot occur, and rhythms lose their adaptive value.    

While the discrete effects of light can account for daily entrainment in many cases, the 

continuous effects of light have also been shown to entrain circadian rhythms to the light-dark 

cycle. In this way, different light intensities change the free running period of the circadian clock, 

causing it to speed up or slow down over the course of the day (Daan, 2000). The importance of 

continuous light effects differs between species, and both discrete and continuous light appear to 

differentially contribute to certain chronobiological phenomena (Johnson et al., 2004) (see Fig. 

2). 

As stated in the previous section, circadian timekeeping mechanisms evolved in most 

mammals to be both precise and adaptable. The multiple levels responsible for rhythm 
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generation provide a means for these rhythms to maintain precision and robustness around 24 

hours. There are also a number of ways for these rhythms to be shifted, making them adaptable. 

For one, the molecular clock can be pushed forward or back in its circadian cycle through 

biochemical manipulation. Similarly, so can rhythms in electrical activity and also secreted 

factors. The following section addresses how circadian rhythms can be shifted to resonate with 

the appropriate environmental cycles, with a focus on light as the primary entraining agent. 

 

Molecular entrainment 

 

For an external event to shift endogenously generated oscillations, cells must have a way 

of communicating relevant environmental information as well as a means of regulating 

responsiveness to such cues. These mechanisms are provided through the cell membrane. At the 

membrane, ligands that can induce circadian phase shifts can bind to receptors and initiate a 

cascade of intracellular events that interact with the cell’s molecular clock. There are also non-

membrane bound receptors that can act on the molecular clock, but these are not addressed in 

this review. While multiple cell signaling pathways have been implicated in molecular phase 

shifting and entrainment, most pathways converge on the actions of the cellular transcription 

factor cyclic adenosine monophosphate [cAMP] response element binding (CREB). 

There are at least three major pathways by which CREB signaling is triggered during a 

phase shift. These are via mitogen activated protein kinases (MAPKs), protein kinase a (PKA) 

and calcium-calmodulin-dependent protein kinase II (CaMKII) (Golombek & Rosenstein, 2010).  

Along each of these pathways, a series of second messenger pathways converge on the 

phosphorylation of CREB at key serine residues. Upon phosphorylation, CREB translocates to 



 

 12 

the nucleus and binds to the cAMP response element (CRE) regions on target genes to initiate 

their transcription (Lonze & Ginty, 2002). In mammals, the binding of CREB to the CREs of the 

period genes (and thus the initiation of their transcription) is believed to be the central 

mechanism by which the molecular clock resets (Ripperger & Brown, 2010). 

Changes in the molecular clock can be tracked in the cells of the SCN. Within five to ten 

minutes after a phase shifting light pulse, SCN cells exhibit a transient increase in 

phosphorylated CREB (pCREB) (Ginty et al., 1993). Following this increase, there is also a 

robust induction of Per1 message and then protein. Induction of Per2 follows at a slower rate 

and may rely on the initial induction of Per1 or other immediately responsive genes for its 

activation, but it is also thought to contribute to circadian phase shifts (although its role in phase 

shifting is less clear) (Ripperger & Brown, 2010). Antisense oligonucleotides to Creb have been 

shown to block both the induction of Per1 as well as phase shifts in SCN electrical activity 

(Tischkau et al., 2003). Antisense oligonucleotides to Per1 have also been shown to block light-

induced behavioral phase shifts (Tischkau et al., 2003). Other areas in the body also show 

CREB-mediated induction of Per1, although this transient Per1 increase has been shown to 

accompany many phase-resetting pathways, it is thus far indispensible only to photic resetting in 

the SCN (Tsuchiya & Nishida, 2003). 

The increased translation of PER1 is likely the functional link at which molecular phase 

resetting can be applied directly to the clock itself. By increasing levels of PER1 at different 

points along the cycle, the molecular clock could respond by either transiently phase shifting 

ahead, phase lagging, or by lacking any response at all. Conceptually, this can be illustrated by 

low levels of PER1 rapidly being increased. The sudden accumulation would result in more 

dimers between PER proteins and their translocation back to the nucleus to shut off the 
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transcriptional activity of CLOCK:BMAL. If this switch were triggered while the rate of 

transcription was increasing, the result would be a phase advance, whereas if the induced PER1 

increase occurred during a time when transcriptional rate was decreasing, the result would be an 

extended period of elevated dimers, leading to a phase delay. Importantly, when the PER1 levels 

are already high, the transient increase in PER1 would have little to no shifting effect on the 

clock. This is observable both at the molecular and the behavioral levels (Shigeyoshi et al., 1997). 

A phase shifting stimulus elicits a number of responses beyond the transcription of clock 

genes as well. This is because during a phase-resetting stimulus, a cell signaling pathway 

initiates histone phosphorylation and subsequent chromatin remodeling. This remodeling 

exposes a large strand of DNA for high levels of transcriptional activity (Crosio et al., 2000). 

The result is a wave of transcription of genes including Per1, Per2 (Naruse et al., 2004) and a 

number of immediate early genes (IEGs), including the proto-onco gene c-fos (Crosio et al., 

2000). While the transcription and translation of IEGs have been shown to temporally and 

spatially map light induction of the mammalian SCN in response to a light pulse, their exact role 

in entrainment is still unclear (Rusak et al., 2002). Regardless, there are a large number of 

transcriptional changes taking place within a single cell in response to an appropriately timed 

phase resetting stimulus.     

 

Entrainment across a network 

 

The resetting of each cell’s molecular clock has to be coherently and faithfully relayed to 

other cells within the clock network. Furthermore, depending on the complexity of the circadian 

system in a given organism, those clock networks have to communicate phase resetting 
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information to other clock networks in order to synchronize different physiological systems. This 

is especially pertinent for circadian organization in mammals, where desynchrony among these 

different networks is thought to contribute to a number of the symptoms found in degenerative 

and diseased states (Takahashi et al., 2008). 

Photoreceptors in the eye are necessary for entrainment of the circadian system (Nelson 

& Zucker, 1981). Within the eye, the retina is the first relay at which temporal resetting cues are 

communicated across a clock network. The retina, like the SCN, shows oscillatory activity in 

clock genes (Ruan et al., 2008), and it also shows a circadian rhythm in melatonin synthesis 

while isolated in culture (Tosini & Menaker, 1996), suggesting that the retina contains its own 

circadian clock. In the ex vivo preparation, the retina is phase shifted by light, and this appears to 

be mediated by a dopamenergic mechanism (Ruan et al. 2008). While the mammalian retina both 

contains oscillatory properties and is the direct recipient of phase shifting light information, it is 

still unknown whether or not phase shifting the retina itself phase shifts other systems within the 

body. 

As in classical visual perception, mammalian photic entrainment requires conversion of 

light to an electrochemical signal in the retina. This process requires focused light to reach the 

back of the retina, where photons come into contact with photopigment-containing rod and cone 

cells. According to the classical understanding, photopigments in these cells undergo a 

conformational change in the presence of photons, leading to a change in membrane ionic 

permeability and subsequent hyperpolarization (Hubbell & Bownds, 1979). This electrical 

change in rods and cones is then translated to a change in output signals onto bipolar cells. 

Retinal bipolar cells, in turn, send electrical output signals to adjacent retinal ganglion cells, 

which are an extension of the central nervous system. These neurons depolarize in response to 
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visual stimuli and send action potentials along their distal axonal projections, releasing 

neurotransmitters to the hypothalamus, thalamus and midbrain (Hubbell & Bownds, 1979; Hattar 

et al., 2006). 

Mechanisms behind circadian entrainment differ from the canonical understanding of 

retinal phototransduction. In mice transgenically degenerate in both rods and cones, circadian 

entrainment remains intact, suggesting that another photopigment-containing cell carries phase 

shifting and entrainment information to the circadian clock (Foster et al., 1991). Furthermore, 

circadian phase shifts are greatest in response to monochromatic light in the blue-green range, 

which differs from the spectral sensitivity of both rods and cones (Lall et al., 2010; Butler & 

Silver, 2011). The reasons for these findings is that in the circadian visual system, irradiance 

coding and detection take place via two mechanisms, one that involves classical rod and cone 

receptors, and another, predominant mechanism by which phototransduction bypasses rods, 

cones and bipolar cells, but begins via depolarization of intrinsically photosensitive retinal 

ganglion cells (ipRGCs) that contain the photopigment melanopsin (Altimus et al., 2010). When 

rods, cones, and ipRGCs are all absent, circadian photoentrainment does not occur (Hattar et al., 

2003).  

Tract tracing of the retina reveals that less than 0.1% of all retinal ganglion cell axons 

travel to the hypothalamus via the retinohypothalamic tract (RHT)(Mason & Lincoln, 1976; 

Provencio et al., 1998). Most RHT axons synapse onto the SCN in its ventral and mid- posterior 

subregions (known as the core): an observation that lead to the initial discovery of the SCN as 

the site of the primary mammalian pacemaker (Moore & Lenn, 1972). Pharmacologically 

blocking neurotransmitters in the SCN attenuates light-induced phase shifts, suggesting that 

while light information is initially carried via the retina, phase shifting input is carried through a 



 

 16 

neural circuit where the SCN plays an integral role (Kallingal & Mintz, 2010). 

The SCN is monosynaptically connected to the retina via ipRGC axons coursing through 

the RHT (Rollag et al., 2003; Perez-Leon et al., 2006). Unlike other photosensitive cells [rods 

and cones], ipRGCs depolarize in response to light, they are most sensitive to light in the 480 nm 

range, and they are most responsive to long exposures of high intensity light (Hankins et al., 

2008; Schmidt et al., 2011). In general, these ipRGCs are thought to communicate with the SCN 

through glutamate and pituitary adenylyl cyclase activating peptide (PACAP) as transmitters, 

which have been co-localized within ipRGCs (Hannibal, 2002). While glutamate binding to 

NMDA receptors in the SCN has been shown to be sufficient for causing phase shifts, both 

PAC1 and non-NMDA glutamate receptors are also known to play a role in mediating the 

magnitude of phase shifts (Ebling, 1996; Mintz et al., 1999; Hannibal et al., 2001). A basic 

circuit model of phase shifting involves glutamate released from the RHT binding to NMDA, 

leading to depolarization and calcium influx in retinorecipient SCN neurons. Within a single, 

activated neuron, cell signaling pathways are triggered, leading to phosphorylation of CREB, 

histone modification, initiation of clock gene transcription, and subsequent phase shifting of the 

molecular clock. 

At the same time, another population of ipRGC axons carry photic information to the 

intergeniculate leaflet of the thalamus (IGL), which sends axons through the 

geniculohypothalamic tract (GHT) rostrally back to the SCN using gama amino butyric acid 

(GABA) and neuropeptide y (NPY) as its major transmitters (Reghunandanan & Reghunandanan, 

2006). While this pathway does appear to have some role in circadian entrainment, lesion studies 

have shown that it is not necessary to entrain to a normal light-dark cycle (Pickard et al., 1987). 

Under intact conditions, however, the SCN receives retinal phase resetting information both 
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directly and indirectly via a number of different transmitter-releasing systems.  

Both RHT and GHT axons terminate just ventrolaterally to the third ventricle in the 

ventral aspect of the bilateral SCN, functionally distinguishing the ventral SCN as the primary 

site for photic input to the nucleus (Moore et al., 2002; Reghunandanan & Reghunandanan, 

2006). In general, the SCN is quite small and densely packed with neurons and glia connected by 

many gap junctions and intra-nuclear synapses (Van den Pol, 1980; Antle & Silver, 2005), and 

so its organization easily provides a pathway for this photic input to be transmitted between its 

cells. This SCN functional organization is supported by chemoarchitectural and physiological 

data as well. Differences in visual input synapses, neuropeptide expression and electrical activity 

patterns all similarly divide the SCN into two primary component parts: the core and the shell 

(see Fig. 3).  

Core and shell subregions functionally divide the SCN into two distinct parts: one 

responsive to environmental cues and the other that acts as a robust oscillator. The SCN core has 

been shown to uniquely respond with c-FOS expression in response to a nighttime light pulse 

(Karatsoreos et al., 2004). Interestingly, the core shows low-amplitude, if any, rhythmicity in c-

FOS expression, whereas the SCN shell shows rhythmic c-FOS expression (Schwartz et al., 

2000). These effects have also been noted for period gene expression, with light-induced 

expression taking place in the non-oscillating core, and rhythmic oscillation taking place in the 

SCN shell (Hamada et al., 2001; Karatsoreos et al., 2004; Yan et al., 2007).  

Gene expression studies support the idea that the SCN subregions are functionally 

distinct, but normal entrainment involves communication of temporal cues across each of these 

areas. For example, all nighttime light pulses induce Per1 expression in the SCN core, even 

when behavioral phase shifts are absent. However, only Per1 and Per2 expression in the SCN 
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shell coincides with behavioral phase shifts from light (Yan & Silver, 2002). This suggests that 

light-induced period gene expression spreads from the core to the shell during phase shifting 

pulses. This idea is further supported by data from a time course in situ hybridization study, in 

which Per1 expression is increased first in the SCN core following a phase shifting nighttime 

light pulse and then later increased in the SCN shell (Hamada et al., 2004). Abruptly changing 

the light dark cycle also results in a change of clock gene expression that occurs first in the core, 

followed by the shell (Nagano et al., 2003). Taken together, data support a model by which 

entrainment across the circadian network follows the path of retina → SCN core → SCN shell. 

Beyond this pathway, it is also important to consider downstream targets of the SCN in 

the role of network entrainment. Temporal information from the SCN is communicated to other 

areas in the brain and also throughout the body, many of which are endogenous oscillators (albeit 

weaker than the SCN) as well (Guilding et al., 2009). SCN neurons have efferent targets at a 

number of hypothalamic relay nuclei, including the subparaventricular zone (SPZ) and the 

dorsomedial nucleus (DMH) (Abrahamson & Moore, 2001; Deurveilher & Semba, 2005). These 

nuclei, in turn, send projections throughout the subcortical brain to areas that regulate sleep, 

arousal, feeding, thermoregulation, osmoregulation, reproduction and energy metabolism (Saper 

et al., 2005; Kalsbeek et al., 2006; Colwell, 2010). Furthermore, the SCN also functions as an 

endocrine organ, and utilizing the ventricular system, it is likely that diffusible factors from the 

SCN are used to synchronize cells and systems in the rest of the body (LeSauter & Silver, 1998). 

 

SCN plays multiple roles 

 

The SCN is a model target in neurobiology to understand how sensory information is 
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integrated into a multitasking, self-sustaining network. However, it is still unclear how the SCN 

balances its multiple roles. There are clues from oscillation and entrainment theories, but there 

are many gaps in the literature, especially in the areas that bridge these levels of understanding. 

The work comprising this dissertation is focused on this particular problem, and it addresses 

SCN function based on its organization. Specifically, this involves parsing the SCN into its 

component core and shell subregions and examining how SCN chemoarchitecture defines SCN 

function. 

The retinorecipient SCN core is primarily characterized by neurons expressing VIP 

(Abrahamson & Moore, 2001). This neuropeptide has been well studied, and recent genetic tools 

have allowed for a much deeper understanding of its role in the mammalian circadian system. 

From this work, a model has emerged where VIP acts as a synchronizing agent among single 

SCN clock cells. However, this model does not include a role for VIP in the equally important 

process of photic entrainment in the circadian system. The following chapters will focus on the 

hypothesis that VIP is necessary for the integration of photic information throughout the SCN 

and is therefore necessary for normal phase shifting and entrainment behaviors in the 

mammalian circadian system. 

 

VIP 

 

Basic properties 

 

VIP is a neuropeptide in the secretin superfamily (Vaudry et al., 2000), which includes 

structurally similar PACAP, glucagon and growth hormone-releasing hormone. In mammals, 
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VIP is expressed in specific subpopulations of neurons in the brain and peripheral nervous 

system as well as other tissues in the body. In the brain, VIP is expressed in the cortex,  

hippocampus, amygdala, caudate, posterior pituitary, superior colliculus, dorsal raphe, locus 

coeruleus and multiple nuclei in both the thalamus and hypothalamus (Brenneman et al., 2000). 

The pattern of immunoreactive VIP (VIP+) neurons from the hypothalamus to the midbrain 

could be particularly important for a neuroendocrine role of VIP, as VIP-expressing cells run 

along the lateral and ventral parts of the third ventricle to the cerebral aqueduct in some species 

(Korf & Fahrenkrug, 1984; Mikkelsen & Moller, 1988). The broad expression of VIP and 

characterization of its terminals in many localized circuits indicates that VIP can act as a 

neurotransmitter and/or neuromodulator. Furthermore, electron microscopy has revealed that 

VIP-ir neurons contain large dense core vesicles and that VIP is localized to neurosecretory 

granules of nerve terminals, suggesting that VIP may act as a neurohormone in some species, 

and its endocrine role may depend on physiological state (Mikkelsen, 1989). VIP+ neurons have 

also been found to innervate cranial blood vessels, likely acting as a localized vasodilator (Baun 

et al., 2011). Finally, in astrocytes, VIP has been shown to hydrolyze newly synthesized 

glycogen (Masmoudi-Kouki et al., 2007). Taken together, these data suggest that VIP serves a 

variety of signaling and homeostatic functions within the central nervous system. 

 VIP binding sites are found in the anuran, reptilian, avian, and mammalian brains (Dietl 

et al., 1990). These peptide receptors are G-protein-coupled receptors with characteristic seven 

transmembrane domains, three extracellular and intracellular loops, an extracellular amino-

terminus and intracellular carboxy-terminus (Harmar, 2001). All members of this family can also 

regulate cyclic AMP (cAMP) concentrations by coupling to adenylate cyclase (Harmar, 2001). 

Two receptors, encoded by distinct genes, bind VIP with high affinity: VIP receptor 1 and 2 
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(VPAC1R and VPAC2R) (Ishihara et al., 1992; Lutz et al., 1993; Usdin et al., 1994). These 

receptors are so named to reflect the equal binding affinity they have for both VIP and PACAP. 

VPAC1R and VPAC2R exhibit widespread expression in the brain and mediate most or all of the 

biological actions of these peptides. No known receptors specifically bind VIP without binding 

PACAP. Conversely, PACAP binds to another receptor, PAC1, with a 1000-fold affinity over 

VIP (Shivers et al., 1991). 

 

VIP in the circadian system 

 

Anatomical organization of VIP and its receptors provided early indications that VIP was 

important for circadian function. Studies in the rat revealed that the SCN had large amounts of 

VIP- and VIP-receptor-containing neurons (Roberts et al., 1980; Besson et al., 1986; Vertongen 

et al., 1998). These neurons are primarily located in the ventral aspect of the nucleus (Ibata et al., 

1989; Abrahamson & Moore, 2001). Neurons in this region receive retinal input from the RHT 

and express both VIP and GABA (Buijs et al., 1995). At least one study in rats has directly 

demonstrated the termination of retinal afferents on VIP expressing cells (Tanaka et al., 1993). 

Thus, the VIP expressing cells in the ventral SCN are likely an early relay for photic information 

reaching the SCN.  

While the mammalian SCN predominantly lacks expression of the VPAC1R, it may be 

the most abundant site of expression of the VPAC2R in the central nervous system (Usdin et al., 

1994; Sheward et al., 1995; Cagampang et al., 1998; Vertongen et al., 1998). In the mouse SCN, 

it has been estimated that VPAC2R are co-expressed with ≈30% of VIP expressing and ≈50% of 

the vasopressin expressing neurons (Kallo et al., 2004b). Clearly, the VIP signal does not have to 
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travel far to influence SCN neurons in both the core and shell cell populations. The presence of 

the VPAC2R in the core region also suggests that VIP signals may feed back to regulate VIP 

secreting cells.  

There is some evidence that the levels of VIP and its receptor vary with a circadian 

oscillation. For example, measurements of VIP release from rat SCN slice cultures revealed 

circadian oscillations that continued for a number of cycles in constant conditions (Shinohara et 

al., 2000). Furthermore, in the mouse SCN, the levels of VIP mRNA show a circadian rhythm 

(Dardente et al., 2004). Similarly, several groups have found that the mRNA coding for the 

VPAC2R varies with a daily cycle in rodents (Shinohara et al., 1999a; Kallo et al., 2004a). The 

functional significance of these rhythms is not yet known. For example, it may be that the 

rhythms in peptide levels are responsible for driving outputs from the circadian system.  

Alternatively, the presence (but not the rhythm) of the peptide and its receptor may be sufficient 

to fulfill the functions of this signaling system.   

As described above, VIP is expressed in a subpopulation of cells within the SCN. In the 

central nervous system, it is assumed that these neurons are using this peptide to communicate 

with specific postsynaptic targets.  For example, this assumption predicts that the depolarization 

of VIP+ neurons by light will cause the release of VIP and co-transmitters including GABA, and 

the synaptic release of these neurotransmitters will alter the membrane properties of the next set 

of neurons in the circuit via binding and activation of VPAC2Rs. This assumption has not been 

directly tested within the SCN. Alternatively, VIP may function as a paracrine signal acting at 

sites more distant than adjacent postsynaptic neurons. For example, clear rhythms in VIP release 

from SCN slice cultures (Shinohara et al., 1995; Shinohara et al., 2000) supports a paracrine role 

for this neuropeptide. Furthermore, a recent study showed that paracrine VIP signaling in the 
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SCN is sufficient to promote molecular synchrony among  desynchronized SCN neurons 

(Maywood et al., 2011).   

In wildtype (WT) animals, VIP has been shown to acutely and directly affect circadian 

rhythms in the SCN, specifically pointing to a role in phase shifting and entrainment. For 

instance, microinjection of VIP alone (Piggins et al., 1995) or in combination with other peptides 

(Albers et al., 1991) can mimic the phase shifting effects of light at night. Application of VIP 

also phase shifts the circadian rhythm of vasopressin release (Watanabe et al., 2000) and neural 

activity (Reed et al., 2001) measured in vitro. In another study, VIP was shown to greatly 

enhance the SCN’s glutamatergic response, which pharmacologically mimics a photic phase shift 

(Huang & Pan, 1993). This suggests that the phase shifting action of VIP in the SCN may 

depend on the other neurotransmitters present. By itself, VIP has been shown to induce Per1 and 

Per2 gene expression during the subjective night in the SCN slice preparation (Nielsen et al., 

2002). Also, chronic stimulation of the VPAC2R around the SCN has been shown to lengthen 

free running period, which could mimic a parametric effect of light input on the circadian clock 

(Pantazopoulos et al., 2010). Together, these data are in line with a role for VIP in mediating 

photic phase shifts and entrainment in the SCN. 

The exact relationship between light, VIP in the SCN and circadian behaviors is not yet 

clearly known, as data implicates a complex interaction between acute and chronic effects of 

light on VIP levels and vice-versa in the circadian system. For one, animals housed in constant 

light have significantly depressed concentrations of VIP expression in the SCN (Albers et al., 

1987). The suppressive effects of light on VIP have also been reported in other studies. Long 

light pulses cause a decrease in SCN VIP levels, but this effect appears specific for a small range 

of light intensities with a relatively high threshold (Shinohara et al., 1998).  Not only is VIP 
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expression damped in response to pulses of light, but also to pulses of darkness, and these effects 

are gated by the circadian clock (Shinohara et al., 1999b). Thus, VIP levels are sensitive to the 

presence of light and also the interruption of light signaling.   

Interestingly, many of the effects of light induced changes of VIP studied to date are 

long-term organizational effects on SCN VIP expression. Animals temporarily housed under 

constant lighting conditions as pups have lower levels of VIP in the SCN as adults, and they also 

have higher activity amplitude and more stable activity than animals reared in 12:12 light-dark 

cycles and in constant darkness (Smith & Canal, 2009).  When mice have had congenitally 

interrupted retinal signaling due to a mutation resulting in anophthalmia, they show the opposite 

effect on VIP levels. Instead of decreased VIP levels, they show more diffuse, ectopic labeling of 

VIP+ cells and also more VIP+ cells overall (Laemle & Rusa, 1992; Ruggiero et al., 2010). 

Therefore, the presence of retinal inputs appears to pattern SCN expression of VIP+ cells, likely 

affecting cellular positioning and cell fate determination within the SCN.  

 

Transgenic models shed new light 

 

Recently, transgenic mouse models have provided additional tools to understand the role 

of VIP and the VPAC2R in the circadian system in vivo (Shen et al., 2000; Harmar et al., 2002; 

Colwell et al., 2003). The development of these models has provided a major contribution in this 

area, but there are also a few caveats to keep in mind with interpretation. First, these models are 

congenital knockouts. This means that the phenotypes expressed are the combined result of both 

the lack of the given gene (VIP and/or VPAC2) and the compensatory responses of the system to 

the loss of these genes. Nonetheless, both the VPAC2 KO and VIP KO mouse currently offer the 
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best system available to study the spectrum of molecular through behavioral levels of the VIP-

ergic signaling pathway.  

Second, knocking out the VPAC2R has effects on non-VIP-ergic signaling. It is possible 

that the loss of PACAP signaling could contribute to the circadian phenotype associated with 

VPAC2R KO mice. This is because, as was stated earlier, VPAC2R also recognizes the peptide 

PACAP with the same affinity as VIP. Analysis of PACAP-deficient mice suggests that PACAP 

itself is not important for the generation of circadian rhythmicity, and PACAP KO mice 

primarily present minor abnormalities in the light response of the circadian system (Colwell et 

al., 2004). Furthermore, the VPAC2 KO mouse recapitulates all of the major circadian 

phenotypes seen in the VIP KO mouse, suggesting that the primary deficiency in the VPAC2R 

KO line is via the VIP signaling pathway. Still, the loss of the PACAP signal could contribute to 

the more severe phenotype seen with VPAC2R KO mice when compared to VIP KO mice 

(Harmar et al., 2002; Colwell et al., 2003).  

Finally, knocking out the VIP ligand could also have effects extraneous to VIP-ergic 

signaling. This is because the VIP precursor polypeptide contains sequences encoding the 

peptide histidine-isoleucine (PHI), (Linder et al., 1987). The construct used in making the VIP 

KO mouse also eliminates PHI, and the loss of PHI could contribute to some of the phenotype 

associated with VIP KO mice. However, the mRNA coding for VIP and PHI are not 

differentially localized (Linder et al., 1987) and no putative PHI receptors have been described in 

the mammalian nervous system. Furthermore, since the phenotypes in the VPAC2R KO and VIP 

KO mouse are quite similar, it appears that the knocking out of PHI has minor, if any, effects on 

the circadian system. Thus, until more information emerges, the available evidence suggests that 

the circadian phenotype of the VIP KO mouse is due to the loss of VIP.  
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Oscillatory abnormalities in transgenic mice 

 

Data from both VPAC2R KO and VIP KO mice suggest that VIP-ergic signaling is 

necessary for molecular clock gene rhythmicity. In constant dim red light, a condition which 

unmasks the endogenous circadian clock, VPAC2R KO mice show uniformly low and 

arrhythmic expression of Per1, Per2, and Cry1 (although not Bmal1) in the SCN as measured by 

in situ hybridization, while WT controls exhibit robust rhythms (Harmar et al., 2002). Similarly, 

under constant dark conditions, the rhythmic expression of Per1 and Bmal1 mRNA are lost in 

the VIP KO SCN, but expression of Per2 remains rhythmic (Loh et al., 2011). In subsequent 

studies, both VIP KO and VPAC2R KO mice have been crossed into mouse lines carrying either 

the Per1::luciferase or Per1::GFP transgenes in order to measure ex vivo real-time clock gene 

expression (Maywood et al., 2006; Ciarleglio et al., 2009). SCN slice cultures from these mice 

exhibit low levels of Per1 expression that do not express the robust circadian variation seen 

control explants. Furthermore, not only are fewer of these cells rhythmic, the normal synchrony 

of Per1 expression between cells is also lost. However, in another optical reporting model where 

KO mice were crossed with PER2:LUC knock-in mice, clock gene expression in the SCN 

appears to remain rhythmic (Hughes et al., 2011; Loh et al., 2011). This discrepancy indicates 

that some clock genes are more sensitive to the loss of VIP signaling than others.   

The observation that molecular clock synchrony between neurons is disrupted without 

VIP or its receptor suggests that VIP-ergic signaling has some role in communicating temporal 

output of individually oscillating cells in the SCN. One means by which VIP-VPAC2R signaling 

may affect this synchrony is through its effects on SCN electrical activity. VIP KO and VPAC2R 
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KO mice fail to exhibit the midday peak in electrical activity that is characteristic of impulse 

rhythms from SCN brain slices (Cutler et al., 2003; Brown et al., 2007). Furthermore, the loss of 

the rhythms in electrical activity is most pronounced in mutant mice having the most severe 

disruption in their behavioral rhythms (Brown et al., 2007). Using high-density dispersed 

cultures of SCN neurons grown on a microelectrode array, Herzog and colleagues found that 

both the ability of the population of SCN cells to remain synchronized as well as the ability of 

single cells to generate oscillations are both compromised in VIP KO and VPAC2R KO mice 

(Aton et al., 2005). Importantly, in VIP KO mice, the daily administration of a VPAC2R agonist 

is sufficient to restore robust rhythmicity to the SCN neural population. It is not yet known if 

tonic application of this agonist would also rescue circadian rhythms in SCN cultures or if phasic 

application is necessary. Regardless, these data point to electrical rhythm deficits that mirror the 

molecular rhythm deficits in these transgenic mice.  

Finally and importantly, all VPAC2R KO and VIP KO mice also exhibit disruptions in 

their ability to express a coherent circadian rhythm in locomotor activity in constant conditions 

(Harmar et al., 2002; Colwell et al., 2003). In many cases, the transgenic mice exhibit wheel-

running behavior that is arrhythmic on the circadian time scale. The remainder of the mutant 

mice express a rhythm with a significantly shortened period that lacks coherence and statistical 

power due to variability in activity onset and expansion of the duration of wheel running activity. 

The extent of the arrhythmic phenotype varies from animal to animal and between transgenic 

models, with VPAC2R KO mice exhibiting the most disrupted rhythms. Recent evidence 

suggests that one explanation for the variability in phenotype is that GRP has some ability to 

compensate for the loss of VIP-ergic signaling (Brown et al., 2005). These behavioral results 

indicate that VIP and the VPAC2R are critical for the generation of behavioral rhythmicity in 
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mice.  

 

Light resetting abnormalities in transgenic mice 

 

At the level of molecular resetting, the majority of data related to the effects of VIP on 

light-induced gene expression come from studies using the VPAC2R KO mouse. These studies 

suggest that VIP-ergic signaling is involved in both amplifying light-induced gene responses and 

also in gating these responses to occur in the subjective night. VPAC2R KO mice fail to show an 

induction of PER1 in the SCN in response to a 6-hour light pulse at night, while WT controls 

show upregulated PER1-ir in response to the same pulse (Harmar et al., 2002). In contrast, it was 

also recently stated that Per1 mRNA is induced by a light pulse during subjective night in 

VPAC2R KO mice, but to a lesser extent than in WT mice (Maywood et al., 2007). This protein-

mRNA discrepancy might be due to a difference in time course required for maximal expression 

for either the protein or mRNA, or it may be due to some translational modification. Interestingly, 

Maywood et al. (2007) also reported an induction of Per1 during the subjective day in these mice, 

as did another study (Hughes et al., 2004). In WT mice, light does not normally induce Per1 

expression during the day (Shigeyoshi et al., 1997).  Light induced expression of c-FOS is also 

observed during both the day and night in the VPAC2R KO mouse (Hughes et al., 2004) 

suggesting that there is a general lack of photic gating of gene expression in the absence of VIP. 

VIP KO mice also show this lack of gating in Per1 and c-FOS responses during the day (Dragich 

et al., 2010). These differences in light responses of the transgenic mice may uncover a 

mechanism involving VIP by which light normally acts to reset the circadian clock. 

One means by which VIP affects light induced gene expression may be by altering 
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electrical properties in SCN neurons. Evidence suggests that certain electrical properties of 

pacemaking neurons have to be maintained for the normal expression of clock genes and 

circadian rhythm generation. In the SCN, membrane hyperpolarization reversibly abolishes the 

rhythmic expression of Per1 (Lundkvist et al., 2005). Using a bioluminescence assay based on 

Per1 transcription, another study showed that TTX (which blocks action potentials) damps Per1 

rhythmicity in individual SCN neurons and decreases levels of Per1 transcripts and proteins 

(Yamaguchi et al., 2003). Therefore, the electrical properties of individual neurons appear to 

regulate gene expression in the SCN.  

The gene expression phenotypes of VPAC2 KO mice (Harmar et al., 2002; Hughes et al., 

2004; Maywood et al., 2007) and VIP KO mice (Chapter 2) are likely related to 1) altered 

properties of SCN neurons regulating spontaneously evoked firing and/or 2) altered responses of 

SCN neurons to afferent signals. Data from VPAC2 KO mice suggest that both of these 

mechanisms are at work. SCN neurons in these mice are hyperpolarized (Pakhotin et al., 2006). 

This observation has led to the hypothesis that a night-like state in which SCN neurons are both 

inactive (hyperpolarized) and excitable may underlie the gene expression responses observed in 

VPAC2R KO mice (Pakhotin et al., 2006; Maywood et al., 2007). According to this hypothesis, 

in the absence of VIP-ergic signaling, the SCN does not display electrical properties normally 

found during the day (eg. increased resting membrane potential and firing rate). Therefore, a 

light pulse during the day is interpreted by the SCN like a light pulse at night, and so light 

induces the expression of c-FOS and Per1. This hypothesis has never been directly tested, but 

data supporting this idea come from studies showing that population day-night differences in 

electrical activity are lost in SCN neurons from both VPAC2 KO and VIP KO mice (Cutler et al., 

2003; Brown et al., 2007).  
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At a behavioral level, the loss of VIP/VPAC2 alters the relationship of the circadian 

oscillator to the environment (Fig. 4.). This phenotype is best seen in the experiments in which 

VPAC2R KO or VIP KO animals are released into constant darkness (DD) from a light-dark 

(LD) cycle. A normally entrained animal will start its activity from a phase predicted from the 

prior LD cycle and, for a nocturnal organism, the activity will start from a phase near the 

beginning of nocturnal activity in LD. For example, WT mice begin their free-running rhythm 

within 30 minutes of the time of lights-off in the prior LD cycle. In contrast, VIP KO animals 

start their activity about 8 to 10 hours before the time of the prior lights-off (Colwell et al., 

2003). The shorter period cannot account for this large shift in activity onset, and most of this 

response is likely due to an alteration in the processes that couple the oscillator to the 

environment. This idea is supported by the altered phase angle of entrainment seen in VIP KO 

mice entrained to a single light pulse per cycle (Colwell et al., 2003). Similarly, the VPAC2R 

KO mice also exhibit an extremely large advance in activity onset after release into DD (Harmar 

et al., 2002). 

  

Research targets 

 

Numerous studies to date have implicated a role for VIP-ergic signaling in relation to both 

the robust generation of circadian rhythmicity as well as the circadian system’s response to 

environmental light input. However, there does not yet appear to be a comprehensive 

understanding linking VIP in circadian maintenance and entrainment mechanisms. Specifically, 

it is unknown whether or not the deficits in rhythm generation from the loss of VIP are the cause 

of the deficits in phase shifting behaviors, or if alternately, entrainment deficits result from an 
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independent but parallel dysfunction in the system. The following chapters in this dissertation set 

out to further utilize the VIP KO mouse and determine the different levels at which its 

entrainment and phase shifting behaviors and physiology are altered so that this gap in 

understanding can be filled. The first set of experiments defines a specific role for VIP in SCN 

core-shell communication in response to phase shifting light exposure. Following, a non-acute 

role for VIP is examined, in which VIP-mediated organizational changes in the basic anatomy of 

the circadian visual system might be affecting the function of the circadian network. Not only 

will these experiments help clarify the role of this neuropeptide, they will also improve our 

understanding of how SCN neurons communicate with each other in the intact mammalian 

circadian system. In addition to the direct benefits for human health, knowledge from these 

findings may be extended to our understanding of how neuropeptides modulate and incorporate 

sensory signals in other neural systems as well.  
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Fig. 1. Organization of circadian rhythms 

 
 
 
 
Circadian rhythms are generated by networks hierarchically organized throughout the body. Each 
cell contains the molecular machinery to express rhythms in gene expression through a 
transcriptional-translational feedback loop that has a cycle length of about 24 hours. Rhythms in 
individual cells become more robust through intercellular communication in structures like the 
mammalian suprachiasmatic nucleus (SCN). Within the SCN, groups of synchronized cells form 
networks to reinforce robust rhythmic release of electrochemical and humoral synchronizing 
cues. These cues help maintain temporal structure across all of the body’s oscillatory networks to 
regulate essential biological functions. 
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Fig. 2. Non-parametric and parametric mechanisms of entrainment 
 
 

 
 
 
 

Oscillators can entrain to other oscillators by one of two basic mechanisms. (A) In non-
parametric entrainment, an acute force aligns the phase of one oscillator so that it becomes 
phase-locked to the other. As long as that force is applied in a periodic manner to provide the 
same magnitude shift in the correct direction, stable entrainment can occur. This is 
predominantly how the environmental light-dark cycle entrains the circadian clock. (B) In 
parametric entrainment, some continuous force changes the period of one oscillator so that it can 
align with the correct phase and period of another oscillator. The influence of parametric 
entrainment on the circadian clock is variable between species. 
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Fig. 3. The SCN can be divided into two component parts, the core and the shell 
 
 

 
 
 
Both functionally and chemocarchitecturally, different subregions of the SCN display different 
properties. A photomicrograph of a coronal slice through the mid SCN shows the SCN shell is 
characterized by clusters of vasopressin-expressing cell bodies and fibers (in green). These cells 
are thought to contain the most robustly oscillating networks in the nucleus. The dense cell body 
clusters in the ventro-middle aspect of the SCN is known as the core, and this is where most 
retinal afferents terminate to provide visual information to the hypothalamus. Here, expression of 
the protein product of the proto-oncogene c-Fos is up-regulated due to a phase shifting light 
pulse that was delivered one hour earlier (in red).  
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Fig. 4.  VIP KO mice have robust entrainment and phase-shifting deficiencies 
 

 
 
 
 
 
 
Schematic of single-plotted actograms of locomotor activity comparing the entrainment and 
phase shifting phenotypes of WT and VIP KO mice. In a normal light-dark cycle, VIP KO mice 
exhibit nocturnal activity similar to WT mice (inactive light period depicted by yellow, gray bars 
indicate activity). Upon release into constant darkness, WT mice begin activity at a phase 
predicted by the previous day’s light offset. In contrast, VIP KO mice begin their active period in 
constant darkness with a 6-8 hour phase advance from the previous day’s light offset.  
Furthermore, when exposed to a brief light pulse at night that normally elicits a phase delay in 
WT mice (depicted by yellow asterisk), VIP KO mice fail to shift.  
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Introduction 

 

The circadian timekeeping system provides temporal structure to nearly all biological 

processes, including gene transcription, cellular metabolism, immune response, gut motility and 

the sleep-wake cycle (Dunlap, 2004; Hoogerwerf, 2009; Keller et al., 2009). Circadian rhythms 

not only promote adaptive fitness by predicting and priming our systems for periodic changes in 

the environment, they are emerging as an important therapeutic target for improving quality of 

life. In the biomedical research community, there is now a major focus on the mechanisms by 

which circadian rhythms are generated, propagated and regulated in order to improve our 

understanding of the chronobiological factors involved in human health and disease. 

Each eukaryotic cell contains the machinery and capacity to track circadian time, yet 

circadian rhythms are predominantly organized by hierarchical networks that span different 

tissues and physiological systems (Welsh et al., 2010). In mammals, the suprachiasmatic nucleus 

of the hypothalamus (SCN) contains the master oscillatory network necessary for coordinating 

daily rhythms throughout the body (Reppert & Weaver, 2002). SCN neurons communicate 

temporal information to a number of hypothalamic relay nuclei that send their projections 

throughout the subcortical brain to regulate sleep, arousal, feeding, thermoregulation, 

osmoregulation, reproduction and energy metabolism (Abrahamson & Moore, 2001; Deurveilher 

& Semba, 2005; Saper et al., 2005; Kalsbeek et al., 2006; Colwell, 2010). As an endocrine organ, 

the SCN also secretes diffusible factors that synchronize cells and systems through humoral 

pathways (LeSauter & Silver, 1998).  

The SCN receives photic cues though retinal input directly via the retinohypothalamic 

tract (RHT) and indirectly via the geniculohypothalamic tract (GHT). These light-input pathways 
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synchronize the SCN to the environmental light-dark cycle, with the RHT playing the 

predominant role for this process (Harrington & Rusak, 1986). Light is the most powerful 

environmental cue to which circadian rhythms synchronize (Czeisler et al., 1981), and without 

appropriately timed light cues, individual circadian rhythms would drift out of phase both with 

each other and with the external environment (Johnson et al., 2003). Such desynchrony has been 

linked to increased risk for mental illness, autoimmune disorders, and cancer (Hedstrom et al., ; 

Lewy et al., 2006; Schernhammer et al., 2006).   

In synchronizing circadian oscillators to light, afferent signals first reset the molecular 

oscillation of clock genes in individual SCN neurons, and this resetting normally occurs at night. 

The major synaptic transmitter in the light input pathway is the excitatory amino acid glutamate, 

and in response to a resetting light stimulus, glutamate is released directly onto SCN neurons 

from a subpopulation of retinal ganglion cells (RGCs) (Gooley et al., 2001). In addition to 

glutamate, these RGCs also express the neuropeptide pituitary adenylyl cyclase activating 

peptide (PACAP) (Hannibal et al., 2000), and PACAP has been shown to modulate 

glutamatergic signaling in the SCN (Michel et al., 2006). It is thought that excitatory 

neurotransmission alters the electrical activity of retino-recipient SCN neurons, leading to an 

activation of different intracellular signaling cascades and transcriptional activation (Reppert & 

Weaver, 2002; also see Fig. 1). Specifically, glutamatergic signals, primarily acting through N-

Methyl-D-aspartic acid (NMDA) receptors, trigger an influx of Ca2+ that initiates a number of 

signal transduction pathways, including protein kinase A (PKA), mitogen-activated protein 

kinase (MAPK), and calcium-calmodulin dependent protein kinase II (CAMKII). Recently, a 

pathway involving the exchange protein activated by cAMP (EPAC) has also been implicated in 

cyclic AMP (cAMP)-based circadian signaling (O'Neill et al., 2008), but a direct role has yet to 
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be established for EPAC in light-based resetting of the circadian system. 

 These signaling pathways converge on the phosphorylation of cAMP response element 

binding protein (CREB) at both serine residues 133 and 142 (Ser133 and Ser142) (Gau et al., 

2002), leading to the nuclear translocation and transcriptional activity of phosphorylated CREB 

upon certain genes carrying a cAMP response element (CRE) in their promoter regions. These 

genes include the immediate early gene c-fos and the clock gene Per1 (Rusak et al., 2002; 

Travnickova-Bendova et al., 2002). This transcriptional activation can be seen as increases in 

both c-fos and Per1 mRNA and subsequently c-FOS and PER1 protein in the SCN following 

phase-resetting light pulses, optic nerve stimulation, and glutamate-induced phase shifts 

(Shigeyoshi et al., 1997; Rusak et al., 2002; Meijer & Schwartz, 2003). These molecular light 

responses are necessary to cause light-induced phase shifts in physiology and behavior 

(Kornhauser et al., 1990; Wollnik et al., 1995; Albrecht et al., 2001).  

Both indirect and direct photic cues first reach the mouse SCN bilaterally in the ventro-

medial aspect of the nucleus. Thus, there is a functional distinction that the ventro-medial SCN is 

the primary site for photic input to the nucleus (Moore et al., 2002; Reghunandanan & 

Reghunandanan, 2006). In general, the SCN is quite small and densely packed with neurons and 

glia connected by many gap junctions and intra-nuclear synapses (Van den Pol, 1980; Antle & 

Silver, 2005), and its organization easily provides a pathway for this photic input to be 

transmitted between its cells. Differences in visual input synapses, neuropeptide expression and 

electrical activity patterns all similarly divide the SCN into two primary component parts: the 

core and the shell.  

Core and shell distinctions functionally divide the SCN into one subregion that is 

responsive to environmental cues and another that acts as a robust oscillator. The SCN core has 
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been shown to uniquely respond with c-FOS expression in response to a nighttime light pulse 

(Karatsoreos et al., 2004). Interestingly, the core shows low-amplitude, if any, rhythmicity in c-

FOS expression, whereas the SCN shell shows rhythmic c-FOS expression (Schwartz et al., 

2000). These effects have also been noted for period gene expression, with light-induced 

expression taking place in the non-oscillating core, and rhythmic oscillation taking place in the 

SCN shell (Hamada et al., 2001; Karatsoreos et al., 2004; Yan et al., 2007).  

Gene expression studies support the idea that the SCN subregions are functionally 

distinct, but normal entrainment involves communication of temporal cues across each of these 

areas. For example, all nighttime light pulses induce Per1 expression in the SCN core, even 

when behavioral phase shifts are absent. However, only Per1 and Per2 expression in the SCN 

shell coincides with behavioral phase shifts from light (Yan & Silver, 2002). This suggests that 

light-induced period gene expression spreads from the core to the shell during phase shifting 

pulses. This idea is further supported by data from a time course in situ hybridization study, in 

which Per1 expression is increased first in the SCN core following a phase shifting nighttime 

light pulse and then later increased in the SCN shell (Hamada et al., 2004). Abruptly changing 

the light dark cycle also results in a change of clock gene expression that occurs first in the core, 

followed by the shell (Nagano et al., 2003). Taken together, gene expression data related to 

molecular clock resetting support a model by which entrainment across the circadian network 

follows the path of retina → SCN core → SCN shell. 

Neurons in the shell region can be anatomically distinguished by their robust expression 

of vasopressin (AVP), and neurons in the core can be characterized by the presence of vasoactive 

intestinal peptide (VIP) (Abrahamson & Moore, 2001; Morin, 2007). Because the cell bodies of 

VIP-expressing neurons are found in the retino-recipient SCN core, VIP is well-situated to play a 
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role in the photic resynchronization pathway of SCN neurons. A role for VIP in photic resetting 

has been supported with data from a number of studies. Microinjection of VIP around the SCN 

(Piggins et al., 1995) can mimic the behavioral phase shifting effects of light in vivo, and 

application of VIP can also phase shift SCN neural activity in vitro (Reed et al., 2001). In vitro 

application of VIP to SCN-containing slices also induces Per1 expression in SCN neurons 

(Nielsen et al., 2002), and optic nerve stimulation, (resulting in RHT activation) has been shown 

to increase VIP release around the SCN (Shibata et al., 1994). Importantly, in a recent in vivo 

study, both nighttime light and NMDA injected into the SCN were shown to result in VIP release 

in the SCN (Francl et al., 2010).  

Other evidence supporting a role for VIP-ergic signaling in photic resetting comes from 

transgenic mice. Mice overexpressing the major VIP receptor found in the SCN, VPAC2, show 

faster resynchronization to changes in the light cycle than WT controls (Shen et al., 2000). In 

contrast, activity in VPAC2R KO mice (Harmar et al., 2002) and VIP KO mice (Colwell et al., 

2003) (also see Chapter 1, Fig. 4) is abnormally, if at all, synchronized to the ambient light-dark 

cycle. It is also worth noting that VIP KO mice do not exhibit the behavioral phase shift 

normally seen in WT controls in response to a nighttime light pulse (see Chapter 1, Fig. 4). 

Together, these data suggest that VIP is an important signal for circadian rhythm synchronization 

to the environmental light-dark cycle. 

Analyzing light-induced gene expression is one approach to track both the molecular 

mechanisms and the circuits involved in circadian entrainment in vivo. To date, the majority of 

data related to the effects of VIP on light-induced gene expression come from studies using the 

VPAC2R KO mouse. These studies suggest that VIP-ergic signaling is involved in both 

amplifying light-induced gene responses and also in gating these responses to occur in the 
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subjective night. VPAC2R KO mice fail to show an induction of PER1 protein in the SCN in 

response to a 6-hour light pulse at night, while WT controls show up-regulated PER1 

immunoreactivity in response to the same pulse (Harmar et al., 2002). In contrast, the same 

group later presented data that Per1 mRNA is induced by a light pulse during subjective night in 

VPAC2R KO mice, but to a lesser extent than in WT mice (Maywood et al., 2007). This protein-

mRNA discrepancy might be due to a difference in time course required for maximal expression 

for either the protein or mRNA, or it may be due to some translational modification. Nonetheless, 

investigations with the VPAC2R KO model suggest that there is a blunted gene expression 

response accompanying a diminished phase shifting capacity when VIP-ergic signaling is 

dysfunctional.  

It is important to note that while data from VPAC2R KO mice have been useful in 

establishing a model for neuropeptidergic signaling within the SCN, a role for VIP itself is still 

incompletely defined. This is because the observations of VPAC2R KO mice may not be solely 

based on VIP-ergic signaling. VPAC2 is a receptor that also has high affinity for PACAP (Lutz 

et al., 1993), another neuropeptide released from SCN afferents, and it is possible that the 

observed effects of VPAC2 deficiency result from a lack of both VIP and PACAP signaling. 

This is important to rule out, as PACAP has known modulating effects on photic and 

glutamatergic transmission in the SCN (Chen et al., 1999; Colwell et al., 2004). The more severe 

behavioral phenotypes of VPAC2R KO mice as compared to VIP KO mice provide some 

support for this possibility (Harmar et al., 2002; Colwell et al., 2003).  

Since data support that VIP-ergic signaling modulates the circadian system’s responses to 

light, we sought to test the hypothesis that VIP itself plays a major role for the integration of 

photic information throughout the SCN. Using a combination of in situ hybridization and 
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immunohistochemistry, we determined how a ubiquitous genetic deficiency in VIP affected the 

retina → SCN core → SCN shell pathway of phase resetting in mammals. In the following set of 

studies, we first obtain “snapshots” of whole SCN Per1and c-FOS expression using well-

established, quantifiable techniques. We then expanded our investigation to include carefully 

defined SCN subregional topography and multiple time points, mapping out spatial and temporal 

expression profiles of photic gene induction in mice with and without VIP.  

 

Materials and Methods 

 

Animals 

 

Adult male (2-5 months) WT C57Bl/6 mice and mice lacking the gene encoding for the 

neuropeptides VIP and peptide histidine isoleucine (PHI) were obtained from a breeding facility 

at the University of California, Los Angeles. Male mice were housed individually, and their 

wheel-running activity was recorded as revolutions per 3 minute interval. Mice were exposed to 

a 12:12 hour light-dark (LD) cycle for 2-3 weeks (light intensity ≈ 700 lux) and placed into 

constant darkness (DD) for 7-14 days to assess their free-running activity pattern. Animals were 

given a 10 minute light pulse (light intensity ≈ 50 lux) at circadian time (CT) 16 based on wheel 

running activity records (CT 12 was defined as activity onset) and sacrificed after either 30, 60, 

90, or 120 minutes under anesthesia (n=3-5 in each condition). For preliminary time course 

studies, animals (n=1-2) were also sacrificed at 15, 45, and 240 minutes following the light pulse. 

Control animals were culled at the same time without a light pulse. Brains were removed and 

frozen, slide mounted at 20 µM, and then refrozen until hybridization or immunofluorescence. 
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Experimental protocols used in this study were approved by the UCLA Animal Research 

Committee, and all recommendations for animal use and welfare, as dictated by the UCLA 

Division of Laboratory Animals and the guidelines from the National Institutes of Health, were 

followed.  

 

Per1 radioisotopic in situ hybridization 

 

A plasmid (pCRII; Invitrogen, Carlsbad, CA, USA) containing the cDNA for Per1 (340–

761 nucleotides, accession number AF022992) was generously provided by Dr. D. Weaver 

(University of Massachusetts), and insert identity was confirmed by sequencing using the M13R 

primer. To generate antisense and sense templates for hybridization, plasmids were linearized 

overnight, phenol-chloroform extracted, ethanol precipitated and re-suspended in diethyl 

pyrocarbonate (DEPC)-treated water. Riboprobes were synthesized from 1 µg of template cDNA 

in a reaction mixture containing 100 µCi of UTP 35S (1250 Ci/mmol; Perkin Elmer, Wellesley, 

MA, USA), 5X transcription buffer (Promega, Madison, WI, USA), 0.1 M dithiothreitol (DTT; 

Promega), 10 mM of each rATP, rCTP, rGTP, 40 U RNase Inhibitor, and the appropriate RNA 

transcriptase (SP6, or T7) for 3 hours at 37°C. The in vitro transcription reaction was DNase I 

treated, unincorporated nucleotides were removed using the RNase-free microfuge spin columns 

(Bio-Spin 30; Biorad, Hercules, CA, USA) and probe yields were calculated by scintillation 

counting.  

On the first day of hybridization, slides were warmed to room temperature, briefly 

washed in phosphate buffered saline (PBS) and fixed in 4% paraformaldehyde, air-dried and 

blocked by acetylation with acetic anhydride, followed by a series of dehydration steps in 
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ethanol. After drying, slides were placed in pre-hybridization buffer [50% formamide, 3 M NaCl, 

20 mM ethylenediaminetetraacetic acid (EDTA), 400 mM Tris, pH 7.8, 0.4% sodium dodecyl 

sulfate (SDS), 2X Denhardt’s, 500 mg/mL tRNA and 50 mg/mL polyA RNA] for 1 hour at 55°C. 

Sections were then hybridized overnight at 55°C in humidified chambers in hybridization buffer 

(50% formamide, 10% dextran sulfate, 3 M NaCl, 20 mM EDTA, 400 mM Tris, pH 7.8, 0.4% 

SDS, 2X Denhardt’s, 500 mg/mL tRNA, 50 mg/mL polyA RNA and 40 mM DTT), where each 

slide was incubated with 1–4 million cpm/70 mL of a riboprobe. Following hybridization, the 

slides were washed for 15 minutes in 4X standard sodium citrate (SSC) at 55°C, in 2X SSC for 

1 hour at room temperature, and then RNase A (20 µg/mL) treated at 37°C for 30 minutes to 

remove unbound probe. To further reduce non-specific hybridization, slides were washed twice 

in 2X SSC at 37°C, and for 1 hour in 0.1X SSC at 62–67°C. Slides were serially dehydrated in 

ethanol containing 0.3 M ammonium acetate and exposed to Kodak Biomax MR film (Kodak, 

Rochester, NY, USA) along with a 14C slide standard (American Radiolabeled Chemicals, St 

Louis, MO, USA). The slides were counterstained with cresyl violet to reference SCN 

boundaries based on well-established anatomical landmarks. Densitometric analysis of 

hybridization intensity was done as described using NIH Image software (Shearman et al., 1997; 

Chaudhury et al., 2008; Wang et al., 2009). Sections were visualized under a dissecting 

microscope. Sense probe hybridization showed no positive staining. 

 

Per1 digoxigenin in situ hybridization histochemistry 

 

Digoxigenin-labeled riboprobes were generated from 1 µg of template cDNA (described 

above) in a reaction mixture containing 2 µl of 10X concentrated digoxigenin (DIG) RNA 
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Labeling Mix (Roche Applied Science Indianapolis, IN, USA), 2 µl of 10X concentrated 

Transcription Buffer (Roche Applied Science, Indianapolis, IN, USA), 40 U Rnase Block 

(Stratagene, La Jolla, CA, USA), and 2 µl of the appropriate RNA transcriptase (SP6, or T7; 

Roche Applied Science, Indianapolis, IN, USA) for 2 hours at 37°C. The in vitro transcription 

reaction was terminated by the addition of 2 µl of 0.2 M EDTA and precipitated with 2.5 µl of 4 

M LiCl and 100% ethanol overnight at -20°C. Precipitate was extracted with 70% ethanol and 

reconstituted in 100 µl of sterile water. Probe yield estimates were determined using relative 

densities of known concentrations of untranscribed, linearized plasmid in gel electrophoresis and 

also from serial dilutions of cross-linked riboprobe bound to alkaline phosphatase-conjugated 

anti-DIG antibody (Roche Applied Science, Indianapolis, IN, USA) visualized with 4-Nitro blue 

tetrazolium (NBT) and 5-Bromo-4-chloro-3-indolyl phosphate (BCIP) (Roche Applied Science, 

Indianapolis, IN, USA). 

On the first day of hybridization, slides were warmed to room temperature and fixed in 

4% paraformaldehyde. Following brief washes in PBS, slides were placed in prehybridization 

buffer (50% formamide, 5X SSC, 1% SDS, 0.2% Tween-20, 0.1% heparin, and 50 ng/mL Torula 

RNA at 60°C for 1- 2 hours. Sections were then hybridized overnight at 60°C in hybridization 

buffer (50% formamide, 5X SSC, 1% SDS, 0.2% Tween-20, 0.1% heparin, and 50 ng/mL Torula 

RNA), and ≈ 50-100 pg/µL of riboprobe) in sealed slide mailers. Following hybridization, slides 

were washed briefly in 5X SSC and then for 1 hour in 0.2X SSC at 60°C to remove unbound 

probe. Slides were then briefly washed with maleic acid buffer (0.1M maleic acid, 0.15M NaCl) 

and blocked in 20% heat-treated sheep serum in maleic acid buffer. After blocking, slides were 

incubated with 1:500 anti-DIG antibody conjugated to alkaline phosphatase (Roche Applied 

Science, Indianapolis, IN, USA) in a humid chamber at 4°C overnight. 
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After antibody incubation, slides were washed in maleic acid buffer and then in tris 

buffer (0.1 M Tris (pH 9.5), 0.1 M NaCl, and 5 mM MgCl2).  For revelation, slides were 

incubated in a color reaction solution (tris buffer, 0.3375% NBT, 0.35% BCIP, 1mM levimasole) 

at room temperature overnight in a humid chamber. After revelation, slides were washed with 

PBS and color was preserved via a final incubation in 4% paraformaldehyde containing EDTA. 

Slides were then coverslipped and imaged on an Olympus microscope using Axiovision software 

(Carl Zeiss Inc., Thornwood, NY) for analysis. Sense probe hybridization showed no positive 

staining. 

 

Vasopressin immunofluorescence 

 

Brains were processed as described above, and alternate sections were used to delineate 

SCN subregions chemoarcheticurally. Sections were fixed in 4% paraformaldehyde at room 

temperature, washed with PBS, and incubated in blocking solultion (3% normal goat serum 

(NGS), 0.1% Triton X-100 in PBS). After blocking, sections were incubated with a guinea pig 

polyclonal antibody raised against arginine-vasopressin (AVP, Bachem, Torrance, CA) diluted to 

1:1000 in blocking solution at 4oC for 4 days. Sections were then washed and incubated with 

Alexa Fluor® 568-conjugated goat anti-guinea pig IgG antisera (Molecular Probes, Eugene, OR), 

diluted to 1:300 with blocking solution at room temperature. If tissue was processed for double 

immunostaining, primary antibody incubation was carried out with both the primary AVP 

antibody and a rabbit polyclonal antibody raised against androgen receptor (AR) (Santa Cruz 

Biotechnology, Santa Cruz, CA) diluted at 1:150. Also, during the secondary antibody 

incubation, Alexo Fluor® 488-conjugated secondary antisera (Molecular Probes, Eugene, OR), 
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diluted at 1:200, was additionally used. After incubation with secondary antibody, sections were 

again washed with PBS, coverslipped with Vectashield Mounting Media containing 4',6-

Diamidino-2-Phenylindole, Dihydrochloride (DAPI, Vector Laboratories, Burlingame, CA), and 

stored in the dark at 4oC until imaged.  

 

c-FOS immunofluorescence 

 

Brains were processed as described above, and alternate sections were used whenever 

available. Sections were fixed in 4% paraformaldehyde at room temperature, washed with PBS, 

and incubated in blocking solultion (1% bovine serum albumin (BSA), 0.3% Triton X-100, 20% 

NGS). After blocking, sections were incubated with a rabbit polyclonal antibody raised against 

c-FOS (Calbiochem, La Jolla, CA) diluted to 1:10,000 in carrier solution (1% BSA, 0.3% Triton 

X-100, 5% NGS in PBS) at 4oC for 6 days. Sections were then washed and incubated with goat 

anti-rabbit IgG (Jackson Immunoresearch , West Grove, PA) diluted to 1:200 with carrier 

solution. Sections were washed with PBS, coverslipped with Vectashield Mounting Media 

containing DAPI and then stored in the dark at 4oC until imaged. 

 

c-FOS immunohistochemistry with 3,3’-diaminobenzidene (DAB) 

 

Mice were anesthetized and perfused with PBS followed by 4% paraformaldehyde. 

Brains were dissected, post-fixed at 4°C overnight and cryoprotected in 30% sucrose. 

Immunohhistochemistry was performed on free-floating 30 µm sections. Sections were washed 

with PBS, quenched with 2% H2O2, washed with PBS and then incubated in blocking solution 
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(10% NGS in PBS). After blocking, sections were incubated with rabbit polyclonal antiera (see 

above) diluted at 1:30,000 in PBS overnight at 4°C. Sections were then washed with PBS and 

incubated with biotinylated goat anti-rabbit antibody at 1:2000 for 2 hours. Sections were 

washed again in PBS and dipped in AB solution (Vector Labs, Burlingame, CA, USA) for 1 hour, 

washed, and then placed in filtered 0.05% 3,3’-Diaminobenzidine (DAB) in PBS containing 

1:10,000 30% H2O2. After desired color was reached, sections were washed, mounted and left to 

dry overnight. Following ethanol dehydration, sections were coverslipped. 

 

Quantification and statistical analysis 

 

 SCN sections were imaged and SCN borders were determined by DAPI and AVP 

distribution dorsal to the optic chiasm in the anterior hypothalamus. For each SCN, a template 

was created to define core and shell subregions delineated by AVP expression. This delineation 

was confirmed by additionally double immunostaining against AR to confirm that a lack of AVP 

signal coincided with the SCN core. Templates from adjacent sections were superimposed onto 

both Per1+ and c-FOS+ sections and the resulting mid-SCN image (unilateral) for each animal 

was counted by an experimenter blind to condition. In ≈ 15% of the cases, an alternate section 

was unavailable and a standardized template was used to delineate subregions. The data sets 

were analyzed by two-way analysis of variance (ANOVA), with genotype and light exposure as 

factors. If significant group differences were detected (p < 0.05) by ANOVA, then the Holm–

Sidak method for pair-wise multiple comparisons was used. For all tests, values were considered 

significantly different if p < 0.05. All tests were performed using Sigmastat software (version 3.5, 

Systat Software, San Jose, CA, USA). Values are shown as mean ± SEM.  
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Results 

 

Light-induced Per1 expression in the SCN is strongly affected by VIP 

 

 We first used radioisotopic in situ hybridization to quantify SCN Per1 induction in 

response to a phase delaying light pulse at night (CT 16). Previous data from our lab has shown 

that VIP KO mice have behavioral deficits in response to light at this time. Experimental mice 

expressing stable, rhythmic wheel running activity in constant darkness were exposed to white 

light (1.5 x 10-1 µW⁄ cm2; 10 minute duration) and brains were collected and processed for in situ 

hybridization 60 minutes after the beginning of the light pulse.  

  Two-way ANOVA revealed effects of genotype (p = 0.01), light treatment (p = 0.001) 

and interaction of genotype x light treatment (p = 0.01), on Per1 expression levels in the mouse 

SCN at CT 16 (Fig. 2). Post hoc analyses revealed that both WT and VIP KO mice have a 

significant induction of Per1 following a light pulse at CT 16 (WT: p = 0.0001; VIP KO: p = 

0.03). The magnitude of this light induction was, however, significantly reduced in VIP KO mice 

compared to WT controls (p = 0.01). There were no statistically significant untreated Per1 

expression level differences at CT 16 between the two genotypes (p = 0.70).  

 To establish how light-induced Per1 expression parameters varied over space and time, 

we investigated distribution profiles of Per1 in the SCN over an extended time series in WT 

mice. We performed digoxigenin hybridization histochemistry on the SCN at 15, 30, 45, 60, 120, 

and 240 minutes after a CT 16 light pulse (n = 1-2 at each time point; Fig. 3). Per1 mRNA 

begins to appear around 30 min after the beginning of the light pulse, with well-defined 
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expression in a subpopulation of cells in the ventro-middle region of the nucleus around 45 to 60 

min after the initial pulse. Message expression spreads across the nucleus, largely dissipates by 

120 minutes following the pulse, and disappears by 4 hours after initial exposure. Based on the 

data from this expression profile, we chose to specifically compare SCN Per1 at 30, 60, and 120 

minutes following the CT 16 light pulse in WT and VIP KO mice. Converting SCN 

photomicrographs to heat maps where relative densities of mRNA distribution are expressed on a 

color scale, it appears that SCN from VIP KO mice express far less Per1 mRNA at the later time 

points following the light pulse and altered distribution of Per1 across the SCN (Fig. 4). 

 For initial quantification, optical density measurements of Per1 from digoxigenin in situ 

hybridization were performed across the rostro-caudal axis of the SCN (Fig. 5). In the rostral 

SCN, two-way ANOVA revealed no significant effects of genotype (p = 0.693), light treatment 

(p = 0.983) or interaction of genotype x light treatment (p = 0.42), on Per1 expression levels. 

However, in the middle SCN, WT mice showed significantly higher Per1 induction than VIP KO 

mice (p = 0.005), but there were no reported significant effects of light treatment (p = 0.99) or 

interaction of genotype x light treatment (p = 0.20). Post hoc analyses revealed that the WT SCN 

had significantly higher Per1 induction 90 minutes after the CT 16 light pulse (p = 0.01) and a 

trend toward significantly higher induction 120 minutes after the pulse (p = 0.06).  In the caudal 

SCN, like in the middle SCN, WT mice showed significantly higher Per1 induction than VIP 

KO mice (p = 0.04), but there were no reported significant effects of light treatment (p = 0.50) or 

interaction of genotype x light treatment (p = 0.82).  

 Using optical density measures confers the advantage of detecting relative mRNA levels 

within individual cells. However, when using chromogenic revelation (despite its advantages for 

providing spatial detail), inter-trial variability and non-linear color-density relationships limit 
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interpretation of densitometric results. For the sake of these experiments, we used optical density 

measures to hone in on a target for more rigorous and appropriate quantification methods. Since 

the majority of WT and VIP KO Per1 expression differences occurred in the middle SCN 

(relative to the rostro-caudal axis), and also since at the level of the middle SCN, in particular, 

there is clear evidence of a retino-recipient region as well as a defined chemoarchitectural 

classification of core and shell (Fig. 7), we systematically used the middle SCN for further cell 

counting analysis. 

 Two-way ANOVA revealed significantly higher Per1+ cell counts in the SCN of WT 

mice compared to VIP KO mice (p < 0.001), as well as significant differences of Per1+ counts 

due to light treatment (p < 0.001) and interaction effects of genotype x light treatment (p = 

0.011) (Fig. 6). Post hoc analyses revealed that WT mice have a significant increase of Per1+ 

cells at all sampled times (30 minutes: p = 0.024; 60 minutes: p < 0.001; 90 minutes p < 0.001; 

120 minutes p = 0.032) following a CT 16 light pulse. In contrast, VIP KO mice showed a 

significant increase in Per1+ cells at only 30 minutes (p = 0.06) and 60 minutes (p = 0.014) 

following the light pulse. There were no statistically significant untreated Per1+ cell count 

differences at CT 16 between the two genotypes (p = 0.67). At 60 minutes and 90 minutes after 

light pulse, however, there were significantly higher numbers of Per1+ cells in the SCN of WT 

mice (60 minutes: p = 0.005; 90 minutes: p < 0.001). At 120 minutes following the light pulse, 

there was a strongly significant trend for higher Per1+ cell counts in WT mice compared to VIP 

KO mice (p = 0.052).   

 We hypothesized that differences could be better uncovered if compared across SCN 

subregions rather than treating the SCN as a homogenous structure. Therefore, we used a number 

of anatomical markers to best demarcate and divide the SCN for further analyses (Fig. 7). 
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Traditionally, the SCN is defined by a dense cluster of cell bodies around the third ventricle just 

above the optic chiasm, visualized by either a nissl stain or a fluorescence emitting nuclear 

intercolating agent such as DAPI (Fig. 7A). Cell bodies in the ventral SCN that express VIP have 

been traditionally used to define part of the SCN core, while VIP-expressing fibers course 

through the core and to a larger extent, the shell. Since these studies were performed on mice 

deficient in VIP, we had to choose other markers for SCN classification. AVP expression in the 

SCN has been used both to define global SCN boundaries and also specifically, borders of the 

SCN shell (Fig. 8B) (Karatsoreos & Silver, 2007). Between DAPI and AVP expression, we 

proposed that we could define the boundaries of the complete SCN, the shell of the SCN, and by 

inductive reasoning, the core of the SCN (where AVP+ cells were absent). To support our 

reasoning, we also performed immunohistochemistry for androgen receptor (AR) expression, an 

established marker for the SCN core (Karatsoreos & Silver, 2007) (Fig. 8C). This confirmed that 

the non-AVP+ region of the SCN was a reasonable and reliable marker for the SCN core. Using 

alternate sections (20 µm) to those used for the digoxigenin Per1 in situ hybridization, we 

created unilateral SCN templates for each animal of SCN core and shell based on AVP+ staining 

(Figs. 8D, E).  

 WT and VIP KO mice differed greatly in the spatio-temporal expression profiles of Per1. 

In WT SCN, Per1 is photically induced in two separate waves: one in the core followed by one 

in the shell (Fig. 9A). The majority of light-induced Per1 expression is in the SCN core, as has 

been previously reported (Hamada et al., 2004). However, there is also steady increase of Per1 

from 30 to 90 minutes in the shell following the light pulse. This wave-like pattern of core 

followed by shell increase has also been reported previously (Yan & Silver, 2002; Hamada et al., 

2004), and it has been hypothesized as a necessary step for behavioral phase shifts of locomotor 
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activity in mammals (Yan & Silver, 2002).  

 In VIP KO mice, the waves of Per1 induction followed a different pattern. First, there 

was an immediate response to the light pulse with a sizable induction of Per1 by 30 minutes after 

the initial pulse in the SCN core. However, the hybridization signal decreased steadily through 

time, at least an hour earlier when compared to WT mice (Fig. 9B). There appears to be a very 

slight increase of Per1 in the VIP KO shell, and although its profile has a slight waxing and 

waning waveform, its levels consistently hover close to untreated controls. 

 Two-way ANOVA revealed significantly higher Per1+ cell counts through both the SCN 

core and shell in WT mice compared to VIP KO mice (core: p = 0.015; shell: p < 0.001), as well 

as significant differences in Per1+ cell counts due to light treatment (core:  p < 0.001; shell: p < 

0.001) and interaction effects of genotype x light treatment (core: p = 0.028; shell: p = 0.009 ) 

(Fig. 9, 10). Post hoc analyses revealed that WT mice have a significant increase in Per1+ cells 

in the core at 60 minutes  (p < 0.001) and 90 minutes ( p < 0.001) and in the shell at all times 

sampled following the light pulse (30 minutes: p = 0.004; 60 minutes: p = 0.001; 90 minutes: p < 

0.001; 120 minutes: p = 0.028) following a CT 16 light pulse. In contrast, VIP KO mice only 

show significant increase in Per1+ cells at 30 minutes following the light pulse and only in the 

core (p = 0.01). There were no statistically significant untreated Per1+ cell count differences at 

CT 16 between the two genotypes (core: p = 0.95; shell: p = 0.17). At 60 minutes and 90 minutes 

after light pulse, there were significantly higher numbers of Per1+ cells in the both subregions of 

the SCN in WT mice compared with VIP KO mice, and this difference extended to 120 minutes 

after pulse in the SCN shell (60 minutes core: p = 0.011; shell: p = 0.018; 90 minutes core: p = 

0.014; shell: p < 0.001; 120 minutes shell p = 0.005). 

 



 

 68 

Light-induced c-FOS expression in the SCN is strongly affected by VIP 

 

 In order to determine the effects of VIP on other genetic markers of photic induction, we 

also used immunohistochemistry, first with chromogenic revelation (DAB), to quantify SCN c-

FOS induction in response to a CT 16 light pulse (Fig. 11). Two-way ANOVA revealed effects 

of genotype (p = 0.001), light treatment (p = 0.001) and interaction of genotype x light treatment 

(p = 0.001) on c-FOS+ cell counts in the mouse SCN at CT 16. Post hoc analyses reveal that 

both WT and VIP KO mice have a significant induction of c-FOS following a light pulse at CT 

16 (WT: p = 0.0001; VIP KO: p = 0.0001). The magnitude of this light induction was, however, 

significantly reduced in VIP KO mice compared to WT controls (p = 0.0001).  

 To establish how light-induced c-FOS expression parameters varied over space and time, 

we investigated distribution profiles of c-FOS in the SCN over an extended time series in WT 

mice. We performed immunohistochemistry with fluorescent revelation on the SCN at 45, 60, 90 

and 120 minutes after a phase delaying light pulse (n = 1-2 at each time point; Fig. 12). C-FOS 

begins to appear ≈ 45 min after the beginning of the light pulse, with well-defined expression in 

a subpopulation of cells in the ventro-middle region of the nucleus around 60 to 90 minutes after 

the initial pulse. Expression patterns show a spread across the nucleus beginning by 120 minutes 

following the pulse. Based on the data from this expression profile, we chose to specifically 

compare SCN c-FOS at 60 and 120 minutes following the CT 16 light pulse in WT and VIP KO 

mice (Fig. 12). It appears that SCN from VIP KO mice express far less c-FOS at both time points 

following the light pulse (Fig. 13). 

 WT and VIP KO mice differ in the SCN expression profiles of c-FOS (Fig. 14). In WT 

SCN, there is a large photic induction of c-FOS in both the SCN core and shell that occurs in 
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parallel waves (Fig. 14A). In VIP KO mice, on the other hand, there is very little light-induced c-

FOS expression at all, although there is a small increase in the core specifically 60 minutes 

following the light pulse (Fig. 14B). The shell remains unchanged throughout the time course of 

analysis.   

 Two-way ANOVA revealed significantly higher c-FOS+ cell counts through both the 

SCN core and shell in WT mice compared to VIP KO mice (core: p < 0.001; shell: p < 0.001), as 

well as significant differences in c-FOS+ cell counts due to light treatment (core: p < 0.001; 

shell: p = 0.002) and interaction effects of genotype x light treatment (core: p = 0.024; shell: p = 

0.018 ) (Figs. 15, 16). Post hoc analyses revealed that WT mice have a significant induction of c-

FOS at 60 minutes (core: p < 0.001; shell: p < 0.001) and 120 minutes (core: p < 0.001; shell: p = 

0.003) following a CT 16 light pulse. In contrast, VIP KO mice only show significant induction 

of c-FOS at 60 minutes following the light pulse and only in the SCN core (p = 0.005). There 

were no statistically significant untreated c-FOS+ cell count differences at CT 16 between the 

two genotypes (core: p = 0.70; shell: p = 0.49). At both 60 minutes and 120 minutes after light 

pulse, there were significantly higher numbers of c-FOS+ cells in both subregions of the SCN in 

WT mice, (60 minutes core: p = 0.002; shell: p < 0.001; 120 minutes core: p < 0.001; shell: p = 

0.002). 

 

Discussion 

 

In this set of studies, we investigated how VIP deficiency affects light-induced gene 

expression across the SCN network in response to a phase delaying stimulus. Since VIP KO 

mice exhibit impaired behavioral phase shifting responses to light at this time, we sought to 
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carefully characterize molecular responses across the SCN network in order to infer 

mechanistically how VIP participates in the process of entrainment in the circadian system. 

Our results indicate that following a CT 16 light pulse: 1) There is a lower magnitude 

induction of Per1 and c-FOS in the SCN when VIP is absent, 2) the duration of photically 

induced Per1 and c-FOS expression is considerably shortened in the SCN when VIP is absent, 3) 

VIP absence does not prevent gene expression responses from reaching the SCN core, but it does 

correlate with a near complete lack of photic gene induction in the SCN shell.    

In the past, VIP has been viewed as a synchronizing output signal between SCN neurons 

that allows the SCN to oscillate as a robust, single pacemaker by aligning inter-neuronal phase 

relationships of its 20,000+ independent clocks (Aton & Herzog, 2005; Maywood et al., 2007). 

At the same time, the loss of VIP-ergic signaling has also been shown to result in damped 

responses to photic resetting in the SCN (Hughes et al., 2004). While these two phenomena have 

been tacitly treated as separate effector pathways of VIP-ergic signaling, they both include the 

same integral steps found in photic entrainment.  

During entrainment, sensory afferents transmit irradiance-encoded light input to retino-

recipient SCN neurons and provide synchronizing cues to them that allow SCN phase alignment 

to the environmental light-dark cycle (Berson, 2003). These second order neurons, in turn, must 

synchronize downstream SCN cells to the newly shifted phase of the retino-recipient neurons 

(Yan et al., 2007; Golombek & Rosenstein, 2010). If VIP does in fact synchronize the phases of 

SCN neurons, then loss of VIP-ergic signaling should result in deficits in light entrainment and 

the neuronal signals that correlate with photic resetting in individual clock cells along each point 

in this pathway. Thus, the two distinct observations referenced above are each consistent with a 

synchronizing role for VIP. Our data are the first to show that during photic resetting, the cells 
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most strongly affected by the loss of VIP are those in the largely non-retino-recipient SCN shell, 

and this deficit is most clearly demonstrated over the subsequent two hours that follow a phase-

resetting light pulse.  

 

VIP deficiency reduces photically-induced Per1 and c-FOS expression in the SCN 

  

Consistent across four different neuroanatomical techniques for two different markers, 

we show that photically induced gene expression is largely damped in the SCN of VIP KO mice 

compared to WT controls. The reason why two forms of in situ hybridization and 

immunohistochemistry were employed was because the more traditionally used radioistopic in 

situ hybridization and chromogenic immunohistochemistry were not sufficient to examine all of 

the spatio-temporal propagation effects we wished to document. However, we had to first 

validate our techniques with the more traditional methods in order to directly compare our results 

with other data in the available literature, particularly with the VPAC2R KO mouse model. The 

consistent trends in both c-FOS and Per1 we found across all techniques allow us to make these 

important comparisons. 

  We chose to analyze the expression of Per1 because its induction is part of a signal 

transduction pathway activated by glutamatergic retinal input to the SCN (Akiyama et al., 1999). 

Induction of SCN Per1 leads to shifts in the circadian molecular clockwork and also tightly 

correlates to behavioral phase shifts in locomotor activity (Shigeyoshi et al., 1997). The fast 

induction and depletion of Per1 by light also makes it a useful anatomical marker with a 

relatively detailed temporal resolution for cells in which molecular clock resetting is likely to 

take place (Shigeyoshi et al., 1997; Hamada et al., 2004). 
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Previous studies have shown that Per1 expression is altered in mice lacking the VPAC2 

receptor. Maywood et al. (2007) have reported that SCN Per1 shows reduced induction in 

VPAC2R KO mice in response to a nighttime light pulse compared to WT mice (Maywood et al., 

2007). While acute Per1 transcription appears reduced in the VPAC2R KO SCN, expression of 

PER1 protein 6+ hours after a nighttime light pulse is strikingly absent in these same mice 

(Harmar et al., 2002). This would indicate that acute Per1 mRNA expression in the SCN is not 

solely predictive of the subsequent PER1 protein expression (and likely molecular clock 

resetting) in the VPAC2R KO model.   

Expression of the immediate early gene c-FOS is another product of the signal 

transduction pathway triggered by retinal input to the SCN. Traditionally, both Per1 and c-FOS 

have each been used to determine the status of resetting in the SCN clock. Per1 induction is 

considered a molecular correlate of clock resetting itself, and c-FOS induction is thought to serve 

as a molecular stamp of a recently ‘activated’ (at the level of second messenger recruitment) 

neuron (Rusak et al., 2002).  Since SCN neuronal firing and molecular clock resetting are both 

integral to inducing phase shifts, both Per1 and c-FOS usually show similar expression profiles 

in response to light. To this end, c-FOS expression in the SCN highly correlates with phase shifts 

and has been shown to strongly modulate the magnitude of these shifts (Wollnik et al., 1995) yet 

is not necessary for inducing a phase shift (Honrado et al., 1996). We looked at gene expression 

profiles of both genes, as their functions may be dissociable. Furthermore, the time course for c-

FOS translation and stability is slower and longer than that for Per1 mRNA, and this time 

discrepancy offers another vantage point from which to analyze the effects of VIP-ergic 

signaling on photic gene expression profiles. 

There are two different reports of c-FOS expression from the VPAC2R KO mice with 
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conflicting results. In their first published characterization, VPAC2R KO mice were reported to 

not have a significant induction of c-FOS following a phase delaying light pulse. However 

looking at the counts of c-FOS+ cells, it does appear as if there is relatively increased c-FOS 

expression, despite the lack of statistical significance at the α = 0.05 level. A more recent study 

reported that there was significant photically induced c-FOS expression in the VPAC2R KO 

SCN across both the subjective day and night, although these levels were not directly compared 

to WT levels (Hughes et al., 2004).      

Here we describe that both light induced Per1 and c-FOS expression levels are decreased 

in VIP KO mice. Considering that there is a time lag between expression profile changes of Per1 

mRNA and c-FOS protein, both markers tell a consistent story with their blunted levels. As Per1 

mRNA is highest in the VIP KO SCN at 30 minutes following the light pulse, c-FOS is highest 

at 60 minutes. In both cases, levels are greatly decreased compared to WT mice, but even at 

these lower levels, it suggests that there is both second messenger activation and activity toward 

molecular clock resetting in VIP KO mice. It is the magnitude at which these processes are 

taking place that differs between the genotypes. 

At a functional level, this difference in magnitude has been implicated in phase shifting 

differences in different physiological paradigms. For instance, in the SCN of aged rodents, both 

Per1 and c-FOS responses to light have been shown to decrease with a concomitant decrease in 

behavioral phase shift magnitude (Benloucif et al., 1997; Kolker et al., 2003). Furthermore, 

stronger light stimuli have been shown to correlate with both increased SCN c-FOS expression 

as well as greater magnitude phase shifts in young animals (Travnickova et al., 1996). Our data 

could thus fit in a similar model by which a blunted gene expression response would indicate a 

blunted magnitude (or, if small enough, a blocked) phase shift in the clock.  
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VIP deficiency shortens the duration of Per1 and c-FOS responses in the SCN 

 

This is the first set of studies to report the large impact that VIP-ergic signaling has on 

the temporal profile of photically induced gene expression in the SCN. Our data show that in the 

absence of VIP, the most dramatic differences in photically induced gene expression occur when 

considerable time has elapsed after the light pulse (see Figs. 4, 13). The importance of the 

current data stress that while there is a gene expression signal to track in the absence of VIP, this 

is only visible in the earliest phases of the SCN response to light.  

 Nearly all light induced gene expression studies in the SCN target one specific time point 

in order to compare maximal gene expression between conditions or backgrounds. In the mouse 

SCN, for instance, c-FOS has been shown to peak between 60 and 120 minutes following a light 

pulse, and Per1 has been shown to peak slightly earlier (Colwell & Foster, 1992; Shigeyoshi et 

al., 1997). This type of comparison assumes that the maximally induced levels of protein or 

transcript are related to specific downstream physiological and behavioral changes, such as 

circadian phase shifts. This is not necessarily the case, however, as there are paradigms in which 

both c-FOS and Per1 can be induced in the SCN without accompanying phase shifts (Aronin et 

al., 1990; Yan & Silver, 2002). Furthermore, maximal expression at one time point does not 

account for other factors, such as molecular stability or degradation rates, both of which will 

likely affect the downstream actions of these photically induced molecules. For instance, in the 

drosophila clock, the post-transcriptional regulation of period follows a circadian rhythm and 

further contributes to rhythmic expression of other clock genes (So & Rosbash, 1997). 

The most robust response that VIP KO mice show is that after an initial induction of Per1 
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in response to light, mRNA levels drop sharply, whereas they remain elevated for at least another 

30 to 60 minutes in WT mice. The rapid induction and depletion of Per1 in the mouse SCN in 

response to light (Fig. 3) suggests that the initial light response in both genotypes induces 

transcriptional changes in SCN cells. The remaining question is: what is causing the major 

phenotypic difference? VIP deficiency could be contributing to: 1) an increased level of mRNA 

degradation, 2) a large decrease in transcriptional activity subsequent to the initial photic signal, 

and/or 3) a lack of molecular resetting signals propagated between SCN cells. Because our 

experiments did not track dynamic changes in gene expression within individual SCN cells over 

time, we cannot determine beyond inference the involvement of the first two processes. The 

process of phase resetting signal propagation across SCN cells is addressed later, as there are 

noted deficiencies in core to shell gene expression in the SCN of VIP KO mice. 

The half-life of Per1 is thought to be just slightly less than 1 hour in WT mice 

(Wilsbacher et al., 2002). Looking at Per1 expression levels in the VIP KO SCN (including its 

subregional divisions), it appears that the degradation rate in vivo does not fall outside of the 

normal degradation rate as reported in WT mice (see Figs. 3,8). While this observation is not 

conclusive due to the possible contribution of other processes (eg. increased transcription rates at 

the same time as increased degradation), the early, confined window of blunted Per1 expression 

supports that increased transcriptional activity is unlikely. In both cases, an in vitro analysis will 

be necessary to determine the possible contributions of prolonged transcriptional activity and 

mRNA degradation rates, similar to what was performed in the drosophila system (So & 

Rosbash, 1997).     

The c-FOS data provides other clues as to what molecular process may be altered in the 

VIP KO SCN that lead to deficits in phase shifting. Firstly and importantly, the c-FOS 
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expression patterns in the WT SCN follow a predicted temporal profile based on the expression 

patterns of Per1. According to our understanding of the molecular processes that occur within 

the cell following a phase resetting light pulse, both c-fos and Per1 transcription are initiated by 

CREB. Since c-fos is an immediate early gene, transcription takes place rapidly to produce 

highly labile mRNA which are rapidly translated to proteins. Per1, while not a considered an 

immediate early gene, is still transcribed relatively quickly, but its rate slightly lags that of c-fos. 

C-FOS protein translation, then slightly lags Per1 transcription, but precedes Per1 translation by 

many hours. Thus, following a light pulse, our data shows the expected result that Per1 is 

expressed at high levels at the early stages following a light pulse (Figs. 3,8) and c-FOS takes 

slightly longer to induce elevated expression, but c-FOS levels remain relatively high over the 

first and second hours post-induction (Fig. 14).  

These c-FOS patterns replicate patterns in data from an earlier study in the mouse SCN 

(Colwell & Foster, 1992) as well as fall within the confines of the reported trend that c-FOS 

protein half-life is somewhere around 2 hours (Curran et al., 1984). It is thus particularly 

interesting that the VIP KO mouse shows a small induction of c-FOS at 60 minutes with levels 

falling dramatically by 120 minutes after the light pulse. Again, since these experiments did not 

specifically or directly test transcriptional, post-transcriptional, translational, or post-translational 

effects of VIP deficiency, those studies need to be carried out in vitro to appropriately establish 

the type of modification at each stage. One important clue within the data from this study, 

however, is that c-FOS levels are reduced by more than half within 60 minutes (half of the c-

FOS half-life) in the VIP KO SCN. This would suggest that protein stability is altered in the 

absence of VIP. This possibility is further supported by data in which VIP has been shown to 

alter the stability of another protein, interleukin-4 (IL-4), in mouse T-lymphocytes (Wang et al., 
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1996). If VIP-ergic signaling does have a role in altering protein stability, this may explain, in 

part, why in VPAC2R KO mice PER1 protein levels did not appear to be increased following a 

light pulse, while Per1 transcript levels did (Harmar et al., 2002; Maywood et al., 2007).   

Because VIP KO deficits in gene expression extend both to Per1 mRNA and c-FOS 

protein, it suggests that there is likely a process upstream of both transcription and translation 

affecting cells in the SCN in these animals. As c-FOS has been used as a marker for second 

messenger pathway activation, subsequent studies could start at this point and try to determine 

the specific second messenger pathways that are likely altered in the absence of VIP-ergic 

signaling. In the SCN, it is canonically thought that VIP binds to the G-protein coupled VPAC2 

receptor, which activates adenylyl cyclase. Cylic AMP is then generated, resulting in the 

recruitment PKA and then the subsequent phosphorylation of CREB, which promotes gene 

transcription (Vosko et al., 2007). Recently, however, it was suggested that the VPAC2 receptor 

also interacts with calmodulin, and in the nervous system, it has been demonstrated that this 

interaction affects c-FOS expression (Falktoft et al., 2009). There are many targets available to 

further determine effects on second messenger signaling pathways, including Ca2+ entry, 

CAMKII activation, phosphorylated CREB expression and PKA activity.  

There have been two other reports in mammals tracking the temporal profiles of gene 

expression after phase delaying light pulses. The first examined gene expression in the hamster 

SCN and reported an ordered induction of gene expression over a number of hours, similar to the 

WT mouse Per1 results reported here (Hamada et al., 2004). The other, more recent study, 

compared temporal profiles between WT and mutant mice deficient in a subunit for a sodium 

channel that is expressed in the SCN (Han et al., 2012). Interestingly, the mutant mice in this 

study showed marked decreases in relative SCN Per1 expression that were most pronounced ≈ 
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90 minutes following the light pulse (the furthest time point examined). Even more importantly, 

these mice did not successfully exhibit behavioral phase shifts to the same light pulse that 

induced behavioral phase shifts in WT mice. Our data, taken together with these data, suggest a 

correlation between extended light induced gene expression in the SCN and successful 

behavioral phase shifting.  

  

VIP deficiency maps to a lack of photic gene induction in the SCN shell 

 

 The other major finding in this study is how the loss of VIP-ergic signaling differentially 

affects light induced gene expression in different subregions of the SCN.   

Numerous reports support that the SCN is a heterogeneous structure comprised of multiple 

functional subunits (Abrahamson & Moore, 2001; Morin, 2007; Yan et al., 2007), yet light 

induced gene expression studies tend to treat the SCN as a singular, homogenous nucleus. One 

reason for this treatment is likely due to the difficulty in finding consistent ways to divide the 

SCN. For instance, the core and shell regions in rats, hamsters and mice are differentially 

distributed topographically and have different chemoarchitectrual properties (Morin, 2007). In 

some cases, a simple geographical delineation (dorsal v. ventral) can be employed, but this is 

often insufficient when cell populations of interest lie in a plane that regularly crosses these 

boundaries, such as in the mouse. Furthermore, depending on the angle at which a coronal 

section was sliced, geographic subdivisions of the SCN can appear very different than their 

typical representation from model neuroanatomy. In order to accurately define the mouse SCN 

and its subregions, a thorough analysis across the different planes of the SCN was necessary. 

 The current set of studies first determined the targeted area of interest according to a 
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rostro-caudal analysis of the gene expression data. Since changes in gene expression over time 

and differences between the genotypes were most pronounced in the middle SCN, we performed 

a detailed analysis among coronal sections of this area. Furthermore, the middle SCN 

corresponds with comparatively dense retinal innervation (see Chapter 3) and also well-defined 

delineation by chemoarchitectural markers (AVP and AR), so it seemed most appropriate for 

further examination. We used alternate sections to carefully define SCN subregions in each 

section and map out the spread of photically induced gene expression across both the core and 

shell.       

 In WT mice, the phase delaying light pulse resulted in two waves of propagation of Per1 

expression in the SCN. The first wave began in the SCN core, followed by a second wave in the 

SCN shell. These patterns mimic those shown in a similar study done in the hamster (Hamada et 

al., 2004) and are consistent with the circuit model of the SCN in which photic information first 

reaches the SCN via the RHT signal to the core, and then from the core to the shell (Abrahamson 

& Moore, 2001). Statistical analyses also revealed a small but significant early induction of Per1 

in the shell as well. This is likely due to the fact that Per1 baseline levels in the shell are low 

enough that very small increases are statistically significant. This result is also anatomically 

plausible, as others have noted that retinal afferents are not strictly limited to the ventral-most 

regions, but some can extend through more dorsal aspects of the SCN as well (Abrahamson & 

Moore, 2001; Hattar et al., 2002). Our data indicate that retinal afferent terminals, can, in fact, 

extend to the shell subregion, but the majority are concentrated in the vicinity of the core (see 

Chapter 3).   

 In VIP KO mice, the order of Per1 expression waves differs considerably. The wave in 

the core is both damped and highly skewed to the earliest time points examined (around 30 
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minutes), and core Per1 levels decrease continuously over all the time points that follow. The 

shell, unlike the core, shows no induction over any of the time points following the light pulse. 

Therefore, when VIP-ergic signaling is absent, the core is affected in such a way that there is a 

weaker Per1 response that rapidly diminishes. In the shell, there is no observable gene 

expression response at all. The lack of Per1 induction in the SCN shell would indicate that the 

molecular clockwork, and likely, the components of the cellular network in SCN shell, do not 

receive the appropriate signals to induce a phase delay. Between the blunted response in the core 

and the lack of response in the shell, one interpretation for the lack of light induced behavioral 

phase delays in VIP KO mice is that gene expression changes are of insufficient strength to 

promote behavioral shifts. 

 The spatial expression profiles from this study are consistent with other data supporting 

that light induced Per1 in the core is not sufficient to cause a phase shift from an acute shifting 

stimulus. Yan and Silver (2002) showed that in the middle of the night, light induces Per1 

expression in the core, but it does not induce subsequent behavioral phase shifts. It was only 

when period genes were induced both in the core and shell that there was a also a behavioral 

phase shift (Yan & Silver, 2002). In another study involving a sodium channel mutant mouse, 

researchers were able to show that non-shifting mutant mice lacked shell induction of Per1, but 

core induction persisted (Han et al., 2012). Taken together, these data suggest that light induced 

gene expression in the SCN core may occur without observable behavioral changes, whereas 

core-to-shell expression is a more consistent predictor of successful phase shifting behavior. 

 Finally, the observation that VIP KO mice have specific deficits in shell gene expression 

suggests that photic resetting signals are insufficiently propagated within the SCN in the absence 

of VIP. Both Per1 and c-FOS show photic induction in the core of the VIP KO SCN, albeit to a 
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lesser extent than in the WT SCN. Since the SCN is normally organized such that VIP-ergic cell 

bodies are concentrated in the ventral-most core and VIP-ergic fibers course through the rest of 

the nucleus, VIP likely plays a role in relaying photic information from its retino-recipient area 

(core) to its surrounding oscillatory network in the shell. The lack of core-to-shell spread in VIP 

KO mice might also suggest that part of the lower magnitude gene expression response observed 

in both VIP KO and VPAC2R KO mice is due to an intra-SCN impairment in inducing 

appropriate second messenger pathways and molecular clock resetting in the efferent targets of 

retino-recipient cells. This should be reflected in differences in SCN electrophysiological 

properties and possibly anatomical changes in SCN circuitry in VIP KO mice.  

  

The concentrated placement of VIP-containing neurons around the retino-recipient SCN 

has long suggested a role for this neuropeptide in the photic resetting of the circadian system. 

This study, using mice genetically deficient in VIP, points specifically to a role for VIP in 

mediating the core-to-shell spread of phase resetting information within the SCN. While further 

experiments will be necessary to uncover the mechanisms by which VIP may be acting, one 

important point to test will be if and how the genetic loss of VIP could alter the circadian visual 

system in both acute activity, and alternatively, through long-term changes that may arise during 

development.  
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Fig. 1. Schematic of SCN cellular signaling in response to phase resetting photic input 
 

 
Upon exposure to nighttime light or stimulation of the retinohypothalamic tract, retinal ganglion 
cell axons release glutamate, binding postsynaptically to N-methyl-D-aspartate receptors 
(NMDAR) on retinorecipient SCN neurons in the SCN core. NMDAR conformational change 
allows an intracellular influx of Ca2+, which induces intracellular signaling through the protein 
kinase a (PKA), mitogen-activated protein kinase (MAPK) and calcium-calmodulin dependent 
protein kinase II (CAMKII) cascades, all of which converge on the phosphorylation of cAMP 
response element binding protein (CREB). Phosphorylated CREB translocates to the nucleus and 
binds to the cAMP response element (CRE) regions on a number of target genes, including Per1 
and c-fos, to initiate their transcription. This transcription is thought to reset the molecular clock 
of an individual cell and synchronize its phase appropriately to the environmental light cue.
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Fig. 2. VIP KO mice show reduced magnitude SCN Per1 expression to a CT 16 light pulse 
 
 

 
 
Radioisotopic in situ hybridization reveals a reduction in Per1 mRNA in response to a CT 16 
light pulse. (A) Photomicrographs of autoradiograms taken from SCN in mice one hour after a 
10 minute light pulse at CT 16, alongside SCN from time-matched control mice receiving no 
light. (B) While both wild type (WT) and vasoactive intestinal peptide knockout (VIP KO) mice 
show a significant induction of Per1 from the light pulse compared to controls (denoted by ψ), 
WT mice show a significantly higher magnitude induction than VIP KO mice (denoted by *). 
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Fig. 3. SCN Per1 expression shows a characteristic spatio-temporal profile following a CT 16 
light pulse in WT mice 
 

 
SCN photomicrographs following digoxigenin in situ hybridization histochemistry for Per1 
reveal a time course of induction in WT mice at CT 16. Message begins to appear around 30 
minutes after the beginning of the light pulse, with well-defined expression in a subpopulation of 
cells in the ventro-middle region of the nucleus around 45 to 60 minutes after the initial pulse. 
Message expression spreads across the nucleus and disappears by 4 hours after the initial pulse. 
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  Fig. 4. VIP is essential for sustained Per1 expression in the SCN following a CT 16 light pulse 
 
 

 
      
Photomicrographs from Per1 hybridization histochemistry were converted to pseudo-color with 
Image J software to show a time course of relative gene expression in the SCN of WT and VIP 
KO mice following a CT 16 light pulse. There was an initial induction of Per1 in response to the 
light pulse in both WT and VIP KO mice. However, only in WT mice is this signal sustained and 
strongly concentrated in the ventro-middle SCN subregion.  
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Fig. 5. Per1 expression is most pronounced in the middle SCN along its rostro-caudal axis 
 

 
 
 

 
 
Optical density measures for Per1 from WT and VIP KO SCN undergoing hybridization 
histochemistry show highest expression of mRNA in the middle SCN compared with levels 
taken from rostral or caudal SCN. (A) There are no genotypic differences, low expression levels 
and high variability of Per1 levels in the rostral SCN. (B) In the middle SCN, Per1 levels appear 
highest, with WT mice significantly showing higher levels than VIP KO mice overall, and post 
hoc tests showing this specifically at 90 minutes following the pulse. At 120 minutes following 
the light pulse, there is a strongly significant trend of higher Per1 levels in the WT SCN (p = 
0.06, denoted by #). (C) In the caudal SCN, Per1 levels are again low, but they are statistically 
higher in WT mice than in VIP KO mice.
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Fig. 6. Per1+ cell quantification shows sustained Per1 induction in WT but not in VIP KO mice 
 

 
 
Cell counting of Per1+ cells following hybridization histochemsitry reveals that Per1 is 
significantly induced by a CT 16 light pulse at all time points measured in WT mice, but only at 
30 and 60 minutes post pulse in VIP KO mice (denoted by ψ). Post hoc analyses reveal greater 
Per1+ cell counts in WT mice compared with VIP KO mice at both 60 and 90 minutes following 
the light pulse (denoted by *). At 120 minutes following the light pulse, there is a strongly 
significant trend of higher Per1 levels in the WT SCN (p = 0.052, denoted by #). 
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Fig. 7. SCN chemoarchitecture delineates core and shell for quantifying Per1 propagation 
 

 
 
 
Different SCN markers were used to create core and shell templates to overlay on alternately 
stained Per1-expressing SCN photomicrographs. (A) 4',6-Diamidino-2-Phenylindole, 
Dihydrochloride (DAPI) traditionally localizes the SCN and its landmarks based on dense cell 
body staining around the third ventricle, just above the optic chiasm. (B) Arginine-vasopressin 
(AVP) is used to delineate SCN boundaries as well as demarcate the SCN shell. We proposed the 
ventro-middle subregion absent of AVP expression was sufficient to define the core as well. (C) 
Double labeling for AVP (green) and androgen receptor (AR) (red), an accepted SCN core 
chemoarchitectural marker, confirms that this ventro-middle subregion would fulfill the criteria 
for labeling it as core. (D and E) Templates were drawn around the AVP+ SCN area to define 
core and shell, and templates were overlaid onto alternate sections (20 µm) to apply to 
quantification of Per1 expression across SCN subregions.  
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Fig. 8. Per1 is propagated in separate core and shell waves in WT mice, but not in VIP KO mice 
 

 
 
Graphical representation of Per1 spread shows differences in signal propagation between WT 
and VIP KO mice. (A) After a CT 16 light pulse, WT mice show a high amplitude, rapid wave of 
Per1 expression in the core, and a slower, lower amplitude induction of Per1 in the shell. (B). 
VIP KO mice, however, show a blunted, brief wave of Per1 expression in the core and a near 
complete lack of Per1 induction in the shell. 

A 
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Fig. 9. Per1+ cell quantification shows lower magnitude core Per1 induction in VIP KO mice 

 
Cell counting of Per1+ cells in the SCN core following hybridization histochemsitry reveals that 
Per1 is significantly induced by a CT 16 light pulse at 60 and 90 minutes post pulse in WT mice, 
but only at 30 minutes post pulse in VIP KO mice (denoted by ψ). Post hoc analyses reveal 
greater Per1+ cell counts in WT mice compared with VIP KO mice at both 60 and 90 minutes 
following the light pulse (denoted by *).  
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Fig. 10. Per1+ cell count quantification shows no Per1 induction in the shell of VIP KO mice 
 

 
 
Cell counting of Per1+ cells in the SCN shell following hybridization histochemsitry reveals that 
Per1 is significantly induced by a CT 16 light pulse at all time points measured following a CT 
16 light pulse in WT mice, and not at all in VIP KO mice (denoted by ψ). Post hoc analyses 
reveal greater Per1+ cell counts in WT mice compared with VIP KO mice at all time points 
following the light pulse (denoted by *).  



 

 92 

Fig. 11. VIP KO mice show reduced magnitude SCN c-FOS expression to a CT 16 light pulse 
 

 
 
Chromogenic revelation of immunohistochemistry against c-FOS shows an induction in c-FOS 
protein in response to a CT 16 light pulse in both WT and VIP KO mice. (A) Photomicrographs 
taken from SCN in mice one hour after a 10 minute light pulse at CT 16, alongside SCN from 
time-matched control mice receiving no light. (B) While both WT and VIP KO mice show a 
significant induction of Per1 from the light pulse compared to controls (denoted by ψ), WT mice 
show significantly higher levels of c-FOS compared to VIP KO mice (denoted by *). 
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Fig. 12. SCN c-FOS expression shows a characteristic spatio-temporal profile following a CT 16 
light pulse in WT mice 
 
 

 
 
Grayscale SCN photomicrographs following immunofluorescence against c-FOS reveal a time 
course of induction in WT mice at CT 16. Protein expression begins to appear around 45 minutes 
after the beginning of the light pulse, with well-defined expression in a subpopulation of cells in 
the ventro-middle region of the nucleus around 60 to 90 minutes after the initial pulse. Protein 
expression spreads across the nucleus by 2 hours after the initial pulse. 
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Fig. 13. VIP is essential for sustained SCN c-FOS expression following a CT 16 light pulse 
 
 
 
 
 
 
 
 
 

 
 
 
Photomicrographs from c-FOS immunofluorescence show a time course of relative protein 
expression in the SCN of WT and VIP KO mice following a CT 16 light pulse. There was an 
initial induction of Per1 in response to the light pulse in both WT and VIP KO mice. However, 
only in the WT mice is this signal sustained and strongly concentrated in the ventro-middle SCN 
subregion.  
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Fig. 14. c-FOS is propagated in parallel core and shell waves in WT, but not in VIP KO mice 
 
 

 
 
Graphical representation of c-FOS spread shows differences in signal propagation between WT 
and VIP KO mice. (A) After a CT 16 light pulse, WT mice show high amplitude waves of c-FOS 
expression in both the core and shell. (B). VIP KO mice, however, show a blunted, brief wave of 
c-FOS expression in the core and a near complete lack of c-FOS induction in the shell. 
 
 
 
 

A 
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Fig. 15. C-FOS+ cell count quantification shows a lower magnitude c-FOS induction in the core 
that is not sustained in VIP KO mice 
 

 
Cell counting of c-FOS+ cells in the SCN core following immunofluorescence reveals that c-
FOS is significantly induced by a CT 16 light pulse at all time points measured following the 
pulse in WT mice, but only at 60 minutes post pulse in VIP KO mice (denoted by ψ). Post hoc 
analyses reveal greater c-FOS+ cell counts in WT mice compared with VIP KO mice at both 60 
and 120 minutes following the light pulse (denoted by *).  
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Fig. 16. C-FOS+ cell quantification shows no c-FOS induction in the shell of VIP KO mice 
 

 
Cell counting of c-FOS+ cells in the SCN shell following immunofluorescence reveals that c-
FOS is significantly induced by a CT 16 light pulse at all time points measured following a CT 
16 light pulse in WT mice, and not at all in VIP KO mice (denoted by ψ). Post hoc analyses 
reveal greater Per1+ cell counts in WT mice compared with VIP KO mice at all time points 
following the light pulse (denoted by *).  
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Chapter 3 
 
Vasoactive intestinal peptide shapes the anatomical organization of the retino-recipient 
circadian circuit 
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Introduction 

 

The mammalian circadian system, which is hierarchically organized to track and 

communicate temporal information across large networks of individually oscillating cells, 

functions primarily by 1) ensuring that individual cells maintain the capacity to keep circadian 

time, and 2) providing a way for these cells to synchronize to the external environment 

(Davidson et al., 2003). The suprachiasmatic nucleus of the hypothalamus (SCN) sits at the top 

of this hierarchy, receiving environmental time information via the retina and communicating 

temporal information through its many neural connections and diffusible signals (LeSauter & 

Silver, 1998). While in the past, the SCN was considered the “master pacemaker” of the 

circadian system (Reppert & Weaver, 2002), recent work suggests that the SCN acts more like a 

“master synchronizer” of rhythms (Tahara et al., 2012). The most robust external force that 

entrains the mammalian circadian system is light (Czeisler et al., 1981). 

 The circadian visual system utilizes two direct pathways to detect and code irradiance 

information from environmental light. First, like in the classical phototransduction pathway, light 

reaches the back of the retina to rod and cone cells, where photopigments undergo a 

conformational change and hyperpolarization occurs (Hubbell & Bownds, 1979). This electrical 

change is communicated to bipolar cells, which then send electrical output signals to adjacent 

retinal ganglion cells (RGCs). Axons from RGCs project to the hypothalamus, thalamus and 

midbrain (Hubbell & Bownds, 1979; Hattar et al., 2006), releasing neurotransmitters to activate 

both the image forming and non-imaging forming  (including circadian) visual systems.  

 The other (and primary) means by which light information is communicated across the 

circadian visual system bypasses rods, cones and bipolar cells and begins via depolarization of 
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intrinsically photosensitive retinal ganglion cells (ipRGCs) that contain the photopigment 

melanopsin (Altimus et al., 2010). These ipRGCs send a dense projection to the SCN via the 

retinohypothalamic tract (RHT) (Hattar et al., 2002), and ablation of ipRGCs results in a 

persistence of rhythms without the ability to properly entrain to environmental light-dark (LD) 

cycles (Guler et al., 2008). While most effects of the circadian visual system appear to be 

mediated by this pathway, it is only in the absence of both pathways that mammals lose the 

ability to use light as a timekeeping cue to synchronize rhythms (Hattar et al., 2003). 

 Retinal axons reach the SCN bilaterally from the ventral aspect of the nucleus, synapsing 

first in a region known as the retino-recipient core (Abrahamson & Moore, 2001). This region 

contains vasoactive intestinal peptide-expressing (VIP+) cell bodies whose axons course through 

the entire SCN, situating them to act as effective agents in synchronizing many SCN neurons to 

external cues (Abrahamson & Moore, 2001). Studies utilizing VIP-ergic agonists and antagonists 

suggest a major role for VIP in communicating light-based information across the SCN (see 

Chapter 1). We have been able to further define this role by using mice genetically deficient in 

VIP and studying their photically-induced gene expression phenotypes in the SCN (see Chapter 

2). These data have lead us to conclude that VIP promotes the magnitude, duration and spread of 

cellular and molecular responses across the SCN following a phase resetting light cue (see 

Chapter 2).  

 The next step in our course of study is to determine where along the circuits in the 

circadian system the genetic loss of VIP contributes to the dysfunctional light responses in gene 

expression and behavior. A simple explanation is that the normal release of VIP and co-

transmitters in response to light cues alters the membrane properties of the next set of neurons in 

the SCN circuit via binding to the VPAC2 receptor (VPAC2R), and the light response phenotype 
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in VIP KO mice results from this loss of acute signaling. The acute effects of VIP-ergic signaling 

in SCN neurons has been shown in vitro, when phase dispersed VIP KO SCN neurons could be 

resynchronized with acute application of a VPAC2R agonist (Aton et al., 2005). However, these 

in vitro results do not necessarily replicate the physiological environment of the SCN in an intact 

system, and so other factors must also be considered. 

 Genetic loss of VIP can have indirect effects on circadian behavior and physiology 

through alternate pathways. For instance, VIP has been shown to affect a number of different 

hormones, including cortisol (or corticosterone in mice), oxytocin, prolactin and testosterone 

(Abe et al., 1985; Bardrum et al., 1987; Cunningham & Holzwarth, 1988; Lacombe et al., 2007). 

This effect on testosterone is particularly relevant, as castrated male mice have a blunted light-

induced c-FOS response, similar to VIP KO mice (Karatsoreos et al., 2007). It has been posited 

that testosterone acts on the SCN via the androgen receptor (AR), which is expressed strongly in 

the core subregion. Testosterone deficiency greatly reduces AR expression in the SCN (Iwahana 

et al., 2008),  and VIP KO mice have been shown to have significantly reduced levels of 

testosterone (Lacombe et al., 2007). Therefore, the light response deficiencies in the circadian 

system of VIP KO mice may be related to compromised androgen signaling. 

 Other important effects related to the genetic loss of VIP on the circadian system include 

a role for VIP in the development of anatomical substrates in the circadian visual circuit. In the 

spinal cord, VIP has been shown to act as a growth factor (Brenneman et al., 1985), and in other 

neural systems, VIP has been shown to have protective effects against excitotoxicity (Kaiser & 

Lipton, 1990; Gressens, 1999). In the retina, the selective perinatal death of RGC axons is 

strongly affected by the presence of VIP (Kaiser and Lipton, 1990). VIP is normally expressed in 

a small subpopulation of retinal amacrine cells, and it is thought that a VIP-ergic afferent signal 
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helps determine the survival of RGCs that project to the brain (Kaiser & Lipton, 1990). Genetic 

loss of VIP could affect RGC projection to the SCN, and in this way, disrupt the light input 

signal to the SCN and other targets in the circadian system. 

 There is a body of evidence to support that VIP-ergic signaling is thoroughly entangled 

into the architecture and plasticity of the circadian visual system. Animals housed in constant 

light have significantly depressed concentrations of VIP+ cells in the SCN (Albers et al., 1987). 

Furthermore, long light pulses cause a decrease in SCN VIP levels as well (Shinohara et al., 

1998). Interestingly, many of the effects of light induced changes of VIP studied to date are long-

term organizational effects on expression. Animals temporarily housed under constant lighting 

conditions as pups have lower levels of VIP in the SCN as adults, and they also have higher 

rhythmic activity amplitude and more stable activity than animals reared in normal light-dark 

cycles or in constant darkness (DD) (Smith & Canal, 2009). Conversely, when mice have had 

congenitally interrupted retinal signaling due to a mutation causing anophthalmia, they show 

more diffuse, ectopic labeling of VIP+ cells and an overall increase in VIP+ cell expression. 

Therefore, the presence of retinal input appears to pattern SCN expression of VIP+ cells.  

Since visual input to the SCN and VIP expression have a complex relationship, it is 

possible that the photic response phenotypes in VIP KO mice in Chapter 2 are related to changes 

in retinal signaling to the SCN. Alternatively, VIP may play an important role in organizing 

connectivity within the SCN, if VIP has a role in promoting neuronal survival and postsynaptic 

pruning during development. Thirdly, VIP loss may be indirectly affecting photic signaling in 

the SCN via another pathway. Finally, it is possible that the photic response in VIP KO mice 

results only from acute effects of VIP transmission via paracrine or synaptic mechanisms. We 

sought to examine each of these possibilities by using tract tracing, Golgi impregnation, and 
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immunohistochemistry to examine neuronal characteristics related to connectivity along different 

points of the circadian visual pathway. In the following studies, we track anatomical differences 

between WT and VIP KO mice at the levels of retinal afferents, the SCN core and shell, and 

across the SCN rostro-caudal axis in order to begin explaining the mechanisms by which VIP 

deficiency leads to dysfunction in circadian light responses. 

 

Materials and Methods 

 

Animals 

 

Adult male (2-5 months) WT C57Bl/6 mice, mice lacking the gene encoding for the 

neuropeptides VIP and peptide histidine isoleucine (PHI), and both WT and VIP KO mice 

crossed with mPer2luc reporter mice were obtained from a breeding facility at the University of 

California, Los Angeles. Because mPer2luc crossing into either WT or VIP KO lines did not 

affect circadian behavioral phenotypes, nor did it affect anatomical differences between WT and 

VIP KO mice, mice were grouped and analyzed as either ‘WT’ or ‘VIP KO,’ irrespective of 

whether or not they were also crossed with the mPer2luc line. Tissue obtained from animals used 

for experiments in Chapter 2 was also used for androgen receptor (AR) and neurofilament 

medium chain (NF-M) experiments (see below) in the current set of studies. Other tissue was 

taken from experimental mice that were housed 1-4 animals/cage and kept in 12:12 h light-dark 

(LD) for at least 2-3 weeks before collection. All collections took place during the light phase.  

 For immunofluorescence studies, WT and VIP KO mice were culled under isoflurane 

anesthesia, their brains removed and frozen, slide mounted at 20 µM, and then refrozen until 
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immunofluorescence was to be performed. A total of 14 mice were used for AR experiments (n = 

7 WT, n = 7 VIP KO) and10 mice were used for NF-M experiments (n = 5 WT, n = 5 VIP KO). 

For 1,1’-dioctadecyl-3,3,3’3’-tetramethylindocarbocyanine perchlorate (DiI) experiments, brains 

were removed and placed in 1.5% paraformaldehyde for 4 hours at 4°C. Brains were then rinsed 

in phosphate buffered saline (PBS) before DiI crystal placement (described below). A total of 8 

brains were analyzed for DiI experiments (n = 3 WT, n = 5 VIP KO). For Golgi impregnation 

experiments, brains were removed, briefly rinsed in deionized water, and placed in impregnation 

solution according to FD Rapid GolgiStainTM kit instructions (FD NeuroTechnologies, Columbia, 

MD). A total of 11 brains were used for Golgi impregnation (n = 5 WT, n = 6 VIP KO). 

Small silastic capsules (internal diameter: 1.57 mm, outer diameter: 2.41 mm) filled with 

5 mm of 4-androsten-17β-OL-3-ONE (Steraloids Inc., Newport, RI) were implanted 

subcutaneously under isoflurane anesthesia in 2 adult male VIP KO mice for testosterone 

supplementation and behavioral analysis. Following surgery, animals were monitored and left to 

recover for 1 week. Afterwards, mice were housed in individual running wheels, and their wheel-

running activity was recorded as revolutions per 3 minute interval. Mice were exposed to 12:12 LD 

for 12 to 14 days (light intensity ≈ 700 lux) and placed into constant dark (DD) for 7-14 days to 

assess their free-running activity patterns. Running wheel activity records from mice used in 

experiments described in Chapter 2 were used for comparison. Experimental protocols used in this 

study were approved by the UCLA Animal Research Committee, and all recommendations for 

animal use and welfare, as dictated by the UCLA Division of Laboratory Animals and the 

guidelines from the National Institutes of Health, were followed.  

 

DiI tract tracing 
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 Following light fixation and brief PBS rinsing, brains were blotted dry and optic nerves 

were bilaterally severed at a 45° angle with iris scissors 1-2 mm rostral to the optic chiasm under 

a dissecting microscope. DiI crystals (Molecular Probes, Inc., Eugene, OR) collected with the tip 

of a glass electrode were distributed between each optic nerve slit so that crystals only came into 

contact with the severed optic nerve surfaces. Brains were placed on their dorsal surface, 

incubated in a small amount of PBS with 0.01% sodium azide, protected from light and stored at 

37°C for 3 weeks. Brains were then embedded in agarose and coronally sliced on a vibratome at 

100 µM, slide mounted, and kept, covered, at 4°C until imaged.  

 Fluorescence images were obtained using a Zeiss Apotome microscope with AxioVision 

software. Unilateral SCN images were taken across a z-stack through the rostro-caudal focal axis 

and visualized for reproduction with the software’s maximum intensity projection (MIP) 

command. For analysis of area, Image J software was used to threshold each grayscale image 

and remove background light based on fluorescence signal within the SCN. The area of 

fluorescence was then calculated by measuring the area occupied by continuous pixels falling 

within threshold values. 

 Sholl-like analysis was carried out by first creating template concentric circles that were 

superimposed on unilateral SCN images. These circles were centered at a point where RHT 

axons emerged en masse from the chiasm, and they were consistently placed at the same relative 

area for each image. These circles encompassed nearly the entire dorso-ventral axis of the SCN, 

and circles at Sholl levels ‘3’ through ‘6’ delineated a reliable range at which individual axons 

could be separated from each other. Axonal processes that crossed each Sholl level were counted 

blind to genotype and confirmed by z-stack reference.   
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NF-M and AR immunofluorescence 

 

Brains were collected and processed as described previously. Prior to immunostaining, 

sections were fixed in 4% paraformaldehyde at room temperature, washed with PBS, and 

incubated in blocking solultion (3% normal goat serum (NGS) and 0.1% Triton X-100 in PBS). 

After blocking, sections were incubated with a rabbit polyclonal antibody raised against 

androgen receptor (AR) (Santa Cruz Biotechnology, Santa Cruz, CA) diluted to 1:150 in 

blocking solution at 4oC for 5 days, or a mouse monoclonal antibody raised against medium 

chain neurofilament (NF-M) (Sigma-Aldrich, Milwaukee, WI) diluted to 1:10,000 in blocking 

solution at 4oC for 2 days. Sections were then washed and incubated with Cy3-conjugated 

secondary antibody (Jackson ImmunoResearch Laboratories Inc., West Grove, PA), diluted to 

1:200 (in the case of anti-AR), or Cy2-conjugated secondary antibody (Jackson 

ImmunoResearch Laboratories Inc., West Grove, PA) diluted to 1:400. After incubation with 

secondary antibody, sections were again washed with PBS, coverslipped with Vectashield 

Mounting Media containing 4',6-Diamidino-2-Phenylindole, Dihydrochloride (DAPI, Vector 

Laboratories, Burlingame, CA), and stored in the dark at 4oC until imaged. Images from AR-

immunostained sections were taken to optimize the signal to noise ratio of fluorescence signal in 

each section. Images from NF-M immunostained sections were taken with equal exposure 

parameters across both genotypes on sections used within the same run. 

 

Golgi impregnation 
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 Golgi impregnation utilized the Golgi-Cox method, which employs the random 

deposition of metallic mercury among cells to be later developed as a color product by an 

oxidation reaction. The current study employed the FD Rapid GolgistainTM kit (FD 

Neurotechnologies, Baltimore, MD) to label neurons. Briefly, after brains were collected, they 

were rinsed in deionized water and placed in a Golgi-Cox solution containing potassium 

dichromate, mercuric chloride and potassium chromate that was protected from light. Solution 

was changed after 24 hours, and brains were left to incubate away from light at RT for another 2 

weeks. Following incubation, brains were embedded in agarose, coronally sliced on a vibratome 

at 100 µM, slide mounted, developed with color reactants, counterstained with cresyl violet, and 

dehydrated in ethanol. When sections dried, they were coverslipped and protected from light at 

4oC until imaged.  

  Images were obtained using a Zeiss Apotome microscope with AxioVision software. 

Individual neuron and cluster images were taken across a z-stack through the rostro-caudal focal 

axis and visualized for reproduction with the software’s extended focus command. This allows 

for the sharp images of each z-plane to be combined into a 2D image that appears focused 

throughout. Images were taken at the rostral, mid and caudal SCN regions. In the mid SCN, core 

and shell were determined based on a standardized template overlaid on the section. For analysis 

of cell classification, cells were first defined according to criteria described in van den Pol (1980).  

Each neuron was examined across its z-stacks in order to properly identify its characteristics.  

  

Quantification and statistical analysis 

 

In the case of Sholl-like analysis and soma-to-soma appositions, data were analyzed by a 
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two-way analysis of variance (ANOVA). If significant group differences were detected 

(p < 0.05), then the Holm–Sidak method for pair-wise multiple comparison was used. For DiI 

area analysis, and AR+ cell counts, data were analyzed via a student’s t-test. Finally, for 

neuronal subtype distributions, data were analyzed by multiple logistic regression. For all tests, 

values were considered significantly different if p < 0.05. All parametric tests were performed 

using SIGMASTAT (version 3.5, Systat Software, San Jose, CA, USA) and all non-parametric 

tests were performed using SPSS (version 20, IBM SPSS Inc., Chicago, IL). When standard 

errors are appropriate, values are shown as mean ± SEM.  

 

Results 

 

SCN retinal afferent anatomy is affected by VIP 

 

 We first used DiI tract tracing to analyze, in detail, the differences between retinal axon 

terminals in the SCN of WT and VIP KO mice. DiI implantation to the optic nerves stains only a 

small subset of RHT axons, but this sparse expression, along with the complete axonal tracing 

conferred by the lipophilic behavior of DiI, specifically allows for the measurement of fine 

differences in axon terminals. 

 In VIP KO mice, there was successful DiI tracing in ≈ 80% of the optic nerves implanted. 

In WT mice, ≈ 40% of optic nerves implanted resulted in successful DiI tracing. Success was 

determined by an ability to identify single neurons among clusters from the ventro-lateral aspect 

of the SCN under high power (40X) magnification using either epifluorescence or Apotome-

based microscopy.  
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 In both WT and VIP KO mice, the vast majority of retinal afferents entered the SCN in a 

highly ordered fashion, from the optic chiasm into the ventro-lateral aspect of the SCN at the mid 

and mid-posterior levels of the nucleus along its rostro-caudal axis (Fig. 1). There was very 

sparse labeling in the anterior SCN. Nearly all retinal axons terminated in the middle-most 

region of the SCN, coinciding with what is most likely the SCN core (based on optic chiasm and 

other peri-SCN landmarks). Some axon terminals extended beyond the putative core and 

extended either dorsally or laterally into the SCN shell (Fig. 1). This occurred in both WT and 

VIP KO brains. A few retinal axons also coursed outside of the SCN and appeared to terminate 

in other hypothalamic areas adjacent to the SCN. 

The mid SCN area innervated by the RHT did not appear to differ between WT and VIP 

KO mice (p = 0.19). Although the area of innervation did not appear to differ between the two 

genotypes, images suggested a brighter tracer signal from VIP KO compared to WT mice. This 

could have been due to either: 1) differences at a more subtle level of analysis, such as in number 

of fine branching terminals within the SCN, or 2) differences in axonal size or makeup between 

the two genotypes. A third possibility is a difference in initial tracer placement, but this is less 

likely in that DiI crystal placement was done blind to genotype. Both of the first two possibilities 

are addressed below. 

 High power images of SCN were super-imposed with concentric circles centered at the 

middle-most point where RHT axons emerged from the optic chiasm to implement a Sholl-like 

analysis that measured retinal branching complexity within the SCN (Fig. 2A). Two-way 

ANOVA revealed an increase in branching complexity in VIP KO compared to WT mice (p = 

0.028), but there were no significant effects on Sholl-level (p = 0.42) nor an interaction effect of 

genotype and Sholl-level (p = 0.92). 
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 Although the number of retinal branches terminating in the SCN was relatively increased 

in VIP KO mice, it is also possible that there were differences in axon composition between 

genotypes, resulting in different tracing profiles. This could be related to the different success 

rates of DiI tracing in WT and VIP KO mice. In order to investigate this possibility, sections of 

mouse SCN (collected from experiments in Chapter 2) were subjected to immunofluorescent 

staining of NF-M, a major molecule in axonal architecture.  

Compared to surrounding brain regions, the SCN only lightly expresses NF-M. In the 

mid SCN of both WT and VIP KO mice, there were long, patterned axonal clusters stained in the 

dorsal-most region that extended dorsally toward the hypothalamic subparaventricular zone 

(SPVZ) (Fig. 3). In the ventral-most SCN, small, punctuate clusters expressing NF-M were 

scattered just dorsal to the optic chiasm, often concentrated around its medial aspect. The middle 

region of the mid SCN, which predominantly consists of the SCN core, was largely devoid of 

NF-M staining in both genotypes (Fig. 3). There was heterogeneity in expression of NF-M across 

rostro-caudal SCN slices, with mid SCN showing consistently the phenotype described above.  

In coronal sections, VIP KO mice expressed a particularly robust NF-M signal in the 

SCN and adjacent structures compared to WT mice. There also were specifically noticeable 

differences in NF-M expression in the dorsal region of the SCN. Here, WT mice expressed thin, 

filamentous, vertically-oriented clusters (Fig. 3). In 4 out of 5 VIP KO mice, however, these 

clusters appeared wider and also had more variability in their orientation, oftentimes coursing 

laterally rather than dorsally (Fig. 3). The remaining VIP KO mouse appeared similar to the 

other WT mice in its NF-M expression of the dorsal SCN, but it had particularly long vertically-

oriented clusters compared to all other animals.   
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SCN core organization is affected by VIP 

 

 Following RGC axon terminal analysis, the retino-recipient SCN core was then examined 

as a next target along the circadian visual pathway. To analyze core differences in WT and VIP 

KO mice, we used AR immunofluorescence to determine if typical core chemoarchitecture 

differed between genotypes. Unilateral cell counts evaluated by a student’s t-test revealed that 

the SCN of WT mice have nearly twice as many AR+ cells as VIP KO mice (Fig. 4). AR 

expression is confined to the same subregion in each genotype (the ventro-middle aspect of the 

mid SCN), but the number of AR+ cells is significantly decreased in VIP KO mice.  

 Since VIP KO mice are known to have low levels of testosterone (Lacombe et al., 2007), 

we implanted VIP KO mice with testosterone to supplement levels. Following implantation, light 

entrainment was monitored in WT, VIP KO and VIP KO + testosterone mice. While WT mice 

showed an activity onset predicted by the previous LD cycle when released into constant 

conditions, both VIP KO and VIP KO + testosterone mice showed similarly abnormal 

entrainment to the previous LD cycle, with a phase advance in activity onset between 8 and 10 

hours (Fig. 5). Thus, testosterone supplementation alone was not sufficient to restore this 

particular light-based deficiency in VIP KO mice.   

 

SCN morphological substrates of intercellular communication 

 

 We then used Golgi impregnation for analysis of SCN neuron morphological 

characteristics in order to infer differences in structure related to intercellular communication. As 

is the case with DiI, Golgi impregnation only fills a small subset of SCN neurons, but usually 
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does so completely, providing fine, cellular detail. A total of 267 Golgi impregnated neurons 

were analyzed across the SCN rostro-caudal axis (WT: 140 neurons, VIP KO: 127 neurons). 

 The neuronal cell soma ranged similarly in shape and size in both genotypes. These soma 

appeared along a spectrum of morphologies containing three basic shapes: 1) rounded, 2) oblong, 

or 3) semi-rounded with numerous protrusions (see Figs. 6, 8-11). Most oblong soma were 

smooth and did not contain spines or protuberances. The semi-rounded cells, on the other hand, 

expressed a diverse mix of spines and protrusions. These included long, thin ‘lollipop’-like 

spines, shorter stump-like spines, and long and thin filamentous spines. The surface areas of the 

soma ranged from ≈ 100-300µm2. 

 Throughout the SCN, there were many clusters of neurons that appeared to make soma-

to-soma contact with each other in groups of 2-5 (Fig. 6). In addition to neuron-to-neuron contact, 

many of these clusters included other impregnated parts of cells that appeared non-neuronal, 

such as glial (smaller cell body) and vascular (very thick processes) in origin. Two way ANOVA 

revealed no effect of genotype (p = 0.70), rostro-caudal axis (p = 0.77), or interaction effects (p = 

0.95) on the number of soma-to-soma clusters found per section (Fig. 7.) Since there were small 

numbers of clusters in the mid SCN, analyzing core to shell distribution differences in genotypes 

was not feasible.   

 Golgi impregnated axons are not highly visible in SCN neurons, possibly in part because 

SCN axons are much shorter and thinner than SCN dendrites (Fig. 8). In both WT and VIP KO 

mice, axons were found to be about half the thickness as dendrites from the same neurons, and 

they extended only ≈ 10 µm from the soma in the plane of the reconstructed photomicrograph 

(Fig. 8). While axons arising from SCN neurons appear highly localized close to the soma, axons 

from outside the SCN have been reported at a variety of sizes, including those that are much 
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wider and course along much larger distances (Van den Pol, 1980). Indeed, our SCN show a 

number of “orphan” processes that travel through the nucleus, and these could be axons 

originating from outside the nucleus (Fig. 8). Because the nature of these processes was 

unknown, they were not further compared across the two genotypes.  

 Dendrites are the most visualizable feature of SCN neurons due to their thickness and 

reach across the nucleus. In the mid SCN, impregnated neurons showed that long, dendritic 

processes reached into the SCN around its core from neuronal soma distal in the shell (Fig. 8). 

Other long dendritic processes outline the boundaries of the SCN, both coursing dorso-ventrally 

along its oblong sides and curling around to trace the dorsal and ventral boundaries of the 

nucleus.  

Unlike in other structures, dendritic morphology of the SCN (or the hypothalamus in 

general) does not easily distinguish neurons as has been the case in such areas as the cerebellum, 

striatum, or cortex. However, there have been a few attempts at classification schemes created in 

the past, the most comprehensive of which comes from work in the rat SCN and divides neuronal 

subtypes into five different categories (Van den Pol, 1980). Golgi impregnated neurons revealed 

a similar classification scheme of these five subtypes in our study of the mouse SCN as well. 

These classifications are: monopolar, simple bipolar, curly bipolar, radial multipolar, and spiny. 

The terms monopolar, bipolar and multipolar are in reference to the total number of dendrites 

and not to the total number of processes.  

There were very few monopolar neurons found in the SCN of both WT and VIP KO mice. 

These neurons sometimes had a dendritic bifurcation close to the soma that made them appear 

bipolar in nature. Monopolar neurons had some spines around their soma and dendrites, but 

comparatively, spines were only lightly expressed. Monopolar neurons also tended to have soma 
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that were rounder than they were oblong (Fig. 9A). 

Simple bipolar neurons were common throughout both genotypes. These tended to be 

long and thin, both in terms of processes and soma. Simple bipolar neurons expressed spines 

rather sparsely. Although most simple bipolar neurons were uniformly long and thin (Fig. 9B), 

some bipolar neurons also had somewhat rounded soma. 

Curly bipolar neurons were the most common neuronal subtype found in the SCN of both 

WT and VIP KO mice. The major distinguishing characteristic of these neurons from simple 

bipolar neurons is that their processes appear to curl or travel perpendicular to each other (Fig. 

9C). Additionally, curly bipolar neurons tended to have higher expression of spines and rounder 

soma than simple bipolar neurons. Because of the lower number of processes and spines in curly 

bipolar, simple bipolar and monopolar neurons, these three categories of neurons were further 

pooled and classified as having ‘simple’ connectivity. 

There were also very few radial multipolar neurons found among the SCN of each 

genotype. These neurons were so named due to their appearance, in which at least 3 dendritic 

processes arose out of a central soma, oftentimes equilaterally (Fig. 10A). Not all of these 

neurons were uniformly radial, but were classified as such to maintain continuity with the 

classification scheme of van den Pol. The soma of this type of neuron was generally round. 

The last group classified, the spiny neurons, were so named because of their heavy spine 

expression along the dendrites and soma. These neurons were relatively common in the SCN of 

both genotypes. The spiny neurons had the greatest heterogeneity in the number and 

directionality of their dendritic processes (Fig. 10B). Furthermore, although most spiny neurons 

had round soma, a round cell body was not a pre-requisite for this classification. Because of the 

higher number of processes and spines found in the radial multipolar and spiny neurons, these 
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two categories were pooled and further classified as having ‘complex’ connectivity.  

SCN distributions of these five neuronal subtypes were very similar across the rostro-

caudal axis in both WT and VIP KO mice (Fig. 11). Multiple logistic regression showed no 

statistically significant effects of genotype on simple vs. complex neuronal expression (p = 0.99). 

Furthermore, there were no statistically significant effects of rostro-caudal level (p = 0.64), nor 

an interaction effect of genotype and level, on neuronal subtype expression (p = 0.21).  

SCN distribution of simple and complex neurons also showed similar profiles across the 

core and shell in WT and VIP KO mice (Fig. 12). Multiple logistic regression showed no 

statistically significant effects of genotype on simple vs. complex neuronal expression (p =0.44) 

nor of an interaction effect between genotype and level (p = 0.42). However, there was a 

statistically significant effect of shell-core distribution of neuronal subtype (p = 0.037).  

 

Discussion 

  

In this set of studies, we investigated how VIP deficiency affects the anatomy of the SCN 

network involved in the light response pathways necessary for environmental light-dark 

synchronization. Since VIP KO mice exhibit impaired photic entrainment and phase shifting 

responses, we sought to find out how genetic loss of VIP can alter structure and morphology: 

from afferents in circadian visual input pathways through the local circuitry within the SCN. In 

this way, we aimed to uncover a role for VIP in the circadian system involving long-term effects 

in an anatomical area that is rarely studied from a developmental perspective. 

Our experiments suggest that there are, in fact, differences in the organization of the 

circadian visual system arising when VIP is absent ubiquitously and congenitally. Specifically, it 
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appears that: 1) both RHT axons and other SCN axons have altered organization when VIP is 

absent, 2) chemoarchitecture of the SCN core is altered when VIP is absent, and 3) dendritic and 

somatic correlates of SCN connectivity are not affected by VIP absence. This is the first set of 

morphological studies to report any anatomical changes in the SCN in response to the genetic 

loss of VIP. These findings will provide useful targets to understand mechanisms underlying 

how anatomical changes can result from VIP deficiency, and also examine how these changes 

can further affect physiological and behavioral circadian phenotypes.     

 

Both RHT axons and other SCN axons have altered organization when VIP is absent 

 

 Through using both DiI tract tracing and NF-M immunostaining, we show that axonal 

organization is altered in the circadian system that is lacking VIP (Figs. 2, 3). Tracing retinal 

ganglion cell terminals in the SCN provided a means to study how the number of 

neurotransmitter release sites (and possibly synapses) was altered in the SCN of VIP KO mice. 

The lack of an overall change in area of retinal innervation fits with the observation that light-

induced Per1 and c-FOS expression in VIP KO mice persists in the retino-recipient regions of 

the SCN (Fig. 1; Chapter 2 Figs. 9, 15). However, this response is blunted, and this could be 

explained, in part, by a change in the number of RHT terminal branches. 

For branching studies, the DiI tracing technique is ideal because only some neurons take 

up the dye, and DiI-lined axon terminals are clearly visible at the level of a single branch. 

Because this method is not normally used to trace RHT innvervation of the SCN, the finding that 

successful tracing was found in half as many WT as VIP KO mice had not been previously 

documented. The most commonly used tracing method to look at RHT innervation is cholera 
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toxin, but for the sake of studying branches, cholera toxin results would be difficult to measure 

due to its lack of fine, spatial detail. Each technique has its own characteristic properties which 

are advantageous for tracing the retinal pathways. For one, cholera toxin is actively transported 

in living cells, rather than passively diffused like DiI in postmortem tissue. In this way, it would 

be less affected by variables such as axon caliber, than would passive diffusion. If factors that 

affected diffusion were related to the differences in tracing success rate, data from cholera toxin 

injections would provide useful clues to determine the source of RHT differences in WT and VIP 

KO mice.  

Effects on RGC survival by pharmacologically blocking VIP have been documented in 

the past in vitro (Kaiser & Lipton, 1990). This model suggests that VIP found in some amacrine 

cells regulates the postsynaptic survival of RGCs by a use-dependent mechanism. In our 

experiment, a decrease in the total number of axons was not observed, as inferred by the similar 

terminal retinal innervation area in the SCN of WT and VIP KO mice. However, the increased 

number of axonal branches (Fig. 2) in VIP KO mice seems opposite to what would be expected 

if VIP were a neurotrophic or neuroprotective signal for RGCs. These differences in the action of 

VIP may result from in vivo vs. in vitro paradigms as well as pharmacological vs. genetic 

manipulation.  

 Interestingly, in sympathetic ganglionic neurons, VIP has been shown to inhibit dendritic 

growth via acting on the PAC1 receptor (PAC1R) (Drahushuk et al., 2002). The PAC1R is also 

expressed in RGCs (Seki et al., 2000), and so it is feasible that VIP could act to inhibit neuronal 

growth, and in this way, its absence would permit the increased branching found in VIP KO mice. 

While VIP-ergic signaling through the PAC1R was shown to be specific to dendritic growth and 

not to axonal growth, this study did not specifically look at terminal branching, where effects of 
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total axon number could conceivably exist independently of branching complexity.   

Functionally, the finding that increased retinal terminal branching is found in the VIP KO 

mouse SCN is unexpected, as RHT axons are excitatory and would most likely have action 

potential generating effects in postsynaptic SCN cells. In a simple model, increased 

glutamatergic release from RHT axons activated by a light pulse should elicit higher c-FOS and 

Per1 responses. As just the opposite appears true, there must be some other mechanism that can 

account for this discrepancy. One possibility is that with increased branching, there is increased 

glutamatergic tone at the synapse, and thus in VIP KO mice, there could be a lower signal to 

noise ratio of excitatory input that actually blunts c-FOS and Per1 responses when a phase 

resetting light pulse occurs. In order to test this idea, mircodialysis with HPLC or glutamate 

biosensors could be used to track glutamatergic levels around the SCN following a light pulse. 

Electrophysiological studies could also be carried out to determine the resting membrane 

potential of SCN core neurons, the effects of tonic glutamate on this resting membrane potential, 

and the responses of these neurons to a pharmacological ‘light pulse’ of NMDA.           

In these experiments, not only was branching complexity modestly increased, but NF-M-

immunoreactivity was increased as well (Fig. 3). NF-M is a 160kDA subunit of neurofilament, 

an intermediate filament specific to neurons that provides structure for the cytoskeleton and 

promotes axonal growth (Al-Chalabi & Miller, 2003). Neurofilament is comprised of subunits 

formed by heavy and light chain neurofilament (NF-H and NF-L) combinations, or medium and 

light chain neurofilament (NF-M and NF-L) combinations (Al-Chalabi & Miller, 2003). 

Qualitatively, there was a stronger NF-M signal in all sections from VIP KO mice, which were 

run in parallel and their images were taken at the same exposure as in WT mice. Furthermore, 

this difference appeared both within and outside of the SCN. These results need to be further 
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quantified by western blot and compared with relative expression levels of NF-H and NF-L. 

Furthermore, in order to address questions of individual axon caliber changes, electron 

microscopy studies would be needed. These experiments will be important for showing how VIP 

deficiency affects axonal organization both within the SCN and in other brain regions.     

It is also worth noting that the orientation of VIP KO axons appears more variable than in 

WT mice. If axons are misrouted, then both the behavior and gene expression phenotypes we 

observe in response to light resetting may be explained by a mis-wired circuit. In terms of the 

ventral aspects of the SCN, where retino-recipient axons would be important for conveying 

visual information to shell neurons, there were not robust differences in NF-M expression. It was 

only in the dorsal part, where the SCN is either receiving afferent signals, or more likely, sending 

output signals from its robust oscillatory neurons. Thus information coming from shell neurons 

might be specifically sensitive to the loss of VIP, and this might account for the specific 

deficiencies in shell Per1 and c-FOS expression in response to photic cues found in VIP KO 

mice.  

 

Chemoarchitecture of the SCN core is altered when VIP is absent 

 

Our analysis of AR expression found a clear difference in AR+ cell counts in the SCN 

core, with VIP KO mice having about 60% of the levels that WT mice express (Fig. 4). This 

difference has a number of implications. First, it suggests that the cell signaling that occurs in the 

WT mouse core differs from that of the VIP KO mouse. AR is a nuclear receptor hormone that, 

upon binding by testosterone, translocates to the nucleus and binds to androgen response 

elements to initiate transcription (Janne & Bardin, 1984). Per1 contains an androgen response 
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element in its promoter region and Per1 expression increases in response to activated AR (Gery 

& Koeffler, 2010), and so it is quite possible that androgen signaling deficits could be related to 

the VIP KO phenotype in gene expression. Another pathway by which AR acts is via a non-

DNA binding route where the AR receptor activates mitogen-activated protein kinase (MAPK) 

and the subsequent phosphorylation of cyclic-AMP response element binding protein (CREB) at 

ser133 (Fix et al., 2004). In this state, pCREB can initiate the transcription of both c-fos and 

Per1. In support of this model, data from castrated male mice show greatly diminished AR 

expression in the SCN core and further show reduced c-FOS responses to a nighttime light pulse 

(Karatsoreos et al., 2007; Iwahana et al., 2008). Because VIP KO mice also have been shown to 

have lower levels of testosterone (Lacombe et al., 2007), androgen signaling is a good 

mechanistic target to explain the photic gene expression differences in VIP KO and WT mice.  

In our study, testosterone-supplemented VIP KO mice showed the same phase advance 

(8-10 hrs) as non-implanted VIP KO mice had shown (Fig. 5). It is important to note that this 

experiment had a small n, did not examine the phenotype of single light pulse phase shifts and 

did not look at the core anatomy to confirm that AR expression was restored. However, our 

results, demonstrating a complete lack of effect of testosterone supplementation in photo-

entrainment, suggest that testosterone by itself is not mediating the circadian system’s altered 

response to light in VIP KO mice. 

Another possibility is that lower AR expression is actually reflective of fewer cells in the 

core itself. In order to address this possibility, stereological methods would be necessary to first 

determine the total number of neurons in the SCN. If the total number of cells differs, then this 

would suggest that VIP deficiency has effects at the gross organizational level of the SCN.  In 

mid-SCN sections, we would also then use such methodology to calculate the total number of 
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AVP+ neurons. If the AVP+: total neuron ratio differs between the genotypes, this would further 

suggest that VIP absence has an effect specific to the number of cells in the SCN core. 

Functionally, a smaller core region could account for the blunted Per1 and c-FOS responses 

found here, and could further affect the transmission of the core-shell phase resetting signal that 

is deficient in VIP KO mice.  

 

Dendritic and somatic correlates of SCN connectivity are not affected by VIP absence 

 

 Using Golgi impregnation, VIP KO mice did not appear to have major differences in the 

morphological properties related to connectivity of their SCN neurons. The parameters measured 

in this way utilized a scheme where SCN neurons were first classified based on their dendritic 

organization, and the distributions of these neuronal subtypes were compared across different 

levels of the SCN and between genotypes. This type of analysis was also carried out along with a 

qualitative description of impregnated neurons. Of five published reports on Golgi impregnation 

in the rodent SCN to date (Silver, 1977; Guldner & Wolff, 1978; Silver & Brand, 1979; Van den 

Pol, 1980; Sugita et al., 1996), only one in the rat (Van den Pol, 1980) has gone into detail on the 

properties of SCN neurons. This study was used as the basis for classifying neurons in the 

current experiments.   

 SCN neurons in both the VIP KO and WT mouse could be classified similarly based on 

dendritic and somatic morphological profiles into five major categories: monopolar, simple 

bipolar, curly bipolar, radial multipolar and spiny (Fig. 9, 10). Of these subtypes, the most 

common in the SCN were the bipolar and spiny. Other structures, like the cortex, hippocampus 

and cerebellum, have strongly defined neuronal subtypes where dendritic morphology can be 
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correlated with connectivity and neuronal function. Morphological differences in SCN neurons, 

however, are less robust, and inference about connectivity and function remains inductive. Thus 

it is possible that with a different classification scheme, Golgi impregnated SCN neurons would 

show differences between WT and VIP KO mice.     

In order to statistically compare the distributions of the different neuronal subtypes in 

SCN neurons, a distinction was made between simple and complex neurons based on their 

dendritic complexity. Using these divisions, there were no reported differences based on 

genotype in the distribution profiles of the different neuronal subtypes in the rostro-caudal axis 

or between the core and the shell (Figs. 11, 12). However, there was a difference in both 

genotypes that a higher proportion of simple neurons were distributed in the core than in the shell.   

Most descriptive results from our study are in line with the findings of other Golgi studies 

in the SCN (Silver, 1977; Guldner & Wolff, 1978; Silver & Brand, 1979; Van den Pol, 1980; 

Sugita et al., 1996). These primarily stress the dendritic aspects of the neurons, pointing out that 

SCN axons are comparatively short and localized (Van den Pol, 1980). Examples of shell 

dendrites that extend well into the SCN core provide a useful picture in understanding how 

information from one SCN sub-region reaches another (Fig. 8). This organization would suggest 

that within the SCN, it is the connections made by the distal targeting of postsynaptic efferent 

dendrites that organizes the connectivity within the heterogeneous circuit. 

In addition to classical axonal-dendritic synapses, other Golgi studies have noted putative 

synapses arising between dendrites and also from dendrites to soma (Guldner & Wolff, 1978; 

Van den Pol, 1980). Furthermore, the rat SCN has been shown to include ‘autapses’ where axons 

originating from a single neuron actually form a synapse with its own dendritic process (Guldner 

& Wolff, 1978). These synaptic properties are unusual and would confer a unique connectivity in 
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the SCN that could be affected by genetic manipulation. Electron microscopy would be 

necessary to verify such properties in the mouse as well, but once carried out, would provide an 

interesting target to understand circadian properties in the SCN for both WT and mutant models.   

 The morphology of SCN soma shape varies on a continuum from round to ovoid. Our 

analysis included the quantification of soma-to-soma contacts, in that they may represent 

microcircuits that reflect specific connective properties within the SCN. It is possible that our 

analysis underestimated these appositions, however, as very tight clusters could have been 

mistaken for single neurons. Surface area from soma measured in the current study ranged from 

100 to 300 µm2, whereas they have been reported to average around 100 µm2 in other reports 

(Silver, 1977; Van den Pol, 1980). Thus, the 2-3X surface area increase we observed in some 

neurons could be from multiple neurons clustering tightly. 

Close somatic appositions may reflect somato-somatic synapses, ephaptic communication 

(where a localized change in membrane potential in one neuron affects the electrophysiological 

properties of an adjacent neuron without chemical signaling), or gap junctions between SCN 

neurons. In the past, gap junctions have been found in the SCN and they are thought to play a 

role in its functioning as a robust oscillator (Colwell, 2000). If Golgi impregnation fully 

incorporates into an individual neuron, and if two neurons are connected by an open channel, as 

is the case with gap junctions, then it is conceivable that Golgi impregnated clusters of neurons 

represent neurons joined by gap junctions. This idea could be further confirmed with connexin 

immunostaining. 

 There were no reported differences in the distribution of soma-to-soma clusters between 

WT and VIP KO mice across the SCN rostro-caudal axis. This type of analysis has not been 

quantified in any study to date, but van den Pol (1980) did note that similar clusters were more 
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common in the SCN shell rather than core. Such a comparison was not feasible with our data, 

however, as there were relatively few clusters in the mid SCN, and dividing them up into core 

and shell would have thinned out their distribution to a point that statistical results would have 

been difficult to interpret. 

  

 Taken together, data from the current study point to a number of individual anatomical 

parameters in the circadian system affected in the VIP KO mouse model. Therefore, while the 

VIP KO mouse has been used to determine a role for VIP in the circadian system from the 

standpoint of acute and targeted pharmacology, our data show a number of other roles that VIP 

can play in the circadian system. It will be important for future studies to determine how these 

anatomical changes can then affect physiological and behavioral parameters as well. Not only 

will this provide us with an understanding of how genetic knockout of VIP affects a system at 

different levels, this type of anatomical analysis can also be incorporated into other knockout 

models to better characterize the role of individual genes across the nervous system.  
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Fig. 1. DiI tracing shows similar RHT innervation of the SCN in WT and VIP KO mice 

	  
 

 
 
 
 
 
 
WT and VIP KO mice do not differ in retinal innervation area in the SCN. (A) Photomicrographs 
of mid SCN sections in which optic nerves had been implanted with the anterograde tracer DiI 
contain SCN boundary outlines determined by optic chiasm and third ventricle expression 
(dashed lines). Retinal axons enter the SCN from the ventrolateral aspect of the nucleus and 
innervate its ventro-middle portion. Some axons can be seen extending further dorsally into the 
putative shell, and a few axons terminate outside of the SCN in other hypothalamic areas. (B) 
Using Image J, area of retinal innervation was determined in mid SCN slices by thresholding 
optical density values and measuring the area of DiI signal relative to background. Student’s t-
test analysis reveals no statistically significant differences in retinal innervation area of the SCN 
between the two genotypes (α = 0.05).   
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Fig. 2. Increased branching complexity in the SCN of VIP KO mice 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Using a Sholl-like analysis on high magnification, unilateral SCN images, branching complexity 
from retinal axons was determined by counting branch crossings through different 
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levels distal to the focal point of SCN entry via the optic chiasm. This analysis shows an increase 
in branching complexity in VIP KO mice. (A) A photomicrograph of the SCN where retinal 
axons exit the chiasm and project through different levels of the nucleus. Concentric circles were 
superimposed on each image, and levels 3-6 were used for a Sholl-like analysis. (B) Analysis by 
two-way ANOVA shows an effect of genotype on the number of branch crossings at each level 
(p < 0.05).  
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Fig. 3. NF-M expression suggests that there are differences in axonal properties in the SCN of 
WT and VIP KO mice 

 

 
 
              
 
 
 
 
Photomicrographs of WT and VIP KO SCN immunostained for NF-M show stronger expression 

   100 µm 
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of NF-M both in and around the SCN of VIP KO mice compared with WT mice. In both 
genotypes, NF-M is expressed in punctuate clusters in the ventral SCN just dorsal to the optic 
chiasm, and in the dorsal SCN, longer chains of NF-M-expressing fibers course dorsally toward 
the subparaventricular zone (SPVZ). VIP KO mice show more variable orientation of these 
longer chains compared with WT mice.    
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Fig. 4. AR expression is decreased in the core of VIP KO mice 
 
 

 
              
 
 
 
 
Immunostaining for AR reveals that VIP KO mice have fewer AR+ cells than WT mice in the 
SCN. (A) Photomicrographs of the unilateral SCN core in WT and VIP KO mice and (B) 
statistical quantification show that there is ≈40% reduction in the number of AR+ cells in the 
SCN core in VIP KO mice.  
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Fig. 5. Testosterone supplementation in VIP KO mice does not restore impaired entrainment to 
the LD cycle 

 
 

 
              
 
 
Actograms of locomotor activity from mice subjected to 10-14 days in a 12:12 light-dark (LD) 
cycle and then released into constant darkness (DD). As reported earlier, WT mice began their 
phase of activity in constant conditions from a phase predicted by the prior LD cycle. VIP KO 
mice, however, showed a ≈ 8 hr phase advance when released into DD. VIP KO mice that were 
implanted with testosterone capsules showed the same impairment as non-treated VIP KO mice. 
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Fig. 6. Cluster of SCN neurons showing soma-to-soma appositions 
 

 
 
 
 
 
 
 

Many SCN neurons were found in clusters, specifically with soma-to-soma apposition. In this 
example, there are at least three neurons that seem to make somatic contact with each other. 
Other processes are found in this cluster as well, such as the dendrite from the curly bipolar 
neuron sitting just dorsally to the cluster. 

25 µm 
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Fig. 7. No significant differences in the distribution of soma-to-soma appositions in the SCN of 
WT and VIP KO mice 

 

 
 
 
 
Quantification of clusters by two-way ANOVA in which 2 or more soma contact each other 
across the rostro-caudal axis shows no effect of genotype on the amount or distribution of 
clusters (α = 0.05). 
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Fig. 8. Processes in the SCN comprise orphan axons and dendrites as well as SCN-derived axons 

and dendrites 
 
 

 

 
 
Both axons and dendrites are visible with Golgi-Cox impregnation, with axons from SCN 
neurons being less prominent. (A) Orphan processes are found throughout the SCN (denoted by 
red arrows). These may be axons or dendrites, and their origin may be from neurons whose cell 
soma lie in another plane of the SCN or from extra-SCN regions. A demonstrated pathway from 
the core to the shell is also seen with a long dendritic process extended from a neuron localized 
in the shell (denoted by a green arrow). (B) and (C) The two types of bipolar neurons show small, 
thin axons protruding ≈ 10 µm  from the soma (denoted by purple arrows). An orphan process 
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(denoted by a blue arrow) also makes contact with the curly bipolar neuron in (B). 
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Fig. 9. Simple connectivity SCN neurons found in both WT and VIP KO mice 
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Photomicrogrpahs of representative (A) monopolar, (B), simple bipolar and (C) curly bipolar 
neurons based on descriptions from van den Pol (1980). Nomenclature is based on dendritic 
properties of neurons.    
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Fig. 10.  Complex connectivity SCN neurons found in both WT and VIP KO mice 

25 µm A 

B 



 

 145 

Photomicrogrpahs of representative (A) radial multipolar and (B) spiny neurons based on 
descriptions from van den Pol (1980). Nomenclature is based on dendritic properties of neurons. 
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Fig. 11. WT and VIP KO neuronal complexity distributions across the SCN rostro-caudal axis 
not differ 

 

 
Using z-stacks of individual neurons throughout the mid SCN, neuronal subtypes were tallied 
based on the 5 different categories described in the text. For statistical analysis, the 
simple and complex classification schema were used with multiple logistic regression. This 
analysis showed no significant effects of genotype, rostro-caudal level, or interaction on neuronal 
subtype distribution (α = 0.05).  
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Fig. 12. WT and VIP KO neuronal complexity distributions in the SCN core and shell do not 
differ 

 

 
Using z-stacks of individual neurons throughout the mid SCN, neuronal subtypes were tallied 
based on the simple and complex classification schema described in the text. Core and shell 
delineations were determined from a standard template that was created from a representative 
SCN section used in Chapter 2. Analysis with multiple logistic regression showed no effects of 
genotype on distribution, however there was an effect of core vs. shell location that affected 
distribution of simple and complex neurons (p = 0.037).  
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Chapter 4 
 
Vasoactive intestinal peptide and a new model to explain its role in circadian phase shifting 
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Introduction 

 

 In the biological organization of complex systems, network hierarchies provide a means 

to efficiently and reliably carry out necessary functions and permit that system the essential 

capacity to adapt. Circadian rhythms are generated across such a hierarchy, and while we have 

identified some of the major physiological hubs in this network, we are also beginning to 

understand how these hubs influence each other. The suprachiasmatic nucleus (SCN) of the 

hypothalamus is a well-studied hub in the mammalian circadian system that both provides 

timekeeping cues for the entire body and integrates environmental timing information from the 

ambient light-dark cycle (see Chapter 1).Within the SCN, the neuropeptide vasoactive intestinal 

peptide (VIP) mediates both the intercellular communication of these timekeeping cues and the 

integration of environmental timing information. Because of this dual role, VIP is indispensible 

both for a functional SCN and more broadly, the circadian system as a whole. 

 VIP expression within the hypothalamus was discovered a short time after it was first 

isolated in the porcine intestine (Said & Mutt, 1969; Larsson et al., 1976). When the discovery of 

the SCN as a pacemaker occurred around the same time (Moore & Lenn, 1972; Stephan & 

Zucker, 1972), the identification of large amounts of VIP- and VPAC2 receptor (VPAC2R)-

containing neurons in the SCN later followed (Besson et al., 1986; Vertongen et al., 1997). The 

perikarya of VIP+ cells were largely confined to the middle 1/3rd of the SCN along its rostro-

caudal axis, almost entirely within the same ventral region that first makes contact with retinal 

afferents from the optic chiasm (Sims et al., 1980; van den Pol, 1991; Abrahamson & Moore, 

2001). VIP+ neurons in this retino-recpieint area send projections throughout the SCN (van den 
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Pol, 1991; Abrahamson & Moore, 2001), and VPAC2R expression was found equally dispersed 

with very high concentration throughout the SCN (Vertongen et al., 1997). Thus, from early on, 

anatomical expression studies had pointed to VIP-ergic signaling as an important locus for 

controlling the circuits that comprise the SCN.   

 With progress in transgenic technology, new mouse models had become available to 

understand the role of VIP-ergic signaling in vivo (Shen et al., 2000; Harmar et al., 2002; 

Colwell et al., 2003). Two important ideas came from these studies: 1) VIP played a major role 

in the maintenance of circadian rhythmicity (expressed across multiple physiological and 

behavioral levels), and 2) VIP played a major role in normal entrainment of the circadian system 

(Aton & Herzog, 2005; Vosko et al., 2007). Because these findings coincided with key advances 

in understanding how individual SCN cells oscillated (Welsh et al., 2004), the focus of 

subsequent research was on the effects of VIP absence on intercellular rhythmicity between SCN 

cells in vitro (Aton et al., 2005; O'Neill et al., 2008; Maywood et al., 2011). These studies were 

important for establishing VIP as a vital synchronizing agent, specifically by affecting cyclic 

AMP (cAMP) rhythms, between SCN neurons (O'Neill et al., 2008).  

 The same type of in vitro, mechanistic, studies, have not been carried out to define the 

role of VIP in photoentrainment. In part, this is likely because of the absence of a photoreceptive 

organ in the in vitro model. Furthermore, even though entrainment can be studied from the 

perspective of pharmacologically induced, acute phase shifts (see Chapter 1), the entire SCN, 

rather than individual cells or even a cross-section of a slice culture, would be necessary to 

recreate the appropriate circuitry. Therefore, the work of this dissertation focused on the 

mechanisms by which VIP affects photoentrainment, using an appropriate and available tool: 

snapshots across different parameters of the SCN circuit taken in vivo from the VIP KO mouse. 
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 Using an acute phase shifting paradigm in VIP KO mice to study normal mechanisms of 

entrainment, experiments in Chapter 2 revealed three important characteristics in the SCN: 

1) VIP KO mice have blunted molecular responses of intracellular signaling (c-FOS) and 

clock resetting (Per1) pathways 

2) VIP KO mice do not sustain molecular responses of intracellular signaling and clock 

resetting pathways 

3) VIP KO mice specifically lack molecular responses of intracellular signaling and clock 

resetting pathways in the SCN shell. 

 

A new model to explain VIP and phase shifting mechanisms in SCN neurons  

 

At a functional level, this first finding has been previously implicated in phase shifting 

differences between young and aged rodents (Benloucif et al., 1997; Kolker et al., 2003). As 

animals, including humans, age, circadian disturbances can arise, and many of these are specific 

to entrainment-related dysfunctions (Gibson et al., 2009). Interestingly, retinal innervation to the 

SCN has also been shown to decrease with age (Lupi et al., 2010), as has expression of VIP and 

other neuropeptides (Swaab et al., 1985). These independent observations can all be linked 

together to create a hypothesis for why there are circadian rhythm deficiencies among the aged, 

but the single time point analysis carried out in VIP KO (and also VPAC2R KO mice) does not 

further define the mechanisms by which VIP deficiency affects the pathways triggered during a 

phase shifting response. 

Conversely, the finding that VIP KO mice do not sustain nor propagate molecular 
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responses to a phase shifting light stimulus provides clues to the types of cellular and molecular 

processes that are affected by the loss of VIP. Firstly, Per1 is only increased in response to a 

phase shifting light pulse for about an hour before levels begin to fall again (see Chapter 2, Figs. 

3, 8). Because levels are not sustained as they are in WT mice, a decrease in transcriptional 

activity on Per1 is quite possible. That there is an early increase in Per1 also suggests that the 

cellular machinery necessary for inducing normal gene responses to photic stimuli is intact in 

VIP KO mice. Because the magnitude of the initial Per1 response is nearly the same between 

genotypes, this later decrease in transcriptional activity would likely be specific to events 

independent of initial promoter activity and transcriptional initiation. 

The idea that there is a transcriptional decrease is further supported by the similar, 

temporally-confined c-FOS response in VIP KO mice. Since these mice show both c-FOS and 

Per1 to have similar temporal response phenotypes, it is likely that transcriptional pathways 

activated by phase shifting light are affected through global events upstream of targeted 

transcription. For instance, it is thought that the cell signaling pathways involved with phase 

shifting and entrainment involve the phosphorylation of histones and chromatin modification, 

and these chromatin conformational changes are necessary to provide exposure to large strands 

of DNA for subsequent transcription (Crosio et al., 2000). Therefore a diminished window for 

transcription could be explained by decreased histone phosphorylation and could account for the 

shortened induction of both Per1 and c-FOS in the VIP KO SCN.   

There is other experimental evidence to suggest that VIP deficiency has effects upstream 

of the transcriptional initiation of Per1 and c-fos. These come from mitogen activated protein 

kinase (MAPK) expression, Ca2+ imaging and electrophysiological studies. Before evidence will 

be discussed, it is first important to remember that phase shifts are mediated by excitatory 
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neurotransmission from retinal afferents that alter the electrical activity of retino-recipient SCN 

neurons, leading to an activation of different intracellular signaling cascades and transcriptional 

activation (Reppert & Weaver, 2002). Specifically, glutamatergic signals acting through NMDA 

receptors trigger an influx of Ca2+ that initiates a number of signal transduction pathways, 

including protein kinase A  (PKA), mitogen-activated protein kinase (MAPK), and  calcium-

calmodulin dependent protein kinase II (CAMKII). These signaling pathways converge on the 

phosphorylation of cAMP response element binding protein (CREB) at both Ser133 and Ser142 

(Gau et al., 2002), leading to the nuclear translocation and transcriptional activity of 

phosphorylated CREB upon certain genes carrying a cAMP response element (CRE) in their 

promoter regions like c-fos and Per1 (Rusak et al., 2002; Travnickova-Bendova et al., 2002).  

In VIP KO mice, phosphorylated MAPK (pMAPK) expression is greatly reduced 

compared to WT mice 30 minutes after exposure to a phase shifting light pulse (Dragich et al., 

2010). In WT animals, glutamate from retinal afferents leads to the phoshporylation of MAPK in 

the SCN during a phase shifting light pulse early along the cell signaling pathway that 

phosphorylates CREB and triggers transcriptional initiation (Obrietan et al., 1998). Importantly, 

MAPK, acting through mitogen- and stress- activated protein kinases (MSKs), is also thought to 

act as a major player in the histone phosphorylation and chromatin remodeling that have been 

observed in SCN responses to light (Crosio et al., 2000; Soloaga et al., 2003; Butcher et al., 

2005). Again, in both WT and VIP KO mice, there is pMAPK expression in response to phase-

shifting light, but in the VIP KO mice, this expression is blunted. Thus, in the order of cell 

signaling events involved in phase shifting, the differences in phosphorylation of MAPK could 

be the convergent point that limits the transcription of Per1 and c-fos. 

According to the canonical MAPK signaling cascade, MAPK is closely coupled to cell 
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membrane events through a small GTP-ase known as Ras (Cheng & Obrietan, 2006). In the SCN, 

there is expression of a Ras-family protein, Dexras1, which is activated via Ca2+ influx through 

NMDA receptor channels and phosphorylation of CAMKII (Rosen et al., 1994; Fang et al., 

2000; Takahashi et al., 2003). An interesting observation is that mice deficient in Dexras1 lack 

the ability to gate their circadian phase shifting responses to light at night, a phenotype also 

found in VIP KO mice (Cheng et al., 2006; Dragich et al., 2010). 

There is also a pathway by which VIP-ergic signaling could affect MAPK, and this is 

through cAMP activation of the exchange protein activated by cAMP (EPAC). Recently, it was 

reported that cAMP promotes molecular rhythmicity in SCN neurons by an EPAC-dependent 

mechanism (O'Neill et al., 2008). When VIP binds to the VPAC2 receptor, it couples to adenylyl 

cyclase and converts ATP to cAMP (Vosko et al., 2007). cAMP then has two actions, one 

promotes the phosphorylation of PKA and the other promotes the association of a small GTP-ase, 

Rap1, to B-Raf via EPAC. This association results in the phosphorylation of MAPK  (Waltereit 

& Weller, 2003). Between the Dexras1 and EPAC arms of the MAPK signaling cascade, the 

photic phenotypes observed in VIP deficiency can be explained, and because both arms are 

involved, it is likely that an event upstream of both of these routes is a regulator of SCN 

responses to phase shifting stimuli. The common upstream point of convergence for both of 

these pathways is Ca2+ influx.     

We now also have preliminary data to suggest that Ca2+ signaling is affected by VIP 

deficiency. When parsing the SCN into a dorsal region, which contains the SCN shell, and a 

ventral region, which predominantly contains the SCN core, it appears that there is an inhibited 

Ca2+ response to NMDA application that is specifically pronounced in the dorsal SCN in VIP 

KO mice (data not shown). Furthermore, our lab has also collected preliminary data on the 
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electrophysiological responses of VIP neurons using a similar dorsal-ventral division of the SCN, 

and it was found again that there was an inhibited electrical response to neurons specifically in 

the dorsal SCN (data not shown). These data together suggest that the light response deficiencies 

in VIP KO mice can be tracked back to membrane events at the level of neurotransmitter binding 

and ionic flux in SCN neurons. In other words, VIP normally regulates photic phase shifting 

information through affecting transmission between SCN neurons. I hypothesize that in the 

circadian visual system, VIP acts to modulate glutamatergic signaling in order to promote the 

proper postsynaptic responses to retinal input.  

The phase shifting signals that utilize glutamate can act across the SCN broadly, not just 

on a confined region of a core. The usefulness of a ‘core’ distinction is that the majority of 

retino-recipient synapses take place in this region, but retinal innervation, to a lesser extent, has 

been shown in the shell as well (Hattar et al., 2002).  NMDA receptor subunits have been found 

all throughout the SCN (Mikkelsen et al., 1993), and VGLUT-expressing terminal afferents have 

been shown to make synaptic contact with both shell and core neurons (Kiss et al., 2008).  

Additionally, within the SCN core there is heterogeneity, with only a subset of neurons 

expressing VIP, and others expressing gastrin releasing peptide (GRP) or calbindin (Antle & 

Silver, 2005).  A characteristic important for VIP+ perikarya is that they are located in the 

ventral-most region of the SCN, where the majority of retinal afferents will contact them by their 

proximity to the vast number of retinal axons that are traveling through and dorsally out of the 

optic chiasm. It is likely that because of this proximity, VIP+ perikarya are exposed to more 

glutamatergic signals than any other cell population in the SCN. 

At a functional level, there is an established body of literature to suggest that VIP 

potentiates glutamatergic signaling in the cortex (Magistretti et al., 1998). At the level of gene 



 

 159 

expression, VIP has been shown to potentiate c-fos levels in response to glutamate (Martin et al., 

1995). In the SCN acute slice preparation, application of VIP together with glutamate has 

dramatic effects in increasing the number of neurons that respond with increased firing compared 

to either glutamate or VIP alone (Huang & Pan, 1993). Furthermore, co-administration also has 

potentiating effects on individual neuronal responses (Huang & Pan, 1993). It would make sense 

that if VIP were a potentiating agent for glutamate in the SCN, then areas with the greatest 

glutamatergic input are less likely to rely on the presence of both molecules, whereas areas with 

less glutamatergic input would require more of a VIP-ergic presence to achieve postsynaptic 

responses required for circadian phase resetting. This is illustrated concretely in the SCN of VIP 

KO mice, where there is almost a complete lack of gene expression responses of Per1 or c-FOS 

to a phase-shifting light pulse in the SCN shell. Conversely, in part of the SCN core, there are 

gene expression responses in VIP KO mice because perikarya of cells that would otherwise be 

expressing VIP are still receiving postsynaptic glutamatergic signals, just as they do in WT 

animals. Note that the magnitude of this response is still affected, possibly because in the dorsal 

aspects of the core, neurons are not as strongly innervated by glutamatergic fibers as the VIP+ 

perikarya are, and these areas normally require some potentiation by VIP. In this model of phase 

resetting, it is the ventral-most VIP+ neurons that are the first to receive retinal afferent signals, 

and then these neurons subsequently release VIP to coincide with glutamate release from retinal 

afferents onto postsynaptic targets in the dorsal aspect of the SCN. As the circuit continues 

dorsally and the glutamatergic signals become weaker, VIP plays a more prominent role in 

recruiting the appropriate postsynaptic responses (see Fig. 1).  

The gene expression studies in this dissertation add a critical understanding to this model 

by examining the spatio-temporal profile of photic responses in the SCN. This type of analysis 
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allowed us to separate the SCN across its different axes and record changes in gene expression 

through time with all of the necessary circuitry intact. Without the knowledge that the SCN shell 

was nearly devoid of gene expression responses, or the observation that gene expression 

responses are not sustained in VIP KO mice, it would not have been possible to create a systems-

based explanation for how the SCN is capable of its multi-tasking role. Based on this work and 

that from others utilizing transgenic models of VIP-ergic signaling, it is possible to summarize 

the two essential roles of VIP in the SCN: 1) to synchronize individually oscillating neurons via 

cAMP activation through VIP-ergic signaling alone (Aton et al., 2005; Aton et al., 2006) or 

concomitant with GABA-ergic signaling (Liu & Reppert, 2000; Itri & Colwell, 2003); and 2) to 

modulate phase shifting responses from the external environment by postsynaptic potentiation of 

glutamatergic responses from retinal afferents. Before beginning work on these studies, I had 

posited that ‘VIP is necessary for integration of photic information through the SCN’. This 

hypothesis is now refined with a very specific model that is testable in numerous future 

experiments. 

Subsequent experiments can examine if VIP potentiates glutamatergic phase shifting 

responses in vivo by using a number of pharmacological means. This approach has been used in 

the past to determine the identities of many of the players in the signaling pathways regulating 

behavioral phase shifts and would be appropriate here as well. Firstly, VPAC2R agonists could 

be infused to the third ventricle in the VIP KO mouse during a nighttime light pulse as an 

attempted rescue study. A reasonable hypothesis would be that when applied together with a 

VPAC2R agonist, the behavioral effects of a phase shifting light pulse would be restored in VIP 

KO mice. Since no antagonist for VPAC2R is available for the mouse, adenylyl cyclase 

inhibitors could be infused into WT mice during a nighttime light pulse to phenocopy the phase 
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shifting impairments in VIP KO mice. Following, instead of a light pulse, nighttime infusion of 

NMDA agonists at varying concentrations, together with a VPAC2R agonist (or without in 

control conditions), can also be used to elicit and measure behavioral phase shifts in VIP KO 

mice. This dose-response of NMDA against the presence of VIP-ergic signaling would establish 

in vivo how NMDA mediated behavioral responses are potentiated by VIP. 

Independently of these findings, mechanistic studies can also be carried out to determine 

the in vivo cell signaling differences between WT and VIP KO mice that are responsible for their 

behavioral phase shifting light phenotypes. As Chapter 2 has set up an experimental paradigm 

for exposing mice to a light pulse and mapping the spatial expression of proteins or mRNA 

within the SCN, this established system can be applied to analyze the SCN expression patterns of 

pCAMKII, pMAPK, pCREB, pH3 (phosphorylated histone protein), PKA and EPAC. I propose 

the topographically specific activity of each of these molecular signals is responsible for the 

differential expression of Per1 and c-FOS in WT mice, and since VIP-ergic signaling is integral 

for normal photoentrainment and phase shifting, VIP KO mice will show differential, spatially-

specific activity of these signaling molecules compared to WT mice.   

Immunohistochemistry can be used with antibodies directed against pCaMKII, pMAPK, 

pCREB and pH3 to map out their distribution in the SCN in their ‘activated state’. Only one time 

point will need to be analyzed for these initial studies, but analysis will include core and shell 

distribution patterns. For PKA and EPAC, an autoradiographic distribution analysis will be used 

on SCN sections bound by radiolabeled cAMP. With pCaMKII, there should be high expression 

in both WT and VIP KO mice in the core and low expression in the shell. For pMAPK, since the 

signal is boosted in the shell due to EPAC-related activity, WT mice are expected to show high 

levels in both the core and shell, whereas VIP KO mice will only show high levels in the core. 
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Similarly, since the pMAPK pathway contributes to both CREB and H3 phosphorylation, WT 

mice and VIP KO mice will show pCREB and pH3 expression patterns that will respectively 

mirror the predicted pMAPK expression patterns. In the autoradiography experiments, both WT 

and VIP KO mice are expected to show low levels of cAMP binding in the core, but only WT 

mice will show high binding levels in the shell.       

To tie these studies together, pharmacological inhibitors of CaMKII, MAPK and PKA 

can be infused into the third ventricle of WT and VIP KO mice and both light induced behavioral 

phase shifts and gene expression responses can be compared. I hypothesize that with all three of 

these infusions, WT mice will mimic the phenotypes of VIP KO mice. Also, blocking CaMKII 

and MAPK will result in a complete block of photic gene induction in both genotypes, and PKA 

inhibition will bring WT photic gene induction back down to the levels of VIP KO mice that 

were seen in Chapter 2. PKA inhibition should have no major affect on photic gene induction in 

VIP KO mice, as this pathway is assumed to be largely inactive without VPAC2R-mediated 

signaling.    

In addition to experiments outlined in this model, there is one major difference in the c-

FOS phenotype of VIP KO mice that is also worth further investigation. Because c-FOS protein 

is supposed to have a half-life of about 2 hours (Curran et al., 1984), it is unexpected that VIP 

KO mice show a large reduction in c-FOS expression within 60 minutes (see Chapter 2, Fig. 15). 

It is therefore possible that in the VIP KO mouse, there are differences affecting either protein 

stability or protein degradation. Either of these effects could explain previous work in the 

VPAC2R KO mouse reporting that PER1 protein does not appear to increase as it should to a 

phase shifting light pulse, whereas there is a noticeable, albeit blunted, Per1 mRNA response 

(Harmar et al., 2002; Maywood et al., 2007). Since it has been noted that MAPK can 
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phosphorylate and stabilize several clock proteins (Hirota & Fukada, 2004), one mechanism by 

which c-FOS levels show more rapid degradation in VIP KO mice could be through diminished 

MAPK activation. In this line of experiments, it would be useful to determine the spatial 

differences in degradation rates. If VIP is necessary for modulating MAPK signaling in sparsely 

innervated glutamatergic targets, then shell neurons would be expected to express a more severe 

phenotype than core neurons in the VIP KO SCN. Since this type of experiment would be 

difficult to carry out in vivo, it may be useful to use laser micro-dissection to isolate core and 

shell sub-populations of neurons and quantify protein degradation rates in vitro. This could be 

done using something like a Bradford assay to determine total protein amounts and compare how 

they change over time in VIP KO and WT mice.  

 

An acute interpretation 

 

 The transgenic approach has allowed for new insights in understanding the mechanisms 

by which circadian circuits can produce sustained rhythmicity and adapt to changing 

environmental light cues. In the past, the advantage to using a ligand knockout animal was that 

exogenous reintroduction of that ligand could be used to rescue the mutant phenotype and 

establish temporally and spatially specific actions of that gene. This experimental paradigm was 

carried out in two important studies that helped define a specific role for VIP in circadian rhythm 

generation in the SCN. 

 The first of these studies utilized SCN neurons from VIP KO mice in a dispersed 

microelectrode array (Aton et al., 2005). Compared with WT neurons, VIP KO neurons showed 

low amplitude firing rate rhythms with dispersed phases across the array. When a VPAC2R 
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agonist was added to the neurons, the phases of the neurons became more coherent and unified, 

and the firing rate rhythm amplitude across the array was increased. The authors of this study 

noted ‘no morphological differences’ in the neurons of the VIP KO mice compared to WT mice 

and concluded that VIP acted acutely to synchronize individual SCN neuron electrical rhythms 

and boost the SCN firing rhythm amplitude across the circuit as a whole. While this study 

established a new, testable model by which VIP acted as a synchronizing agent, its results were 

not quite definitive for the role of VIP. This is because the study was carried out in vitro, 

pharmacological agonists might have had non-specific effects, and only a gross comparison of 

neuronal morphology was used as evidence supporting an acute effect of VIP. 

 It is important to remember that VIP is not released at constitutive levels in the SCN 

across the light-dark cycle (Francl et al., 2010). Although it maintains largely consistent levels 

throughout the day, VIP has a very confined window of elevated release during the middle of the 

light period (Francl et al., 2010). Therefore, acute application of an agonist to neurons that have 

a baseline VIP tone of zero is not going to necessarily replicate the actions of VIP in vivo in a 

WT SCN. This limitation on the dynamic, temporal importance of rescue studies has made 

interpretation of such results considerably more difficult. 

 Another recent study addressed some of these issues by looking at real-time gene 

expression rhythms of the clock gene Per2 in VIP KO mice (Maywood et al., 2011). In this 

study, a paracrine action for VIP-based synchronization was suggested, as individually phase-

dispersed SCN neurons in the VIP KO SCN were shown to become synchronized when an SCN 

explant graft from a WT mouse was placed on it. Furthermore, this occurred while direct contact 

was prevented by a semi-permeable membrane. Not only did the WT explant restore rhythmicity, 

other neuropeptidergic signaling targets were pharmacologically tested as well, and a hierarchy 
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was established where VIP had the most robust effects of all the peptides in promoting phase 

synchrony and SCN rhythm amplitude. While this study did not examine any morphological 

characteristics of VIP KO neurons, it was valuable for providing more direct evidence of an 

acute role for VIP in synchronizing SCN neurons. 

 

A congenital and ubiquitous interpretation 

 

Because the transgenic models for VIP-ergic signaling are both congenital and ubiquitous, 

interpretation of results from VIP KO studies need to be considered beyond an acute context. 

This interpretation includes roles for VIP in organizing circadian system connectivity and 

indirect actions via pathways that feedback to the circadian system. VIP-ergic pathways are 

particularly difficult to place into a category of acute, chronic, or organizational, not necessarily 

because VIP is any more pleiotropic than other transmitters or peptides, but its identification 

over half a century ago has allowed for a large research effort and the characterization of a 

diverse set of actions of VIP across multiple developmental and physiological systems. These 

roles include vasodilation, neural development, neuroprotection, neural repair, glial metabolism, 

steroidogenic signaling, immunomodulation and cellular transformation, just to name a few. Any 

one of these VIP-ergic effects could contribute or account for the circadian phenotypes seen in 

VIP KO mice. Furthermore, since conditional knockout models of VIP have not yet been created 

for testing effects of VIP in the adult circadian system, it was necessary to take another 

anatomical approach to address the possibility that the congenital and ubiquitous loss of VIP 

resulted in important changes in connectivity along different points in the circadian visual 

pathway. 
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VIP-ergic and retinal afferent input are modulated in opposite and complimentary 

directions 

 

To start, there have been many observations of VIP-ergic expression in the SCN being 

responsive to changes in light input levels reaching the hypothalamus. These include studies of 

VIP expression in retinally degenerate or anophthalmic animals (Laemle & Rusa, 1992; 

Ruggiero et al., 2010) as well as in those housed in specific lighting conditions (Albers et al., 

1987; Smith & Canal, 2009). Nearly all of these studies report the same trend: when light input is 

high, VIP expression in the SCN is low. The opposite trend has also been demonstrated when 

light levels are low. Therefore, it appears that VIP signaling in the SCN is organized by a 

mechanism that is both plastic and responsive to ambient lighting. 

This trend fits well into the model I have created to explain the role of VIP in photic gene 

expression (see Fig. 1). In this model, VIP plays a more prominent role in recruiting the 

appropriate postsynaptic responses when glutamatergic signaling from retinal afferents is weaker. 

If more neurons begin to express VIP in response to lower glutamatergic tone, then the SCN 

circuit can maintain homeostatic levels of its postsynaptic responses. The first major finding in 

Chapter 3 of this dissertation work suggests that the opposite relationship can also exist: in 

response to VIP deficiency, glutamatergic input from retinal axon terminals could be increased to 

maintain postsynaptic homeostasis. Specifically, this trend was illustrated in the form of 

increased retinal axon branching in the SCN of VIP KO mice (Chapter 3, Fig. 2). 

 While an observed increase in the number of terminal branches from glutamatergic inputs 

would make sense as a compensatory mechanism to maintain postsynaptic responses in the 



 

 167 

absence of VIP, further work would be useful to determine if this branching results in more 

synapses or has other functional implications. It is quite possible that as a compensatory response 

to a genetic deletion, the functionality of increased branching is minimal. This is likely, given 

that there are profound deficits in the light response phenotypes in the VIP KO mice. Regardless 

of functional interpretations, one key point to keep in mind is that there appears to be some kind 

of communication and plasticity between the organization of the VIP-ergic and glutamatergic 

circuits in the SCN. As one pathway increases its output, the other seems to decrease. 

 To follow up with the experiments on retinal branching, functional experiments should be 

carried out to verify the effects of increased branching found in VIP KO mice. First, in order to 

determine whether or not increased branching further implies more synapses, synaptophysin 

immunohistochemistry can be used to quantify differences in synaptic number between WT and 

VIP KO mice. Second, in order to verify that more branches indicates higher glutamatergic input, 

third ventricle microdialysis with high performance liquid chromotgraphy, or alternatively, 

glutamate biosensors, can be used to quantify the amount of glutamate released in response to a 

phase shifting light pulse. If there is a reciprocal relationship between glutamate and VIP, then 

VIP KO mice should show relatively higher glutamate release than WT mice in response to a 

phase shifting light pulse. Since intracellular signaling pathways have been altered in VIP KO 

mice, this increase in glutamate would be insufficient to induce a phase shift or induce Per1 or c-

FOS to appropriate levels. Finally, to relate these findings to previous work, WT and VIP KO 

mice could be reared in constant light environments, and then as adults, the DiI and Sholl-like 

analysis from Chapter 3 could be used to determine if retinal branching complexity is altered. 

Since WT mice show a reduction in VIP expression from this paradigm (Smith & Canal, 2009), 

it is predicted that they will show increased branching akin to that of VIP KO mice. According to 
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my model, the VIP KO mice will most likely be unaffected by this environment at the level of 

retinal branching, as the postsynaptic homeostasis that the glutamatergic neurons attempt to 

induce by increased branching would have already been induced in VIP KO mice without any 

further environmental manipulation.    

 

 Axonal properties affected by VIP loss 

  

Results from the DiI tract tracing study have to be interpreted with the consideration that 

axonal properties could also be affected by VIP loss. In fact, subsequent immunostaining for the 

neurofilament medium subunit (NF-M) showed increased expression in VIP KO mice in the 

SCN and in other brain areas (see Chapter 3, Fig. 3). A similar observation has also come from 

one study in which a VIP antagonist was injected to pregnant mice, and subsequent cortical NF-

M expression was shown to increase in offspring (Zupan et al., 2000). In addition to NF-M 

effects, cortical expression of NMDA-R1 (a subunit necessary for normal NMDA receptor 

function) was also shown to increase in this model of VIP-ergic blockade. Thus, in maternally-

targeted VIP disruption, we can see another example of a homeostatic regulation to balance VIP-

ergic and glutamatergic signaling. Furthermore, since these effects were specifically mediated by 

maternal VIP, it is important to consider using VIP KO mice from heterozygous breeding pairs 

in future experiments in order to determine the origin of developmentally-specific phenotypes 

found in VIP KO brains. 

A specific, functional implication for NF-M expression differences most likely would 

involve differences in axonal transport and radial growth, as these are the major roles played by 

neurofilaments (Julien, 1999; Al-Chalabi & Miller, 2003). In a simple interpretation, the higher 
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NF-M expression is reflective of larger diameter axons, and since larger diameter, myelinated 

axons have higher relative conduction velocities, then VIP KO mice could also have faster 

conduction through the optic nerves, SCN and other brain regions. These NF-M observations 

need to be further quantified by western blot and compared with relative expression levels of 

NF-H and NF-L. Furthermore, in order to address questions of individual axon caliber changes, 

electron microscopy studies would be needed. Finally, electrophysiological experiments would 

be necessary to test the hypothesis that conduction velocities are faster in VIP KO mice.   

 Differences in conduction velocities in VIP KO mice would be an important finding, as 

brain white matter abnormalities have been linked with many psychiatric disorders, and it is 

hypothesized that these abnormalities alter nerve conduction velocities responsible for some 

disease characteristics (Fields, 2008). In schizophrenia, for instance, it has been hypothesized 

that conduction delays may account for a mistiming in neural signals that result in hallucinations 

and passivity experience (Whitford et al., 2012). Also in schizophrenia, it was recently reported 

that there is a strong association with an increased copy number variant in the VIPR2 gene, 

which codes for the VPAC2R (Vacic et al., 2011). Since the increased VIPR2 expression also 

increased VIP-ergic signaling (Vacic et al., 2011), an interesting target for future research would 

be to establish if there is a relationship between VIP, conduction velocity and schizophrenia. In 

this way, the findings from the work in Chapter 3 could be applicable as pointing out either 

circadian-related biomarkers or mechanistic targets for research that extend outside of the field 

of biological rhythms.    

 

 Androgen signaling as an indirect pathway affected by VIP loss    
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Another important finding from Chapter 3 is that there was a specific loss of androgen 

receptor (AR) expression in the VIP KO mouse. Mechanistically, this fits well into a model 

based on data from other studies on the role of androgen signaling in the circadian system. In 

male rodents, androgen receptor expression is regulated by testicular hormones, as castration 

results in greatly diminished SCN AR expression, and testosterone supplementation restores this 

expression (Iwahana et al., 2008). In these mice, the effects of castration and testosterone 

supplementation are directly related to the amount of c-FOS expressed in the SCN in response to 

phase shifting light pulses (Karatsoreos et al., 2007). In terms of a mechanism, there is evidence 

that AR binding can trigger a rapid, non-genomic response that begins with Ca2+ influx. This 

influx recruits the MAPK signaling pathway (Heinlein & Chang, 2002), providing a mechanistic 

pathway to account for this c-FOS response deficiency. In addition to altered control by a 

disrupted MAPK signaling pathway, castrated mice would have deficiencies in the direct nuclear 

actions of the androgen receptor. Per1 contains an androgen response element in its promoter 

region, and AR activity has been reported to induce Per1 expression (Gery & Koeffler, 2010). 

Taken together, testicular hormones signaling through AR receptors can modulate photic gene 

expression responses in the SCN.  

As young adults, VIP KO mice have diminished levels of testosterone compared to WT 

mice (Lacombe et al., 2007). As mice age, they normally undergo a reduction in testosterone 

levels, usually to around the same numbers as found in young VIP KO mice. Also, testosterone 

levels do not significantly change across the lifespan of VIP KO mice. These changes in 

testosterone levels in WT mice parallel changes in photic responsivity and VIP expression in 

aged animals. Thus, the VIP KO mouse could be a useful model to study some of the androgenic 

mechanisms underlying an age-related decline in circadian photic responses.  
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For these reasons, we supplemented testosterone levels in VIP KO mice with the goal of 

rescuing photic response deficiencies. As a starting point, we first tested how testosterone 

supplementation would affect the strikingly altered entrainment that VIP KO mice exhibit once 

released into constant conditions. As this did not result in any behavioral changes in the VIP KO 

mice, this line of experiments was discontinued. It is important to note that this experiment had a 

small n, did not examine the phenotype of single light pulse phase shifts (which could be 

affected differently than stable entrainment), and did not look at the core anatomy to confirm that 

AR expression was restored. However, our results, demonstrating a complete lack of effect of 

testosterone supplementation in photoentrainment, suggest that testosterone by itself is not 

mediating the circadian system’s altered response to light in VIP KO mice.  

The idea that testosterone could potently affect light-responsive properties of the 

circadian system needs to be explored further. As was already mentioned, the testosterone 

supplementation experiments could be expanded upon. Since testosterone supplementation 

involved adding more testosterone to a system that already had moderate levels, it is possible that 

this setup actually increased testosterone to super-physiological doses causing added difficulty in 

the interpretation of results. To avoid this in future studies, male VIP KO mice could be castrated, 

along with WT mice, and both photoentrainment and phase shifting parameters can be compared. 

Afterwards, these mice can then receive testosterone supplementation, and the same circadian 

parameters can be again compared. This would allow us to control for testosterone levels 

between both genotypes. If castration and supplementation affect these parameters differently in 

WT and VIP KO mice, then our studies would suggest that an interaction of VIP and testosterone 

affects the circadian visual system differently than either does by itself. 

Another interesting aspect of androgenic signaling in the circadian system is that it can 
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have effects that are organizational, in addition to activational. In rats, it was found that if 

castration occurred before an early postnatal surge in testosterone, animals advanced the phase 

angle of entrainment in their core body temperature to the LD cycle as adults. Adult testosterone 

supplementation did not rescue the phenotype, but injecting testosterone around the time of 

castration to mimic the normal surge earlier in life normalized the phase angle (Zuloaga et al., 

2009). Therefore, if the activational effects of androgenic signaling in VIP KO mice do not 

account for any of their photic response phenotypes, we would still have to rule out that 

testosterone could be playing an organizational role in the circadian visual system.           

 

 Neuronal distribution patterns consistent despite loss of VIP 

 

 From the experiments using Golgi impregnation, we found that VIP KO mice did not 

significantly differ from WT mice in SCN neuronal connectivity. The parameters measured in 

this way required classification based on dendritic characteristics, and the distributions of these 

different neuronal subtypes were compared across genotypes. Morphological differences in SCN 

neurons are not as robust as in other brain areas, however, and inference about connectivity and 

function has been scarcely, if at all, experimentally tested. Therefore, while no differences in 

distribution were found from our studies, there are many other anatomical correlates of 

connectivity that should additionally be tested before we can conclude that SCN neuronal 

connectivity does not differ between WT and VIP KO mice. Since the parameters one can 

measure from Golgi impregnation are comparatively as diverse as the number of Golgi studies 

that have been published, honing in on another target is the most challenging step for further 

analysis. 
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 One suggested target for further Golgi impregnation analysis would be the orientation 

and extension of dendrites in the SCN of VIP KO mice. Since it appears that axonal inputs to the 

SCN are more numerous in the VIP KO mouse, one reasonable expectation is that dendritic 

fields within the SCN could also be affected. In a mouse carrying a mutation that causes 

anophthalmia, one study reported specific differences in SCN dendritic orientation and size 

(Silver, 1977). In WT mice, these dendrites had one major, dorsally-oriented apical process and 

one basal process that coursed toward visual input axons around the optic chiasm. In 

anophthalmic mice, many of these neurons showed normal apical dendrites, but basal dendrites 

were often diminished in size or oriented along an ‘irregular course’ (Silver, 1977). Using these 

dendrites for further analysis can easily be accomplished and would be a logical next step for this 

study. I hypothesize that because anophthalmic animals have increased VIP expression in the 

SCN relative to WT mice, VIP KO mice will have basal dendrites that are even longer than in 

the WT SCN. If this hypothesis is supported, we could then employ electrophysiological analysis 

specifically on NMDA-evoked responses in SCN dendrites in VIP KO mice to determine a 

functional outcome of this possible anatomical correlate of connectivity.     

 

Conclusion 

 

As was stated in the first chapter, temporal organization is a fundamental property that 

has evolved multiple mechanisms in its regulation. One such mechanism involving the 

mammalian circadian timekeeping system is the action of VIP to ‘mark time’ between neurons. 

VIP unifies individual oscillators to allow robust and consistent timekeeping across SCN cells. 

Since VIP-ergic activity can be acutely altered by the presence or absence of light, the magnitude 
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of this synchronizing role can be quickly and efficiently altered to allow for either broad phase 

dispersion or narrow alignment of individual oscillators. As VIP also acts to potentiate the 

strength of environmental light signals that are carried by retinal afferents, it performs two 

essential functions that confer unique properties to the mammalian SCN as both a multi-tasking 

and self-sustaining network. Not only does it appear that VIP acts acutely, but it also plays a role 

in the structuring of the SCN to allow for the efficient flow of light-resetting information across 

the circadian system. While the studies described in this dissertation provide some insight into 

the mechanisms by which VIP acts in photic resetting, a number of follow up experiments will 

also be necessary to further define the effects of VIP and its genetic deletion. These studies will 

lead to progress in our understanding of neural circuits both within the SCN and throughout the 

nervous system as a whole. This increased understanding of the circadian system will 

undoubtedly be beneficial for the application of chronobiological interventions to improve 

quality of life and treat human disease. 
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Fig. 1. Phase shifting across the SCN uses postsynaptic integration from glutamate and VIP 
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Photic resetting in the SCN requires glutamatergic signaling through retinal hypothalamic tract 
(RHT) afferents (red). Topographically, there is less glutamatergic input in the more dorsal 
aspects of the nucleus. (A) In a WT SCN, phase resetting light information first reaches the 
ventral-most portion of the SCN core where VIP+ perikarya are found (blue). In retino-recipient 
neurons, glutamate from RHT axons (red circles) binds postsynaptically to NMDA receptors 
(red), allowing for the influx of Ca2+ (as illustrated by tiny circles traveling through NMDA 
channels). Ca2+ influx then leads to the phosphorylation of CaMKII, and through the action of 
other second messengers, the phosphorylation of MAPK. pMAPK acts through another set of 
second messengers to phosphorylate a histone subunit to relax the nucleosome and induce 
chromatin modifications that promote gene expression. pMAPK signaling also promotes CREB 
phosphorylation, causing CREB to translocate to the nucleus and bind to CRE regions on the 
promoters of c-fos and Per1 to initiate their transcription. These retino-recipient neurons also 
release VIP (blue ovals) on more dorsal SCN neurons where postsynaptic binding to VPAC2 
receptors (blue) takes place. These dorsal neurons have relatively decreased levels of pCaMKII 
due to less NMDA-mediated Ca2+ influx, but intracellular signaling magnitude is supplemented 
by VIP-ergic pathways. VIP-VPAC2 binding initiates adenylyl cyclase (AC), activity, which 
converts ATP to cAMP. The second messenger cAMP induces conformational changes in EPAC 
and PKA which then promote the phosphorylation of MAPK and CREB, respectively. Thus in 
more dorsal neurons, the binding of VIP and glutamate together achieve the appropriate levels of 
cell signaling to initiate proper gene expression responses. (B) In a VIP KO SCN, ventral core 
neurons receive glutamate from RHT axons just as in the WT SCN, and these neurons utilize cell 
signaling pathways that effectively induce gene expression changes necessary for phase shifting. 
However, since retino-recipient neurons no longer can release VIP on more dorsal neurons, 
intracellular signaling magnitude is no longer supplemented. Because of this deficiency, dorsal 
core and shell gene expression responses are greatly diminished, as they directly reflect the 
decreased levels of pCaMKII without the cAMP-mediated bolstering of other cell signaling 
pathways that converge on the phosphorylation of MAPK and CREB. It is through this proposed 
mechanism that VIP KO mice show specific deficiencies in photic phase shifting and 
entrainment. 
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