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This dissertation uses large galaxy redshift surveys and multi-wavelength imaging to

place observational constraints on the evolution of galaxies and the supermassive black holes that

they host since the Universe was roughly half its current age.

In the first chapter, we use data from the AEGIS survey to present quantitative mor-

phological measurements of green valley galaxies, to constrain the mechanism(s) responsible

for quenching star formation in this transition population and creating elliptical galaxies. We

show that green galaxies are generally massive (〈M∗〉 ∼ 1010.5M�) disk galaxies with high

concentrations of light. We find that major mergers are not the dominant mechanism responsible

for quenching star formation, and we find that either more mild external processes or internal

secular processes play a crucial role in halting star formation.

In the second chapter, we use data from the PRIMUS survey to investigate Spitzer/IRAC

and X-ray AGN selection techniques in order to quantify the overlap, uniqueness, contamination,
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and completeness of each AGN selection. For roughly similar depth IR and X-ray data, we find

that ∼75% of IR-selected AGN are also identified as X-ray AGN. For the deepest X-ray data, this

fraction increases to ∼90%, indicating that at most ∼10% of IR-selected AGN may be heavily

obscured. While similar overall, the IR-AGN samples preferentially contain more luminous AGN,

while the X-ray AGN samples identify AGN with a wider range of accretion rates, where the host

galaxy light dominates at IR wavelengths. A more complete AGN sample is created by combining

both IR and X-ray selected AGN.

Finally, we present a clustering study of X-ray AGN, Radio AGN and IR-AGN selected

AGN using spectroscopic redshifts from the PRIMUS and DEEP2 redshift surveys. Using

the cross-correlation of AGN with dense galaxy samples, we find differences in the clustering

properties of AGN selected at different wavelengths. However, we find no significant differences in

the clustering of each AGN sample with matched galaxy samples that have the same distribution

of redshift, stellar mass, and star formation rate. The observed differences in the clustering of

AGN selected at different wavelengths can therefore be explained by the clustering differences of

their host populations.
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Chapter 1

Introduction

The universe is as complicated as it is vast in size and scale. In the past century great

strides have been made in understanding the universe within the so-called Λ-Cold Dark Matter

(λCDM) framework. Briefly, in this model there are quantum fluctuations in the mass-energy

density of the universe that were created during the Big Bang. From these initially minuscule

perturbations, over cosmic time overdensities in dark matter density field gravitationally collapsed

into halos where the first stars and eventually the galaxies formed that we observe today (Mo,

van den Bosch, & White 2010). Current precision observations of the universe span many decades

of size, energy and time, and suggest that the universe is currently composed of ∼68.3% dark

energy (Λ), ∼26.8% cold dark matter (CDM), and a minor ∼4.9% of baryonic matter (Planck

Collaboration et al. 2013). Dark energy is the proposed energy content in the universe that

accelerates the expansion of the universe. Dark matter is the proposed dominant matter content

in the universe that does not interact electromagnetically and is inferred though gravitational

effects on baryonic matter. λCDM has become the accepted framework in which to study galaxy

formation from the combination of precision measurements of the cosmic microwave background,

large-scale structure, light-element abundances and the acceleration of the universe. Alone,

however, this framework is not enough to understand the underlying physical processes driving

the variety of observed morphological, spectral, and evolutionary properties of galaxies. For

example, λCDM overpredicts the number density of dwarf galaxies compared to what is observed

and has a different prediction for the inner dark matter density profiles found on galactic scales

where baryonic processes (e.g., interactions with the stellar and gaseous component of galaxies)

are expected to dominate.

Similar to looking at the night side of Earth from space, where cities trace out both the

geographical contours and the political history of the land, galaxies are visible tracers of both

the underlying dark matter distribution and the history of baryonic interactions. Galaxies are

gravitationally bound systems composed of stars, gas, dust, and dark matter, and they often have

1



2

a central supermassive black hole (SMBH) with a mass MBH ∼ 106 − 108M�. The goal of this

dissertation is to provide key observational details within the structure of λCDM to help address

the following questions related to galaxies and SMBHs: What different physical mechanisms

change the stellar and gaseous component of galaxies? How can we use galaxy morphological

information to constrain these physical mechanisms? How do galaxies and SMBH co-evolve? How

complete or biased are our current SMBH samples? What can we learn about the triggering and

fueling of the SMBH with our current observed samples?

1.1 Galaxy Historical Background

Until the early part of the twentieth century, the general picture of the entire universe was

thought to be contained within our own galaxy, the Milky Way. Observations of so-called “island

universes” (spiral-structured diffuse light; Rosse 1850) suggested that there were many other

galaxies similar to our own. Measurements by Edwin Hubble of their velocities and distances

dramatically extended the size and composition of our known universe by proving that these

sources were outside of our own galaxy. From this, the study of extragalactic astronomy and

galaxy formation and evolution was born.

Historically, there were two competing models which attempted to explain the formation

of these gravitationally bound collections of stars and gas: monolithic collapse of matter (Eggen,

Lynden-Bell, & Sandage 1962) and hierarchical formation (Searle & Zinn 1978). Monolithic

collapse suggests that a single cloud of gas and dust gravitationally collapses to form a rapidly

rotating disk. Today, the more commonly accepted theory explains that galaxies generally grow

from the bottom up, hierarchically combining lower-mass galaxies to form the larger ones (Rees &

Ostriker 1977; Silk 1977). Interactions between lower-mass galaxies can result in many different

physical mechanisms which not only change the morphology of a galaxy, but can also drive changes

in the rate at which stars form within each galaxy.

To understand the differences in the observed galaxy populations, early galactic stud-

ies focused on galaxy morphology. The famous Hubble “tuning-fork” diagram (Hubble 1926)

categorized galaxies into “early” and “late” types, where early-type galaxies have smooth, el-

liptical morphologies, while late-type galaxies are dominated by spiral arm structure. The finer

classification of spiral galaxies was defined by how tight the spiral arms were and whether there

was an observed stellar bar structure at the center of the galaxy. In this classification scheme,

Hubble suggested that galaxies started as early-type and evolved with time into late-type (i.e.,

from ellipticals into spirals). Measurements of the larger rotational velocities of late-type spiral

galaxies disproved this hypothesis. Today this temporally backwards nomenclature for galaxies

still exists as it correlates well with many other properties of galaxies (e.g., stellar masses, star

formation rates, luminosities, and colors).

Following the tuning fork classification scheme, many different parametric and non-
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parametric analysis techniques have been developed to measure galaxy morphology. Parametric

methods fit free-parameter models of the surface brightness to provide estimates of the galaxy size,

axis ratios and profile shapes. Non-parametric methods identify key metrics (e.g., concentration,

asymmetry, and smoothness) to estimate quantities from imaging data without an imposed model

of the galaxy. Many of these models are extended to include irregular or disturbed galaxies and

barred spiral-galaxies. While different in their technique, methodology, and reliability, all of these

classification schemes generally identify the bulk of galaxies as either early- or late-type, forming a

bimodality of galaxy morphologies in the local universe (e.g., Blanton & Moustakas 2009; Mignoli

et al. 2009).

Large photometric surveys of galaxies can efficiently measure the differences in the

stellar populations in these two galaxy types (e.g., Strateva et al. 2001). A “color-magnitude

diagram” (CMD) shows the distribution of galaxies in terms of their optical colors and magnitudes

(luminosity). The color, or difference in luminosity in two broadband photometric filters, reflects

the dominant stellar population and is related to the recent star formation history of a galaxy. The

optical color is well matched to the specific star formation rate (sSFR, star formation rate per unit

galaxy stellar mass; Mostek et al. 2013), which reflects how efficiently star formation contributes

to the growth of galaxies of different stellar masses. Essentially, sSFR is the reciprocal of the

required time to form the current stellar population with the current star formation efficiency

and removes the nearly linear stellar mass dependance found in the star formation rate (SFR).

The two main features visible in an optical CMD are the “red-sequence”, a relatively

tight region of galaxies with red colors, dominated by ellipticals, and the “blue cloud”, a more

diffuse group of blue galaxies, dominated by spirals. As the color reflect the amount of high

energy photons emitted by young stars from regions of active star formation, these CMD features

also reflect differences in the stellar populations of these two galaxy types: elliptical galaxies are

comprised of older stellar populations with redder colors, while spiral galaxies have ongoing star

formation with bluer colors. These two populations, referenced as quiescent galaxies and star

forming galaxies, form a bimodality in optical color or sSFR. The minimum between the two

galaxy popluations is generally referred to as the “green valley” (e.g., Baldry et al. 2004; Martin

et al. 2007; Wyder et al. 2007; Salim et al. 2009).

In order to understand how galaxies have changed with time, local galaxy samples (z ∼ 0)

are compared to higher redshift samples (z & 0.5) that include galaxies at an earlier cosmic

epoch. Galaxy samples at z ∼ 1 probe the galaxy population at roughly half the current age

of the universe and show dramatic differences compared to local samples in terms of galaxy’s

morphologies, SFRs, number densities, and sizes. Wide area surveys have found more red sequence

galaxies at z ∼ 0 compared to z ∼ 1 (Bell et al. 2004; Faber et al. 2007). The growth of red

sequence galaxies is strongly stellar mass dependent with the number density of ∼ 1010M�
quiescent galaxies increasing by a factor of 2-3 since z ∼ 1 while the number density of more

massive galaxies remains approximately constant (Moustakas et al. 2013). The increase in the
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number density of red sequence galaxies indicates that blue cloud galaxies shut down their star

formation and become red sequence galaxies. The star formation must be quenched (quickly shut

down in < 1 Gyr) or the observed color bimodality would be smeared out. Understanding these

star formation and morphological changes observed over the last half of cosmic time are driving

much of the work in the field of galaxy evolution today.

1.2 Active Galaxy Historical Background

In the past century, the study of so-called active galaxies started alongside the study

of extragalactic astronomy. Today, it is well established that most galaxies host a SMBH in

their centers (Kormendy & Richstone 1995). Active galaxies are undergoing an intense period of

accretion onto the SMBH at the centers of these galaxies and are classified as having an active

galactic nucleus (AGN; e.g., Rees 1984; Antonucci & Ulvestad 1985; Urry & Padovani 1995).

AGN tend to be extremely bright due to the release of gravitational potential energy from the

accreting matter (Shakura & Sunyaev 1973). The resulting luminosity is generally related to the

mass accretion rate though the parameterization:

L = ε c2
dM

dt
(1.1)

where ε is an efficiency parameter and dM/dt is the mass accretion rate. The efficiency parameter

depends on the geometric properties of the accretion flow and is typically less than 0.1 (Done

2010).

Understanding the accretion mode and processes that fuel the AGN is related to the

rate at which matter is accreted onto the SMBH (Kauffmann & Heckman 2009; Trump et al.

2009). The mass accretion rate can be tracked by the Eddington Ratio: the ratio of the AGN

luminosity to the theoretical Eddington limit (LEdd), where the radiation pressure on the infalling

matter balances the gravitational force inward for spherically symmetric accretion. This balance

is achieved when:

Fgravity ∼
GMBHmp

r2
=
LEddσT
4πr2c

= Frad (1.2)

where G is the gravitational constant, MBH is the black hole mass, mp is the mass of the proton,

LEdd is the Eddington luminosity, and σT is the Thompson scattering cross-section. The mass

of the electron adds a negligible amount to the gravitational force and is dropped for simplicity.

From this equality the Eddington ratio (η) is

η =
Lacc
Ledd

=
σT Lacc

4πcmpGMBH
. (1.3)

The Eddington ratio is generally estimated to have a wide range of values, between 10−4 < η < 1

, for typical SMBH masses (MBH ∼ 106 − 108M�) (e.g., Kollmeier et al. 2006; Brusa et al.

2009; Kelly et al. 2010; Aird et al. 2012). While the estimated Eddington ratio assumes spherical
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accretion, it provides a simple zeroth order approximation that is used widely in the literature

(e.g., Marconi et al. 2004; Hopkins et al. 2008).

Our understanding of AGN derives from half a century of multi-wavelength astronomical

observations. First identified by Edward Fath in 1908 via their strong nuclear emission-lines,

they were not classified until the pioneering work of Seyfert (1943). These sources, now known as

Seyfert galaxies, are classified by the emission lines identified in their spectra: type 1 Seyferts

show broad emission lines (e.g., H I, He I, He II) and narrow emission lines (e.g., O III), whereas

type 2 Seyferts only show narrow emission lines. In the 1950s, Karl Jansky started the science of

radio astronomy by identifying radio emission from sources other than the Sun. Radio surveys

of the sky identified many bright quasi-stellar objects (QSOs, or quasars) in the sky. These

sources were either composed of a single bright radio point source, or two symmetric components

structured like an outflowing jet from a central source, and were many times (10-30) brighter

than other known radio sources (Hazard 1963). In quick succession, the first rockets with X-ray

detectors began identifying X-ray emissions from these and other sources (e.g., Giacconi et al.

1962; Bowyer et al. 1964; Friedman, Byram, & Chubb 1967; Bowyer et al. 1970). Uhuru, the first

dedicated X-ray satellite, identified X-ray emission from dozens of Seyfert galaxies (Gursky et al.

1971).

More recently, modern ground-based and satellite telescopes have developed and surveyed

the sky across a wide range of wavelengths from the radio to the gamma ray. This wealth of

multi-wavelength observations led to the paradigm of AGN unification. This model, proposed

by Antonucci & Ulvestad (1985) and elegantly described by Urry & Padovani (1995), suggests

that this disparate array of sources, including Seyfert galaxies, radio sources, and bright blue

optical point sources, are similar in nature but differ merely in their orientation relative to the

observer. They are all assumed to be accreting AGN, where the model proposes that surrounding

the SMBH and accretion disk is a highly concentrated gas and dust-filled torus which obscures

UV and optical light. X-ray emission may still be visible depending on the column density of the

gas and dust along the line of sight through the torus, while radio emission is visible depending

on the orientation of the accretion disk relative to the observer and the possible existence of jets

extending past the galactic disk.

Despite their significantly different size scales, there are many observed correlations

between the evolution, growth and activity of SMBHs and the galaxies that host them. The

apparent co-evolution of SMBHs and galaxies stems from two key observations: (1) the cosmic

star formation history and AGN mass accretion history are broadly similar, both peaking at z ∼ 2

(e.g., Soltan 1982; Madau et al. 1996; Franceschini et al. 1999; Zheng et al. 2009; Serjeant et al.

2010); and (2) the relatively tight correlation between the SMBH mass and mass of the galaxy

bulge or stellar velocity dispersion (M-σ relationship; e.g., Magorrian et al. 1998; Gebhardt et al.

2000; Tremaine et al. 2002). These correlations hint at the possibility of a combined evolution

between the host galaxy and AGN (e.g., Hopkins et al. 2008). While more is known today about
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these sources, there are key open questions in AGN studies: What triggers AGN activity? What

influence does the AGN have on the host galaxy? What influence does the host galaxy have on

the AGN? What is the accretion history of the universe?

1.3 Redshift Surveys

A major turning point in the study of galaxies and AGNs was the rise of systematic

redshift surveys, which obtained spectroscopic redshifts for large, uniform samples of galaxies.

Pioneered by the work of Gregory & Thompson (1978) and Sandage (1978), redshift surveys allow

for the measurement of the large-scale structure of the universe and the statistical characterization

of galaxies. Completed in 1982, the Center for Astronomy (CfA) Redshift Survey (Davis et al.

1982), was one of the first redshift surveys, targeting ∼ 2, 400 galaxies brighter than 14.5 mag at

high galactic latitude. It produced the first quantitative measurement of the three dimensional

distribution and clustering of galaxies, identifying dense groups and clusters of galaxies, long

filamentary structures, and underdense voids. While expensive in terms of telescope time, due

to observing the spectrum for each galaxy individually, this survey quantified the large-scale

structure of the universe and paved the way for theoretical models of structure formation.

The reduction in cost and mass production of charged-coupled device (CCD) imaging

units led to a boom in redshift surveys. The Two Degree Field Galaxy Survey (2dFGS; Colless

et al. 2001) and the Sloan Digital Sky Survey (SDSS; York et al. 2000) revolutionized galaxy

and AGN studies, as well as measurements of large-scale structure, by quantifying the nature

of relatively nearby galaxies at low redshifts (z < 0.3). 2dF and SDSS obtained spectra for

∼ 220, 000 and ∼ 1, 000, 000 sources, respectively. The enormous advances made by these survey

stem primarily from the rapid technological improvements in multi-object spectrographs and

wide-field imaging cameras.

By extending redshift surveys to higher redshifts, one can determine the statistical

properties of the galaxy population and their evolution across cosmic time such as merger rates,

correlation functions, and luminosity functions. The first surveys to probe higher redshifts

(z & 0.2) were only able to target hundreds to thousands of galaxies in small “pencil beam”

surveys, covering a small area on the sky (e.g., Le Fevre et al. 1996; Adelberger et al. 1998;

Giavalisco et al. 1998; Small et al. 1999; Hogg et al. 2000). These samples were not large enough

to measure statistical properties in multiple bins of redshift or environment, in order to limit bias

in their measurements. Further, the uncertainty in the results above z ∼ 0.2 were dominated

by cosmic variance, or the fact that these surveys were not large enough to fully sample the

entire matter density distribution in the universe at that epoch. As galaxy properties correlate

with the local density of mass, this was the dominant source of error in these surveys. Following

these pencil-beam surveys, deeper and wider surveys such as the Deep Extragalactic Evolutionary

Probe (DEEP2; Davis et al. 2003) the COMBO-17 Survey (Wolf et al. 2003), the VIMOS VLT
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Deep Survey (VVDS; Le Fèvre et al. 2005; Garilli et al. 2008), and the zCOSMOS Survey(Lilly

et al. 2007) aimed to measure a large enough volumes to accurately measure large scale structure

and galaxy properties to z ∼ 1. The largest of these surveys was the DEEP2 survey, which

measured redshifts for ∼ 60, 000 galaxies at 0.7 < z < 1.4 using the Deep Imaging Multi-object

Spectrograph (DEMIOS) on the Keck telescopes over ∼ 90 nights.

While these z ∼ 1 surveys were a huge step forward, they did not probe a comparable

volume to low redshift surveys (z ∼ 0.1) by necessity, and the volume that they probed at z < 0.5

was quite small. The AGN and Galaxy Evolution Survey (AGES; Kochanek et al. 2012) covered

this intermediate redshift range but lacked photometric depth to track the evolution of the typical

L∗ galaxy though z ∼ 0.5 with small error bars. The PRism MUlti-object Survey (PRIMUS;

Coil et al. 2011; Cool et al. 2013) addressed this gap by using low-resolution spectra obtained

with a slit-mask and prism to cover a wide area to much deeper photometric depths than the

AGES survey. The PRIMUS survey obtained redshifts for a total of ∼ 120, 000 galaxies, by

observing ∼ 2, 500 targets at once, using 37 nights on the Magellan Baade telescope. By using a

low-dispersion prism, PRIMUS targeted roughly an order of magnitude more galaxies at once

than other surveys, thus requiring fewer nights of telescope time to carry out an even wider survey

on the sky.

This thesis uses multi-wavelength observations and spectroscopic redshifts from the

DEEP2 and PRIMUS redshift surveys. The combination of deep radio, mid-IR, optical, UV,

and X-ray data with robust redshifts makes these surveys ideal for measuring the properties of

galaxies at z ∼ 0.7. The GALEX UV data, deep optical data, and Spitzer mid-IR data provide

accurate estimates of the stellar masses and star formation rates for the galaxies, while the X-ray,

mid-IR and radio provide numerous diagnostics for identifying AGN. Together these surveys

probe a large volume (∼ 10 deg2; ∼ 5× 107 h−3 Mpc3), ensuring robust measurements of galaxy

and AGN samples, while limiting cosmic variance.

1.4 Correlation Functions

Redshift surveys that probe large volumes enable accurate measurements of the spatial

distribution of galaxies and AGN. Jim Peebles developed the theoretical framework in the 1960s

to understand the formation of what is known as large-scale structure, including overdense

galaxy clusters and underdense voids. Galaxy clustering is typically measured using correlation

functions which estimate the statistical correlation of galaxies relative to an unclustered, random

distribution. For galaxies or AGN, the correlation function is estimated using ξ(r), the two-point

correlation function, which is defined as the excess probability density, dP/dV , above a Poisson

random field of two sources being physically separated by a distance r,

dP

dV
= n[1 + ξ(r)] (1.4)
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where n is the mean number density of the full sample (Peebles 1980). In particular, ξ(r) is

positive if the sample is more clustered than a random distribution. Rearranging the terms, ξ(r)

can be written in terms of the fractional difference of the local density from the average density:

ξ(r) = 〈δ(x)δ(x− r)〉 (1.5)

where δ(x) = (ρ(x)− ρ̄)/ρ̄, ρ(x) is the local density, and ρ̄ is the average density. On large enough

scales (two-halo term; & 1h−1 Mpc), this formulation allows for the direct comparison of the

galaxy distribution to the expected dark matter distribution. This allows one to statistically

estimate the typical or minimum mass of the dark matter halos that the galaxies trace (Smith

et al. 2003; Mo, van den Bosch, & White 2010). On smaller scales (one-halo term; . 1h−1 Mpc),

the two-point correlation function measures the distribution of galaxies within single dark matter

halos and is sensitive to the effects of galaxy-galaxy interactions as well the impact that the host

halo has on the galaxy.

1.5 Overview

An overview of the chapters contained within this dissertation is as follows. Chapter 2

presents the morphological properties of green valley galaxies, relative to blue cloud and red

sequence galaxies, in the Extended Groth Strip to z ∼ 1.2. We statistically identify the build up of

stellar light in the bulges in these transition galaxies and discuss constraints on physical mechanisms

that quench star formation at these redshifts. Chapter 3 characterizes the identification of AGN

through either the IR or X-ray emission using multi-wavelength data in the PRIMUS survey.

We compare the demographics of each population, including differences in the AGN properties

and host galaxy properties of AGN identified using either mid-IR color selection techniques or

X-ray detection. The reliability, completeness, and contamination of each wavelength selection

are presented as a function of depth of a survey, in order to tie together the disparate published

values found in the literature. Chapter 4 presents the two-point correlation functions of X-ray

AGN, radio AGN, and IR-AGN, as compared both with each other and with matched galaxy

control samples, in the PRIMUS and DEEP2 surveys. We investigate how systematic differences

seen in the clustering of AGN identified at different wavelengths can be explained by differences

in the host galaxy properties, such as stellar mass and redshift, and we compare how the specific

accretion rates of the SMBHs found in these galaxies correlate with their clustering properties.

Chapter 5 briefly summarizes the major results found in this work and identifies future directions

for continued research.
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Chapter 2

The Morphologies of Green

Galaxies

2.1 Abstract

We present quantitative morphologies of ∼300 galaxies in the optically-defined green valley

at 0.4 < z < 1.2, in order to constrain the mechanism(s) responsible for quenching star formation

in the bulk of this population. The sample is selected from galaxies in the All-Wavelength

Extended Groth Strip International Survey (AEGIS). While the green valley is defined using

optical U-B colors, we find that using a green valley sample defined using NUV-R colors does

not change the results. Using HST/ACS imaging, we study several quantitative morphological

parameters including CAS, B/T from GIM2D, and Gini/M20. We find that the green galaxy

population is intermediate between the red and blue galaxy populations in terms of concentration,

asymmetry, and morphological type and merger fraction estimated using Gini/M20. We find

that most green galaxies are not classified as mergers; in fact, the merger fraction in the green

valley is lower than in the blue cloud. We show that at a given stellar mass, green galaxies have

higher concentration values than blue galaxies and lower concentration values than red galaxies.

Additionally, we find that 12% of green galaxies have B/T = 0 and 21% with B/T ≤ 0.05. Our

results show that green galaxies are generally massive (M∗ ∼ 1010.5 M�) disk galaxies with high

concentrations. We conclude that major mergers are likely not the sole mechanism responsible for

quenching star formation in this population and that either other external processes or internal

secular processes play an important role both in driving gas towards the center of these galaxies

and in quenching star formation.
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2.2 Introduction

The wealth of data generated by local large redshift surveys such as the Sloan Digital

Sky Survey (SDSS, York et al. 2000) and the Two-Degree Field Galaxy Redshift Survey (2dFGRS,

Colless et al. 2001) have greatly advanced our understanding of galaxy properties at z ∼ 0.1. These

surveys have clearly established that the local galaxy population exhibits a bimodal distribution in

terms of optical color (e.g., Strateva et al. 2001; Blanton et al. 2003), UV-optical color (Salim et al.

2007), the 4000Å break Dn − 4000 (Kauffmann et al. 2003), and spectral type (Madgwick et al.

2002). In optical color-magnitude diagrams (CMDs) galaxies predominantly lie along either the

“red sequence”, which is dominated by quiescent, non-star-forming, early-type, bulge-dominated

galaxies (e.g., Zhu, Blanton, & Moustakas 2010; Blanton & Moustakas 2009), or in the “blue

cloud,” characterized by star-forming, late-type, disk-dominated galaxies.

Deeper redshift surveys that probe galaxies at an earlier stage of evolution have shown

that this bimodality exists at least to z ∼ 2 (e.g., Willmer et al. 2006; Faber et al. 2007; Kriek

et al. 2008; Williams et al. 2009). The location of the bimodality minimum is bluer at z ∼ 1

by approximately 0.1 mag, as both blue and red galaxies were bluer in the past (Blanton 2006).

Results from the COMBO-17 (Bell et al. 2004) and NOAO Deep Wide-Field Survey (Brown et al.

2007) photometric redshift surveys and the DEEP2 spectroscopic redshift survey (Faber et al.

2007) show that the red sequence has grown in mass by a factor of 2-4 since z ∼ 1, while the

number density of galaxies in the blue cloud has remained roughly constant (Bell et al. 2004;

Brown et al. 2007; Faber et al. 2007). The large influx of red sequence galaxies brighter than

L∗ at z ≤ 0.7 is dominated by spheroidal systems (Blanton et al. 2003; Bell et al. 2006; Weiner

et al. 2005; Scarlata et al. 2007), but red disk-dominated galaxies are more common at fainter

magnitudes (Brown et al. 2007).

Recent observational studies investigating galaxies in the minimum of the optical color

bimodality, so-called “green valley” galaxies, have begun to probe the nature of this population.

Baldry et al. (2004) model the u-r color distribution of SDSS galaxies and find that it can be fit

as the sum of separate Gaussian distributions for the red and blue populations, implying that

green valley galaxies are not necessarily a distinct population. However, Wyder et al. (2007) use

UV-optical colors to more clearly separate the star-forming and quiescent populations and show

that there is an excess of galaxies in the green valley galaxy population at z ∼ 0.1; thus green

galaxies may not be a simple mix of blue and red galaxies. Additionally, Salim et al. (2009) show

in a comparison of the specific star formation rate (SSFR) versus rest-frame UV-optical color for

low redshift galaxies that there is a smooth transition from high to low SSFR as color increases;

galaxies at intermediate colors do not have a SSFR distribution that encompasses the values seen

for both red and blue galaxies and thus appear to be a transition population.

The observed bimodality of galaxy colors reflects the fact that galaxies are either actively

forming stars and are optically blue, are not forming stars and are optically red, or are dusty.
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After a galaxy stops forming stars, it should move from the blue cloud to the red sequence; star

formation quenching could therefore explain the observed evolutionary trends. From the observed

number densities and clustering properties of galaxies as a function of color, the implied timescale

for movement to the red sequence after the quenching of star formation must be short, on the

order of ∼ 1 Gyr, otherwise there would be no observed bimodality (Faber et al. 2007; Martin

et al. 2007; Tinker, Wechsler, & Zheng 2010). The short time scale is also a natural consequence

of stellar population models; without star formation blue galaxies turn red in ∼ 1 Gyr (Bruzual

& Charlot 2003).

It is not yet known what physical mechanism or mechanisms cause these galaxies to stop

forming stars. A variety of star formation quenching mechanisms have been proposed. It has

long been suggested that major mergers are the dominant mechanism responsible for converting

blue, star-forming, spiral galaxies into red, quiescent, elliptical galaxies. Simulations show that

major mergers randomize the orbits of stars within a galaxy and can change the overall galaxy

morphology from a disk into a bulge (e.g. Toomre & Toomre 1972; Toomre 1977; Barnes &

Hernquist 1992; Hernquist 1992, 1993; Naab & Burkert 2003; Cox et al. 2006b). During the

merger, gas is funneled to the center of the remnant, resulting in a burst of star formation that

consumes, expels and/or heats some fraction of the available gas through shocks or feedback from

supernovae (e.g. Barnes & Hernquist 1996; Springel, Di Matteo, & Hernquist 2005b; Robertson

et al. 2006; Cox et al. 2006a; Steinmetz & Navarro 2002).

Merger-induced starbursts alone are likely insufficient to fully quench star formation or

to consume all of the available gas, particularly for gas rich mergers at high redshift; additional

quenching or gas removal is needed (Dekel & Birnboim 2006; Birnboim, Dekel, & Neistein 2007).

Cox et al. (2008) show that in smoothed particle hydrodynamic simulations the starburst efficiency

in merger-induced starbursts in recent simulations is lower than what was found previously. Their

results suggest that these starbursts will not fully consume or eject all of the gas in the system.

Additionally, Lotz et al. (2008a) use similar simulations to show that major merger remnants

have enhanced SFR for ∼1 Gyr after the coalescence of the nuclei, indicating that additional gas

removal mechanisms are required. Residual star formation in the remnant can prevent the galaxy

from having red colors characteristic of elliptical galaxies (Springel, Di Matteo, & Hernquist

2005a). In order for the green valley to exist, star formation must be quenched on relatively short

time scales, of order ∼1 Gyr. If instead the residual star formation declines slowly over a Hubble

time (Mihos & Hernquist 1994), the remnant would gradually transition to the red sequence,

removing the green valley distinction between the red and blue galaxy populations.

Further, simulations show that cold gas accretion from the intergalactic medium can also

feed star formation in galaxies, particularly at high redshift (Dekel & Birnboim 2006; Birnboim,

Dekel, & Neistein 2007; Kereš et al. 2005, 2009; Brooks et al. 2009). In these simulations, dense

filamentary gas collapses to forms cold clouds which are stable against shocks and can penetrate

to the centers of dark matter halos and accrete onto galaxies. This cold gas inflow further
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necessitates additional quenching mechanisms, as red and dead galaxies must remain quenched for

the majority of cosmic time. Shock heating of the gas as it falls into a more massive dark matter

halo limits the cold gas accretion from the intergalactic medium. For halos with masses above

∼ 1012 M�, the infalling gas is heated to such a temperature that the cooling time is longer than

the Hubble time, so that it cannot radiatively cool, thereby forming a halo of hot gas (Birnboim

& Dekel 2003; Kereš et al. 2005; Dekel & Birnboim 2006). Johansson, Naab, & Ostriker (2009)

show that gravitational heating may also be an important mechanism in massive halos, through

the release of potential energy from infalling stellar clumps.

In addition to shock heating of infalling gas, Croton et al. (2006) has incorporated

“radio-mode” Active galactic nucleus(AGN) feedback into simulations, in which an AGN heats gas

in massive structures, such as galaxy groups and clusters to limit intergalactic gas from being able

fall into the galaxy. This form of AGN feedback is observationally supported by X-ray imaging

of evacuated cavities around massive galaxies in the centers of clusters (McNamara et al. 2000,

2001; McNamara & Nulsen 2007). Quasar mode AGN feedback, invoked in many current galaxy

evolution models (Hopkins et al. 2006; Davé et al. 2001), could potentially limit the amount

of cold gas available for star formation, but there is little direct observational evidence for this

picture.

Interestingly, the rate of AGN detection is high in green valley galaxies, whether AGN

are selected by deep X-ray surveys (Nandra et al. 2007; Coil et al. 2009; Hickox et al. 2009;

Schawinski et al. 2009; Cardamone et al. 2010) or by optical line-ratio diagnostics (Salim et al.

2007). Nandra et al. (2007) find that many X-ray AGN host galaxies are green defined using

(U-B) colors, while Pierce et al. (2010) find the same trend using (NUV-R) colors. Coil et al.

(2008) show that in coadded spectra of DEEP2 galaxies, the average spectrum of green galaxies

at z ∼ 1 is not a simple mix of the average spectra of blue and red galaxies but instead shows

line ratios indicative of enhanced AGN activity. Additionally, Bundy et al. (2008) find that the

star formation quenching rate from z ∼ 1 to today is consistent with the AGN “trigger” rate. It

remains unclear, however, whether the presence of an AGN in a green valley galaxy is directly

related to the star formation quenching process.

On the observational side, much recent work shows that secular effects may also play a

crucial role in establishing the color bimodality. The majority of nearby disk galaxies (∼ 75%) are

found to have a stellar bar (Eskridge et al. 2000; Menéndez-Delmestre et al. 2007), and the bar

fraction remains high to z ∼ 1 (Sheth et al. 2003; Elmegreen, Elmegreen, & Hirst 2004; Jogee et al.

2004). The large non-axially-symmetric potential of bar galaxies can induce a large-scale inflow

of stars and gas (Sellwood & Wilkinson 1993; Sheth et al. 2005), and studies of gas kinematics

in the bar indicate that molecular gas flows inward along the bar dust lanes (Downes et al.

1996; Regan, Sheth, & Vogel 1999; Sheth et al. 2000; Sheth & Tormen 2002). Additionally,

López-Sanjuan et al. (2011) find that minor mergers can not fully account for the mass growth of

galaxies, suggesting that secular processes are needed to generate a bulge-dominated population.
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These bulge-dominated galaxies may be populating early-type spirals such as those observed by

Bundy et al. (2010). Interestingly, Masters et al. (2010) and Cameron et al. (2010) find that

early-type spirals have higher bar fractions than late-types spirals. At z ∼ 1 Oesch et al. (2010)

and López-Sanjuan et al. (2010) find that major mergers are not common enough to explain

the late- to early-type transition and suggest that either minor mergers or secular processes are

needed.

Other potential quenching mechanisms need to have enough energy to halt star formation

and continue to keep star formation quenched over a Hubble time. Many of the proposed

mechanisms either heat the gas such that it cannot collapse to form stars (e.g. AGN feedback,

Bower et al. 2006; Croton et al. 2006; Hopkins et al. 2006; Kang, Jing, & Silk 2006; Springel,

Di Matteo, & Hernquist 2005a), remove cold gas from the galaxy as it falls into a halo (e.g.

ram-pressure stripping Gunn & Gott 1972; Kimm et al. 2009; Quilis, Moore, & Bower 2000;

Hester 2006; Farouki & Shapiro 1980; Moore et al. 1996; Abadi, Moore, & Bower 1999), or remove

hot, diffuse, gas from a satellite galaxy (e.g. “strangulation” Larson, Tinsley, & Caldwell 1980;

Balogh, Navarro, & Morris 2000). Tidal stripping of gas along the orbit of a satellite galaxy both

removes gas and causes the galaxy to become more concentrated (van den Bosch et al. 2008),

unlike ram-pressure stripping and strangulation, which mainly influence the gas in the galaxy as

opposed to the stars. Additionally, gravitational interactions can greatly alter the morphology

and gas content of a galaxy from the cumulative effect of many high-speed impulsive encounters,

known as “harassment” (Farouki & Shapiro 1981; Moore et al. 1996).

The variety of proposed star formation quenching mechanisms mentioned above should

have different morphological consequences. Therefore, in principle, one should be able to study

the morphologies of green valley galaxies to constrain the dominant quenching mechanism. For

example, parametric measures such as galaxy asymmetry can identify disturbed morphologies

caused by major mergers (Conselice, Bershady, & Jangren 2000). In addition, the Gini coefficient

(G) and second-order moment of light (M20) parameters can be used to identify both major and

minor mergers (Lotz et al. 2010). Gas stripping should lead to galaxies with truncated disks

(Moore et al. 1996), while enhanced star formation due to harassment or other environmental

interactions should lead to localized luminous areas, increasing the clumpiness (and decreasing

the smoothness) of galaxies (Moore, Lake, & Katz 1998).

Previous studies of morphology and color have found that while most red galaxies have

early-type, bulge-dominated morphologies, morphologically intermediate type galaxies (type

Sa-Sbc) are scattered throughout the CMD, including the red sequence (e.g., Ball et al. 2006;

Driver et al. 2006; Bell et al. 2003; Blanton & Moustakas 2009; Pannella et al. 2009). It is not

yet clear if the majority of galaxies on the red sequence were already spheroidal when they first

joined the red sequence or if they were still disk-dominated and later became spheroidal through

mergers with other red galaxies, or if a combination of both processes occurs (Faber et al. 2007).

Galaxies could potentially also move from the red sequence to the blue cloud, for example as
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the result of a merger between a blue and red galaxy. However, the bulk of the movement must

be from the blue cloud to the red sequence to explain the observed mass and number density

evolution on the red sequence.

In this paper we investigate the morphologies of green valley galaxies at z ∼ 1 to a)

compare their morphological distributions to those of blue and red galaxies at the same redshift,

to constrain the dominant star formation quenching mechanism(s) at work, and b) test whether

the morphological distribution of green galaxies is consistent with being a simple mix of red

and blue galaxies, or whether green galaxies have a distinct morphological makeup. We use a

sample of galaxies at 0.4 < z < 1.2 from the All-Wavelength Extended Groth Strip International

Survey (AEGIS) (Davis et al. 2007), combining HST/ACS imaging with DEEP2 spectroscopic

and CFHTLS photometric redshifts to measure various quantitative morphological parameters.

The outline of the paper is as follows: In §2.3 we present the AEGIS datasets used

here. In §2.4 we define the red, green and blue samples used here. In §2.5 we discuss the

different morphological parameters measured. In §2.6 we present results on the morphologies of

green galaxies compared to the red and blue galaxies at the same redshift. In §2.7 we perform

statistical tests with control samples of blue and red galaxies to determine whether the green

galaxy population has a distinct morphological distribution. Finally, we discuss and summarize

the results in §2.8. Absolute magnitudes given in this paper are in the AB system and are MB − 5

log(h) with h = 0.7, which for the remainder of the paper we denote as MB. We assume the

standard flat ΛCDM model with Ωm = 0.3 and ΩΛ = 0.7.

2.3 Data

To quantify the morphological distribution of green valley galaxies, we require a large,

complete parent sample of galaxies with accurate redshifts, rest-frame colors and magnitudes,

and high-resolution imaging. As galaxies in the green valley have a lower space density than

either blue or red galaxies, we require a large parent sample to measure the bivariate distribution

of morphological parameters with sufficient objects per bin. We use data from the AEGIS

survey (Davis et al. 2007), which covers the Extended Groth Strip (EGS) and contains DEEP2

spectroscopic and CFHTLS photometric redshifts. We use HST/ACS imaging and CFHTLS

photometry to define a complete galaxy sample large enough to allow us to quantify the joint

morphological properties of green galaxies. We further use GALEX photometry in the field to

test the effects of excluding green galaxies that are likely dusty, star-forming blue galaxies, as

opposed to true transitionary galaxies. Table 2.1 contains a summary of the datasets and sample

sizes.
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Figure 2.1: Areal map of AEGIS datasets — Areal map of the various relevant datasets in
the EGS. Individual DEEP2 galaxies are shown in black points to a limit of to RAB < 24.1 and
our sample is shown in red. Here we use galaxies that lie within the ACS region of the EGS and
have secure DEEP2 spectroscopic redshifts (grey points) or good CFHTLS photometric redshifts
(square region), with additional cuts (see Table 2.1 for sample sizes and depths). A single 1 deg
deep GALEX pointing also overlaps a majority of the region.
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2.3.1 HST/ACS Imaging

High-resolution images from the Hubble Space Telescope (HST ) Advanced Camera for

Surveys (ACS) were obtained from the AEGIS survey as part of the GO Program, 10134 PI: M.

Davis (Davis et al. 2007). The EGS was imaged in both the V (F606 W, 2260 sec) and I (F814W,

2100 sec) bands in a ∼10.′1 by 67.′ strip along the field. For details about the ACS imaging and

reduction see Davis et al. (2007) and Lotz et al. (2008b). The 5σ limiting magnitudes for a point

source are VAB = 28.75 and IAB = 28.10.

2.3.2 CFHTLS ugriz Photometry

We use CFHTLS T0004 release ugriz photometry (Ilbert et al. 2006) to calculate rest-

frame colors and magnitudes for each galaxy. The CFHTLS Deep Field 3 is a 1◦ × 1◦ field that

covers the majority of the ACS region (see Figure 2.1). We use CFHTLS photometry, flux limited

to iAB < 25, for objects in the ACS region, to calculate rest frame magnitudes. There are 16,450

objects in the ACS footprint with CFHTLS ugriz photometry.

2.3.3 GALEX NUV/FUV Photometry

We use near-UV (NUV) and far-UV (FUV) data obtained from the single 1.◦2 diameter

pointing of the central region of the EGS, taken with the Galaxy Evolution Explorer (GALEX;

Martin et al. 2005; Morrissey et al. 2007). The 237 ks of NUV imaging and 120 ks of FUV imaging

data are part of the third data release (GR3) (Zamojski et al. 2007). We use deblended GALEX

photometry from Salim et al. (2009), which use an expectation maximization (EM) method to

measure fluxes using a Bayesian deblending technique (Guillaume et al. 2006) and optical u-band

priors (see Salim et al. 2009, for details). This method overcomes issues of blending and source

confusion due to the 4′′-5′′ spatial resolution (FWHM) of GALEX (Morrissey et al. 2007). NUV

detections are measured to a flux limit of NUV < 26.5, and a FUV flux limit of FUV < 25.

2.3.4 Spectroscopic and Photometric Redshifts

The DEEP2 redshift survey provides spectroscopic redshifts to RAB < 24.1 in AEGIS; see

Davis et al. (2007) for details. Here we use only redshifts between 0.4 < z < 1.2 with a confidence

greater than 95% (zQuality ≥ 3). With this quality cut, there are 2,885 galaxies with spectroscopic

redshifts within the ACS region.

We additionally use photometric redshifts to both increase our sample size and allow us

to probe fainter flux limits. We use CFHTLS T0003 release photometric redshifts from Ilbert

et al. (2006), derived from ugriz imaging covering the central 1◦×1◦ of the field. We remove from

the sample all galaxies that are below our flux limit of iAB = 25, that have large photometric

errors, or that have a 5% or greater probability of being at a different redshift. We limit the
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sample to the redshift range 0.4 < z < 1.2. At lower redshifts the volume probed is small,

while the upper limit ensures that the ACS imaging samples rest-frame optical morphologies,

thereby minimizing rest-frame wavelength-dependent morphology biases. Combined with DEEP2

redshifts, this results in a sample of galaxies with redshifts in the range 0.4 < z < 1.2 with a

median redshift of 0.75.

Using galaxies that have both DEEP2 spectroscopic and CFHTLS photometric redshifts,

we are able to test the redshift precision of the photometric redshifts. Within the redshift range

0.4 < zspec < 1.2, there are 3,306 galaxies in both catalogs. Among these, 4.2% are catastrophic

outliers, defined as having |∆z|/(1 + zspec) > 0.15. Excluding catastrophic errors, the photometric

redshifts have an accuracy of σ∆z/(1+zspec) = 0.038, with a normalized median absolute deviation:

η = 1.48 and a median [|∆z|/(1 + zspec)] = 3.1%. See Ilbert et al. (2006) for a full discussion of

the photometric redshifts.

Table 2.1 contains a summary of the datasets, sample sizes, and depths for the parent

sample. The completeness of our parent sample depends on the detection limits of the ACS images

and the completeness of the DEEP2 and CFHTLS redshift catalogs, which may depend on color

and magnitude. The DEEP2 spectroscopic targeting selection excludes objects with a surface

brightness fainter than µR ∼ 26.5 (Davis et al. 2007), whereas the CFHTLS photometric redshift

catalog has no strong selection against low surface brightness objects as compared to the ACS

detections (Lotz et al. 2008b). Due to the detection in DEEP2 spectra of emission lines in blue

star-forming galaxies and absorption features in older, red galaxies and CFHTLS measurements

of spectral breaks in all galaxy populations, the redshift catalogs are not strongly biased against

galaxies with either red or blue colors (Lotz et al. 2008b). The dominate selection effect is due to

the ACS detection limits of the morphology measurements. The ACS surface brightness detection

limit of µ ∼ 24.7 results in the lowest surface brightness galaxies, which are likely to be blue,

missing from the morphology catalog (Lotz et al. 2008b). For our statistical tests, we ensure to

always match the stellar mass distributions of the different comparison samples, which minimized

the selection effect of missing the lowest surface-brightness blue galaxies.

2.3.5 K-Corrections and Stellar Masses

We use the CFHTLS ugriz photometry and GALEX NUV/FUV magnitudes to calculate

K-corrections (Blanton & Roweis 2007). We convert the observed fluxes to rest-frame absolute

GALEX NUV and UBV R magnitudes in the Johnson-Morgan System.

We derive stellar masses for galaxies in our sample following Weiner et al. (2009), who

show that reasonably robust stellar masses at these redshifts can be inferred from the rest-frame

MB and (U-B) colors, following color-M/L ratio relations (Bell & de Jong 2001). Comparing these

stellar masses to those calculated by Salim et al. (2009), who fit spectral energy distributions

(SEDs) for AEGIS galaxies using up to eight bands of photometry from the UV to the near-
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Infrared, we find a good agreement, with an offset of 0.13 dex and a scatter of 0.2 dex. The IMF

used here and by Weiner et al. (2009) is a “Diet Salpeter” IMF (Bell et al. 2003).

2.4 Galaxy Sample Definitions

We use rest-frame optical (U-B) colors to define our samples. As discussed below, we

have tested that our results do not change if we instead use (NUV-R) colors, which more clearly

separate star forming and quiescent galaxies. This shows that our results are robust against

contamination in the green valley by dusty star forming galaxies. We define the rest-frame red,

green, and blue galaxy color samples by first locating the magnitude-dependent minimum of

the color bimodality. We use the well-defined magnitude-dependent slope derived using the red

sequence and then solve for a color offset to locate the minimum of the green valley. To measure

the slope of the red sequence, we fit a double Gaussian to the observed (U-B) color distribution

in three magnitude bins (shown in the upper panel of Fig 2.2) and fit a linear color-magnitude

relation to the maximum of the Gaussian fit to the red galaxies (shown as red dots in the lower

panel of Figure 2.2). We then fit for an offset of this line to match the minimum in the observed

color-magnitude diagram. The resulting definition of the center of the green valley is

(U −B) = −0.0189(MB + 19.79) + 0.96 (2.1)

where the AB magnitude offset is given at the median of the parent sample.

We define the green valley to have a width of δ(U −B) = 0.1 about the minimum line,

with red galaxies having redder colors and blue galaxies having bluer colors. The width of the

green valley is relatively arbitrary when using optical colors; our choice follows Coil et al. (2008).

See the dot-dashed lines in Figure 2.2 for the color sample definition. From our parent sample

of 2,437 galaxies, with this color-magnitude cut there is a total of 571 red, 342 green, and 1,524

blue galaxies. The color-magnitude cut used to separate blue and red galaxies in Willmer et al.

(2006) for the DEEP2 sample is very similar to the cut used here. We do not allow the definition

of the center of the green valley to evolve with redshift; however if a redshift evolution of ∼ 0.1

per unit redshift (Blanton 2006) is included in our color-magnitude cut, none of our results or

conclusions change.We do not create strictly volume-limited samples, as we are not attempting to

measure evolution in the morphological parameters of green galaxies with redshift. We impose an

absolute magnitude limit of MB > −18, to ensure that our colors samples (red, green and blue)

are of roughly similar depth. We show in Section 2.6.2 that the distribution of morphological

parameters is not a strong function of magnitude near the limit used here.

We test the robustness of our results to the color used to define the green valley. In

Figure 2.3 we show in the left panels samples defined using (U-B) colors (in (U-B)-MB space in

the top panel and in (NUV-R)-MB space in the bottom panel), along with samples defined using
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Figure 2.2: Color-magnitude Diagram — Color-magnitude diagram for AEGIS galaxies at
0.4 < z < 1.2 and the definition of red, green, and blue galaxies. The upper panel shows double
Gaussian fits (orange) to the (U-B) color distributions (black) for three magnitude bins between
MB =-19.5 and -23.0. We normalize the peak of the distribution in each magnitude bin to unity.
We do not fit the magnitude-dependance of the red sequence below MB=-19.5 or above MB=-22
due to the lower numbers of red galaxies. The red lines show the peaks of the fit, used to fit
a linear magnitude-dependent slope to the red sequence. This same slope is used to define the
center of the green valley. The lower panel shows the color-magnitude diagram for galaxies with
0.4 < z < 1.2. Red points mark the locations of the peak of the red sequence for each magnitude
bin, and the green dashed lines show the center and width of the green valley as defined by
Equation 2.1.
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Figure 2.3: Optical and UV color selection comparison — Comparison of green valley
sample selection in different color-magnitude spaces. (a) Upper left panel: Rest-frame (U-B) color
versus MB magnitude. Green valley galaxies are defined in this space using a tilted color cut (see
Equation 2.1). This is the sample definition used throughout the paper. We define the green valley
to be within δ(U-B)=0.1 of the minimum of the (U-B) color bimodality. Galaxies are color-coded
here by whether they are defined to be red, green, or blue in this space. (c) Lower left panel:
Rest-frame (NUV-R) versus MB for the same galaxies, color-coded by their definition in the panel
above. (d) Lower right panel: We present an alternative definition of green valley galaxies using
the observed bimodality in rest-frame (NUV-R) versus MB space. Galaxies here are color-coded
by their definition in this space (see text for details). (b) Upper right panel: The same galaxies,
color-coded by their definition in the panel below, are shown here in rest-frame (U-B) versus MB

space. This figure shows that the selection of green valley galaxies at 0.4 < z < 1.2 is very similar
using either (U-B) or (NUV-R) colors.
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(NUV-R) colors in the right panels (again with (U-B)-MB in the top panel and (NUV-R)-MB

in the bottom panel). To define the green valley in (NUV-R)-MB space, we fit for the MB

magnitude slope evolution by fitting a Gaussian to the blue galaxies in four bins in magnitude.

The color-magnitude cut is then shifted to the center between the red and blue peaks. The width

of the green valley in (NUV-R) color is defined as δ(NUV −R) < 0.45, which is chosen to ensure

that a similar fraction of galaxies in the full sample is defined to be green in either (U-B) or

(NUV-R) space.

We find that galaxies defined to be in the green valley in (NUV-R) color also lie in or near

the green valley as defined in (U-B) color, with some scatter. Galaxies that are defined to be green

in one color that are not green in the other color still lie very close to the defined green valley. We

have verified that performing all of the analyses in this paper with an (NUV-R)-selected sample

does not change any of our results.

We note that the definition of the green valley in (NUV-R) color fit for and used

here is bluer than the definition in Salim et al. (2009), who defined green galaxies as having

3.5 < (NUV − R) < 4.5. Here our final green galaxy sample (defined in (U-B)-MB space) lies

within 3.2 < (NUV −R) < 4.1.

2.5 Measured Morphology Parameters

We derive quantitative morphological parameters for all galaxies in our sample from

the HST/ACS imaging. To sample rest-frame B-band morphologies across the redshift range

0.4 < z < 1.2, we use observed V -band morphologies for galaxies with z < 0.6 and observed

I-band morphologies for galaxies with z ≥ 0.6. Morphological classifications are flux limited

to IAB < 25. Following Lotz, Primack, & Madau (2004) and Lotz et al. (2006), we measure

morphologies for those objects that have large enough sizes (Petrosian radius rp ≥ 0.3′′) and

high enough signal-to-noise (mean S/N per galaxy pixel > 4 within the segmentation map) to

yield robust morphological parameter measurements. The ¡S/N¿ threshold depends on the pixel

scale, while the Petrosian radius threshold depends on both the pixel scale and the point spread

function; therefore these thresholds are HST/ACS specific. The Petrosian radius rp is defined

as the semi-major axis length at which the ratio of the surface brightness at rp to the mean

surface brightness within rp is equal to 0.2. rp is computed within an elliptical aperture using

the ellipticity computed from the SExtractor galaxy photometry software (Bertin & Arnouts

1996). The flux and radius cuts corresponds to an average surface brightness within the Petrosian

radius of µ ∼ 24.4 AB magnitudes per square-arcsec (Lotz et al. 2008b). All of the quantitative

morphological measurements below use the same segmented maps created by Lotz, Primack, &

Madau (2004). With these cuts, our sample contains 2,437 galaxies with measured morphologies

and redshifts within 0.4 < z < 1.2. We derive a variety of morphological parameters; details of

each are given below.
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Figure 2.4: Concentration parameter visualization — To help visualize the different
morphology parameters that we include in this paper, we show here and in Figures 5 and 6 a
random selection of HST /ACS V + I color image postage stamps spanning the full range of the
concentration, asymmetry, and B/T parameter for galaxies in each red, green and blue color
space. To select the galaxies, each color space is divided into three areas, comprising the lower
20% extreme of the cumulative relevant morphological distribution, middle 30% centered at the
median, and higher 20% extreme. The selection boxes are shown in the bivariate parameter and
color plots to the left. Contours contain 30%, 50% and 80% of the individual color-parameter
distributions. From within each selection region we randomly draw four galaxies; postage stamps
for each are shown on the right, with the value of the measured morphology parameter shown
in the top right corner of each postage stamp for that galaxy. Postage stamps are 6′′ across,
corresponding to ∼ 65 kpc at z = 0.8.
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Figure 2.5: Asymmetry parameter visualization — A random selection of HST postage
stamps for galaxies spanning the measured asymmetry parameter (See Figure 2.4 for details).

2.5.1 CAS Parameters

We define concentration (C), asymmetry (A), and smoothness (S) following Conselice

(2003). The concentration parameter, which measures the central concentration of light in a

galaxy (Bershady, Jangren, & Conselice 2000), is defined as

C = 5 log

(
r80

r20

)
(2.2)

where r80 and r20 are the radii that contain 80% and 20% of the total light, respectively. Elliptical

galaxies are generally the most concentrated with C ∼ 4.5, and concentration is found to decrease

with later Hubble types to C ∼ 2.5 (Conselice 2003). In Figure 2.4, we show HST /ACS postage

stamps (6′′ on a side) of randomly-selected red, green and blue galaxies with relatively low,

medium, and high concentration values within each color-selected sample. The left panel shows

where the randomly-selected galaxies lie in color-concentration space, relative to the entire sample;

the grey boxes show the regions used to select the galaxies with different concentration values.

The concentration values for each galaxy shown are given in the upper right corner of each postage

stamp.

Asymmetry is defined as the absolute value of the difference between the pixel intensities
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of a galaxy before (I(i, j)) and after a rotated by 180◦ about its center (I180(i, j)), normalized by

the integrated intensity:

A =
Σi,j‖I(i, j)− I180(i, j)‖

Σi,j‖I(i, j)‖
−B180 (2.3)

Here a correction is made to subtract off the averaged asymmetry of the background

near the galaxy (B180). (see Conselice, Bershady, & Jangren 2000, for details). Asymmetry

can be caused by spiral arms, dust lanes, mergers, or interactions, and is lowest with smooth

elliptical light profiles and rises in star-forming and irregular galaxies, as well as on-going mergers

(Abraham et al. 1994). Major mergers typically have A ≥ 0.35, while spirals have A ∼ 0.25 and

elliptical galaxies have A ∼ 0.02 (Conselice 2003). Similar to Figure 2.4, in Figure 2.5 we show

postage stamps for randomly-selected galaxies with different asymmetry values within the red,

green, and blue galaxy populations.

Smoothness is defined as the absolute value of the difference between the galaxy intensity

pixel values (I(i, j)) and boxcar-smoothed intensity pixel values (IS(i, j)) within 1.5× rp of the

center of the galaxy:

S =
Σi,j‖I(i, j)− IS(i, j)‖

Σi,j‖I(i, j)‖
−BS . (2.4)

Here again the average smoothness of the background (BS) is removed. Low S values

correspond to smoother light profiles, while high S values correspond to less smooth light profiles.

The smoothness parameter is sensitive to higher frequency clumps that are differentiated from the

smoother parts of the galaxy. Smoothness correlates with patchiness, which can be due to recent

star formation or compact star clusters (Takamiya 1999). An important issue with smoothness is

its dependence on the apparent size of a galaxy and the smoothing length (0.25× rp), which can

cause smaller galaxies to have smoothness values below the average smoothness of the background.

This systematic issue with the smoothness parameter can limit its usefulness as a comparison

parameter.

2.5.2 B/T : Bulge-to-Total Decomposition

Using two-dimensional bulge plus disk surface brightness profile models, we measure the

bulge-to-total light fractions (B/T ) using GIM2D (Simard et al. 2002). The B/T parameter

provides a rough measure of how disk-dominated or bulge-dominated a galaxy is. The B/T

parameter is estimated using a Sérsic profile, with the Sérsic index (n) defined in Sersic (1968),

which controls the degree of curvature of the profile: a smaller n reflects a less centrally concentrated

profile with a steeper slope at large radii. Often standard B/T fits at low redshift use a classical

de Vaucoulers profile with a Sérsic index of n = 4 fit to the bulge component. Here we use n = 2

to fit our higher redshift, younger galaxies, as many may not yet have formed a classical n = 4

bulge component. While using n = 2 or n = 4 can change the exact value of B/T measured for

a given galaxy, it does not change the trends or conclusions we find here. The only significant
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Figure 2.6: B/T parameter visualization — A random selection of HST postage stamps for
galaxies spanning the measured B/T parameter (See Figure 2.4 for details).
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difference is that in Table 2.3 we find a statistically different distribution between green and

purple galaxies at the 5% level (see Section 2.7.5 for details). To be conservative, we adopt n = 2

here.

From the GIM2D V- and I-band best-fit model magnitudes of the entire galaxy (Igalaxy,

Vgalaxy) and bulge (Ibulge, Vbulge), the bulge-to-total fraction is defined as:

B/T =

{
10.0(Vgalaxy−Vbulge)/2.5 for z < 0.6

10.0(Igalaxy−Ibulge)/2.5 for z ≥ 0.6

Figure 2.6 shows postage stamps for red, green, and blue galaxies with a range of B/T

parameters, similar to Figures 2.4-2.5.

2.5.3 G: Gini Coefficient / M20: Second-Order Moment of the 20% of

light.

In addition to the CAS and B/T morphological parameters, we also measure G/M20

(Lotz, Primack, & Madau 2004). The Gini coefficient (G) quantifies the distribution of light among

the pixels in a galaxy and is defined as the absolute value of the difference between the integrated

cumulative distribution of galaxy intensities and a uniform intensity distribution (Abraham, van

den Bergh, & Nair 2003):

G =
Σni (2i− n− 1)|Xi|
|X̄|n(n− 1)

(2.5)

where n is the number of pixels, Xi are the increasing ordered pixel flux values, and X̄ is the mean

pixel flux over the galaxy. G is close to unity if a single pixel contains all of the intensity and close

to zero if the pixel values are uniform across the entire galaxy. G correlates with concentration

and surface brightness, but it is not sensitive to the location of the brightest pixels. Therefore G

is high for galaxies with multiple bright nuclei as well as centrally concentrated spheroids.

M20 is the second order moment of the brightest 20% of the galaxy light distribution,

defined as the sum of the intensity of each pixel multiplied by the square of the distance from the

center of the galaxy for the brightest 20% of the pixels in a galaxy. As such we can define M20 as:

Mtot = Σni fi[(xi − xc)2 + (yi − yc)2] (2.6)

M20 = log

(
ΣiMi

Mtot

)
, with Σifi < 0.20 ftot (2.7)

where fi are pixel fluxes and (xc, yc) is the location of the galaxy center that minimizes the total

second order galaxy moment, Mtot. M20 therefore traces the spatial extent of the brightest pixels

and is anti-correlated with concentration.M20 is typically ∼ −1.5 for late-type galaxies and ∼ −2

for early-type galaxies (Lotz, Primack, & Madau 2004).
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2.6 Green Galaxy Morphologies

We first study various individual and joint distributions of both the general properties of

green galaxies and their morphological properties, and compare them to the distributions of red

and blue galaxies. The goal of this section is to understand the properties of galaxies in the green

valley and how they differ from both red and blue galaxies.

2.6.1 Galaxy Properties

Figure 2.7 shows the general properties of red, green, and blue galaxies in the joint spaces

of absolute B-band magnitude MB , rest-frame (U-B) color, stellar mass, and Petrosian radius (rp),

which we use to estimate the size of the galaxy. Along the diagonal in this figure are individual

parameter histograms for each color-selected sample, while off-diagonal panels show bivariate

joint distributions.

The green galaxy sample has both an absolute magnitude MB and stellar mass distribution

that is intermediate between the red and blue galaxy samples. This is not surprising given the

dependence of stellar mass on both color and magnitude. The median stellar mass of the red,

green, and blue galaxy samples are fairly different, at 10.7, 10.3, and 9.6 log M∗/M�, respectively.

In addition, there is a well-known strong correlation between size, magnitude, and stellar mass,

in that brighter and/or more massive galaxies have larger sizes (Blanton & Moustakas 2009).

However there is not a strong correlation between (U-B) color and Petrosian radius, except

within the blue population. The green galaxy population on the whole has similar size and

magnitude distributions to red galaxies. We note that the green galaxy sample has a tail to larger

Petrosian radii than either the blue or red galaxy samples. Interestingly, Salim & Rich (2010)

find using HST/ACS imaging that UV-excess, early-type galaxies that fall mainly in the green

valley at low redshift are, on average, larger than either red or blue galaxies. We discuss the

statistical significance of this result in Section 2.7.5. In Section 2.7.1, we will address possible

stellar mass-dependent morphological differences between these samples by comparing samples

with similar stellar mass distributions.

2.6.2 CAS and B/T Parameter Results

We next study the morphological distributions of green galaxies in CAS and B/T space

and compare them with samples of red and blue galaxies. Figure 2.8 shows the distribution of

red, green, and blue galaxies in terms of CAS, B/T , stellar mass, and (U-B) color with error

bars, contours, and histograms similar to Figure 2.7. Error bars on morphological parameters

are estimated from Lotz et al. (2006). We begin by investigating the individual parameter space

distributions along the diagonal in Figure 2.8.

In terms of the concentration parameter, blue galaxies have C ∼ 2 − 3.5, while red
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Figure 2.7: Sample property parameter space diagram — General properties of the
AEGIS galaxy sample used here in the joint space of absolute B-band magnitude MB , rest-frame
(U-B) color, stellar mass, and Petrosian radius (rp in units of kpc). Along the diagonal are
individual parameter histograms for each color-selected sample, where we have weighted the red
and blue galaxy histograms by a half and a quarter, respectively, to facilitate comparison with the
green galaxies. Off diagonal panels show bivariate joint distributions, with contours containing
30%, 50%, and 80% of the sample; galaxies outside the 80% contour are shown as individual
points. Contours have been smoothed using a Gaussian 1/20th of the size of the panel. The
innermost 30% contour is not plotted if it is smaller than the grid used to calculate the contours.
1σ error bars at the median S/N pixel−1 of the sample, estimated from Lotz et al. (2006), are
shown in the lower right corner of each space where available.
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Figure 2.8: Sample morphological properties — Morphological properties of red, green,
and blue galaxies at 0.4 < z < 1.2 in AEGIS. Shown are joint distributions of galaxy rest-frame
(U-B) color, stellar mass, concentration (C), asymmetry (A), smoothness (S), and bulge-to-total
light fraction (B/T ). Along the diagonal are distributions for each individual parameter, where
the red, and blue distributions have been scaled down by a factor of two, and four, respectively.
Due to the large fraction of bulge-less (B/T = 0) blue galaxies, we limit the range of B/T to
be 50% of the full range. The bivariate parameter distributions have contours plotted at 30%,
50%, and 80% of the total sample. The innermost 30% contour is not plotted if it is smaller
than the grid used to calculate the contours. 1σ error bars at the median S/N pixel−1 of the
sample, estimated from Lotz et al. (2006), are shown in the lower right corner of each space where
available.
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galaxies have C ∼ 3 − 5. Green galaxies have an intermediate distribution, with C ∼ 2.5 − 4.

Unlike red galaxies, the green galaxy population does not contain a large fraction of galaxies with

particularly high concentration values; 10% of green galaxies have C > 4 compared to 26% of red

galaxies.

The fraction of galaxies with high asymmetry is dependent on color. Blue galaxies have

larger asymmetry values than red galaxies on the whole. Using the threshold of A > 0.35 that

is typically used to define mergers, for example, we find that 3% of blue galaxies and 0.4% of

red galaxies have A > 0.35. Using a threshold of A > 0.2, which clearly separates the tail of the

distribution, we find that 17% of blue galaxies and 1.2% of red galaxies have A > 0.2. The green

galaxy population has a similar asymmetry distribution as the blue galaxy population, though

fewer green galaxies have large A values (1.2% have A > 0.35 and 8% have A > 0.2). Using either

high A threshold, we find a lower percentage of highly asymmetric green galaxies compared to

blue galaxies. This implies that while green galaxies have similar amounts of asymmetry as blue

galaxies due to star formation knots, dust lanes, and/or spiral arms, they do not have as high a

fraction of major mergers as the blue galaxy population (see Section 2.6.3 for a discussion of the

merger fraction in each population using G-M20).

To determine robustly the smoothness parameter of a galaxy one requires a larger threshold

in spatial extent than for measuring concentration or asymmetry. The threshold required for

smoothness is rp ≥ 0.6′′, compared to rp ≥ 0.3′′ required for concentration and asymmetry.

Therefore smoothness can be measured for only roughly half of the galaxies in our sample. We

find that red galaxies have lower S values than blue galaxies, on the whole, which reflects the

fact that red galaxies generally have smoother light profiles. The green galaxy population has a

somewhat similar S distribution as the blue galaxy population, though with more galaxies having

lower S values. The median S values of red, green, and blue samples are 0.12, 0.19, and 0.24,

respectively.

Continuing down the diagonal of Figure 2.8 to the B/T parameter, we find that while

blue galaxies have a range of B/T values from 0 to ∼ 0.8, a large fraction (30%) have B/T = 0,

implying a disk-only galaxy with no bulge component. In Figure 2.8, the smallest B/T bin contains

that 44% of blue galaxies with 0 ≤ B/T < 0.05. By-eye inspection of the HST/ACS images of

these bulge-less galaxies confirms that these are disk-only systems. Due to this enhancement at

B/T = 0 for the blue population, we limit the y-axis on the histogram plot of B/T to 50% of the

peak number of blue galaxies at B/T = 0 to clearly show the full distribution of each color sample.

Red galaxies have larger B/T fractions than blue galaxies, on the whole, with a distribution

centered at B/T ∼ 0.4, and very few bulge-less galaxies (0.9%, 1.5% with 0 ≤ B/T < 0.05).

Green galaxies have a B/T distribution that is similar to blue galaxies, though with a smaller

fraction (12%, 21% with 0 ≤ B/T < 0.05) of bulge-less galaxies. Figure 2.6 includes HST/ACS

postage stamps of four randomly-selected bulge-less green galaxies in the central left sub-panel.

These bulge-less green galaxies are particularly interesting as the creation mechanism
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for these galaxies is unclear. We have visually inspected the HST/ACS images of these sources

to check that they indeed have no apparent bulge component and are disk-only systems. We

further investigate whether this population is dominated by dusty star-forming galaxies. In the

(NUV-R) versus SSFR space shown in Figure 2.13, these bulge-less green galaxies (outlined by

black diamonds) span the entire green galaxy population. We find that there is not a statistically

significant difference in the dusty fraction of green galaxies with B/T = 0 (27± 5%) compared

to the entire green galaxy population (21± 3%). Therefore the bulk of this population should

be transition objects from the blue cloud to the red sequence. As these galaxies do not have

a bulge, it is unlikely that they have central AGNs which could lead to strong feedback. It is

also unlikely that they have had many major mergers, which presumably would have led to the

creation of a bulge component. The existence of these bulge-less green galaxies therefore places

strong constraints on the quenching mechanism(s) at work in this population.

In addition to the individual parameter distributions shown in Figure 2.8, we can study

the bivariate distributions between various morphological parameters. In C-A, A-S, and C-S

space, in general green galaxies are an intermediate population between red and blue galaxies.

The greatest differences between green galaxies compared to red and blue galaxies are seen in

concentration and to a lesser extent in asymmetry. In Section 2.7.5 we discuss the statistical

significance of these differences since they may provide insight into the underlying physical

mechanism(s) that shut off star formation in galaxies.

There are interesting differences between the galaxy populations in the B/T -C parameter

space. Within the blue galaxy population there is very little correlation between B/T and C,

except that the bulge-less (B/T = 0) galaxies have the lowest concentration. However, within the

red galaxy population there is an odd correlation in that the galaxies with the highest B/T values

have the lowest concentration values. This is likely not real but is due to these red galaxies with

low C and high B/T values being very compact, such that C is not well-measured. Comparing C

with rp for each color sample (see Figure 2.9) we find that within the blue and green populations

there is no correlation, but within the red population the galaxies with rp < 6 kpc have small

measured concentrations, with C < 4. These galaxies also have the highest B/T values, with

B/T > 0.7. Keeping only galaxies with rp > 6 kpc, we find that very few sources have B/T > 0.6

and within the red population there is no longer a correlation between B/T and C.

Green galaxies in the B/T -C space have a distribution that is more similar to blue

galaxies than red galaxies, though there is a tail with high concentration, as seen in the red galaxy

sample. For a given B/T value, green galaxies have higher concentrations than blue galaxies.

This trend holds in the sample of galaxies with rp > 6 kpc. We discuss the implications of this in

Section 2.8.

Finally, in the M∗-C parameter space, we find that the red and blue galaxy populations

lie in distinct regions of this space. The green galaxy population appears to span the red and

blue distributions, possibly as a transition population moving from low stellar mass and low
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Figure 2.9: Measured concentration versus Petrosian radius — An investigation of how
the measured C and B/T parameters depend on galaxy size. The upper panels show the measured
Petrosian radius (rp) as a function of C and B/T for our red, green, and blue galaxy samples.
The dashed line at rp = 6 kpc shows the threshold used in the lower right panel. Contours and
error bars are similar to Figure 2.8. The lower left panel shows B/T versus C for all galaxies
with rp > 2.5 kpc. Both green and red galaxies show an odd trend of low C and high B/T . In
the lower right panel only galaxies with rp> 6 kpc are included and this trend disappears.
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Figure 2.10: Morphology conditional distribution diagrams — Conditional distribution
plots which show the median and 68% range for the red, green and blue galaxies. The four subplot
show concentration, asymmetry, smoothness, and bulge to total fraction values at a given mass.
For a fixed stellar mass Green galaxies have higher concentration, and lower asymmetry values as
compared to the blue galaxies.

concentration (like the blue galaxies) to higher stellar mass and higher concentration (like the red

galaxies).

In Figure 2.10 we highlight these differences by showing the C, A, S, and B/T morpho-

logical distributions (mean and 68% range) of each of the red, green, and blue galaxy samples

as a function of stellar mass. This figure shows that at a given stellar mass green galaxies have

larger C values, lower A values, and lower S values than blue galaxies. The B/T values may be

higher than blue galaxies at a given stellar mass, but the noise in the mean and the similar width

of the distributions make it difficult to draw a strong conclusion.
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2.6.3 Rough Morphological types using G/M20

From the work of Lotz, Primack, & Madau (2004) and Lotz et al. (2008b), galaxies can

be classified into rough morphological types: early, late or merger, depending on their location in

G-M20 space (see Figure 2.11 for the cuts shown in the space). Following Lotz et al. (2008b), we

define

Mergers : G > −0.14M20 + 0.33,

Early(E/S0/Sa) : G ≤ −0.14M20 + 0.33, and

G > 0.14M20 + 0.80,

Late(Sb− Ir) : G ≤ −0.14M20 + 0.33, and

G ≤ 0.14M20 + 0.80,

in the G/M20 plane, which are based on visually determined morphologies in the EGS (Lotz et al.

2008b). Note that mergers in this plane include both major and minor mergers, whereas high

asymmetry (A > 0.35) is only sensitive to major mergers (Lotz, Primack, & Madau 2004).

Table 2.2 contains the fraction of galaxies in the red, green, and blue galaxy populations

used here that is classified as early type(E/S0/Sa), late type(Sb-dI), or merger. We derive errors

on these fractions by performing Monte Carlo tests using the median errors estimated for G and

M20 from the median S/N pixel−1 (Lotz et al. 2006). We also include in quadrature Poisson

errors. Note that these fractions should not be interpreted as the fraction for all galaxies at these

redshifts, as our samples are not strictly volume-limited and they cover a wide redshift range. We

refer the reader to Table 3 in Lotz et al. (2008b) for the redshift-evolving morphological fraction of

volume-limited color-defined galaxy samples at these redshifts. Here we use the derived fractions

to compare relative trends between the different color-selected galaxy samples.

From Table 2.2 we find that the green galaxy population is intermediate between the

red and blue galaxy populations in terms of each of the three morphological types. Compared to

the green galaxy population, the blue population has a statistically higher merger fraction (2σ),

more late type galaxies (4σ), and fewer early type galaxies (7σ), while the red population has

a lower merger fraction (1σ), fewer late type galaxies (5σ), and more early type galaxies (5σ).

Comparing our results with the fractions found by (Lotz et al. 2008b), we find the same general

trends, though we have somewhat higher merger fractions for all three galaxy samples.

2.6.4 Rotated Gini and M20 Parameters

We also analyze our samples in the G′/M ′20 parameter spaces, which are plane rotated

versions of G/M20. These versions are created by rotating G/M20 such that the locus of galaxies,

spanning from late to early types, now lie along the M ′20 axis. The locus is roughly parallel
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Figure 2.11: Gini and M20 diagram of galaxy samples — Using the cuts defined in Lotz,
Primack, & Madau (2004), we divide the G/M20 space (top row) into areas with galaxies that are
early-type (E/S0/Sa), late-type (Sb/Sc/Ir), or mergers and plot the locations of red, green, and
blue galaxies. Contours and error bars are similar to Figure 2.8. The bottom row shows the same
galaxy samples in a rotation version of this space in which the locus of galaxies lies along the G′

axis (see text in Section 2.6.4 for details). Using this rotated definition, the M ′20 axis relates
more directly to the negative of the Sérsic index and G′ correlates with merger identification. Due
to the tight grouping of the red galaxy population in these spaces, the innermost 30% contour is
not shown.

to the merger definition line and is perpendicular to the late and early type definition line. In

Figure 2.11, we plot red, green, and blue galaxies in G/M20 bivariate space in the top row, along

with the corresponding rotated G′/M ′20 space in the bottom row. 30%, 50% and 80% contours

are plotted, along with the morphological classification lines, for both the standard and rotated

spaces. This rotation will not effect the rough morphological types found in Table 2.2, but it

breaks the degeneracy between the G and M20 parameters, such that the G′ parameter reflects

merger activity, while M ′20 correlates with Sérsic index. The rotated variables are defined as

[
M ′20

G′

]
=

[
cos(θ) −sin(θ)

sin(θ) cos(θ)

]
×

[
M20

G

]
with θ = 0.164 radians fit from the locus of galaxies in the G/M20 plane.

Similar to Figure 2.8, in Figure 2.12 we consider the rotated G′/M ′20 space and joint

distributions with both stellar mass and (U-B) color. Contours, histograms, and error bars are

similar to Figure 2.8.

In the one-dimensional G′ space (upper right panel of Figure 2.12), the blue population

contains a wider distribution that extends to both larger and smaller values of G′ compared to

the red galaxy population. As higher G′ values correlate with merger activity (reflecting both
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Figure 2.12: Rotated Gini/M20 diagram for galaxy samples — Measured G′/M ′20, stellar
mass, and (U-B) color joint parameter spaces. Contours, histograms, and error bars are similar
to Figure 2.8.
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major and minor mergers), this implies a larger merger fraction for blue galaxies compared to red

galaxies. Small values of G′ can result from very dusty galaxies. The green galaxy population has

an intermediate distribution in G′ between the blue and red galaxy distributions. In particular,

the green galaxy population has a lower fraction of objects with high G′ values compared to blue

galaxies and a higher fraction than red galaxies. This implies a merger fraction that is lower than

what is found for the blue galaxy population but higher than the red galaxy population.

Similar to the concentration parameter distribution, the green galaxy population is

intermediate between the red and blue galaxies in the M ′20 parameter space, where red galaxies

have a higher mean value of M ′20 than blue galaxies. There is a sharp distinction between the red

and blue galaxy populations in M ′20 which is more pronounced in M ′20 compared to G′. While

the green galaxy distribution spans the majority of both the red and blue populations, it does

not include the highest values of M ′20 seen in the red galaxy distribution or the lowest values

seen in the blue galaxy distribution.

In the joint M ′20-G′ space, differences between the red, green, and blue populations are

more distinct in M ′20 than G′. While there is very little correlation seen between stellar mass

and G′, there is a strong correlation between stellar mass and M ′20. As with stellar mass and

concentration, here again the red and blue galaxy populations lie in distinct areas of M∗-M
′
20

space. The green galaxy population appears to be intermediate, although their distribution is

more similar to red galaxies than blue galaxies. For a given stellar mass, green galaxies have

lower M ′20 values than red galaxies, and the green galaxy population on the whole has many

fewer galaxies with low M ′20, as seen for the blue galaxy population.

2.6.5 Environmental Dependence of the Color-Morphology Relation

We further investigate the joint environment-stellar mass-morphology distribution of red,

green, and blue galaxies by comparing the morphological distributions as a function of stellar

mass of each galaxy color sample in different environments. Using the projected third-nearest-

neighbor density catalogs of Cooper et al. (2006), we estimate the local environment or over

density of each red, green, and blue galaxy in our sample. We find no significant difference in

the morphology-stellar mass distribution of galaxies of a given color when split into roughly

equal-sized populations in over- or under-dense regions. To compare the morphology-stellar mass

distributions of galaxies in the most extreme environments within our sample, we select galaxies

such that they have |log10(1 + δ3)| > 0.25, and do not find any significant differences in the C, A

or B/T parameters. We additionally use the DEEP2 group catalogs of Gerke et al. (2007) to

identify galaxies likely to be in groups, with velocity dispersions σv ≥ 150 km s−1 or in the field.

We compare the morphology-stellar mass distributions of red, green, and blue galaxies in groups

versus the field and find no significant differences, though we note that the errors are somewhat

large due to small numbers of galaxies in each color-stellar mass-morphology-environment bin.
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2.7 Green versus Purple Galaxy Comparison

The second goal of this paper, beyond measuring the morphological distributions of

green valley galaxies, is to quantitatively determine whether the green galaxy population can be

explained from a morphological point of view as a simple mix of blue and red galaxies, or whether

green galaxies have a distinct morphological make-up that defines them as a separate, distinct

population. To undertake this second goal, we wish to compare the morphological distribution of

green galaxies with the distribution of red and blue galaxies taken as a whole. However, we can

not simply take the union of the red and blue galaxy samples used here to compare with the green

galaxy sample, as the morphologies of the red and blue galaxy populations differ significantly.

As a result, the morphological distribution of their union will depend on the ratio of red to

blue galaxies in the combined sample. We therefore create “purple” galaxy comparison samples

that have the same ratio of red to blue galaxies as within the green population itself. We also

create comparison samples that have had dusty galaxies removed and have matched stellar mass

distributions, to limit possible biases in our statistical tests.

We found in Section 2.6.1, when comparing red, green, and blue galaxies in various

morphological parameter spaces that the green galaxy population appears to be intermediate

between the red and blue galaxy populations. Using the purple comparison samples, we can test

statistically if green galaxies are in a transition phase, moving from the blue cloud to the red

sequence; however, these results could also potentially be consistent with green galaxies being a

simple mix of the red and blue galaxy populations.

2.7.1 Full “Purple” Galaxy Comparison Sample

We first define a “purple” galaxy sample, which combines the red and blue galaxy

populations to compare against the green galaxy population. Starting with the red and blue

galaxy samples defined above, we weight the galaxies such that the combined sample has the

same ratio of red to blue galaxies as galaxies in the green sample above and below the minimum

in the color bimodality (the dashed line in Figure 2.2 defining the center of the green valley). In

this way, the ratio of galaxies above and below the minimum in the color bimodality is the same

for the green galaxy sample and the comparison “purple” galaxy sample. We refer to this sample

as the ‘full purple galaxy sample’ (labeled Fullin the figures below). The Fullpurple galaxy sample

contains a total of 2,037 galaxies, weighted to an effective sample size of 487 galaxies, with a ratio

of red to blue galaxies of 0.82.

2.7.2 Removing Dust Obscured Galaxies

While the optical color of galaxies reflects their star formation history and the age of

their stellar populations, it can be influenced by the presence of dust. In particular, galaxies in
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the green and red populations may have older stellar populations than blue galaxies, or they

may appear to be redder due to dust obscuration. As the goal of this paper is to study the

morphologies of green galaxies as a potential transition population of galaxies that are moving

from the blue cloud to the red sequence, we would like to identify and remove interlopers from

the green and red populations that are dusty star forming galaxies.

Salim et al. (2009) show that a comparison between the SSFR versus rest-frame (NUV-R)

color of z ∼ 1 galaxies (their Fig. 6) indicates that while the bulk of green galaxies (defined in

Salim et al. (2009) using (NUV-R) color) are transition objects with SSFRs intermediate between

blue and red galaxies, a fraction of green galaxies are likely green due to dust in the host galaxy.

These dusty green galaxies may therefore not be transition objects moving from the blue cloud to

the red sequence. Following (Salim et al. 2009), we identify and remove these dusty ‘interlopers’ in

our green and red galaxy samples. We use SSFR as derived in (Salim et al. 2009), who use stellar

population synthesis models to fit nine bands of photometry for AEGIS galaxies (FUV , NUV ,

ugriz, Ks). Figure 2.13 shows SSFR versus (NUV-R) color for our optical color-selected galaxy

samples. There is a relatively tight, well-defined locus in this space, as indicated by the dot-dashed

line. Galaxies that lie ≥ 3σ higher than this locus (in the upper right corner of Figure 2.13, above

the dashed line) are likely to have optical colors affected by dust obscuration. We remove these

galaxies from the green and red samples used here to create a “Full NUV green sample” and a

corresponding “Full NUV purple sample” that has the same ratio of red to blue galaxies (0.83) as

the “Full NUV green galaxy” sample. All sample definitions denoted with subscript “NUV” have

dusty obscured galaxies removed from the green and red populations. This procedure removes a

total of 123(36%) green galaxies and 92(16%) red galaxies. The Full NUV purple sample contains

a total of 2003 galaxies, weighted to an effective sample size of 438 galaxies. The Full NUV green

sample contains 219 galaxies.

2.7.3 Matched Stellar Mass Galaxy Samples

Figure 2.14 shows the stellar mass distributions of the red, green, and blue galaxy samples

(first panel), the Full green and purple samples (second panel), and the Full NUV green and

purple samples (third panel). As noted in Section 2.6.1, optical color and stellar mass are highly

correlated. As a result, the green galaxy samples have higher stellar mass, on average, than the

corresponding purple comparison samples. To remove any dependence of morphology on stellar

mass when comparing the green and purple samples, we create a purple comparison sample that

has the same stellar mass distribution as the green Full NUV sample (shown in the right panel of

Figure 2.14). To create this sample we assign weights to red and blue galaxies in the Full NUV

purple sample in bins of log(M∗/M�) = 0.1 such that the stellar mass in each bin matches that

of the stellar mass distribution of green galaxies either above (for red galaxies) or below (for

blue galaxies) the minimum of the green valley. By weighting the red and blue galaxies to the
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Figure 2.13: (NUV-R) color to SSFR diagram — (NUV-R) color plotted versus specific
star formation rate (SSFR) for the red, green, and blue galaxy samples used here. Galaxies with
optical colors affected by dust will be scattered into the upper right corner of this plot, away
from the main locus of galaxies (dot-dashed line). We identify and remove green and red dusty
galaxies that lie more than 3σ (the dashed line) above this locus in our “NUV” samples. Green
galaxies with B/T = 0 are shown outlined by black diamonds.

Figure 2.14: Stellar mass distribution — Stellar mass distributions for each galaxy sample.
The left panel shows the red, green, and blue galaxy samples, while the other panels show various
green and purple galaxy samples. For clarity we have weighted the histograms for red and blue
galaxies by a factor of half and quarter, respectively.
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Figure 2.15: CAS bivariate distribution diagrams — CAS bivariate distributions shown
for RGB, Full, Full NUV, and Stellar Mass NUV samples. Contours are plotted to contain 30%,
50% and 80% of the galaxies within each sample, with outliers shown as dots outside the 80%
contour. Estimates of 1 σ error bars are shown in lower right corner for the median S/N pixel−1

of the sample.

green galaxies above and below the color minimum, we also constrain the ratio of red to blue

galaxies to be the same as that within the green population (defined as above and below the

minimum color that defines the center of the green valley) to within a few precent. The resulting

Stellar Mass NUV sample contains a total of 1970 purple galaxies weighted to an effective sample

size of 217 galaxies, with a red to blue ratio of 0.82.

2.7.4 “Purple” vs Green Galaxy Comparison

In Figures 2.15-2.17 we plot distributions in CAS, B/T , and G′/M ′20 for the red, green

and blue (RGB) samples, alongside each of the green and purple comparison samples, Full,

Full NUV, and Stellar Mass NUV, to examine differences in the bivariate distributions of the

green and purple galaxy samples. Contour levels and error bars are similar to Figure 2.8.

In Figure 2.15 we compare the joint CAS distributions of green and purple galaxies

and find that the same trends that exist for the Fullsamples persist after we both remove dusty

interlopers and match the samples in Stellar Mass distribution. In concentration and asymmetry,
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Figure 2.16: G-M20, G
′−M ′20, and G′-A bivariate distribution diagrams — G-M20, G′−

M ′20, and G′-A bivariate distributions shown for RGB, Full, Full NUV, and Stellar Mass NUV

samples. Contours and error bars are similar to Figure 2.15
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Figure 2.17: B/T -CAS bivariate distribution digrams — B/T -CAS bivariate distributions
shown for RGB, Full, Full NUV, and Stellar Mass NUV samples. Contours and error bars are
similar to Figure 2.15
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we find a missing tail of high asymmetry (A > 0.2) and low concentration (C < 3.0) galaxies

in the green samples, when compared to the purple samples. Additionally, the green galaxy

population is also missing a tail of higher concentration galaxies (C > 4.5) seen in the purple

samples. These trends are reflected in the distributions of C − S and A − S, where the green

population is found to lack galaxies at the highest and lowest concentrations, as well as high

asymmetry.

In Figure 2.16 we show bivariate distributions of the green and purple comparison samples

in the standard G/M20 space as well as in the rotated G′ −M ′20 space. We find that the green

galaxy samples do not span the entire locus seen for the purple samples. In particular, the green

galaxy samples do not contain objects with the lowest G or M20 values seen in the purple sample.

This difference is particular clear in the Stellar Mass NUV sample comparison. These differences

are also seen in the rotated G′/M ′20 plane. We also compare the G′ and asymmetry distributions,

as both parameters are sensitive to mergers. Asymmetry is a tracer of major mergers, while G′

tracers both major and minor mergers (Lotz et al. 2010). We find that the green and purple

samples have similar distributions in G′ − A. The Stellar Mass NUV samples show a tail of

galaxies to high A values that is not seen in the green sample (as seen in Figure 2.15 above).

We note that in Figures 2.15-2.17 there are only minor differences between the Full,

Full NUV, and Stellar Mass NUV samples, indicating that our results are not dominated by

effects due to dust obscuration or the stellar mass-dependence of the green and purple galaxy

samples.

In Figure 2.17 we compare the distribution of B/T with C, A, and S for the green and

purple samples. Here we find that the green galaxy population does not contain as many galaxies

at high B/T as the purple population, in addition to lacking galaxies at the highest asymmetry

and smoothness values.

2.7.5 Morphological Parameter Distribution Tests

For each of the measured morphological parameters, we apply the two-sided Kolmogorov-

Smirnov (KS) statistic as a nonparametric null hypothesis test of the difference between the

green and purple comparison samples. The null hypothesis is that both populations are drawn

from the same parent sample. The KS statistic measures the maximal difference between the

two normalized cumulative distribution functions and measures an associated significance level of

rejecting the null hypothesis. In Figure 2.18, we plot the individual differential and cumulative

distribution functions for each morphological parameter for the Full NUV and Stellar Mass NUV

green and purple samples. For the KS Statistic, if the probability is below either a 1% or 5%

significance level, we can reject the null-hypothesis that the two samples are drawn from a parent

distribution at the 2 or 3 sigma levels, respectively.

For the KS tests, we limit the effect of noisy measurements by applying the test on galaxies
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Figure 2.18: One-dimensional morphological distribution function plot — One-
dimensional differential and cumulative distribution functions for the Full NUV and Stellar
Mass NUV green and purple galaxy samples in C, A, S, B/T , G′, and M ′20 space. KS tests are
performed for each of these comparison samples; the results are given in Table 2.3.

only within the parameter ranges shown in Figures 2.8 and 2.12 and listed in Table 2.3. We

report the measured significance levels of the KS test results in Table 2.3. For each morphological

parameter (as well as stellar mass and size), we compare the respective green and purple samples

and highlight in Table 2.3 the parameters that we can reject at the 5% significance level in light

grey and at the 1% significance level in dark grey. Thus parameters highlighted in dark gray have

therefore been rejected at the 3σ level as being drawn from the same parent distribution. These

include concentration for all of the Full, Full NUV, and Stellar Mass NUV comparison samples,

as well as size (rp) for the Full sample and M20 and M ′20 for the Full NUV sample. At the 2σ

level we can reject B/T for the Full sample and A, B/T , M20 and M ′20 for the Stellar Mass NUV

sample.

We additionally performed KS tests to compare the morphological distributions of red

and green, blue and green, and the union of red and blue to green samples, but we do not include

them here as they are all rejected at the 1% level. Smoothness, asymmetry, and the Gini coefficient

in the union of red and blue compared with green sample tests were not rejected by the KS test.

2.7.6 Morphological Type Comparison using Gini/M20

We repeat the classification of galaxies into rough morphological types (early-type, late-

type, or merger) using their location in G/M20 space. Table 2.4 contains the fraction of green

and purple galaxies in each sample associated with each morphological type. As before, error bars
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include both Poisson errors as well as Monte Carlo simulations of the scatter due to measurements

errors of G/M20. We do not find that the morphological type fractions are statistically different

(at the 2σ level) between any of the green and purple comparison samples.

2.8 Summary and Discussion

In this study we find that galaxies in the green valley at 0.4 < z < 1.2 are an intermediate

population between galaxies in the blue cloud and red sequence in terms of morphological type,

concentration, asymmetry, smoothness, and merger fraction. Our results do not change if we

select green valley galaxies using (NUV-R) color instead of (U-B) color. Using morphological

types defined by G/M20, we find that the merger fraction (14%), fraction of late-type galaxies

(51%), and early-type galaxies (35%) in the green valley to be intermediate between the red

and blue galaxy populations. We show that at a given stellar mass, green galaxies have higher

concentration values and lower asymmetry and smoothness values than blue galaxies. They also

have lower concentration values and higher asymmetry and smoothness values than red galaxies,

at a given stellar mass. Additionally, 12% of our green galaxy sample is bulge-less, with B/T = 0.

Our results show that green galaxies are generally massive (M∗ ∼ 1010.5 M�) disk galaxies with

high concentrations. Below we discuss the implications of these results.

2.8.1 Do green valley galaxies constitute a distinct population?

The idea that the bulk of the green valley galaxies are a transition population is clearly

substantiated by our study of their morphological distribution compared to red sequence and blue

cloud galaxies. While our optical color distribution is similarly fit by the two Gaussian distribution

of Baldry et al. (2004), we find that galaxies in the green valley have significant morphological

differences when compared to red and blue galaxies. This remains true if a UV-optical color

selection is used instead.

An important issue when interpreting the observed color bimodality of the CMD is that

optical colors reflect not only the star formation history of a galaxy but also its dust content. The

degeneracy between star formation history and dust can be partially corrected using the SED

modeling (particularly the UV color, e.g. Salim et al. 2007), the Balmer decrement (e.g. Hopkins

et al. 2001; Brinchmann et al. 2004), or the IR to UV ratio (e.g. Buat et al. 2005). In contrast to

claims that at higher redshifts there may not be a population of transition galaxies in the green

valley (e.g. Brammer et al. 2009), we find that at 0.4 < z < 1.2 in optically-selected samples

there is a distinct population of galaxies that are green not due to dust obscuration but because

they have an intermediate age stellar population (see also Salim et al. 2009). As we discuss in

Section 2.7.2, while some galaxies in our green valley sample are green from large SFRs and dust

obscuration, our results do not change if they are removed from the sample.
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In addition to showing that green galaxies have different morphological distributions than

either the red or blue galaxy populations alone, we further compare with control samples of joint

red and blue galaxies with the same stellar mass. Our goal is to test whether the green galaxy

population has a distinct distribution in any of our quantitative morphological measures than

this joint set. This is difficult to test with the green galaxy sample being transition objects by

nature and therefore having intermediate properties between the red and blue galaxy samples

and is therefore a more stringent test. It is of course subject to errors and noise in the measured

morphological parameters, and therefore a null result does not necessarily imply that there is not

a difference; rather it may be hard to discern with these kinds of measurements. Additionally, the

existence of other non-transition populations within the green galaxy population would only lessen

the statistical differences detected between the green galaxy and comparison samples. However,

we do find a 3σ difference in terms of the distributions of concentration values and weaker 2σ

difference in the B/T , asymmetry, M20, and G′ distributions. Therefore it does appear that green

galaxies must be a distinct population.

2.8.2 What mechanisms are quenching star formation in green valley

galaxies?

Given that the green galaxy population is a transition population between the blue cloud

and red sequence in which star formation was recently (within the last ∼ Gyr) quenched, it is

the ideal population with which to study the quenching mechanism(s) at work. Merger-induced

starbursts, which may quickly quench star formation, imprint high asymmetry and G′ values on

the galaxies. Importantly, we do not find that most galaxies in the green valley are experiencing

on-going mergers. In fact, the fraction of green galaxies identified as mergers using G/M20 (and

the fraction with high asymmetry, which is also often used to identify mergers) is lower than the

fraction within the blue galaxy population. If many of the green valley galaxies have recently

undergone merger events, they must be at least ∼0.4 Gyr past the merger stage to not be identified

using either G/M20 or asymmetry (Lotz et al. 2010). Furthermore, 51% of the green galaxies in

our sample are identified as late-type and either have not experienced a major merger recently

or, if they did, it must have been gas rich (Cox et al. 2008). However, using both quantitative

measures to identify mergers, we find that the merger fraction is lower than that of blue galaxies

and higher than that of red galaxies. While Kartaltepe et al. (2010) find that most luminous

infrared galaxies at z ∼ 1 are mergers, we do not find that most optically-selected galaxies at

these redshifts, even those in the green valley, are identified as mergers.

Additionally, we find that 12% of green galaxies are bulge-less, with B/T = 0. As a

comparison, 30% of blue galaxies and no red galaxies in our sample have B/T = 0. The fact

that 12% of the green galaxies are bulge-less raises the question of how these green galaxies were

created. Most(64%) of these galaxies are not green due to dust obscuration, as they have low



53

SSFR indicative of intermediate age stellar populations. It is very unlikely that these galaxies

have had major mergers in their recent past (which presumably would have built up a bulge

component), and we have visually verified that they do not have central point sources indicative

of an AGN, which could have biased the measured B/T values. Somehow star formation must

have been quenched in these objects without mechanisms that would also lead to the creation of

a bulge.

Higher concentration values seen in green galaxies could point to the presence of bars or

other internal secular processes that slowly build a central bulge while allowing the disk structure

to remain intact. In this scenario a gas-rich galaxy forms a stellar bar that funnels gas to the

center of the galaxy, causing enhanced star formation and leading to the development of a bulge.

This would increase the concentration measurement of these galaxies, though it does not explain

the fraction of bulge-less green valley galaxies discussed above. Sheth et al. (2005) find that there

is clear evidence of more centrally-concentrated molecular gas distributions in barred spirals,

supporting bar-driven transport of molecular gas to the central kiloparsec of galaxies. Barred

spirals of late Hubble-types are less centrally concentrated than early Hubble-types, and there

is enhanced star formation activity observed in early Hubble-type bars, indicating higher mass

accretion rates (Jogee, Scoville, & Kenney 2005; Kormendy & Kennicutt 2004). Secular processes

may also lead to some of the clumpiness that is seen in the profiles of green galaxies.

The stellar disks of green galaxies do not appear to be truncated as they have similar, if

not larger, sizes than blue galaxies, as indicated by their large Petrosian radii, which could be

due to differences in their stellar mass distribution and the mass-size relationship (e.g. Shen

et al. 2003) The tail of green galaxies with particularly large radii could reflect triggered star

formation in the outer disks of these galaxies, possibly resulting from galaxy-galaxy interactions

for a fraction of the sample. Green valley galaxies do not appear to be fading disks; the higher

concentration values point to a different process. Fading disks would also produce higher B/T

values, which are not clearly seen here at a given stellar mass (though can not be ruled out by

our data). This likely means that simple gas exhaustion is not the dominant mechanism.

There may be a variety of quenching mechanisms responsible for the migration of galaxies

from the blue cloud to the red sequence. While major mergers may play a role for some galaxies,

we conclude that either a mild external process, such as galaxy harassment or tidal forces, or

quite likely an internal process such as the creation of bars, is responsible for the quenching of

star formation in many of green valley galaxies at z ∼ 1.
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Table 2.2: RGB G/M20 Morphological Typesa

Red Green Blue

Mergers 12 ± 2 % 14 ± 2 % 19 ± 1 %
Early Type 66 ± 5 % 35 ± 4 % 8 ± 1 %
Late Type 22 ± 2 % 51 ± 5 % 73 ± 3 %

a Percentage of each galaxy sample with 0.4 <
z < 1.2 classified into morphological types using
G/M20. Uncertainties include both Poisson er-
ror and uncertainties in the measured values of
G/M20. These fractions are measured over a wide
redshift range in samples that are not volume-
limited and thus should not be taken as the global
fractions for red, green and blue galaxies. Please
see Table 3 in Lotz et al. (2008b) for a the redshift-
evolving fraction. These results here are shown to
emphasize the relative fractions in our red, green,
and blue galaxy samples.

Table 2.3: Kolmogorov-Smirnov significance-levelsa

Range Full Full NUV Stellar Mass NUV

log M∗ [7.8, 12.2] < 0.01% < 0.01% 72%
C [1.3, 5.7] 0.32% 0.16% 0.73%
A [-0.2, 0.5] 80% 52% 3.5%
S [-0.5, 0.9] 55% 66% 77%

B/T [-0.2, 1.2] 2.6% 12% 4.3%
M20 [-0.1, -3.0] 7.5% 0.39% 2.0%
G [0.3, 0.7] 43% 72% 25%

M ′20 [-0.1, -3.0] 7.3% 0.41% 1.9%
G′ [0.3, 0.7] 70% 69% 99%

rp [ kpc] [-0.8, 15.8] 0.34% 55% 32%

a KS test significance levels for each green and purple comparison
sample.
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Table 2.4: Purple G/M20 Morphological Typesa

Full Full NUV Stellar Mass NUV

Green Purple Green Purple Green Purple

Mergers 14 ± 2 % 16 ± 2 % 15 ± 3 % 16 ± 2 % 15 ± 3 % 15 ± 3 %
Early Type 35 ± 4 % 34 ± 3 % 39 ± 5 % 36 ± 3 % 39 ± 5 % 34 ± 5 %
Late Type 51 ± 5 % 50 ± 4 % 46 ± 6 % 48 ± 4 % 46 ± 6 % 51 ± 6 %

a Percents of each morphological type for each galaxy comparison sample, from
G/M20 classification for 0.4 < z ≤ 1.2. Uncertainties in each value are from Poisson
errors and Monte Carlo Simulated Signal to Noise scatter using Median G/M20 errors
from Lotz et al. (2006).
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Brinkmann, J., & Ivezić, Ž. 2003, ApJ, 594, 225–231

Simard, L., Willmer, C. N. A., Vogt, N. P., Sarajedini, V. L., Phillips, A. C., Weiner, B. J., Koo,
D. C., Im, M., Illingworth, G. D., & Faber, S. M. 2002, ApJS, 142, 1–33

Springel, V., Di Matteo, T., & Hernquist, L. 2005a, ApJL, 620, L79

Springel, V., Di Matteo, T., & Hernquist, L. 2005b, MNRAS, 361, 776

Steinmetz, M., & Navarro, J. F. 2002, New Astronomy, 7, 155
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Chapter 3

Infrared and X-ray AGN

Selection Techniques

3.1 Abstract

We present a study of Spitzer/IRAC and X-ray active galactic nucleus (AGN) selection

techniques in order to quantify the overlap, uniqueness, contamination, and completeness of each.

We investigate how the overlap and possible contamination of the samples depends on the depth

of both the IR and X-ray data. We use Spitzer/IRAC imaging, Chandra and XMM-Newton

X-ray imaging, and spectroscopic redshifts from the PRism MUlti-object Survey (PRIMUS) to

construct galaxy and AGN samples at 0.2 < z < 1.2 over 8 deg2. We construct samples over

a wide range of IRAC flux limits (SWIRE to GOODS depth) and X-ray flux limits (10 ks to

2 Ms). We compare IR-AGN samples defined using both the IRAC color selection of Stern et al.

and Donley et al. with X-ray detected AGN samples. For roughly similar depth IR and X-ray

surveys, we find that ∼75% of IR-selected AGNs are also identified as X-ray AGNs. This fraction

increases to ∼90% when comparing against the deepest X-ray data, indicating that at most ∼10%

of IR-selected AGNs may be heavily obscured. The IR-AGN selection proposed by Stern et al.

suffers from contamination by star-forming galaxies at various redshifts when using deeper IR

data, though the selection technique works well for shallow IR data. While similar overall, the

IR-AGN samples preferentially contain more luminous AGNs, while the X-ray AGN samples

identify a wider range of AGN accretion rates including low specific accretion rate AGNs, where

the host galaxy light dominates at IR wavelengths. The host galaxy populations of the IR and

X-ray AGN samples have similar restframe colors and stellar masses; both selections identify

AGNs in blue, star-forming and red, quiescent galaxies.
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3.2 Introduction

Understanding the nature and role of active galactic nuclei (AGNs) is crucial for un-

derstanding both the accretion history of the universe as well as galaxy evolution. There is

mounting observational evidence that there is a connection between black hole growth and galaxy

growth. This is shown both by the tight correlation between black hole mass and galaxy bulge

mass (e.g., Magorrian et al. 1998; Ferrarese & Merritt 2000; Gebhardt et al. 2000), as well as

the similar evolutionary history of star formation and AGN activity through cosmic time (e.g.,

Boyle & Terlevich 1998; Silverman et al. 2008; Aird et al. 2010). In order to understand and

characterize AGNs, one must be able to identify a complete AGN sample, with full knowledge

of any underlying biases or contamination in the sample. One can then better determine which

processes (e.g. secular evolution, mergers, and environment) are the dominate fueling mechanisms

in the growth and evolution of AGNs.

Deep X-ray surveys provide a reliable means of selecting AGNs, in that they introduce

few false positives, as the AGN light generally outshines light from even highly active star-forming

galaxies at X-ray wavelengths. However, high-column density gas (NH > 1023 cm−2) absorbs

X-rays, such that X-ray surveys may fail to identify the most heavily absorbed AGNs. While

the exact fraction of obscured AGNs (NH > 1022 cm−2) is not yet fully known, obscured AGNs

likely represent a large fraction of the total AGN population at all luminosities. For example,

Treister et al. (2004) predict that between ∼ 25% to ∼ 50% of AGNs are obscured, even at high

luminosities (LX > 1044 erg s−1); Treister et al. (see also 2009a,b); Ballantyne et al. (see also

2011), while Gilli et al. (2007) use the cosmic X-ray background to predict that Compton-thick

AGNs are four times as numerous as unobscured AGNs at low luminosity (LX < 1043.5 erg s−1).

More recently, Akylas et al. (2012) predict that the number of Compton-thick AGNs may be 10

times as numerous as unobscured AGNs. Only with extremely deep X-ray data (&1 Ms) does

it become possible to detect and characterize the heavily obscured, moderate luminosity AGNs

(e.g. Georgantopoulos et al. 2009; Brightman & Ueda 2012) that would otherwise be missed in

shallower X-ray surveys. However, even the deepest X-ray surveys may still fail to identify low

luminosity AGNs with moderate to heavy obscuration. Additionally, current deep X-ray surveys

cover at most ∼1 deg2 of sky, which limits the size of the resulting AGN samples. Ideally, both

wide and deep X-ray surveys are required to identify statistically large, relatively complete AGN

samples.

The use of mid-infrared (MIR) emission to identify AGNs began in the 1970s with

the advent of sensitive IR detectors (Low & Kleinmann 1968) and continued with the Infrared

Astronomical Satellite and the Infrared Array Camera (IRAC; Fazio et al. 2004) on board Spitzer.

High-energy radiation from the AGN is reprocessed by dust near the AGN and re-radiated at

MIR wavelengths. Luminous AGNs display a red MIR power-law spectral energy distribution

(SED), which is dominated by thermal emission from hot dust (Neugebauer et al. 1979; Elvis
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et al. 1994; Rieke & Lebofsky 1981). Emission at MIR wavelengths can also potentially be used

to detect Compton-thick AGNs that may be missed by deep X-ray surveys (e.g. Ivison et al. 2004;

Lacy et al. 2004; Stern et al. 2005; Alonso-Herrero et al. 2006; Polletta et al. 2006). It has also

been found that objects with similar MIR luminosities can have vastly different radio, optical, UV

and soft X-ray luminosities (Mushotzky 2004), such that heavily obscured AGNs can be identified

in the MIR as it is relatively insensitive to obscuration. Therefore MIR AGN identification is

a potentially powerful tool that is sensitive to both obscured and unobscured AGNs, without

requiring time-consuming deep X-ray data. Building on the above findings, a variety of selection

techniques have been developed to identify large samples of AGNs from MIR imaging data.

Within the MIR waveband there are many techniques to select infrared-AGNs (IR-AGNs), each

taking advantage of the unique colors of AGNs. Stern et al. (2005) and Lacy et al. (2004) propose

IRAC color-color cuts that were designed using shallow IRAC surveys and which effectively select

luminous AGNs at low redshift. These selections identify the AGN population and separate them

from the much larger galaxy population based on their characteristic MIR properties. Recently, a

number of new MIR selection techniques have been suggested that use data from the Wide field

Infrared Survey Explorer (WISE ; Wright et al. 2010) survey, including those of Messias et al.

(2012), who use the 4.5 µmand 8.0 µm bands, and Mateos et al. (2012), who use the 2.4 µm,

4.6 µm, and 12 µm bands. The WISE bands used in these results are not very different from the

Spitzer IRAC bands and add techniques to fully probe the AGN population space. Alternatively,

the IR SED can be fit using multiple bands and the associated photometric errors to estimate

the probability that the source has a featureless power-law continuum (e.g. Alonso-Herrero et al.

2006; Polletta et al. 2006; Donley et al. 2007). Such techniques identify AGNs within similar

regions in color–color space but are generally more reliable and lead to smaller samples.

Recent work using deeper IRAC and X-ray surveys (e.g. Barmby et al. 2006; Donley et al.

2007; Cardamone et al. 2008; Park et al. 2010; Eckart et al. 2010) has begun to investigate these

MIR AGN selections beyond the shallow surveys for which they were designed. Barmby et al.

(2006) use deep IR and X-ray data in the Extended Groth Strip (EGS) to find that X-ray AGN

have a wide range of MIR colors, suggesting that there is no single method that will be able to

identify a complete AGN sample. Likewise, Park et al. (2010) find that a majority (78%) of the

X-ray AGN sources are not detected by the power-law AGN selection method. Together these

studies suggest that there is a population of AGNs missed by IR-AGN selection techniques even

at shallow X-ray and IR survey depths. Recently, Donley et al. (2012) revisit the Stern et al.

and Lacy IRAC color-color selections, which were defined with relatively shallow surveys, and

the power-law selection, which depends on both the photometry and (generally underestimated)

photometric errors, and define a new IRAC color-color selection criteria, which they claim is more

reliable than the previous IR selection criteria. Additionally, using an X-ray stacking analysis

Georgantopoulos et al. (2008) find a soft mean X-ray spectrum in the Chandra Deep Field North

(CDFN) suggesting contamination of the Stern wedge by normal galaxies. While each of these IR
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AGN criteria select some fraction of the total underlying AGN population, Barmby et al. (2006)

suggest that no proposed IR AGN color selection will identify all AGNs, given the wide range of

spectral shapes exhibited by X-ray sources in the EGS.

With some possible issues, using the MIR to select AGNs is still an effective way to

identify heavily obscured/Compton-thick AGNs that are an important population missed by X-ray

surveys. In order to build more complete AGN samples it has become common to use multiple

waveband selection techniques in the IR through X-ray. For example, Hickox et al. (2007), and

Assef et al. (2010) combine different waveband selection techniques to probe the properties of the

underlying AGN population. Combining both X-ray AGN samples and IR-AGN samples should

provide a better census of the underlying AGN population. However, there has been relatively

little study of the overlap and uniqueness of each AGN selection technique.

Comparing samples selected using different techniques could provide insight into the

AGNs that are missed using different selection techniques. Similarly, it is important to understand

the properties of AGNs and their host galaxies selected in each way.

Here we aim to quantify the overlap and uniqueness of various IR-AGN selection techniques

compared to X-ray AGN selection. We use X-ray and IR data of varying depths in the Chandra

Deep Field South (CDFS), COSMOS, Elias-S1 (ES1) and XMM-LSS (XMM) fields covered by the

PRism MUlti-object Survey (PRIMUS) redshift survey. We use these datasets to investigate how

the selected AGN population depends on the selection technique and the depth of the data, and

we investigate the completeness, contamination, and uniqueness of X-ray versus IR-AGN selection.

The paper is organized as follows. In Section 3.3, we present the relevant multi-wavelength

datasets. In Section 3.4, we detail the different AGN selection techniques. In Section 3.5, we

compare the number densities and overlap between X-ray AGN and IR-AGN selection techniques,

as a function of survey depth. In Section 3.6, we investigate contamination of IR-AGN samples.

In Section 3.7, we compare the AGN and host galaxy rest-frame properties of X-ray and IR

selection techniques. We discuss our results in §3.8 and conclude in §3.9. Throughout the paper

we assume a standard flat ΛCDM model with Ωm = 0.3, ΩΛ = 0.7, and H0 = 72 km s−1 Mpc−1.

3.3 Data

For this study, we use multi-wavelength data from the CDFS, COSMOS, ES1, and XMM

fields. All of these fields have optical photometry, Spitzer IR imaging, spectroscopic redshifts

from PRIMUS, and X-ray data from Chandra and XMM-Newton. We describe these datasets in

detail in Sections 3.3.1–3.3.3 below. Figure 3.1 shows the IRAC (orange boxes), PRIMUS (blue),

and X-ray coverage (green) for each of the fields.
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Figure 3.1: Areal map of the multi-wavelength samples — Map of the IR (orange box),
PRIMUS (blue), and X-ray (green) coverage in the CDFS, COSMOS, ES1, and XMM fields. Ten
thousand random objects detected in all four IRAC bands are shown with gray points. Within
CDFS the red outline shows the SIMPLE region, which has deeper IR data, and the solid red
polygon shows the GOODS region, which has the deepest IR and X-ray data. The SCOSMOS
footprint is outlined in red in the COSMOS field, and the deeper X-ray footprint in the central
0.9 deg2 of the COSMOS field is outlined in black.



69

Figure 3.2: Mid-IR flux distributions — Number density (number of sources per logarithmic
flux bin per square degree) detected in all four IRAC channels as a function of IRAC 5.8 µm flux.
We show number densities for our three survey depths: SWIRE (orange squares), COSMOS (purple
pluses), and GOODS (light blue crosses). The vertical colored lines indicate our chosen 5.8 µm flux
limit for each survey depth, which is set at a flux brighter than the observed turn over in the
number counts (see Table 3.1). The solid black line shows the combined number density of sources
across all fields that reach our fixed 5.8 µm flux limits. We also show the Stern et al. , Donley et
al. , and power-law IR-AGN total number densities from the combined sample (gray lines).
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3.3.1 Spitzer IR Data

In the CDFS, ES1, and XMM fields, we use existing Spitzer IRAC imaging from Data

Release 2 (DR2) of the Spitzer Wide-area Infrared Extragalactic Survey (Lonsdale et al. 2003,

SWIRE; ). Within the shallow CDFS-SWIRE (orange outline in Figure 3.1), we include deeper

source catalogs within the CDFS-SIMPLE region (solid red outline) and even deeper data in

CDFS-GOODS region (solid red polygon), both taken from version 3.0 of the Spitzer IRAC/

MUSYC Public Legacy in E-CDFS (SIMPLE) survey data release (Damen et al. 2011). In the

COSMOS field we use existing IRAC imaging from the S-COSMOS Survey (Sanders et al. 2007).

In fields with SWIRE coverage, we adopt source catalogs provided by the SWIRE team

as part of their SWIRE DR21. These catalogs were generated by performing source detection in

each of the four IRAC channels and merging the source lists (see below for more details). For the

CDFS-SIMPLE region with deeper IRAC data, we compared the measured fluxes for sources in

both the SWIRE catalog and the SIMPLE catalog (Damen et al. 2011). Based on this comparison,

we find that the SIMPLE fluxes need to be scaled by 2.02, 1.96, 1.69, and 1.56, in IRAC channels

1, 2, 3, and 4, respectively to match the measured fluxes from the CDFS-SWIRE catalog. This

multiplication factor accounts for the total flux correction applied by the SWIRE team compared

to the 4.′′0 aperture used by the SIMPLE team and a small zero point difference. The errors

are also multiplied by the above factors, and agree with the SWIRE errors after accounting for

the difference in exposure times. The SIMPLE catalog includes our deepest IRAC data in the

CDFS-GOODS region.

For the S-COSMOS IRAC data, we reproduce the SWIRE source detection procedure

(as outlined in the SWIRE DR2 documentation) to ensure we measure robust fluxes and errors

using a consistent technique. We downloaded the mosaic images in each IRAC channel from the

NASA/IPAC Infrared Science Archive2 (May 2007 release). We use Astronomical Point source

EXtractor pipeline in MOPEX to perform source detection in the mosaic for each channel on an

individual basis. We combined the individual catalogs using the BANDMERGE procedure in

MOPEX. The merged sources in the final catalog are required to be detected with signal-to-noise

ratio (S/N) ≥ 10 in channel 1 and S/N ≥ 5 in channel 2. We follow the SWIRE handbook and

apply a “coverage-S/N” flux limit, which is a factor proportional to the inverse of the square root

of the coverage (C), the number of times that the object’s location was scanned by IRAC in a

given channel. This threshold limits flux measurements to where the flux of a detected object is

large compared to the statistical fluctuations in the background sky in a given channel. Due to

the deeper coverage of Spitzer IRAC scans in the COSMOS field, we require that the coverage

threshold to be 3, 3, 16, and 50 µJy ×
√

4/C for channels 1, 2, 3, or 4, respectively, to match the

SWIRE fields. For the majority of sources, our flux measurements are similar to those in the

1http://irsa.ipac.caltech.edu/data/SPITZER/SWIRE
2http://irsa.ipac.caltech.edu/data/COSMOS/images/spitzer/irac/
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S-COSMOS public catalog, although the public catalog tends to have larger errors for all objects.

We combine our various fields and data sets into three “IR surveys depths” with data of

comparable depth.

1. GOODS, the deepest area of IRAC imaging within the CDFS field.

2. COSMOS, including the S-COSMOS data and the SIMPLE coverage in the CDFS field that

reaches comparable flux limits.

3. SWIRE, which includes the entire area of the XMM and ES1 fields as well as the large area

in the CDFS field with SWIRE coverage.

In Figure 3.2, we show the number density of sources for each survey depth as a function of

5.8 µm flux. We require a source to be detected in all four IRAC bands, which is necessary

for our analysis in this paper. We set a 5.8 µm flux limit for each IR survey depth that is just

above the point where the number counts start to turn over (vertical colored lines), indicating

incompleteness in the IRAC detected samples. Requiring a detection to the 5.8 µm flux limit

guarantees an S/N above 2.4 and 2.1 in channels 3 and 4, respectively, with the median source

having an S/N of approximately 10 in channels 3 and 4. These flux limits are given in Table

3.1. Our SWIRE IR survey depth includes the entire XMM, ES1 and CDFS fields (21.55 deg2 in

total); our COSMOS IR survey depth includes COSMOS and the SIMPLE region of the CDFS field

(3.05 deg2). Our deepest IR survey depth (GOODS) includes only the small GOODS region of the

CDFS field (0.06 deg2). In the rest of this paper we adopt these limits and the corresponding

area coverages when analyzing data to a given IR survey depth. The solid black line in Figure 3.2

shows the overall number density combining all of our fields that probe above the flux limit for

each IR survey depth.

3.3.2 PRIMUS Data

PRIMUS (Coil et al. 2011) is the largest intermediate-redshift, faint-galaxy spectroscopic

survey performed to date and covers ∼9 deg2 in seven different fields with existing deep multi-

wavelength imaging. We obtain low-resolution (R ∼ 40) spectra for ∼300,000 objects from the

IMACS instrument on the Magellan I Baade 6.5m telescope, targeting 80% of galaxies with i . 22,

with a statistically complete sample to a depth of i ∼ 23. By fitting galaxy, broad-line AGNs, and

stellar spectral templates to low-resolution spectra and optical ground-based photometry, we have

measured ∼120,000 robust redshifts with a precision of σz/(1 + z) < 0.5% and a catastrophic

outlier rate of . 3% (∆z/(1 + z) ≥ 0.03). We classify objects as galaxies, broad-line AGNs or

stars based on the χ2 of the best template fits. We derive K-corrections (Blanton & Roweis 2007)

from the photometry. For further details of the survey design, targeting, and data see Coil et al.

(2011); for details of the data reduction, redshift confidence and precision, and completeness, see

Cool et al. (2013).
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Here, we use PRIMUS redshifts between 0.2 < z < 1.2 with high confidence quality flags

(Q ≥ 3; see Coil et al. (2011).) In the CDFS field, the PRIMUS science observations cover part of

CDFS-SWIRE but are disjoint from the CDFS-SIMPLE and CDFS-GOODS area. We therefore

also include the PRIMUS CDFS calibration field, which overlaps with the CDFS-GOODS and

CDFS-SIMPLE areas, to increase the number of deep IRAC and X-ray detected objects with

PRIMUS redshifts for Section 3.7. We thus have a total of 31,998 galaxies and broad-line AGNs

with high-confidence PRIMUS redshifts in the COSMOS, CDFS, ES1, and XMM fields. Figure 3.1

shows the overlaps between the PRIMUS footprint and the IRAC and X-ray coverage. Table 3.2

gives the areas of the total and overlapping regions of each data set.

3.3.3 X-Ray Data

We have compiled published X-ray source catalogs based on existing Chandra and XMM-

Newton X-ray data in the COSMOS, CDFS, ES1, and XMM fields (see Aird et al. (2012) for

details). In all of the fields we use the likelihood ratio matching technique (e.g., Sutherland &

Saunders 1992; Ciliegi et al. 2003; Brusa et al. 2007; Laird et al. 2009) to identify counterparts

for each of the X-ray sources in the PRIMUS targeting optical photometry. We also apply the

likelihood ratio technique to assign secure IRAC counterparts to the X-ray sources in the entire

area with both X-ray and Spitzer IRAC coverage. Candidate counterparts are identified within

5′′, although over 80% of likelihood ratio matched IRAC counterparts are within 2′′ of their

X-ray counterpart. The likelihood ratio matching technique accounts for optical, IR, and X-ray

positional uncertainties, the probability of having a counterpart with a given magnitude, and the

probability of a spurious match. Where multiple counterparts exist, we choose the match with

the highest likelihood ratio and restrict to “secure” counterparts with likelihood ratios >0.5.

Within the CDFS field, we use the Luo et al. (2008) 2 Ms CDFS X-ray source catalog,

one of the deepest Chandra survey to date, and the four overlapping 250 ks Chandra point source

catalogs of Lehmer et al. (2005). The 2 Ms catalog covers all of the CDFS-GOODS IRAC cover-

age(0.058 deg2), and part of CDFS-SIMPLE (0.25 deg2) and CDFS-SWIRE (0.31 deg2) coverage,

to a depth of f2−8keV ∼ 5.5 × 10−17 erg s−1cm−2. The 250 ks catalogs surrounds the CDFS-

GOODS field, and covers more of the CDFS-SIMPLE(0.068 deg2) and CDFS-SWIRE(0.12 deg2)

area to a depth of f2−8keV ∼ 6.7× 10−16 erg s−1cm−2.

The COSMOS field was observed with XMM-Newton (Hasinger et al. 2007) over the

entire 2 deg2 to a depth of f2−10keV ∼ 3 × 10−15 erg s−1cm−2 and with much deeper Chandra

data reaching f2−10keV ∼ 8 × 10−16 erg s−1cm−2 for the central ∼0.9 deg2 (Elvis et al. 2009).

There are a total of 2,769 X-ray sources in the area with both IR and X-ray coverage, and 2,075

X-ray sources with X-ray, PRIMUS, and IR coverage; 383 of these have robust PRIMUS redshifts

and classifications.

We use the Puccetti et al. (2006) point source catalog in the ES1 field from a mosaic
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of four partially overlapping XMM-Newton pointings which reached a depth of f2−10keV ∼
2 × 10−15 erg s−1cm−2 covering 0.52 deg2 of the 0.9 deg2 of PRIMUS and 2.16 deg2 with IR

coverage. Within the PRIMUS and IR areas (see Figure 3.1) there are 371 and 395 X-ray sources,

respectively; there are 73 X-ray sources with secure PRIMUS redshifts.

The XMM X-ray data are from the Subaru/XMM-Newton Deep Survey (Ueda et al.

2008), which contains 7 deep XMM-Newton pointings, and the XMM-LSS X-ray survey (Pierre

et al. 2007) which contains 45 pointings. The combined catalog contains X-ray sources to a depth

of f2−10keV ∼ 2× 10−15 erg s−1cm−2, and covers 2.16 deg2 of PRIMUS and 2.16 deg2 of the IR

area. There are 1840 and 4466 sources in the PRIMUS and IR overlap area, and 264 objects with

secure redshifts.

3.4 AGN Sample Selection

In this section we define our samples of AGNs based on two IRAC color selection

techniques and X-ray detections. No single selection technique can identify a complete parent

sample of all AGNs; instead, we must study how the overlap between our different samples vary

with the depths of the observations to determine selection biases and incompleteness effects. In

Section 3.4.1, we define our Stern et al. IR-AGN sample using the MIR color selection criteria

from Stern et al. (2005). We define our Donley et al. IR-AGN sample using the MIR color criteria

from Donley et al. (2012) in Section 3.4.2. In Section 3.4.3, we discuss identification of IR-AGNs

by fitting a power law to the MIR photometry (e.g., Alonso-Herrero et al. 2006; Polletta et al.

2006; Donley et al. 2007) and the reasons we choose not to use this technique in the remainder

of this paper. We describe our X-ray-selected AGN sample in Section 3.4.4 and explain how we

calculate completeness weights to account for the varying sensitivity of the X-ray observations.

3.4.1 Stern Color Selection

Objects that are detected in all four IRAC bands are defined to be Stern et al. selected

IR-AGNs if they have IRAC colors such that they lie within the following region in color–color

space:

([5.8]− [8.0]) > 0.6, (3.1)

([3.6]− [4.5]) > 0.2 · ([5.8]− [8.0]) + 0.18, and (3.2)

([3.6]− [4.5]) > 2.5 · ([5.8]− [8.0])− 3.5. (3.3)

We apply this selection technique for samples reaching our three different “IR survey depths”

defined in Section 3.3.1 above. We identify a total of 1137, 10,343, and 6687 Stern et al. IR-AGNs

in our GOODS, COSMOS, and SWIRE depth surveys, respectively. We show the number density of

Stern et al. selected objects with X-ray coverage in Figure 3.2.
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3.4.2 Donley Color Selection

We also select IR-AGN samples using the IRAC color criteria presented by Donley et al.

(2012). This color-selection technique was designed to limit contamination by star-forming galaxies,

especially at high redshift, but still be both complete and reliable for the identification of luminous

AGNs. We require that objects are detected in all four bands, and have IRAC colors such that

they lie within the following region in IRAC color–color space:

x = log10

(
f5.8µm

f3.6µm

)
, y = log10

(
f8.0µm

f4.5µm

)
(3.4)

x ≥ 0.08 and y ≥ 0.15 (3.5)

y ≥ (1.21× x)− 0.27 (3.6)

y ≤ (1.21× x) + 0.27 (3.7)

f4.5µm > f3.6µm and f5.8µm > f4.5µm, and (3.8)

f8.0µm > f5.8µm. (3.9)

Like in Section 3.4.1, we apply this selection method to our three different IR survey depth

samples. We identify a total of 212, 2657, and 4151 Donley et al. IR-AGNs in our GOODS, COSMOS,

and SWIRE depth surveys, respectively. The number density of Donley et al. selected objects with

X-ray coverage is shown in Figure 3.2.

3.4.3 Power-law Selection

We also investigated the identification of IR-AGN samples using a power-law selection

technique Alonso-Herrero et al. (2006); Polletta et al. (2006); Donley et al. (2007). This technique

identifies IR-AGNs by fitting a power-law function to the IRAC fluxes, in contrast to the color

selection techniques such as the Stern et al. and Donley et al. methods described above. Sources

dominated by a power-law IR-AGN have a negative slope α < −0.5 such that their νFν flux

increases with wavelength (Alonso-Herrero et al. 2006). Following Donley et al. (2007), we identify

sources with four detected IRAC flux measurements as power-law AGNs when they are well fit by

a power law of slope α ≤ −0.5, where fν ∝ να. We deem the power-law fit as good if Pχ > 0.1

(probability that the fit would have a χ2 greater than the found χ2). We calculate the Pχ and fit

parameters using the linfit procedure in IDL.

As in Sections 3.4.1 and 3.4.2, we apply the power-law selection technique to our SWIRE,

COSMOS, and GOODS IR survey depths. To properly simulate a shallow SWIRE-like survey in our

COSMOS depth fields (COSMOS and CDFS-SIMPLE), we apply not only the 5.8 µm flux limits but

also scale up the errors in the flux measurements to accurately represent the characteristics of the

shallower data. Specifically, we scale the errors in the fluxes by the square root of the differences
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in the exposure times for the COSMOS and SWIRE depth data. We verify that the median of our

scaled errors matches the median error in the SWIRE depth fields.

In Figure 3.2, we show the number density of IR-AGNs identified using the power-law

selection technique as a function of 5.8 µm flux. Unlike the Stern et al. and Donley et al. samples,

the number density of the power-law sample is not a smooth function of IR flux. Donley et al.

(2012) show that this is mainly due to the flux errors associated with each survey. While we have

ensured similar data reduction and consistent error estimates for the different fields and samples,

the uncertainty in a flux measurement will depend on the depth of the data. At a given flux,

deeper IR surveys find fewer power-law AGNs as the smaller flux errors can result in larger χ2

values for the power-law fit. Thus, a source identified as a power-law AGN in a shallow survey

may not be identified in a deeper survey as the more precise photometry are found to deviate

from a power-law. Additionally the power-law sample is a very small subsample of the total X-ray

population, a major problem in selecting a large statistical population of AGNs.

Donley et al. (2012) suggest adopting a 10% uncertainty floor on all flux measurements.

While this increases the number density of power-law-selected AGNs in our samples to that

of Donley et al. (2012), the number density of these sources does not monotonically increase

with increasing survey depth, due to the strong dependence of the power-law technique on the

estimated flux uncertainty. The power-law technique appears to be a reliable method of selecting

AGNs (in that a very high fraction have X-ray counterparts), however it selects a very small

subsample of the full AGN population identified either with X-ray emission or with the Stern et

al. or Donley et al. AGN selection techniques using SExtractor errors. Given the small sample

size and the complex dependence on the depth of the IR data, we choose not to consider the

power-law IR-AGN selection technique any further in the analysis of this paper.

3.4.4 X-Ray Selection

We define samples of X-ray-selected AGNs based on detection in the hard (2–10 keV)

energy band in our compiled catalogs (see Section 3.3.3). A hard-band-selected sample includes

both X-ray unabsorbed and moderately absorbed AGNs, but misses Compton-thick sources. We

do not include a soft-band-selected sample even though it probes to fainter X-ray fluxes (providing

a larger sample) because it is more biased toward the detection of unabsorbed sources (with

equivalent hydrogen column densities NH < 1022 cm−2).

Selecting in a single band also ensures we can accurately track (and correct for) the

effects of variation in the X-ray sensitivity in our observations. Within an individual Chandra or

XMM-Newton pointing, variations due to the vignetting and point-spread function of the telescope

lead to variations in the X-ray flux limit that is reached across the field of view. Furthermore, the

exposure times between different pointings can vary within an X-ray survey, leading to substantial

variations in sensitivity. The minor differences in the X-ray spectral shapes at 2−10 keV have
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Figure 3.3: X-ray area sensitivity curves — X-ray area sensitivity curves that track the
area which is sensitive for a given X-ray flux. We show the individual X-ray area sensitivity curves
for the ∼1 Ms (orange squares), ∼100 ks (purple pluses), and ∼10 ks (light blue crosses) samples.
The vertical colored lines indicate our chosen X-ray flux limit for each survey depth, which is set
at the flux which we recover 10% or more of the expected sources (see Table 3.1). The solid black
line shows the All sample, which combines all of our X-ray fields that probe above the flux limit
for each field.
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a minimal effect on the sensitivity and the differences are mainly due to the X-ray telescope.

Furthermore, at the X-ray fluxes we are probing (f2−10keV ∼ &× 10−16 erg s−1cm−2), the X-ray

point source number counts are dominated by AGNs (Georgakakis et al. 2008; Lehmer et al. 2012).

Thus, by comparing observed point source counts as a function of flux to the expected number

based on the intrinsic log N – log S relation, we can estimate the fraction of our survey area that

is sensitive to X-ray AGNs of a given X-ray flux.

In Figure 3.3, we show X-ray area curves (the area of a survey that is sensitive to sources

above a given X-ray flux) for our various fields. We calculate these area curves using the ratio of

the number of hard X-ray-detected sources in the parent X-ray source catalog and the predicted

number of sources based on the X-ray log N – log S relation of Georgakakis et al. (2008), using

bins of 0.2 dex width. We fix the area curve at the total area coverage above the lowest flux where

≥90% of the predicted sources are detected to remove the effects of low source numbers at bright

fluxes. To reduce the noise due to small numbers of sources at the faintest X-ray fluxes, we set a

minimum flux threshold in each X-ray survey at the point where at least 10% of the expected

number of sources are detected. These flux limits are shown in Figure 3.3 and given in Table 3.1.

Similar to our IR observations, we group our X-ray fields into three different “X-ray

survey depths.”

1. ∼1 Ms, which includes our deepest, 2 Ms X-ray data in the CDFS field.

2. ∼100 ks, including the E-CDFS, COSMOS, the deeper regions of the XMM field.

3. ∼10 ks, including ES1 field and the remainders of the COSMOS and XMM fields.

We give nominal hard-band flux limits for each field and survey depth in Table 3.1. While there

are slight differences in the exact X-ray flux limit for each individual survey we show the surveys

at one of the three “X-ray survey depths” for simplicity. However, we note that this flux limit is

only reached over a small fraction (> 10%) of the total area covered by our fields with a given

“X-ray survey depth”.

Finally, we calculate an “X-ray weight” for each hard band X-ray detected source based

on the ratio of the total area coverage to the value of the area curve at the flux of the source. We

use these X-ray weights to correct observed number densities of X-ray sources to the intrinsic

number density. A faint X-ray source will be given a large weight to account for the small area

that is sensitive to faint fluxes. For the total X-ray sample, the X-ray weights ensure we recover

the intrinsic X-ray log N – log S as measured by Georgakakis et al. (2008) that was originally

used to determine the area curves. However, the X-ray weights are also crucial when comparing

between X-ray and IR-AGN samples (see Section 3.5).

In Section 3.7, we further limit our X-ray-detected sample to objects with an observed

LX > 1042 erg s−1, calculated from the hard-band flux assuming a photon index of Γ = 1.9. This
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conservative limit ensures our sample contains objects where the X-ray flux is dominated by

emission due to an AGN, rather than star formation processes in the galaxy.

When comparing the X-ray AGN sample with the IRAC AGN samples we require that

both samples lie within the overlapping window functions. Likewise for Section 3.7 we require that

the objects fall within the region with IRAC, X-ray, and PRIMUS coverage. For these studies, we

recompute our X-ray weights using the overlapping areas only.

3.5 Sample Comparisons

In this section, we examine how the total numbers of sources and the overlap between

our IR-AGN and X-ray AGN samples depend on the depths of the X-ray and IRAC data. In

Section 3.5.1, we compare the IR-AGN and X-ray AGN selection techniques with respect to the

bivariate IRAC and X-ray flux space. In Section 3.5.2, we determine the surface number densities

of sources selected by the different techniques as a function of both IRAC and X-ray flux. In

Section 3.5.3, we investigate how the overlap between the samples depends on the IR and X-ray

survey depths.

3.5.1 X-Ray and IR Flux Comparison

Our first step is to examine the distribution of sources in the bivariate space of observed

IRAC 5.8 µmflux and hard-band X-ray flux. In the center panel of Figure 3.4 we show contours

(black) that trace the distribution of all sources (across our differing survey depths) with both

X-ray and IRAC detections. The contours contain 30%, 50%, and 80% of these sources; the

remaining 20% of sources outside these contours are shown by black squares. We also show the

distribution of sources that are also identified as IR-AGNs using the Stern et al. (red) and Donley

et al. (blue) selection techniques. Approximate IRAC and X-ray flux limits for the different

survey depths are shown by the orange vertical and horizontal lines. We find that the majority

of objects tend to be infrared bright when they are likewise X-ray bright. However, there is a

population of objects that are infrared bright, but are X-ray faint, but very few that are X-ray

bright but infrared faint. This is expected as it suggests that it is easier to have a Compton-thick

source that obscures the X-rays, but much harder to obscure the infrared photons. Many of these

infrared-bright, X-ray faint sources are not selected by either the Stern et al. or Donley et al.

IR-AGN selection techniques and thus may not be AGNs or have dominate AGN components.

The right panel of Figure 3.4 shows the number density of all IRAC- and X-ray-detected

objects (black), Stern et al. IR-AGNs (red), and Donley et al. IR-AGNs (blue) as a function of

their observed hard-band X-ray flux. Likewise the bottom panel shows the number density of the

same samples as a function of their IRAC 5.8 µmflux. The number density plots in each of the

subpanels are limited to include selected sources above the flux limit in each field and normalized



79

Figure 3.4: Detected mid-IR flux versus X-ray flux diagram — Observed IRAC 5.8 µm
and hard-band X-ray flux number-density distributions. In the center panel, we show the sample
of objects detected with four bands of IRAC and a hard-band X-ray detection. The Stern et
al. IR-AGN-selected sample is shown with red squares, and the Donley et al. IR-AGN-selected
sample is shown with blue triangles. The approximate SWIRE, COSMOS, and GOODS depth IR
surveys limits are shown with vertical orange lines, and approximate X-ray survey depths are
shown with horizontal orange lines. The right-side panel shows the total number of IRAC and
X-ray detected of objects per logarithmic X-ray flux bin per area sensitive to that flux for the
total (black), Stern et al. IR-AGN selected, (red) and Donley et al. IR-AGN selected (blue).
The lower panel shows the total number of X-ray- and IR-AGN-detected objects per logarithmic
IRAC flux bin per area sensitive to that flux for the respective samples. We include the X-ray
completeness correction weights which corrects for the variation in X-ray flux limit in both side
panels.
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by the area that is sensitive to that flux. The number densities of either Stern et al. or Donley et

al. IR-AGN sample do not increase toward fainter fluxes as steeply as the total number density

of objects detected.

3.5.2 X-Ray and IR-AGN Surface Densities

Our next goal is to determine how the number of sources identified as AGNs using a

given selection technique varies as a function of IR flux. In the top panels of Figure 3.5, the

solid black line shows the surface number density (number per square degree per logarithmic flux

interval) of sources as a function of IRAC 5.8 µmflux for the Stern et al. (left) and Donley et

al. (right) IR-AGN samples. At the brightest fluxes (f5.8µm > 100 µJy), we combine all of the

different fields to estimate the surface number density. At fainter fluxes we only use the fields

with sufficient IR depth (see Table 3.1 for flux limits). For both the Stern et al. and Donley et al.

IR-AGN samples the number densities increase rapidly with decreasing flux with an approximately

power-law form, although the slope of the power-law may flatten below f5.8µm ∼ 100 µJy for the

Donley et al. sample. The dashed lines show the surface number densities of the Stern et al. or

Donley et al. IR-AGN sample that is also detected in our X-ray data for our three different X-ray

survey depths: ∼10 ks (red), ∼100 ks (green), and ∼1 Ms (blue). These surface number densities

are corrected for the variation in X-ray flux limit over the field (the X-ray incompleteness) by

applying the weights described in Section 3.4.4.

The bottom panels show the fraction of the IRAC samples that are X-ray detected for

each of the X-ray survey depths. These fractions vary significantly as a function of both IRAC

flux and the depth of the X-ray data. At bright IR fluxes (f5.8µm > 100 µJy) we find &70% of

the IR-AGN samples are detected in X-ray data of ∼100 ks–1000 ks depth, whereas with the

shallow X-ray data (∼10 ks) this fraction is closer to 50%. At fainter IR fluxes the X-ray fraction

decreases, although the fall off is highly dependent on the depth of the X-ray data. Figure 3.7

(left) directly compares the X-ray fractions of the Stern et al. and Donley et al. IR-AGN samples

as a function of IR flux combining the different X-ray survey depths. At bright IR fluxes ∼60%

of both IR-AGN samples are X-ray detected; at fainter IR fluxes a slightly higher fraction of the

Donley et al. sources are identified in the X-ray data, although we note that the Donley et al.

selection identifies a smaller sample of AGNs.

Our next step is to determine how the number of identified IR-AGN and X-ray AGN

sources depends on the X-ray flux. In the top panels of Figure 3.6, we show the surface number

density of X-ray-selected sources as a function of the X-ray flux. We only include fields that probe

to sufficient X-ray depth (see Table 3.1 and Figure 3.2) in our estimates of the surface number

density at any given X-ray flux. We apply our X-ray weights to account for the variation in X-ray

depth within a field (see Section 3.4.4); only a limited fraction of the combined X-ray and IRAC

area may be sensitive to a given X-ray flux, even above our nominal X-ray flux limits. The X-ray
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Figure 3.5: IR-AGN selection X-ray depth detection fraction — IR-AGN-selected
number density and fractions of combined IR-AGN samples as a function of IRAC f5.8 µm flux
for the Stern et al. (left column) and Donley et al. (right column) IR-AGN selection techniques.
The top panels show the number density (black solid line) of the Stern et al. (left) and Donley et
al. (right) IR-AGN selection method for the entire sample. The dashed lines show the number
density for individual X-ray comparison depth samples: shallow ∼10 ks (red), medium ∼100
ks (green), and deep ∼1Ms (blue) samples are shown with Poisson error bars. For objects with
measured X-ray fluxes we use the X-ray sensitive area derived from the X-ray completeness
weights rather than the intersected IR and X-ray area. The total sample (solid black line) may
dip below an individual X-ray survey depth sample due to the X-ray completeness corrections
and small number statistics, but the black line is consistent with the individual X-ray survey
depth lines. The bottom panels show the X-ray-detected fraction of IR color-selected AGNs for
each of the different X-ray survey depth bins.



82

Figure 3.6: X-ray AGN IRAC depth detection fraction — Number density and fraction
of the X-ray-detected sample that is selected using an IR-AGN selection technique. The top
panels show the number density of all X-ray-detected objects (black solid line) and X-ray with
IRAC detected objects(gray dotted lines) as a function of hard-band X-ray. The dashed lines
show the number density of the Stern et al. (left) and Donley et al. (right) IR-AGN samples for
the shallow (SWIRE), medium (COSMOS), and deep (GOODS) depth IR surveys. Each of these dashed
lines can be above the total number density of IR-AGNs and X-ray AGNs due to individual
sample areas and small numbers at the lowest bins. We remove bins with objects less than four
objects, which happen at the largest X-ray fluxes. The bottom panels show the IR-AGN fraction
of X-ray AGN sample of the total number density for each individual IRAC depth survey. Objects
with measured X-ray fluxes have been normalized by the sensitive area for that flux measurement
rather than the intersected IR and X-ray area.
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Figure 3.7: Stern et al. and Donley et al. IR-AGN comparison — X-ray-detected
fraction of IR-AGNs (left panel) and the IR-AGN-selected fraction of the X-ray AGN sample
(right panel) for all field depths. The Stern et al. (solid red squares) and Donley et al. (solid blue
triangles) IR-AGN-selected fraction are for all samples which contains objects above the limits
for that sample. Objects with measured X-ray fluxes have been normalized by the sensitive area
for that flux measurement rather than the intersected IR and X-ray area.
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surface number densities follow the double power-law distributions presented by Georgakakis et al.

(2008). The dashed lines show the surface number densities of X-ray sources that also satisfy the

Stern et al. (left column) and Donley et al. (right column) IR-AGN selection criteria in fields

reaching three different IR survey depths: SWIRE (red), COSMOS (green), and GOODS (blue). These

number densities are also corrected for variation in X-ray sensitivity within a field. The bottom

panels show the fraction of the X-ray sample that satisfy the IR selection criteria for the three IR

survey depths for each of the IR-AGN samples. At bright X-ray fluxes (fX∼10−14 erg s−1cm−2),

a fairly high fraction of the X-ray sources (∼60%) are identified as AGNs using either the Stern

et al. or Donley et al. selection criteria, although substantially increasing the depth of the IR

data does not appear to increase this fraction. At fainter X-ray fluxes the fraction of X-ray

sources identified with the IR criteria reduces. Increasing the depth of the IR data from SWIRE to

COSMOS recovers a higher fraction, but further increasing from COSMOS to GOODS depths does not

appear to significantly increase the IR fraction at a given X-ray flux, especially for the Donley et

al. selection criteria. The more restrictive Donley et al. selection criteria generally identifies a

lower fraction of the X-ray sources as AGNs at any given X-ray flux compared to the Stern et al.

selection (see Figure 3.7 (right panel) for a direct comparison of the fractions with COSMOS X-ray

and IRAC depth data.

With either of the IR-AGN selection techniques, the total number densities and the

overlap between the IR-AGN and X-ray AGN samples depends on the survey depth. In the left

panel of Figure 3.7, we show the X-ray-detected fraction of the Stern et al. (red) and Donley et al.

(blue) IR-AGN samples as a function of the IRAC flux. For sources fainter than f5.8µm ∼ 100 µJy

IRAC flux, the Stern et al. fraction is smaller than the Donley et al. fraction, and very similar for

sources above f5.8µm ∼ 100 µJy. Below f5.8µm ∼ 100 µJy, the Stern et al. selection identifies a

larger number of objects as AGNs than the Donley et al. selection (see Figure 3.8), which drives

this fraction down. In the right panel of Figure 3.7, we show the Stern et al. (red) and Donley et

al. (blue) IR-AGN fraction of the X-ray-detected sample. The Donley et al. IR-AGN selection

identifies a lower fraction of X-ray-detected objects for most of X-ray fluxes compared to the

Stern et al. IR-AGN selection.

3.5.3 Overlap of X-ray and IR-AGN samples

In this section, we examine in more detail the extent of the overlap between the IR-AGN

and X-ray AGN samples and how this depends on both the IR and X-ray survey depth. In

Figure 3.8 (left panels), we show the fraction of the IR-AGN samples that are X-ray detected as a

function of both the X-ray and IRAC flux limits for the different survey depths. The top-left panel

shows the fraction of Stern et al. IR-AGNs that are X-ray detected; the bottom-left panel shows

the fraction of Donley et al. IR-AGNs that are X-ray detected. These fractions vary smoothly

over the range of IR and X-ray flux limits between 47% and 90% for both Stern et al. and Donley
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Figure 3.8: Bivariate X-ray AGN and IR-AGN detection fraction diagram — X-ray-
detected fraction of IR-AGN selection techniques (left column) and the color-selected fraction of
X-ray AGN detections (right column) for each IR-AGN sample. The fractions are shown at the
IRAC 5.8 µm and X-ray flux limits with background points shown with darker gray background
for lower fractions, and lighter squares for higher fractions. The upper panels show the Stern et
al. IR-AGN selected fractions, whereas the lower panels show the Donley et al. IR-AGN selected
fractions. We include in Tables 3.4 and 3.5 the fractions for samples with X-ray weights applied,
while Tables 3.6 and 3.7 list the raw fractions, where X-ray weights have not been applied.
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Figure 3.9: X-ray AGN, and IR-AGN Venn diagrams — Venn diagrams of the number
density and overlap between the Stern et al. (red), Donley et al. (blue), and hard-band X-ray
(green) selected AGN samples. The area and overlap of each circle is proportional to the surface
number density of the sample and respective sample overlap. The different samples are located
at the X-ray and IRAC flux limits shown as a black cross. Objects with X-ray detections have
been normalized by the sensitive area for that flux, and included if they fall within the X-ray and
IRAC limits for that sample. The X-ray and IRAC limit locations are plotted as a black plus at
the center of the X-ray circle and Donley et al. selection circles, respectively. See Table 3.3 for
individual fraction values.
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et al. IR-AGN samples. For comparable depth surveys in IR and X-ray (roughly the diagonal

through these panels) ∼70%– 80% of the IR-AGNs are detected at X-ray wavelengths. Increasing

the depth of the IR data (moving to the left) reduces the fraction with X-ray detections; increasing

the depth of the X-ray data (moving down) increases the fraction with X-ray detections. For our

shallowest IR data, we find a very high fraction (90%) of the IR-AGNs are detected using our

deepest X-ray data. Generally, the X-ray-detected fraction of the Donley et al. IR-AGN samples

is higher than for the Stern et al. IR-AGN samples, particularly for deeper surveys.

In the two right-hand panels of Figure 3.8, we show the fraction of the X-ray AGN samples

that are also identified as Stern et al. IR-AGNs (top-right panel) or Donley et al. IR-AGNs

(bottom-right panel). For both selection techniques, the fraction varies smoothly between ∼4% -

53%, being smallest for shallow IR and deep X-ray samples (bottom right) and largest for deep IR

and shallow X-ray samples (top left). The Donley et al. IR-AGN selection technique identifies a

lower fraction of the X-ray sample than the Stern et al. IR-AGN selection technique. Comparing

with Figure 3.6, we find that these low fractions are due to the large numbers of faint X-ray AGNs

that are not selected by either IR-AGN technique, even with very deep IR data.

In Figure 3.9, we use Venn diagrams to examine the surface densities and overlap of the

samples selected using our three AGN selection techniques as a function of both X-ray and IR

survey depth. The number density of the different subsamples are represented by circles located

at the IR and X-ray flux limits for the different surveys. The size of the circles are proportional

to the surface number densities; the overlap between the samples are shown in Venn diagram

form. The black cross indicates the X-ray and IR flux limits corresponding to the surveys used

for each individual Venn diagram. The number density of X-ray AGNs (green circles) increases

rapidly as the X-ray depth increases (moving down in Figure 3.9). Likewise, for deeper IRAC

surveys we find a larger number density of both Stern et al. and Donley et al. IR-AGN samples.

The overlap between the AGN samples varies substantially depending on the IR and X-ray survey

depth. X-ray selection identifies a large population of sources at all survey depths that are not

identified with the IR-AGN selection techniques, even with extremely deep IR data. The Donley

et al. IR-AGN selection technique generally identifies a subset of the Stern et al. IR-AGN sample

for all depths. At our shallowest IR survey depth (SWIRE: right-hand side of Figure 3.9), the

IR-AGN samples overlap almost completely, while in deeper IR surveys an additional population

is identified using the Stern et al. selection criteria. At the shallowest IR survey depth, a high

fraction of the IR-AGNs are X-ray detected: up to 90% with our deepest X-ray data. Deeper

IR data identifies additional IR-AGNs, including populations that are not identified at X-ray

wavelengths.
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Figure 3.10: Redshift number-density distribution — Redshift number-density distribu-
tions for the X-ray (green solid), Stern et al. (red hatched) and Donley et al. (blue hatched)
selected samples for all objects with secure PRIMUS redshifts in all fields. The Stern et al. and
Donley et al. IR-AGN distributions have been scaled up by a factor of four to easily compare
their distributions to the X-ray sample.

3.6 Contamination of IR-AGN selection

In this section, we investigate whether either of the IR-AGN samples are subject to

contamination from non-AGN galaxies. In Section 3.6.1, we examine the redshift distributions of

the IR-AGN and X-ray AGN samples (using spectroscopic redshifts from PRIMUS at z < 1.2)

and find clear evidence for contamination of the Stern et al. IR-AGN sample at specific redshifts.

In Section 3.6.2, we use MIR templates to characterize the contamination from non-AGN host

galaxies that fall into the Stern et al. IR-AGN selection criteria compared to the Donley et al.

IR-AGN selection criteria and X-ray detected AGNs at z < 1.2. Finally in Section 3.6.3 we

extend our template-based analysis to higher redshifts (z ∼ 2–3), outside the range covered by the

PRIMUS data, to investigate the contamination of the IR-AGN samples by star-forming galaxies

at these redshifts. In this section, we focus on the templates and possible galaxy contamination

in the Stern et al. and Donley et al. IR-AGN samples and leave discussion of contamination as a

function of survey depth to Section 3.8.

3.6.1 Investigating Contamination with Redshift

In this section we compare the redshift distributions of our three AGN samples to

investigate whether the selection techniques identifying the same underlying AGN population.

In Figure 3.10, we show the number per square degree of Stern et al. IR-AGN (red hatched),
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Figure 3.11: IRAC color-color space diagram — IRAC color-color space for sources with
PRIMUS redshifts in four redshift bins between 0.2 < z < 1.2. In each panel, the Stern et al.
wedge is outlined in orange with the power-law −0.5 < α < −3 line also shown in orange within
the wedge. The Donley et al. IR-AGN sample (blue triangles) and X-ray AGN sample (green
diamonds) are shown above all other objects (dark red circles) in each redshift bin. We find
that the bimodal redshift peaks of the Stern et al. IR-AGN sample are due to a large number of
objects entering the bottom of the wedge at both z ∼ 0.3 and z ∼ 1.1.

Donley et al. IR-AGN (blue hatched) and X-ray AGN (green solid) selected objects with PRIMUS

redshifts. We restrict our samples to objects with secure PRIMUS redshifts between 0.2 < z < 1.2,

where PRIMUS provides reliable redshifts for sources where the optical light is dominated by

either the AGN or galaxy light and there is enough volume to construct a statistical sample. For

the X-ray detected sample we ensure that the sample is not contaminated by X-ray detected

star-forming galaxies by restricting to sources with LX > 1042 erg s−1. We apply the weights

calculated in Section 3.4.4 to correct for the varying depth of the X-ray data but we do not

correct for the fraction without PRIMUS redshifts. Requiring a redshift reduces our AGN sample

sizes and imposes an apparent limiting optical magnitude brighter than i ∼ 23. The fraction

of sources in our AGN samples that are brighter than this optical limit varies from ∼30% to

∼70%, depending on the depth of the corresponding IR or X-ray data. Of the sources targeted by

PRIMUS, the fraction that have a high-quality redshift varies from ∼75% to ∼95%, depending

on the depth of the IR or X-ray data, where the fraction is higher for shallower fields. This is

comparable to the overall PRIMUS redshift success rate. We find comparably low catastrophic

redshift outlier rates for the AGN samples compared to the full PRIMUS galaxy sample. The

Stern et al. and Donley et al. distributions have been scaled up by a factor of four to show their

relative redshift distributions compared to the completeness-corrected X-ray sample.

The Donley et al. IR-AGN sample and X-ray AGN sample number-density distributions

peak around z ∼ 0.6, which matches the peak of the entire PRIMUS galaxy sample, although the

Donley et al. distribution does not falloff as quickly for higher redshifts compared to the X-ray

AGN sample. We find that the redshift distribution of the Stern et al. IR-AGN sample has an

unexpected shape with two peaks, at z ∼ 0.3 and z ∼ 1.1, which differs significantly from that of

the Donley et al. IR-AGN and X-ray AGN samples or the overall PRIMUS galaxy sample. To
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Figure 3.12: IRAC color-color template diagram — IRAC color–color spaces for galaxies
and AGN templates in four redshift bins between 0.2 < z < 1.20 to match the PRIMUS redshift
sample. In each panel we show the redshifted colors of templates in that redshift bin (lines). The
Stern et al. wedge is outlined in orange with the power-law −0.5 < α < −3.0 line also shown
in orange within the wedge. Quiescent galaxies (red square), star-forming galaxies (blue cross)
and QSO/AGN (black diamond) redshift template tracks begin in each redshift bin at the filled
symbol, and continue for the extent of that redshift bin. Generally, we find the Donley et al.
and Stern et al. IR-AGN techniques select QSO/AGN templates. The Stern et al. IR-AGN
technique additionally selects star-forming templates at both z ∼ 0.3 and z ∼ 1.1. Quiescent
galaxy templates are not selected by either at these redshifts.

investigate this unusual distribution, in Figure 3.11 we present IRAC color–color plots for the

entire sample with IRAC detections in all four bands separated into four distinct redshift ranges.

We overplot the Donley et al. IR-AGN (blue triangle) and X-ray AGN (green diamond) selected

samples. Generally, the Donley et al. IR-AGN sample is a subset of the Stern et al. IR-AGN

sample, whereas the X-ray AGN sample includes objects both inside and outside of the Stern et al.

color wedge. The Stern et al. IR-AGN sample includes many other objects that are neither X-ray

detected nor Donley et al. selected. We see that the majority of these objects enter in at low

redshifts (z ∼ 0.3, left-most panel) and high redshifts (z ∼ 1.0, right-most panel). These objects

mostly enter into the wedge at low ([3.6]–[4.5]) color and appear to be consistent with scatter

from the larger galaxy population (the dark red points in Figure 3.11). We thus conclude that the

Stern et al. IR-AGN sample suffers from significant contamination by normal, non-AGN galaxies

at redshifts z ∼ 0.3 and z ∼ 1.1, resulting in the bimodal peaks in the redshift distribution seen

in Figure 3.10.

3.6.2 Comparison with IR SED Templates

In this section, we investigate the trends in the previous section using empirical galaxy

and AGN SED templates. Following Donley et al. (2008, 2012), we redshift the Polletta et al.

(2008) IR templates and examine the changes to the observed IRAC colors. The Polletta et al.

(2008) IR template set consists of four quiescent galaxy templates, eight star-forming galaxy

templates, and six AGN templates, based on the observed SED of a representative sample of
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local galaxies and AGNs. We convolve the redshifted SED with each IRAC filter to predict the

observed IRAC colors. In Figure 3.12, we show the predicted colors in four redshift bins for

all the star-forming galaxy (blue dots), quiescent galaxy (red squares) and AGN (black crosses)

templates. The lines track the change in color within the redshift bin for a given template.

Generally, star-forming templates change the most in this color–color space, due to the

polycyclic aromatic hydrocarbon (PAH) features in the SED. They start off with a very red

([5.8]–[8.0]) color that moves blue-ward due to the 8.0 µm PAH feature redshifting out of the

8.0 µm IRAC filter. The vertical ([3.6]–[4.5]) motion of star-forming templates is dominated by

the 3.3 µm PAH feature moving from the 3.6 µm to the 4.5 µm IRAC filter3. Together, both

of these features can move the star-forming templates into the Stern et al. wedge at both low

redshift (z ∼ 0.3) and high redshift (z ∼ 1.1). The star-forming templates that come into the

Stern et al. wedge are not selected by the Donley et al. IR-AGN criteria.

For quiescent templates (red squares), we find a much simpler motion through the IRAC

color–color space. Comprised of older stars, these templates are generally dominated by the

Rayleigh–Jeans tail with an IRAC power-law slope of α ∼ 2 located close to the origin. The

SEDs are generally featureless, and the motion is dominated by the 1.6 µm stellar bump which

redshifts into the 3.6 µm IRAC filter. These templates are generally excluded from either the

Donley et al. or Stern et al. IR-AGN samples at these redshifts.

The predicted AGN template colors also show very little motion in this space. Their

featureless, red power-law (α ∼ –0.5− –3) SEDs tend to lie close to the power-law line. Both

Donley et al. and Stern et al. IR-AGN selection techniques pick up these AGN/quasar (QSO)

templates easily at z < 1.2.

The behaviors of the star-forming, quiescent, and AGN templates are consistent with the

trends seen in the data in the previous section and explains the peaks in the Stern et al. IR-AGN

redshift distribution. The Stern et al. IR-AGN sample is contaminated by star-forming galaxies

at both low (z ∼ 0.3) and high (z ∼ 1.1) redshifts. The Donley et al. IR-AGN selection technique

identifies AGN dominated templates at z < 1.2.

The addition of a small AGN contribution(5%–10%) may move star-forming and quiescent

SEDs into the Stern et al. wedge, but such sources are not selected by the Donley et al. criteria

(e.g., Donley et al. 2012). Thus the Stern et al. selection may identify a more complete sample

of AGNs but it is hampered by a larger contamination by star-forming galaxies at particular

redshifts.
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Figure 3.13: Donley et al. and Stern et al. selected IRAC color-color comparison —
Comparison of the Donley et al. IR-AGN and X-ray AGN samples to the entire IR-AGN sample
and the IR SED templates in IRAC color–color space. In the Donley et al. (top left), X-ray
(top right), and All (bottom left) panels, we indicate the density of IRAC-detected objects by
the grayscale color. We use a linear grayscale where black corresponds to the maximum density
of objects in a given panel. The Stern et al. wedge is outlined in orange with the power-law
−0.5 < α < −3.0 line also shown in orange within the wedge. In the bottom-right panel, we
show the IRAC colors of the templates from z = 0 to z = 3 (indicated by the color coding) for
star-forming galaxies(cross at z = 0), quiescent galaxies (square at z = 0), and AGN (diamond at
z = 0). The templates indicate that the Stern et al. IR-AGN sample is contaminated by galaxies
at high redshifts(z & 2), which is confirmed by our observational dataset (the over-density in the
All panel to the left of the Stern et al. wedge).
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3.6.3 Extending Templates to Higher Redshifts

In this section, we extend the galaxy and AGN templates to higher redshifts (z ≥ 1.2)

beyond the range of PRIMUS to investigate the contamination of the IR-AGN samples. We

track the templates out to z = 3 and compare to the full sample with IRAC detections thus

including objects without spectroscopic redshifts. In Figure 3.13, we show the density of objects in

IRAC color–color space for the Donley et al. IR-AGN (top-left panel), and X-ray AGN (top-right

panel) samples, and for the entire sample (All) with IRAC detections (bottom-left panel). In the

bottom-right panel we show the behavior of the templates from z = 0 to z = 3.

The Donley et al. IR-AGN sample (top-left panel) is centered around the power-law

locus with the vast majority of the sample lying within the Stern et al. wedge. It spans the range

of AGN/QSO templates (seen in the lower-right panel) over the entire redshift range (z = 0− 3).

In comparison the X-ray AGN sample (top-right panel) not only spans the range of the

Donley et al. sample, but also extends beyond the Donley et al. IR-AGN sample and the Stern et

al. wedge. At ([3.5]–[4.5]) ∼ 0.75 and ([5.8]–[8.0]) > 0.5 (left of the Stern et al. wedge) there is a

spur of X-ray sources that do not have a secure PRIMUS redshift and are not selected with the

Donley et al. IR-AGN method. Comparing this spur with the template track panel, this region of

objects appears to match both high-redshift (z & 2.5) quiescent galaxy (square) and star-forming

galaxies (cross). It is unclear whether these objects contain an X-ray bright AGN and are missed

by the Donley et al. and Stern et al. methods, or are merely X-ray-detected high-redshift

star-forming galaxy contaminants. If we assume that these objects have a z = 3 redshift, the

hard band X-ray luminosity would be distributed around LX > 1044.6 erg s−1, which is suggestive

that they are highly luminous AGN and not high-redshift star-forming galaxy contaminants.

The objects below the Stern et al. wedge generally match quiescent galaxy templates with

z < 1.5 and star-forming templates with 0.7 < z < 1.5. This population has been shown in

Section 3.6.1 to be low redshift galaxies with PRIMUS redshifts (z ∼ 0.7) containing genuine

AGN (LX > 1042 erg s−1) that are not identified by either IR-AGN selection technique.

The small population of X-ray-detected sources with very red colors (([5.8]–[8.0]) > 2) to

the bottom right of the Stern et al. wedge are generally identified as low-redshift (z . 0.4) star

forming galaxies with low X-ray luminosities (LX < 1042 erg s−1) and thus the X-ray emission

may be attributed to star formation rather than AGN activity. This population is easily identified

and not selected by either the Stern et al. or Donley et al. IR-AGN selection techniques.

For the entire sample of IRAC-detected objects (All, bottom left panel), the bulk of

the objects lie below the Stern et al. wedge, concentrating at colors of ([3.6]–[4.5]) < 0.0 and

([5.8]–[8.0]) > 0.1. The All sample contains four-bands IRAC detected objects from all of our

3The normalization of the 3.3 µm feature in the templates may be too high relative to the
continuum, which results in redder colors than are seen in the PRIMUS sample. However,
analyzing the detailed correspondence between star-forming galaxy templates and the IRAC
colors of real galaxies is beyond the scope of this paper.
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fields. The colors of these objects correlate with predicted star-forming and quiescent galaxy

templates colors at 0.7 < z < 1.5 There is also a large density of sources to the left side of the

Stern et al. wedge, like the z > 2.5 spur of X-ray detected objects discussed earlier. The colors

of these objects match both quiescent and star-forming galaxies SED templates at high redshift

(z ∼ 2.5). A low fraction (∼5%) of these objects are high-redshift high-luminosity X-ray-detected

AGNs, but the majority of these objects are not X-ray detected. These objects are not identified

by the Donley et al. selection technique, but extend into the Stern et al. wedge contaminating it

with high-redshift galaxies.

Some of these sources in the Stern et al. wedge could have a low-luminosity AGN, but

the AGN signature is being masked in the MIR by the dominant galaxy light. Such AGNs could

be identified using other techniques (e.g., X-ray, or via their optical spectra), but the true AGNs

are probably a minority of the contaminating population. The dominant galaxy light suggest that

they are not generally broad-line QSOs, but could host narrow-line AGNs.

In summary, the Stern et al. IR-AGN technique selects a large population of AGNs but

is contaminated by low-, intermediate-, and high-redshift galaxies (z ∼ 0.3, z ∼ 1.1, and z & 2.5).

The Donley et al. IR-AGN selection technique generally is free of these galaxy contaminants,

selecting just the AGN population. The X-ray detected sample has colors that extend beyond the

Stern et al. and Donley et al. selected samples, identifying a population of AGNs that are not

detected by either IR selection technique and are not star-forming galaxy contaminants.

3.7 AGNs and Host Galaxy Rest-frame Properties

In this section, we investigate the AGN and host galaxy rest-frame properties of our IR-

AGN and X-ray AGN samples. In Section 3.7.1, we create subsamples with PRIMUS spectroscopic

redshifts in order to study restframe properties. In Section 3.7.2, we measure the AGN luminosity

and hardness ratio (HR) distributions for the IR and X-ray AGN samples. We then investigate

how the X-ray luminosities vary across the IRAC color–color space. In Section 3.7.3, we compare

the host galaxy colors and stellar masses for the IR and X-ray AGN samples to investigate

differences in the host galaxy properties.

3.7.1 The PRIMUS Redshift Sample

To investigate AGN and host galaxy rest-frame properties, we require a PRIMUS spectro-

scopic redshift. This reduces our AGN sample sizes and imposes an optical apparent magnitude

limit. To be targeted by PRIMUS an object must have an optical magnitude brighter than i ∼ 23.

The fraction of sources in our AGN samples that are brighter than this optical limit varies from

∼30%–∼70% depending on the depth of the corresponding IR or X-ray data. Of these sources

that are brighter than the PRIMUS targeting limit, ∼20% to ∼60% were targeted in PRIMUS
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(not all objects to the apparent magnitude limit can be targeted due to slit collisions). The

fraction of targeted AGNs that have a high-quality redshift varies from ∼75% to ∼95% depending

on the depth of the IR or X-ray data, where the fraction is higher for shallower fields. This is

comparable to the overall PRIMUS redshift success rate. Some targeted sources for which we fail

to measure a redshift lie at z > 1.2 where the Balmer break falls beyond the wavelength coverage

of PRIMUS. Our redshift success range in the 0.2 < z < 1.0 range is likely to be higher. The

fraction of our IR- and X-ray-selected AGN with PRIMUS redshifts is ∼20%–∼70% depending

on depth of the data. We find that the subsample with PRIMUS redshifts spans the full range

of IR and X-ray fluxes in our IR and X-ray AGN samples. In the rest of this section, we use

these subsamples to compare the rest-frame properties of the IR- and X-ray-selected AGNs to an

optical limit of i ∼ 23.

3.7.2 Rest-frame AGN Properties

In this section, we investigate rest-frame properties related to the AGN themselves. In

Figure 3.14, we compare the IR and X-ray luminosities for the AGN samples. IR luminosities are

calculated at a rest-frame wavelength of 3.6 µm by interpolating the log of the fluxes between the

two nearest IRAC channels. IR luminosities are calculated at a rest-frame wavelength of 3.6 µm

in two manners: (1) interpolating the log of the fluxes using the two nearest IRAC channels, and

(2) using template fit synthesizes luminosities from K-correct (Blanton & Roweis 2007). We find

no significant differences in the luminosity distributions between these two methods and use the

former for the remainder of the paper. The solid green circles indicate PRIMUS AGNs that have

IR and X-ray detections and are above LX > 1042 erg s−1. X-ray luminosities are calculated from

the 2–10 keV fluxes, using an unobscured power-law with a photon index of Γ = 1.9. The light

green arrows indicate upper limits on the 3.6 µm IR luminosity for X-ray-detected AGNs that

lack IR detections. The IR luminosity upper limits are derived from the IR depth of the survey

and the redshift of the object. The X-ray luminosity upper limits for the Stern et al. or Donley

et al. IR-AGNs that are not X-ray detected are estimated from the X-ray depth of each field. We

conservatively use the X-ray flux limit corresponding to the flux at which 50% of expected X-ray

sources are detected in that field. For a more conservative 90% detection limit, the upper limits

increase by roughly a factor of 2−4. Objects that are selected by either Stern et al. or Donley et

al. IR-AGN techniques are indicated by red squares or blue triangles, respectively. Generally,

sources that are detected in both IR and X-ray have correlated luminosities which roughly follows

the Richards et al. (2006) mean QSO SED shown as a solid orange line. The correlation does

contain significant scatter with more sources scattering to much lower X-ray luminosities. The

sources that scatter to lower X-ray luminosities are found two orders of magnitude below the

mean QSO SED

We find that both IR-AGN color selection techniques tend to select sources with higher IR
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Figure 3.14: X-ray versus mid-IR luminosity comparison diagram — X-ray vs. IR
luminosity comparison plot (top left) for the objects that are X-ray or IRAC detected. The Stern
et al. selected objects are shown with a red square, the Donley et al. selected objects are shown
with smaller blue square, and the X-ray-detected objects with LX > 1042 erg s−1 shown in green
filled squares. We show the X-ray-detected objects with redshifts but not detected in the IRAC
with light-green upper limits at the depth of the IR survey. We show the Stern et al. or Donley
et al. IR-AGNs with redshifts but not X-ray detections with light red or blue upper limits at
the X-ray flux corresponding to 50% of the expected number of X-ray sources are detected for
each field. The IR and X-ray sample luminosities are correlated; the more luminous IR sources
are also the more luminous X-ray sources. This correlation matches the Richards et al. (2006)
mean quasar SED, which we show as an orange solid line. In the top-right panel, we show the
X-ray luminosity number-density distribution for the sources in the previous panel. We show the
Stern et al. distribution with a red hatched histogram, the Donley et al. distribution with a blue
diagonal hatched histogram, and the X-ray and (not) IR-detected sample distribution in (light)
green filled (arrows) circles. We do not show Stern et al. or Donley et al. IR-AGNs that are not
X-ray detected in this histogram. In the bottom-left panel, we show the residuals between the
source luminosity and the Richards et al. (2006) mean quasar SED line for the X-ray and IR
detected objects. For the distribution panels, objects with X-ray detections have been normalized
by the sensitive area for that flux. The points are shown with the same colors and styles as the
top-left panel. We find that the residuals generally scatter below the mean SED line with more
sources having a higher IR luminosity than X-ray luminosity.
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Figure 3.15: IRAC color-color comparison of X-ray luminosity and hardness-ratio —
(a) IRAC color–color plot of the X-ray-detected population where we scale the color of each object
to the X-ray luminosity. We show the border of the Stern et al. wedge as a solid black line, and
the power-law locus as a dashed black line. We find a greater than average number of high X-ray
luminosity sources to be within the Stern et al. wedge, and more than average numbers of sources
with low X-ray luminosity to be outside of the wedge. There is a population of medium X-ray
luminosity(LX ∼ 1043.5 erg s−1) sources that are not selected by the Stern et al. or Donley et
al. techniques. (b) IRAC color–color plot of the X-ray detected population with object color
scaled to the X-ray flux hardness ratio. Generally, we find that hard sources (HR ∼ 1) are not
preferentially found within the Stern et al. wedge compared to the full sample.
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Figure 3.16: X-ray hardness-ratio comparison of IR-AGN — Hardness ratio comparison
for the Stern et al. (horizontal hatched red shading), Donley et al. (diagonal hatched blue
shading), and X-ray (green filled shading) identified samples. The two panels show the X-ray
hardness ratio split up into X-ray faint sources (LX < 1043 erg s−1, left) and X-ray luminous
sources (LX > 1043 erg s−1, right). For the low X-ray luminosities (LX < 1043 erg s−1), there is a
hint that the IR-AGN samples identify a more obscured population with a larger fraction of hard
sources (HR > 0.2); however, this is not statistically significant.
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Figure 3.17: Mid-IR luminosity comparison of number-density distribution — 3.6µm
IR luminosity number-density distributions for sample intersections. In both panels, we show
the X-ray distribution in green. In the left panel, we show the number density of Stern et al.
sources that are X-ray detected (red solid) and the number density of Stern et al. sources that
are not X-ray detected (red hatched). In the right panel we show the number density of Donley et
al. sources that are X-ray detected (blue solid) and the number density of Donley et al. sources
that are not X-ray detected (blue hatched). We do not include the X-ray completeness correction
weights for either IR selection. We find that the IR-AGN samples that are not X-ray detected
have similar median luminosities compared to the X-ray detected sample.
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and X-ray luminosities compared to the entire X-ray-selected AGN sample. A weighted K-S test

of the distributions of the X-ray luminosities, as shown in the top-right subpanel of Figure 3.14,

rejects the null hypothesis that either the Stern et al. or Donley et al. IR-AGNs are drawn from

the same distribution as the X-ray selected AGN at the > 99.9% confidence level. X-ray selection

identifies a large population of AGNs with low luminosities (below LX < 1043.5 erg s−1) that are

not identified as either Stern et al. or Donley et al. IR-AGNs.

These trends are also shown in Figure 3.15(a), which plots the subset of X-ray AGNs

detected in all four IRAC bands in IRAC color–color space, where the color of the points scale

with X-ray luminosity. In this figure we do not limit sources to be above LX > 1042 erg s−1.

Sources below this limit reside in the region below the Stern et al. or Donley et al. IR-AGN

selection regions and are easily distinguished from IR-selected AGNs. Low X-ray luminosity

(LX < 1043.5 erg s−1) AGNs are scattered throughout the IRAC color–color space, whereas high

X-ray luminosity (LX > 1043.5 erg s−1) AGNs cluster near the power-law line within the Stern

et al. wedge. For high X-ray luminosity (LX > 1043.5 erg s−1) AGNs with IRAC detections,

∼46%±6% to ∼79%±4% lie within the spaces defined by the Donley et al. and Stern et al.

IR-AGN selections, respectively.

In the bottom panel of Figure 3.14, we plot the residuals X-ray to IR luminosity ratio

from the Richards et al. (2006) mean quasar SED shown in the upper panel (solid orange line). In

this panel, we have removed the AGN not detected in the IR. We find that there is a tail of sources

with negative residuals such that their X-ray to IR luminosity ratio is below the Richards et al.

(2006) mean quasar SED (solid orange) line. There are between 3%±1% and 6%±3% of Stern et

al. and Donley et al. sources with residuals less than −2.0; these sources are particularly X-ray

underluminous. These sources are likely obscured AGNs where the observed X-ray luminosity

is suppressed due to absorption in the 2-10 keV X-ray band. We note that the IR luminosity

L3.6µm may be systematically inflated by galaxy light for lower luminosity AGNs. In the IR,

the galaxy light dominates over the AGN light above an accretion rate of 1% Eddington (see

Section 3.7.3). However, the sources that are underluminous in X-rays are very luminous in the

IR (L3.6µm > 1044 erg s−1) such that the galaxy contribution is small relative to the AGN.

We also examine the obscuration of the X-ray AGN using HRs. We convert the hard- and

soft-band fluxes to equivalent on-axis Chandra count rates and calculate the HRs as (H−S)/(H+S)

where H and S are the 2-10 keV and 0.5-2 keV count rates, respectively. Large HRs values (HR≥
0.2) indicate significant absorption in the hard X-ray band (NH & 3× 1021 cm−2) at z ∼ 0.6

(Hasinger 2008). In Figure 3.15(b), we show the HRs for the subset of X-ray AGNs detected in all

four IRAC bands in IRAC color–color space and find that lower HR (unobscured) AGNs tend to

fall within the Stern et al. wedge. This is consistent with IR-AGN samples identifying primarily

more luminous AGN, which tend to be unobscured. Obscured AGN lie throughout the IRAC

color–color space, with 48%±3% in the Stern et al. wedge and the remainder in the region where

the galaxy light dominates the IR colors.
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We compare the HRs of the IR-AGN and X-ray AGN samples in a two X-ray luminosity

bins to limit the large number of luminous IR-AGN sources from dominating the comparison.

In the right panel of Figure 3.16, we show the distributions of HRs for X-ray luminous sources

(LX > 1043 erg s−1). The Stern et al. IR-AGN, Donley et al. IR-AGN, and X-ray detected AGN

samples all span a wide range of HRs. The fraction of obscured sources (HR > 0.2) is comparable

for all three samples. The fraction in the X-ray AGN sample (28%±7%) is slightly larger than

the fraction in the Stern et al. (18%±10%) or Donley et al. (20%±17%), although the differences

are not statistically significant.

In the left panel of Figure 3.16, we show the distributions of HRs for lower luminosity

X-ray sources (LX < 1043 erg s−1). The fraction of obscured sources (HR > 0.2) for the X-ray

AGN sample (28%±5%) is slightly smaller than the fraction in the Stern et al. (36%±15%) or

Donley et al. (67%±27%) AGN samples. Unlike at high X-ray (LX > 1043 erg s−1) luminosities,

there is a hint at low X-ray luminosities that the IR-AGN samples identify a more obscured

population for lower luminosity AGNs; however, there are not statistically significant differences

between the HR distributions in either luminosity range. Larger deep-IR samples are needed to

confirm if this small population of obscured sources statistically differs from the X-ray sample.

Finally, in Figure 3.17 we show the 3.6 µm IR luminosity number-density distribution

for the IR-AGN samples that are divided into X-ray detected (solid histograms) and not X-ray

detected (hatched histograms). We also show a subset in green of the X-ray AGN sample that

is detected in all IRAC four bands. For both the Stern et al. and Donley et al. AGN samples,

we do not find any significant differences in the L3.6µm distributions for the sources with X-ray

detections to those without X-ray detections. These latter sources could be missed in X-ray due

to heavy obscuration, but nevertheless they have a similar distribution of IR luminosities and

do not outnumber the subsample of the X-ray AGN sample detected in IRAC. The low number

density of IR-AGN sources without X-ray detections may partially be due to having relatively

deeper X-ray survey data compared to the IRAC survey data. Using the 3.6 µm and X-ray

luminosity from the Richards et al. (2006) mean quasar SED, we find that the depth of the X-ray

data in our fields is typically 2–3 times deeper than the IRAC depth, for light that is dominated

by luminous AGNs. Thus, while IR-AGN samples are efficient at identifying luminous AGNs, it

remains unclear if they identify a large population of obscured sources relative to X-ray AGN

samples due to the differences in survey depths.

3.7.3 Host Galaxy Properties

In this section, we investigate the optical rest-frame colors and stellar masses of the host

galaxies for our IR-AGN and X-ray AGN samples with PRIMUS redshifts. For broad-line AGNs,

the optical light is dominated by the AGN rather than the host galaxy light; this prevents an

accurate estimate of the host galaxy properties. Therefore, in this section we exclude sources
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Figure 3.18: Optical color versus stellar mass comparison for AGN samples — Optical
color vs. stellar mass diagram for the X-ray AGN (left column), Stern et al. IR-AGN (center
column), and Donley et al. IR-AGN (right column) samples. In the top panel of each column we
show the rest-frame (u− g) optical colors on the vertical axis and the stellar mass estimates for
PRIMUS galaxies (gray points and contours) and the AGN sample (black squares). In each panel
we show the sources that are both X-ray detected and IR-AGNs selected with green diamonds.
The background colored hatching shows the approximate red and blue galaxies definition at z = 0
and mg ∼ 20. In the bottom panel of each column, we show the fraction of detected AGNs
compared to all PRIMUS galaxies at a given stellar mass for red and blue hosts. The fraction is
calculated in six stellar mass bins and is shown at the median AGN mass in that bin.
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Figure 3.19: Specific accretion rate comparison for AGN samples — (a) Specific
accretion rate (λ) derived from the X-ray luminosity vs. stellar mass. For sources that are
detected in both IRAC and X-ray (filled dark green circles) we also show Stern et al. or Donley
et al. IR-AGN sources as red squares or blue diamonds, respectively. The gray dashed line shows
the approximate location of an LX ∼ 1042 erg s−1 source. We find two populations of X-ray
sources that are not identified as IR-AGNs: those that are not detected by IRAC and those
that are detected by IRAC but do not meet either the Stern et al. or Donley et al. criteria.
Many X-ray AGNs that are not IRAC detected have high specific accretion rates (λ > 10−1)
and have low stellar masses. The sources that are IRAC detected but not identified by either
selection technique are low-luminosity sources that have low specific accretion rates and high
stellar masses. (b) Specific accretion rate (λ) derived from the L3.6µm luminosity vs. stellar mass.
X-ray detected sources are filled green circles, with filled red squares or blue diamonds for Stern
et al. and Donley et al. IR-AGN, respectively. Stern et al. and Donley et al. sources that are
not X-ray detected are shown with open light red squares and light blue diamonds, respectively.
There is a floor near 10−2 < λ < 10−3 where galaxy light begins to dominate the MIR emission.
(c) Specific accretion rate (λ) distribution for the X-ray, Stern et al. and Donley et al. AGN
samples for M∗> 3× 1010M�. The Stern et al. and Donley et al. IR-AGN techniques tend to
identify higher specific accretion rate sources relative to the X-ray AGN sample. We include the
X-ray completeness corrections for the X-ray detected sources.
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classified as broad-line AGNs, where the PRIMUS spectrum is better fit with χ2 of at least 50

by a broad-line AGN template compared to any galaxy template. These broad-line AGNs are a

sizable fraction of the X-ray AGN (12%±1%), Stern et al. IR-AGN (16%±2%) and Donley et al.

IR-AGN (32%±3%) samples.

In the top panels of Figure 3.18, we plot the rest-frame optical (u− g) colors and stellar

masses for the X-ray AGN (left), Stern et al. IR-AGN (center), and Donley et al. IR-AGN (right

column) samples. We show the relevant AGN sample with black squares and PRIMUS galaxies

with gray contours (30%, 50%, and 80% contours) and gray points for individual galaxies outside

of the 80% contour. In the left panel, we show the X-ray AGN that are selected by either of the

Stern et al. IR-AGN or Donley et al. IR-AGN selection techniques with green diamonds. In the

center and right panels, we show IR-AGN that are also X-ray detected in green diamonds. The

stellar masses are estimated using the SED fitting code iSEDfit (see Moustakas et al. 2013, for

complete details). iSEDfit is a Bayesian fitting program that compares broadband photometry

against large Monte Carlo grids of SED models that span a wide range of parameters (e.g. ages,

metallicities, star formation histories, star bursts, and dust content). We construct our stellar

mass models using the Bruzual & Charlot (2003) stellar population synthesis models assuming the

(Chabrier 2003) initial mass function from 0.1 to 100M∗. We assume a uniform stellar metallicity

prior in the range 0.004 < Z < 0.04, and smooth, exponentially declining star formation histories,

ψ(t) ∝ e−γt, with γ drawn uniformly from the interval [0.01, 1] Gyr−1, and we include bursts of

star formation. In the bottom panels of Figure 3.18, we calculate the fraction of all PRIMUS

galaxies that are detected in one of the AGN selection methods as a function of stellar mass for

red and blue sources. We define each source as blue or red using the magnitude and redshift

dependent cut from Aird et al. (2012)

C = (u− g)− (0.671− 0.031Mg − 0.065z), (3.10)

where Mg is the absolute g-band magnitude and z is the redshift. To calculate the number density

and account for the variation in survey depth, we use the X-ray completeness corrections (X-ray

sensitive area for a given X-ray flux) for the sources that are X-ray detected and the IR–optical

overlap area for all other sources.

We find that the fraction of galaxies with detected X-ray AGNs increases with stellar mass.

The fraction of blue galaxies with X-ray AGNs is a factor ∼2 higher than for red galaxies (across

all stellar masses). These trends are in agreement with Aird et al. (2012), where the increase with

stellar mass is attributed to a selection effect. AGNs in massive galaxies appear more luminous

(for the same specific accretion rate scaled relative to the host stellar mass) and so are easier to

detect. AGNs selected by either Stern et al. IR-AGN or Donley et al. IR-AGN techniques follow

the same basic trend, although both techniques generally identify a lower fraction of AGNs in

both red and blue galaxies at all stellar masses. The rate that the fraction of red galaxies with

Stern et al. or Donley et al. AGNs increases with stellar mass is much slower than for red galaxies
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with X-ray AGNs. This lower rate of change for the IR-AGN selections suggests that they are less

efficient at identifying AGNs in red, massive galaxies (M∗& 1010.5M�). The fraction of galaxies

with Stern et al. IR-AGNs is higher than the X-ray fraction at low masses which may be due to

contamination of Stern et al. IR-AGNs by star-forming galaxies.

In Figure 3.19(a), we estimate the specific accretion rate (λ) of the X-ray-detected sample

as a function of the host stellar mass. Following Aird et al. (2012), we define the specific accretion

rate from the bolometric luminosity derived from the X-ray luminosity using the Hopkins, Richards,

& Hernquist (2007) quasar bolometric corrections4. For the hard X-ray-selected sample, this is

dominated by the emission from the AGN with possibly only minor contribution from the host

galaxy. From the bolometric luminosity, we calculate the specific accretion rate

λ =
Lbol

LEdd
=

Lbol

1.3× 1038 erg s−1 × 0.002
M∗
M�

, (3.11)

whereM∗ is the host galaxy stellar mass and Lbol is the bolometric luminosity. The X-ray sources

with IRAC detections are solid green circles and the sources without IRAC detections are open

green circles. Sources with IRAC detections that are selected by either Stern et al. or Donley

et al. IR-AGN selection technique are outlined with red squares or blue diamonds. The vast

majority of Donley et al. IR-AGNs also satisfy the Stern et al. IR-AGN selection criteria. This

figure shows two populations of X-ray sources that are not identified as IR-AGNs: those that

are not detected by IRAC (see Section 3.5.3) and those that are detected by IRAC but do not

meet either the Stern et al. or Donley et al. criteria. The former populations consists primarily

of sources at low stellar masses and high specific accretion rates. These sources are primarily

found in the fields that have shallower IRAC data compared to their X-ray data (ES1, XMM ,

and COSMOSShallow).

The majority of the X-ray AGNs that are not Stern et al. or Donley et al. selected

(but do have IRAC detections: green solid symbols in Figure 3.19(a)) have large stellar masses

(M∗> 3× 1010M�), low-to-moderate X-ray luminosities (LX < 1043 erg s−1), and low specific

accretion rates (λ < 1%). Additionally, many of these sources have a moderate-to-large MIR to

X-ray luminosity ratios (L3.6µm/LX> 1). In fact, their L3.6µm/LX ratios are larger than typically

found for the IR-AGN population and for optically selected quasars (e.g. Richards et al. 2006).

This suggests that stellar light from their massive host galaxies is dominating the emission in the

IRAC bands. Indeed, for a stellar mass-to-light ratio of order unity (e.g. Bell & de Jong 2001)

and L3.6µm/LX for a pure AGN SED (Richards et al. 2006), a galaxy with a specific accretion

rate of λ = 1% would have comparable emission at 3.6 µm from stellar light and from the central

AGN. At lower specific accretion rates, the host galaxy would then dominate the emission in the

IRAC bands. This provides a natural explanation for why many X-ray AGNs at lower specific

accretion rates are not selected as IR-AGNs. These findings are in good agreement with Donley

4http://www.tapir.caltech.edu/∼phopkins/Site/qlf

http://www.tapir.caltech.edu/~phopkins/Site/qlf
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et al. (2012), who show that the average SED of luminous AGNs is missed due to a noticeable

1.6 µm stellar bump that prevalent in older, massive galaxies.

In Figure 3.19(b), we estimate the specific accretion rate based on MIR luminosity. The

specific accretion rates for these sources are less well constrained due to the possible addition

of galaxy light to the observed MIR flux. To ensure that the bolometric luminosity distribution

are similar for the X-ray and IRAC overlapping sample, we first use the Richards et al. (2006)

mean quasar SED to estimate the LX luminosity from the L3.6µm luminosity (see the orange line

in Figure 3.14). We apply the Hopkins, Richards, & Hernquist (2007) hard X-ray bolometric

correction to the equivalent X-ray luminosity to calculate the specific accretion rate for these

sources. We do not use the Hopkins, Richards, & Hernquist (2007) bolometric corrections for the

IR luminosity due to the overprediction of the bolometric luminosity for IR-AGN sources that are

also X-ray detected. This method for estimating specific accretion rates illustrates the floor near

10−2 < λ < 10−3, where galaxy light dominates the MIR luminosity.

In Figure 3.19(c), we show the specific accretion rate distribution for Stern et al. IR-AGNs,

and Donley et al. IR-AGNs and X-ray AGNs. We restrict this comparison to AGNs in host

galaxies with stellar mass M∗> 3× 1010M�, due to incompleteness at lower stellar masses. For

all AGNs with an X-ray detection, we use the specific accretion rate derived from the X-ray

luminosity. For the IR-AGNs that are not detected in the X-rays we use their estimated specific

accretion rate from their MIR luminosity. Some of the IR-AGNs with X-ray detections have

significant absorption in the X-rays (e.g., Figure 3.14). For IR-AGNs with L3.6µm/LX> 10, we

use the specific accretion rates derived from their MIR luminosities. We note that this does not

have a significant effect on the lambda distributions in Figure 3.19(c). Both the Stern et al. and

Donley et al. IR-AGN samples have specific accretion rate distributions that do not match the

X-ray distribution at the > 99.7% confidence level from using a two-sided weighted KS test. In

particular, the X-ray sample includes a significant number of sources at low to moderate specific

accretion rates that are not identified as IR-AGNs. These low to moderate specific accretion rate

sources are preferentially found in red, high-mass galaxies, which explains the larger fraction of

red host galaxies identified with X-ray AGNs compared to IR-AGN selection techniques.

3.8 Discussion

In this paper we compare AGN samples selected in the MIR to those selected using

hard-band X-rays, in order to quantify both the overlap and uniqueness of each selection method

as well as understand the AGN populations identified. We use the Stern et al. and Donley

et al. IR-AGN selection methods (described in Section 3.4) to identify IR-AGN samples using

Spitzer/IRAC data in four fields that have X-ray coverage from Chandra or XMM-Newton: CDFS,

COSMOS, ES1, and the XMM field. We create IR-AGN and X-ray AGN samples to various

depths in both the IR and X-ray data and find that the number density of AGNs recovered with
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each selection method varies strongly as a function of depth, as does the overlap between the

IR-AGN and X-ray AGN samples. We use PRIMUS spectroscopic redshifts in these fields to

study the AGN luminosities, host galaxy colors, and host stellar masses of the IR-AGN and X-ray

AGN samples and investigate potential contamination in IR-AGN selection.

There are several advantages to our approach, compared to previous studies. We use

large AGN samples (a total of 9005 Stern et al. IR-AGNs, 3569 Donley et al. IR-AGNs and 4886

X-ray AGNs) spanning multiple fields, which allows us to perform statistical comparisons as a

function of joint parameters, while minimizing the effects of cosmic variance. We take advantage

of the large number of spectroscopic redshifts in these fields provided by PRIMUS (a total of

1,541 AGNs with PRIMUS redshifts between 0.2< z <1.2), so that we do not have to rely on

photometric redshifts which have larger errors. We further study the overlap and uniqueness

of IR-selected versus X-ray-selected AGNs as a function of both the depth of the IR data and

the depth of the X-ray data. With a large dynamic range in survey depth, we can test how the

completeness, purity, and contamination of the AGN selection depends on depth. Such tests are

required to reconcile the often vastly different and seemingly conflicting results in the literature

regarding IR and X-ray AGN selection.

Another key difference in our methodology is that we use hard-band (2–10 keV) X-ray

selection, as opposed to soft or full band, and we use weights for X-ray detections to account for

incompleteness in the X-ray data. Hard-band X-ray selection is sensitive to both unabsorbed and

moderately absorbed AGNs, though it will miss heavily absorbed, Compton-thick AGNs. Soft (0.5–

2 keV) or full (0.5–10 keV) band selection, by comparison, is biased toward unabsorbed sources

(with column densities of NH < 1022 cm−2). We account for the large positional uncertainties

in the X-ray data by using the likelihood ratio matching technique to securely match the X-ray

sample to both the IR and optical samples. Finally, we account for the varying sensitivity of the

X-ray data across individual fields by applying statistical completeness corrections to all X-ray

sources. This last correction is crucial to accurately quantify the number density of X-ray AGNs

as a function of depth and robustly compare with IR-AGN samples. We emphasize that this

correction is not generally applied in the literature, where studies simply compare the fraction of

IR-AGNs that are observed in X-ray data, without taking into account incompleteness in the

X-ray data.

3.8.1 How AGN Selection Varies with Depth

We first consider the fraction of IR-AGNs that are detected in X-rays, as a function

of both the IR and X-ray data depth. Generally, a higher fraction of Donley et al. IR-AGNs

are X-ray detected than in the Stern et al. IR-AGN sample, consistent with our findings above

that the Stern et al. IR-AGN selection can suffer from contamination. At the relatively shallow

IR depth of the SWIRE survey, 60% of IR-AGN are X-ray detected when the X-ray depth is
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comparable to the IR depth. Using the deepest IR and X-ray data, the fraction of IR-AGNs that

are X-ray detected rises to ∼70% – ∼80%. However, this fraction rises to ∼90% when combining

shallow IR and deep X-ray data, indicating that the vast majority of IR-AGNs are indeed X-ray

emitting AGNs.

As discussed above, IR-AGN selection methods identify additional AGNs not detected in

X-rays, when the IR and X-ray data are of comparable depth. At shallow IR depths the Stern

et al. and Donley et al. techniques recover very similar number densities of AGNs with a large

overlap between the populations. As IR depth increases, both the Stern et al. and Donley et al.

selections identify a larger population of AGNs. However, the number density recovered by the

Stern et al. selection increases at a greater rate — in our deepest IR data Stern et al. recovers

approximately twice the number density of AGNs as the Donley et al. IR-AGN selection. As

discussed in Section 3.6, much of the relative increase is likely due to contamination. For any

depth IR and X-ray data, the addition of Stern et al. IR-AGN sample to X-ray AGN sample

increases the total AGN sample by 7%−27%, depending on the depth of the IR and X-ray data.

In comparison, addition of Donley et al. IR-AGN selection to X-ray AGN selection increases the

total AGN sample by 4%−20%. Both IR-AGN selection methods increase the total AGN samples

more at shallower IR and X-ray depths. At all IR and X-ray depths studied here, X-ray AGN

selection identifies a higher number density of AGNs than either IR-AGN selection method.

It is also extremely important to account for the well known and easily characterized

incompleteness of X-ray selection. The variation in X-ray sensitivity over a field can substantially

reduce the number of IR-AGNs with observed X-ray detections. It is vital to account for this

effect to understand any true, underlying differences between AGN populations.

At all IR and X-ray depths studied here we find a much higher fraction of IR-AGNs are

detected in X-rays, compared to values in the literature. This is due to the X-ray completeness

corrections that we make, to account for the varying X-ray sensitivity within a field. If we

do not apply these completeness weights, we find similar fractions to those in the literature.

For example, in the XBoötes survey with shallow IR (f5.8µm ∼ 51 µJy) and shallow X-ray

(fX∼10−15 erg s−1cm−2) data, Hickox et al. (2009) find that 38% of their Stern et al. IR-AGNs

are X-ray detected. Using similar depth data if we do not apply X-ray completeness corrections

we find that 37% of Stern et al. IR-AGNs are X-ray detected; however this fraction rises to 63%

after applying the completeness corrections. Donley et al. (2007) use deep IR (f5.8µm ∼ 14.5 µJy)

and medium-depth X-ray (fX∼10−15 erg s−1cm−2) data in the CDF-North field to find that

33% of the Stern et al. IR-AGN are X-ray detected. Using similar depth data if we do not

apply X-ray completeness corrections we find a similar fraction of 35% of Stern et al. IR-

AGNs are X-ray detected; however this fraction rises to 57% after applying the completeness

corrections. Park et al. (2010) use very deep IR data (f5.8µm ∼ 6.3 µJy) and medium-depth

X-ray (fX∼10−16 erg s−1cm−2) data in the EGS field and find that a comparatively low fraction

of Stern et al. IR-AGNs are X-ray detected. As their X-ray data are not as deep as their IR
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data, it is not surprising that they find a low fraction. We do not have comparably deep IR data,

however at a similar X-ray depth using the deepest IR data we have, we find that at most 35% of

IR-AGNs should be X-ray detected, if X-ray completeness is not accounted for. This upper limit

is consistent with their value.

Thus, we find that the wide range of X-ray detected IR-AGN fractions reported in the

literature can be accounted for by the varying depths of both the IR and X-ray data used in these

studies. We also find that accounting for X-ray incompleteness, which is generally not done in

the literature, increases this fraction by a factor ∼2 which results in 25% more of the IR-AGNs

being counted (statistically) as X-ray detected. This illustrates how differing depths of data can

lead to very different conclusions in prior studies of IR and X-ray AGNs.

3.8.2 Contamination and Bias of IR-AGN Selection

Much, if not most, of the difference between the Stern et al. IR-AGN sample and Donley

et al. IR-AGN sample is due to contamination by galaxies that do not host an AGN (or at least,

are not dominated by a luminous AGN in the MIR). Using PRIMUS redshifts, we study the

evolution of the distribution of Stern et al. and Donley et al. IR-AGNs and X-ray-detected AGNs

in IRAC color–color space from z ∼ 0.2 to z ∼ 1.2 and compare our results to the predicted

evolution of star-forming and quiescent galaxy and AGN SED templates in this space. We find

that the Stern et al. IR-AGNs sample is contaminated at z ∼ 0.3 by star-forming galaxies and

at z ∼ 1.1 by quiescent galaxies. This is reflected in the fraction of Stern et al. IR-AGN that

are not detected in X-rays; for the full Stern et al. IR-AGN sample with PRIMUS redshifts,

spanning 0.2 < z < 1.2, this fraction is 27%±4%, while at 0.2 < z < 0.45 it is 76%±10% and at

1.0 < z < 1.2 it is 86%±13% when using the X-ray completeness weights.

Extending our analysis of the galaxy and AGN templates to higher redshift, beyond

the reach of PRIMUS, we find that the Stern et al. IR-AGN samples will be contaminated by

high-redshift star-forming galaxies. We do not find any galaxy contamination in the Donley et al.

IR-AGN sample; this is reflected by the lack of evolution in the fraction of Donley et al. IR-AGNs

that are not X-ray detected. Using the Donley et al. IR-AGN sample as a baseline, we find

that galaxy contamination in the Stern et al. IR-AGN selection is significant only for IR surveys

deeper than the SWIRE limit of f5.8µm ∼ 100 µJy.

Overall, we find that the Donley et al. IR-AGN selection is less complete than the Stern

et al. IR-AGN selection. This is demonstrated by the fact that a smaller fraction of X-ray AGNs

are also Donley et al. IR-AGNs. Additionally there are correctly identified AGNs within the

Stern et al. IR-AGN sample that are not found by the Donley et al. IR-AGN selection. However,

the Donley et al. IR-AGN selection is more reliable than the Stern et al. IR-AGN selection, in

that a higher fraction of Donley et al. IR-AGNs are also X-ray detected, and the Donley et al.

IR-AGN selection does not suffer from galaxy contamination. The Stern et al. and Donley et
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al. IR-AGN samples demonstrates the importance of finding a balance between minimizing both

contamination and incompleteness.

Both the Donley et al. and Stern et al. IR-AGN selections appear to be biased, however,

in that they select high luminosity AGN. This is seen in the X-ray luminosity distributions of the

IR-AGN samples compared to the X-ray AGN sample, where the IR-AGN selection techniques

preferentially sample the population of LX & 1043.5 erg s−1 AGN. These high luminosity sources

have IRAC colors similar to power-law AGNs and are easily detected with shallow IR surveys.

3.8.3 Uniqueness of IR-AGN Selection

Even with a relatively deep X-ray survey and shallow IR data, we find that there is at

least ∼10% of the IR-AGN population which is not detected in X-rays even after correcting for

the variable X-ray sensitivity. For samples of comparable X-ray and IR depth, this fraction is

typically ∼20% – ∼30%. This reflects the uniqueness of IR-AGN selection, in that these are

sources that are only identified in the IR and would typically be missed in X-ray surveys. What

kind of AGNs does IR selection uniquely identify? These AGN could in theory be missed by

X-ray selection either because they are intrinsically less X-ray luminous, due to a lower accretion

rate onto the supermassive black hole, or they could be obscured by a high-column density of gas

and dust, limiting the ability of even deep X-ray surveys to detect them. For the population of

IR-AGNs that are X-ray detected, as discussed above we find that IR-AGN selection techniques

preferentially select a population of luminous AGNs with LX & 1043.5 erg s−1. However, there

is a small fraction (∼8%) of IR-AGN with very high IR to X-ray luminosity ratios, implying

heavy obscuration. Therefore, up to ∼20% of IR-AGNs could be sources with moderate to heavy

obscuration.

In comparing the HR distributions of IR- and X-ray-selected AGNs, we find no statistically

significantly difference in the distributions for X-ray AGNs with higher or lower X-ray luminosity.

This comparison does not account for the ∼10% of IR-AGN sources that are not X-ray detected.

Thus, while the majority of IR-AGNs are also X-ray AGNs, the IR selection techniques adds

a small but important population of obscured sources that are missed even with the deepest

X-ray surveys. Additionally, the 10% of IR-AGN sources that are not X-ray detected may be

Compton-thick and thus consistent with X-ray background synthesis models (e.g., Gilli et al.

2007).

3.8.4 Host Galaxies

With the exception of broad-line sources, the optical SEDs of the IR-AGN and X-ray

AGN samples are dominated by light from the host galaxy, which allows us to determine galaxy

properties for these sources. Generally, the Stern et al. and Donley et al. IR-AGN samples

follow the same trends as the X-ray population, showing that IR-AGNs and X-ray AGNs do not
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populate vastly different host galaxy populations. The galaxy hosts span a similar range of stellar

masses (1010 <M∗/M� < 1011.5) and optical colors compared to the PRIMUS parent galaxy

sample. The Donley et al. IR-AGN and X-ray AGN samples identify similar fractions of AGNs in

blue, star-forming hosts and red, quiescent hosts. These fractions of red and blue AGN hosts are

similar to the red and blue fractions for all PRIMUS galaxies.

Hickox et al. (2009) find that X-ray AGNs are preferentially found in galaxy hosts in the

green valley, the minimum of the optical color bimodality between the red sequence and the blue

cloud (Martin et al. 2007), whereas Stern et al. IR-AGNs are typically in blue host galaxies. We

do not agree with these results, which did not correct for X-ray incompleteness and contamination

in the Stern et al. sample. Most recent papers (e.g., Silverman et al. 2009; Xue et al. 2010; Aird

et al. 2012) find that the X-ray AGN fraction is highly stellar mass dependent. Similar to Nandra

et al. (2007), Silverman et al. (2009) and Aird et al. (2012) we find that at a given stellar mass

the fraction of galaxies with X-ray AGN is higher in the blue cloud. In particular for the green

valley Nandra et al. (2007) using the ∼200 ks X-ray data in the Extended Groth Strip to find that

13% of X-ray-detected AGNs have green host galaxies, which is consistent with our X-ray AGN

sample (9%) using a similar green valley definition. If X-ray completeness correction weights are

not applied, the fraction of green host galaxies with X-ray AGNs rises only slightly, from 9% to

11%.

For the Stern et al. IR-AGNs, we generally find equal fractions of sources with blue or red

host galaxies. There is a slightly larger fraction with blue hosts when compared using stellar-mass

matched samples, but this is mainly due to blue star-forming host galaxies contaminating the

sample rather than differences in the underlying population. The Donley et al. IR-AGN sample

is more evenly distributed between red and blue host galaxies at fixed stellar mass.

We do find that the fraction of galaxies hosting an AGN increases with galaxy stellar

mass. The fraction of massive (M∗> 1011M�) galaxy hosts is larger for the X-ray AGN sample

(78%±2%) compared to the Stern et al. IR-AGN (52%±2%) or Donley et al. IR-AGN sample

(69%±4%). Conversely, the fraction of less massive (109 <M∗/M� < 1010) galaxy hosts for the

X-ray AGN sample (7%±1%) is smaller than either the Stern et al. IR-AGN sample (21%±2%)

or the Donley et al. IR-AGN sample (11%±3%). However, these differences are minor compared

to the similarity of the host galaxy stellar mass distribution between any of the AGN selection

techniques.

From the host galaxy stellar masses and the estimated AGN bolometric luminosities we

infer the specific accretion rates, which provide a valuable measure of the intrinsic differences

of the selected AGN populations. While IR-AGN samples are generally found in similar host

galaxies as X-ray AGNs, we find that IR-AGNs have relatively high specific accretion rates. X-ray

AGNs that are not identified using IR-AGN techniques include both sources that are not detected

by IRAC and have high accretion rates and low stellar masses and sources that are detected by

IRAC that have low to moderate specific accretion rates and high stellar masses. Some of the
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sources that are not IRAC detected are from fields (ES1, XMM , and COSMOSShallow) with shallow

IRAC data. For these luminous sources, we do not find any significant difference in the HRs of

the X-ray AGN and IR-AGN samples, suggesting similar numbers of obscured sources. The X-ray

sources with IRAC detections that are not IR-AGN selected have lower specific accretion rates

and reside in red, massive galaxies and have large IR to X-ray luminosities. This suggests that

they are not being identified by the IR-AGN techniques due to a bright galaxy component in the

MIR due to the 1.6 µm stellar bump which is dominating the AGN light. They contribute to the

large rise in the fraction of red massive galaxies that have a X-ray AGN. This accounts in part

for the significant population of X-ray AGNs that is not identified by either IR-AGN technique.

3.9 Conclusions

In this paper, we compare the completeness, contamination, overlap and uniqueness

of Spitzer/IRAC and X-ray-identified AGNs. We quantify the differences in X-ray AGNs and

IR-AGN selection techniques due to IR and X-ray survey depths, X-ray obscuration, and survey

completeness to assess the usefulness of these techniques to identify obscured AGNs. We use

Spitzer/IRAC data, XMM-Newton, and Chandra X-ray data at multiple depths to construct the

largest sample of IR and X-ray-selected AGNs to date. We focus on the Stern et al. (2005) and

Donley et al. (2012) selection techniques which select AGNs that dominate the MIR with a red

power-law SED. We statistically compare the IR-AGN populations against X-ray-selected AGN

samples. The combination of multiple X-ray and IRAC depth surveys in four fields (CDFS, ES1,

COSMOS, and XMM) allows us to study the overlap and uniqueness of the AGN selections as a

function of both IR and X-ray depth; having multiple fields also reduces cosmic variance. This

gives us a large sample with 9005 Stern et al. IR-AGNs, 3569 Donley et al. IR-AGNs and 4886

X-ray AGNs. Characterizing the variation of the samples as a function of survey depth also allows

us to probe the bias and contamination of individual identification techniques.

We take advantage of the ∼1,500 secure PRIMUS redshifts in these fields to probe the

intrinsic properties of the AGNs, including luminosity, specific accretion rate, and HR, as well as

properties of the host galaxies, including color and stellar mass. We compare the AGN properties

of the IR-AGN versus X-ray AGN samples and compare their host galaxies to the full PRIMUS

galaxy population. The main results from our work are as follows:

1. IR-AGN selection identifies predominantly luminous AGNs, with

L3.6µm ∼ 1044.5 erg s−1 and LX ∼ 1043.5 erg s−1. X-ray AGN selection identifies a larger

population of AGNs, including those with lower luminosities and/or lower accretion rates,

where the host galaxy light dominates the MIR emission. These AGNs are found throughout

IRAC color–color space, with the bulk not easily identified using IR-AGN selection. These

results indicate that IR-AGN selection techniques are not as efficient as X-ray selection in
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identifying complete AGN samples.

2. IR-AGN selection does not identify a substantial population of obscured AGNs relative to

X-ray samples. However, ∼10% of IR-AGNs are not detected in extremely deep X-ray data,

setting an upper limit on the fraction that could be very heavily obscured, Compton-thick

sources.

3. Stern et al. IR-AGN selection is contaminated by non-AGNs at specific redshifts (z ∼ 0.3,

z ∼ 1.1, and z & 2.5). The level of contamination depends on depth and is not significant

at shallow (e.g., SWIRE) IR depths. Donley et al. IR-AGN selection is not contaminated.

4. IR-AGN and X-ray AGN samples both preferentially identify AGNs in massive galaxies.

They further both identify AGNs in red and blue host galaxies, with a similar ratio of red

to blue galaxies. The host galaxy stellar masses and colors are therefore quite comparable

between IR and X-ray AGN selection.

5. Both the Stern et al. and Donley et al. IR-AGN samples identify AGNs with high specific

accretion rates relative to the X-ray-detected AGN sample. The low and moderate accretion

rate AGNs identified only in X-rays have large stellar mass host galaxies, which dominate

the MIR SED. There are also high accretion rate X-ray AGNs that are not identified by

either IR-AGN technique, which lack IRAC detections.

We find that the majority of current X-ray and IR surveys in cosmological fields are

often not well matched in depth, in that the X-ray data are generally significantly deeper than

the IR data. For example, a pure AGN SED shows that GOODS-depth IRAC data and ∼20 ks

X-ray data will probe roughly the same intrinsic AGN luminosity. Therefore, while existing deep

X-ray surveys ensure that we have a fairly complete X-ray AGN sample, deeper IR surveys are

needed to build a comparably complete IR AGN sample. Moreover, larger shallow and wide X-ray

surveys can be used to accurately compare to the luminous IR-AGN samples from these shallower

and wider IR surveys.

IR and X-ray AGN selections appear to identify fairly similar AGN populations in similar

high stellar mass galaxies, with no strong preference for either red or blue host galaxies. There

is a large overlap between these selections, though IR selection preferentially identifies brighter

AGNs. However IR-AGN selection techniques do identify a small population (∼10%) that is

not identified in extremely deep X-ray surveys and could be very heavily obscured. A combined

IR and X-ray AGN selection will identify a more complete sample than either selection alone,

including both heavily obscured AGNs and AGNs that are under-luminous relative to their host

galaxies.
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Table 3.1: IRAC and X-Ray Flux Limits

Field X-Ray Depth IR Depth
IRAC f5.8µm

Limit [µJy]
X-ray fX

Limit [erg s−1cm−2]

CDFS ∼2Ms GOODS 20.0 1.8×10−16

COSMOS 44.7 1.8×10−16

SWIRE 100.0 1.8×10−16

∼200ks GOODS 20.0 7.1×10−16

COSMOS 44.7 7.1×10−16

SWIRE 100.0 7.1×10−16

COSMOS ∼160ks COSMOS 44.7 7.1×10−16

∼40ks 44.7 2.8×10−15

ES1 ∼40ks SWIRE 100.0 2.8×10−15

XMM ∼50-100ks SWIRE 100.0 7.1×10−16

∼10-50ks 100.0 5.6×10−15
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Chapter 4

Clustering of X-ray-, Radio- and

IR-AGN at z ∼ 0.7

4.1 Abstract

We present a clustering study of X-ray, radio, and mid-IR-selected active galactic nuclei

(AGN) at 0.2 < z < 1.2 using multi-wavelength imaging and spectroscopic redshifts from the

PRIMUS and DEEP2 redshift surveys, covering 7 separate fields spanning ∼10 square degrees.

Using the cross-correlation of AGN with dense galaxy samples, we measure the clustering scale

length and slope, as well as the bias, of AGN selected at different wavelengths. We compare the

clustering of each AGN sample with galaxy samples with the same stellar mass, star formation

rate, and redshift distributions as the AGN host galaxies and find no significant difference in the

clustering of AGN with matched galaxy samples. The observed differences in the clustering of

AGN selected at different wavelengths can therefore be explained by the clustering differences of

their host populations. We further find no significant difference between the clustering of obscured

and unobscured AGN, using IRAC or WISE colors or X-ray hardness ratio.

4.2 Introduction

It is now well established that most galaxies host a supermassive black hole (SMBH) in

their nuclei (for a review see: Kormendy & Richstone 1995; Richstone et al. 1998; Ferrarese &

Ford 2005; Kormendy & Ho 2013). However, it is not well understood what physical processes

can trigger intense episodes of accretion onto the SMBH, creating an observed active galactic

nucleus (AGN). The broad similarities between the cosmic star formation history and AGN mass

accretion history, both peaking at z ∼ 2 and declining sharply at lower redshift (e.g., Soltan 1982;

127
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Madau et al. 1996; Ueda et al. 2003; Franceschini et al. 1999; Zheng et al. 2009; Serjeant et al.

2010), and the relatively tight observed correlation between SMBH mass and mass of the host

galaxy bulge (M − σ relationship; e.g., Magorrian et al. 1998; Gebhardt et al. 2000; Tremaine

et al. 2002) hint at the possibility of a coeval evolution between SMBHs and their host galaxies.

The vast scale difference between galaxies and SMBHs, coupled with the relative rarity of

the active accretion phase, have made it difficult to determine the physical mechanism connecting

galaxies and AGN. In order to understand their co-evolution, we must determine the AGN fueling

source and accretion mechanism. Constraining the AGN triggering and fueling mechanism is key

to inferring AGN lifetimes and uncovering the relevant physics connecting SMBHs and their host

galaxies.

On the theoretical side, many studies using N-body simulations and semi-analytics

models (SAM) have attempted to probe the physics of the evolution and growth of SMBH. While

simulations have often had to rely on ad-hoc prescriptions for the details of AGN accretion, many

suggest that galaxy mergers are important in triggering AGN (e.g., Sanders & Mirabel 1996;

Di Matteo, Springel, & Hernquist 2005; Springel, Di Matteo, & Hernquist 2005a,b; Hopkins

et al. 2005, 2006). Simulations have shown that mergers trigger tidal disruptions to the galactic

disk which cause strong gas inflows to the inner kiloparsec, which in turn triggers bursts of star

formation and may fuel the SMBH. Hopkins, Richards, & Hernquist (2007) and Snyder et al.

(2011) further suggest that these merger events deepen the central potential well, increasing the

binding energy, bulge mass, and velocity dispersion while fueling an AGN. If indeed AGN are due

primarily to merger events, this should be observed both in the host galaxy properties. Indeed,

a significant population of high-luminosity (Lbol & 1044erg s−1) optically-identified quasars at

z > 2 are found in merging systems, adding evidence for this triggering mechanism at least

for the most luminous AGN (e.g., Sanders et al. 1988; Canalizo & Stockton 2001). However,

recent observations of low- and intermediate-luminosity AGN find that major mergers are not the

dominate triggering mechanism, as many AGN are found in “normal” non-merging disk galaxies

(e.g., Gabor et al. 2009; Schawinski et al. 2010; Cisternas et al. 2011; Rosario et al. 2011; Civano

et al. 2012; Mullaney et al. 2012; Kocevski et al. 2012; Hickox et al. 2014).

Using merger histories derived from simulations, SAMs can quickly probe a large parameter

space to study the evolution of the statistical properties of AGN (see Baugh 2006, for a review).

Adopting different analytical prescriptions which connect the evolution of collapsed dark matter

(DM) halos to the baryonic physics within the halos, SAMs are able to constrain the relevant

physics which governs the gas processes driving AGN (e.g., Kauffmann & Haehnelt 2000; Menci

et al. 2003, 2006; Croton et al. 2006; Bower et al. 2006; Cattaneo et al. 2006; Hopkins et al. 2006;

Monaco, Fontanot, & Taffoni 2007; Marulli et al. 2008).

Measuring the large-scale clustering properties of AGN across a range of redshifts and

luminosities provides strong constraints to theoretical models that test both internal and external

triggering mechanisms. For example, Fanidakis et al. (2013) show that the observed spatial
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clustering of 〈LX〉 ∼ 1042 erg s−1 X-ray AGN samples since z ∼ 1 is suggestive of two modes of

accretion: one where low luminosity sources are driven by slow accretion from hot halo gas, while

higher luminosity sources undergo mergers or disk instabilities, which drive their high accretion

rates.

These theoretical models show that clustering measurements provide powerful constraints

on AGN triggering physics. Historically, many observational clustering results utilize bright optical

quasar surveys. While these surveys probe large volumes over wide areas of sky (. 105 deg2) and

cover a wide redshift range, they miss the bulk of the AGN population, which is more obscured

(e.g., Risaliti et al. 1999; Ueda et al. 2003; Treister et al. 2004; Hopkins et al. 2004). They therefore

do not constrain the physical mechanisms triggering the vast majority of AGN. More recently,

X-ray and mid-IR AGN samples have begun to provide a more complete sample of obscured

AGN. Although existing deep X-ray and IR samples with spectroscopic redshifts tend to cover

much smaller areas on the sky (few,deg2), they probe the more typical AGN population with

lower luminosity and/or higher obscuration. To fully understand AGN physics, one must compare

samples identified across a range of wavebands, in order to probe a more complete picture of

AGN accretion.

The first robust clustering measurements of optically-selected quasars were enabled by

the large 2dF QSO Redshift Survey Croom et al. (2004). Croom et al. (2005) found that the

characteristic halo mass of quasars at 0.3 < z < 2.2 is Mhalo∼ 1012.5 h−1M� and did not find

any significant luminosity dependent clustering in their sample. Similar halo masses for quasar

hosts were estimated by Myers et al. (2006) for quasars in the Sloan Digital Sky Survey (SDSS)

at z ∼ 1− 2 and by Coil et al. (2007), using the cross-correlation of quasars with galaxies in the

DEEP2 survey at z ∼ 1.

The advent of the XMM and Chandra X-ray telescopes revolutionized X-ray AGN

clustering studies by targeting small fields with deep X-ray imaging. Studies of the clustering of

X-ray AGN at z ∼ 1− 2 generally find that they are also strongly clustered and reside in relatively

dense environments (e.g. Gilli et al. 2005; Yang et al. 2006; Puccetti et al. 2006; Coil et al. 2009;

Hickox et al. 2009). Early measurements of the clustering of z ∼ 0.5−2 X-ray AGN in single small

area fields such as the Chandra Deep Field North (CDFN), Chandra Deep Field South (CDFS),

and the CLASXS field (Gilli et al. 2005; Yang et al. 2006) generally found that X-ray AGN are in

massive halos (Mhalo∼ 1012 h−1M�). Discrepancies in the clustering properties found in these

first surveys were later explained by the small areas that they covered.

Later, Coil et al. (2009) measured the clustering of X-ray AGN sources at z ∼ 1 in the

AEGIS field. They used the cross-correlation of X-ray AGN sources with DEEP2 galaxies and

found that the X-ray AGN sources reside in overdense regions of space. They found that X-ray

AGN are as strongly clustered as red galaxies, which are more clustered than star forming galaxies.

They further find that at z ∼ 1 X-ray AGN AGN are more clustered than optically selected

quasars (though only with a ∼ 2σ significance) and therefore may reside in more massive halos.
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Additionally Coil et al. (2009) did not find any correlation of the clustering strength on X-ray

luminosity or hardness ratio, which is an estimate of the AGN obscuration.

Concurrently, Hickox et al. (2009) studied the connection between AGN selected using X-

ray, radio, and mid-IR techniques by measuring the clustering, host properties, and AGN properties

of AGN in the Boötes field. They found that X-ray AGN and Radio AGN sources are in the dense

environments with dark matter halos of mass Mhalo∼ 1013 h−1M� and Mhalo∼ 1013.5 h−1M�,

while IR-AGN typically reside in lower mass halos with Mhalo< 1012 h−1M�. Hickox et al. (2009)

propose an evolutionary picture where star forming galaxies undergo a bright quasar phase before

settling on the red sequence with a lower luminosity X-ray AGN, assuming that these objects are

the same objects but at different evolutionary stages.

The measurements of the clustering of radio-loud AGN from wide-area radio surveys

(e.g., NRAO VLA Sky Survey (NVSS; Condon et al. 1998) or the Faint Images of the Radio

Sky at Twenty-centimeters (FIRST; Becker, White, & Helfand 1994) survey suggest that

they reside in dense environments in massive halos (Mhalo> 1013 h−1M�). Magliocchetti et al.

(2004) measure the clustering of Radio AGN at z < 0.3 and estimated a median halo mass of

Mhalo∼ 1013.4 h−1M� from the 2dF galaxy redshift survey. They found no dependence of the

clustering amplitude on radio luminosity. Best et al. (2005) found that a local sample (z < 0.3) of

∼ 2, 000 radio-loud sources in the SDSS resides in large dark matter halos in richer environments.

Mandelbaum et al. (2009) estimates the halo masses for local Radio AGN in the SDSS at z ∼ 0.1

using weak lensing measurements and find that the dark matter halos of radio-loud sources are

twice as massive as a control sample of galaxies with the same stellar masses. At somewhat

higher redshifts (z ∼ 0.5), Wake et al. (2008) find that radio-loud sources are more clustered than

radio-quiet sources with similar optical luminosities and colors.

A key constraint that AGN clustering measurements provide is whether there is any

luminosity-dependence to AGN clustering, which has been predicted by theoretical models. The

observed differences in the clustering of X-ray AGN, Radio AGN, and IR-AGN samples hint at

the possibility of different triggering mechanisms for each AGN population. In particular, Allevato

et al. (2012) show that the X-ray AGN in the COSMOS field at z < 2.2 is more clustered than the

more luminous optical quasar sample, which deviates significantly from the predictions of models

where AGN activity is driven through mergers (Hopkins et al. 2006; Bonoli et al. 2009). This

indicates that other mechanisms like disk/bar instabilities or tidal distributions may be triggering

the lower luminosity X-ray AGN samples. They also find that Type 1 AGN are more clustered

than Type 2 AGN at z ∼ 1.5. At lower redshift z ∼ 0.1, Cappelluti et al. (2010) using the

Swift-BAT all sky survey find that low luminosity X-ray AGN to be less clustered than their high

X-ray luminosity sources. Thus, the lack of significance in the correlation between the clustering

amplitude and X-ray luminosity of the early X-ray AGN studies may be due to their limited

size. Additionally Krumpe, Miyaji, & Coil (2010) propose a sequence of X-ray AGN clustering

measurements where the strength is dominated by the host galaxy color from the clustering of
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broad-line quasars and soft X-ray AGN at z ∼ 0.3 and .

The observed clustering differences between AGN selected at different wavelengths could

be due in part to differences in their host populations. At z . 2, quiescent galaxies are more

strongly clustered than star forming, blue, late-type galaxies (e.g., Le Fèvre et al. 2005; Zehavi

et al. 2005; Coil et al. 2008; Skibba et al. 2014). Additionally, clustering strength correlates with

luminosity of the host galaxy. The biases of each AGN selection technique may also contribute to

the observed clustering differences, in that Radio AGN are generally found in quiescent galaxies,

X-ray AGN are found in a mixture of quiescent and star forming galaxies, and IR-AGN are

found in star forming galaxies; [e.g.,][](Hickox et al. 2009; Goulding et al. 2014; Aird et al. 2012).

In order to understand this contribution, one can compare the clustering of AGN selected at

different wavelengths to matched samples of inactive galaxies (e.g., Wake et al. 2008; Mandelbaum

et al. 2009; Coil et al. 2009; Hickox et al. 2009). Coil et al. (2009) finds that X-ray AGN are

more clustered (∼ 2.8σ) than optical color and magnitude matched galaxy samples at z ∼ 1.

At z ∼ 0.4, Hickox et al. (2009) finds that IR-AGN are less clustered than optical color and

magnitude matched samples.

Furthermore, the unified AGN model (Antonucci & Ulvestad 1985; Urry & Padovani

1995, e.g.,) would suggest that type-1 (unobscured) AGN and type-2 (obscured) AGN should

reside in the same distribution of environments, with the differences in the observed obscuration

due only to the orientation of the AGN relative to the observer. Proposals suggest, however, that

obscured and unobscured AGN are observed at different evolutionary stages of SMBH accretion

(e.g., Hopkins et al. 2008; Hickox et al. 2009). While most optical and X-ray AGN clustering

studies do not find significant differences in the clustering amplitude as a function of obscuration,

Hickox et al. (2011) finds a marginal (∼2σ) increase in the clustering amplitude between obscured

and unobscured IR-AGN selected AGN at z ∼ 1.25 in the Boötes Survey, suggesting that obscured

AGN may reside in more massive halos. More recently, Donoso et al. (2013) find a significantly

larger angular clustering amplitude for obscured WISE IR-AGN as compared to unobscured WISE

IR-AGN at z ∼ 0.9, suggesting that obscured sources inhabit denser environments. This result,

however, uses an angular correlation function which measures the two-dimensional projected

clustering, due to the lack of spectroscopic redshifts for the bulk of their sample. While they

partially account for this by comparing the redshift distributions of their sources in the Boötes

and COSMOS fields, the extreme large scale structure found in the COSMOS fields may limit

their results.

In this paper, we measure the clustering properties of X-ray AGN, Radio AGN, and

IR-AGN samples at 0.2 < z < 1.2 using the DEEP2 and PRIMUS redshift surveys. The wealth of

deep multi-wavelength data, combined with precise spectroscopic redshifts in these fields makes

this sample both larger and deeper than previous studies at comparable redshifts. We use data

from multiple fields, limiting the affects of cosmic variance. We measure the cross-correlation

function of AGN with dense galaxy samples, used to trace the large scale structure in our fields,
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in order to infer the clustering of the AGN. This leads to lower statistical errors than measuring

the auto-correlation function of the AGN themselves. We investigate the dependence of clustering

with AGN luminosity, specific accretion rate, hardness ratio, and obscuration. We create galaxy

samples that are matched in stellar mass, star formation rate (SFR), and redshift to the AGN

samples identified in each waveband, to compare the clustering of AGN with similarly selected

galaxies. This limits potential selection biases in comparing AGN samples selected at different

wavelengths.

The paper is organized as follows. In §4.3 we present the relevant spectroscopic redshift

surveys and multi-wavelength datasets used here. In §4.4 we detail the different AGN selection

techniques and the AGN and galaxy samples used. In §4.6 we present the clustering measurements

of the various AGN and matched galaxy samples. We discuss our results in §4.7 and conclude in

§4.8. Throughout the paper we assume a standard flat ΛCDM model with Ωm = 0.3, ΩΛ = 0.7,

and H0 = 72 km s−1 Mpc−1.

4.3 Data

Our analysis combines multi-wavelength imaging with spectroscopic redshifts from the

PRIMUS and DEEP2 galaxy redshift surveys, covering eight well-known extragalactic fields: the

CDFS-SWIRE field (Lonsdale et al. 2003), the COSMOS field (Scoville et al. 2007), the DEEP2

(DEEP2; Davis et al. 2003) 02hr and 23hr fields, as well as the EGS, the ES1 field (Oliver et al.

2000), and the XMM-Large Scale Structure field (XMM-LSS; Pierre et al. 2004). We describe the

X-ray catalogs that we use in Section 4.3.1, the radio catalogs in Section 4.3.2, and the mid-IR

catalogs in Section 4.3.3. In Section 4.3.4 and Section 4.3.5 we briefly describe the PRIMUS and

DEEP2 redshift surveys, respectively. In Section 4.3.6 we explain the methods used to estimate

stellar mass for PRIMUS and DEEP2 sources. In Section 4.3.7 we provide information on the

spatial selection function of the PRIMUS and DEEP2 surveys that we use for our clustering

analysis.

4.3.1 X-ray Imaging Data

We use existing Chandra and XMM X-ray source catalogs of various depths in the

COSMOS, DEEP2, ES1, EGS, and XMM-LSS fields (see Aird et al. (2012) and Mendez et al.

(2013) for details). Due to the large positional uncertainty of the X-ray point sources, we use the

likelihood ratio matching technique (e.g., Sutherland & Saunders 1992; Ciliegi et al. 2003; Brusa

et al. 2007; Laird et al. 2009) to identify optical counterparts to each X-ray source in each field.

The likelihood-ratio technique accounts for both the optical and X-ray positional uncertainties, by

calculating the probability of having a counterpart with a given magnitude above the probability

of a spurious match. We place a lower limit on the positional uncertainty for the X-ray source
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location of 0.5′′ and require an optical match within 5′′ in any field. We restrict our sample

to robust optical counterparts with likelihood ratios above > 0.5 and choose the counterpart

with the largest likelihood, when there are multiple counterparts. Table 4.1 lists the area of the

X-ray coverage in each field, as well as the number of X-ray sources with PRIMUS redshifts (see

Section 4.3.4 for details).

In the COSMOS field, we use the public XMM-Newton X-ray point source catalog

(Hasinger et al. 2007; Civano et al. 2012) which covers the entire 2 deg2 to a depth of f2−10keV ∼
3× 10−15 erg s−1cm−2. We further use the deeper Chandra data that has a depth of f2−10keV ∼
8× 10−16 erg s−1cm−2 and covers the central ∼0.9 deg2 (Elvis et al. 2009).

In the ES1 field, we use the Puccetti et al. (2006) point source catalog from four partially

overlapping XMM-Newton pointings which has a depth of f2−10keV ∼ 2× 10−15 erg s−1cm−2 and

covers 0.52 deg2 of the PRIMUS area in this field.

We use the public X-ray point source catalog from the deep Chandra Advanced CCD

Imagining Spectrometer (ACIS-I) XDEEP2 survey (Goulding et al. 2012) for the EGS and

DEEP2-02hr, DEEP2-16hr, and DEEP2-23hr fields. In the EGS the XDEEP2 survey contains

96 Chandra pointings across the field, covering an area of 0.66 deg2. The typical full band flux

limit in the merged observations in this field is fX ∼ 2.8× 10−16 erg s−1cm−2, though this varies

across the field due to the number of overlapping pointings. The DEEP2-02hr, DEEP2-16hr,

and DEEP2-23hr fields contain 12, 12 and 17 Chandra pointings respectively, with a full-band

flux-limit of fX ∼ 4.6×10−15 erg s−1cm−2 for all fields. In order to match the reported hard-band

flux in the other fields, we convert the reported 2− 7 keV hard X-ray band flux into an equivalent

2− 10 keV hard X-ray band flux assuming a Γ = 1.9 power-law.

In the XMM-LSS field we use the final release of the public XMM X-ray catalog from

Chiappetti et al. (2012) which consists of 124 pointings of the XMM-Newton X-ray telescope

which includes the Subaru XMM-Newton Deep Survey (SXDS; Ueda et al. 2008). This catalog

contains sources to a hard-band flux limit of fX ∼ 1.3 × 10−15 erg s−1cm−2 and fX ∼ 9.3 ×
10−17 erg s−1cm−2 in the shallower XMM-LSS and deeper XMM-SXDS regions, respectively. We

match the X-ray catalogs using the likelihood ratio matching technique described above.

Following Aird et al. (2012) and Mendez et al. (2013), we apply an “X-ray weight” for

each X-ray detected source based on the ratio of the total number of X-ray detected sources to the

predicted Log(N)-log(S) relation of Georgakakis et al. (2008) at a given flux. These X-ray weights

correct observed number densities of X-ray sources to the intrinsic number density and account

for variations in the flux limit across the fields due to vignetting and the change in sensitivity of

the telescope as a function of axis angle.
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4.3.2 Radio Data

To select radio sources we use existing deep Very Large Array (VLA) 1.4 GHz radio data

in the COSMOS, EGS, and XMM-LSS fields. In the COSMOS field, we use the VLA-COSMOS

Deep Project (Schinnerer et al. 2010) that combines the shallower data of the VLA-COSMOS

Large Project (Schinnerer et al. 2007) with deeper coverage in the central degree of the field.

The survey provides radio continuum coverage for ∼2,900 sources with ∼ 1.5′′ resolution and

a mean 1σ sensitivity of 12 µJy beam−1 in the central square degree and ∼ 2′′ resolution and

sensitivity of 15 µJy beam−1 in the outer region. In the EGS, we use the AEGIS20 (Ivison

et al. (2007); Willner et al. (2012)) VLA radio catalog which identifies 1,122 sources from six

overlapping pointings in the northern two-thirds of the field. The lower third of the EGS was

not imaged due to the proximity to a bright radio source, 3C 295. The data were obtained from

the VLA with a 5σ sensitivity limit of 50 µJy beam−1 with ∼ 3.8′′ resolution. In the XMM-LSS

field, we use the 100− µJy catalog (Simpson et al. 2006) which contains fourteen overlapping

pointings. The radio imaging identifies 505 radio sources and reaches an sensitivity limit of 12

µJy beam−1 over 0.8 deg2of the field. In the DEEP2-02hr, DEEP2-16hr, and DEEP2-23hr fields

we additionally include relatively shallow VLA data from the Faint Images of the Radio Sky at

Twenty-one centimeters survey (FIRST; Becker, White, & Helfand 1995). We use the 14Mar04

catalog which contains 946,432 radio sources above the sensitivity limit of ∼ 200 µJy beam−1 and

above the the detection limit of 1 mJy.

We use the Australian Telescope Large Area Survey (ATLAS) in the CDFS-SWIRE field

(Norris et al. 2006) and ES1 field (Middelberg et al. 2007). ATLAS used the Australian Telescope

Compact Array (ACTA) at 1.4 GHz to survey both fields. The CDFS-SWIRE data contains 21

pointings with 784 radio galaxies reaching a 1σ sensitivity limit of ∼ 40 µJy beam−1, while the

ES1 data contains 12 pointings with 1276 radio galaxies reaching a 1σ sensitivity limit of ∼ 30

µJy beam−1. We find no major astrometric offsets between these radio catalogs and the PRIMUS

spectroscopic catalog (described below), such that we assign radio counterparts to the optical

redshift catalog by using SPHEREMATCH in IDL to identify counterparts within 2′′, which is

approximately the astrometric uncertainty in each catalog.

4.3.3 Mid-IR Data

To identify mid-IR AGN, we use existing public Spitzer IRAC photometry in the CDFS-

SWIRE, COSMOS, EGS, ES1, and XMM-LSS fields. IRAC provides 3.6, 4.5, 5.8, and 8.0

µmdata which we will reference as [3.6], [4.5], [5.8] and [8.0]. In the CDFS-SWIRE, ES1, and

XMM-LSS fields we use existing shallow IRAC imaging from Data Release 2 (DR2) from the

Spitzer Wide-area Infrared Extragalactic Survey (SWIRE; Lonsdale et al. 2003) (see Mendez

et al. (2013) for details). We find no major astrometric offsets between these catalogs and the

PRIMUS optical redshift catalog, and we assign IRAC counterparts to the optical redshift sources
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in all of the fields by matching to the closest object within 1′′. The CDFS “proper” field is not

included here; instead, we use the larger CDFS-SWIRE field at slightly lower declination, which

was covered in the primary sample of the PRIMUS redshift survey. In the COSMOS field, we

reproduce the SWIRE source detection procedure from the SWIRE DR2 documentation using

the IRAC mosaic images (see Mendez et al. 2013, for details). This ensures that we measure

robust fluxes and flux uncertainties using a consistent technique across all of our fields. For the

majority of sources, our flux measurements are similar to those in the S-COSMOS public catalog,

although the public catalog tends to have larger uncertainties for similar brightness objects from

the SWIRE catalogs due to their aggressive deblending of sources.

In the DEEP2-02hr field, we use a four-band detected catalog1. The sample is drawn

from Spitzer IRAC observations as part of the DEEP2 CY5A/50660 program (PI: C. Jones).

The IRAC imaging contains 34 pointings in each band covering the majority of the DEEP-02hr

field. In the EGS field, we use the Barro et al. (2011) publicly-available IRAC [3.6] and [4.5]

selected catalog. The catalog contains ∼ 76, 000 sources with [3.6] ≤ 23.75. The sample is drawn

from Spitzer as part of the Guaranteed Time Observations (GTO; PI: G. Fazio) and presented

in Barmby et al. (2008) with additional data from the GO program (ID 41023; PI: K. Nandra).

The GTO IRAC imaging comprises 52 pointing of all four IRAC bands over the central region of

the EGS. The additional GO data cover the upper and lower regions of the EGS, flanking the

original strip.

Additionally we use the Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010)

mid-IR survey which provides 3.4, 4.5, 12, and 22 µm photometry (bands W1, W2, W3, and

W4, respectively) in all of our fields. Here we use the public all-sky catalog from March 2012

which has a 5σ point source sensitivity better than 0.08, 0.11, 1, and 6 mJy in each of the bands,

respectively. We remove sources with spurious photometric detections and require sources to have

SNR > 3 in the W1 and W2 bands (See Cutri et al. 2011, for more details). WISE surveyed the

sky in an ecliptic polar-orbit, which increased the number of observations with increasing ecliptic

latitude, causing the median coverage to vary for different fields. See Table 4.1 for the IRAC and

WISE area of each field (where at least W1 and W2 photometry was required for WISE).

4.3.4 PRIMUS Spectroscopic Redshifts

We use spectroscopic redshifts from the PRIMUS survey to define samples for our

clustering analysis. PRIMUS (Coil et al. 2011; Cool et al. 2013) is the largest faint galaxy

redshift survey completed to date, covering ∼ 9 deg2 in seven well-studied fields on the sky

with multi-wavelength imaging from the X-ray to the far infrared (IR). The survey obtained

low-resolution (λ/∆λ ∼ 40) spectra for ∼ 300, 000 objects, targeting 80% of galaxies in these

fields with i < 22. PRIMUS used the the IMACS instrument (Bigelow & Dressler 2003) on

1Catalog from A. Goulding 2013, private communication
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the Magellan-I Baade 6.5 m telescope to observe ∼ 2, 500 objects at once using a slitmask that

covered 0.18 deg2. PRIMUS contains a statistically-complete sample of ∼ 120, 000 spectroscopic

redshifts to iAB ∼ 23.5. Redshifts are derived by fitting a large suite of galaxy, broad-line AGN,

and stellar spectral templates to the low-resolution spectra and optical photometry (see Cool

et al. 2013, for details). Objects are classified as galaxies, broad-line AGN or stars depending on

the best χ2 template fit. The PRIMUS redshifts are very precise (σz/(1 + z) ∼ 0.5%) and have a

low catastrophic outlier rate, less than 3% (∆z/(1 + z) ≥ 0.03). Here we use robust (zquality ≥ 3,

see Coil et al. (2011)) PRIMUS redshifts between 0.2 < z < 1.2 for the fields listed in Table 4.1.

We use deep optical photometry in each field to derive K-corrections (Blanton & Roweis 2007)

and stellar mass estimates using iSEDfit (Moustakas et al. 2013) (see Section 4.3.6 below). For

further details of the survey design, targeting, and data see Coil et al. (2011); for details of the

data reduction, redshift confidence, and completeness see Cool et al. (2013).

The PRIMUS survey generally targeted all sources above i < 22.5 and sparse-sampled

22.5 < i < 23 sources, so that faint galaxy sources at the flux limit would not dominate the target

selection. The sampling rates are well defined a-priori such that building a statistically complete

flux-limited sample requires the tracking of both the “sparse sampling” weight and the “density

dependent” weight of each object. The magnitude-dependent sparse sampling weight accounts for

the fraction of sources selected at random in the 0.5 mag interval above the targeting limit in

each field. The density-dependent weight accounts for the sources in high density areas on the sky

that are missed due to slit collisions and the finite number of masks observed. In these regions

the observed spectra of adjacent galaxies would overlap on the the detector if all galaxies were

targeted (see Coil et al. 2011; Moustakas et al. 2013, for more details.).

Additionally, we include a spatially-varying redshift success fraction weight to account

for changes in the observed redshift success rate across a field (i.e., due to differences in observing

conditions for different slitmasks). In PRIMUS, we use the pixelize function in Mangle2. We

estimate the redshift success fraction by taking the ratio of highly confident sources with zquality ≥ 3

to all targeted sources in the field in pixels of size ∼ 36 arcsec2. We use a larger pixel size in

the PRIMUS fields than in the DEEP2 fields (see Section 4.3.5) to limit Poisson noise in the

shallower PRIMUS data as compared to the DEEP2 data.

4.3.5 DEEP2 Spectroscopic Redshifts

We also use spectroscopic redshifts from the Deep Extragalactic Evolutionary Probe

(DEEP2; Davis et al. 2003; Newman et al. 2012) redshift survey. In the DEEP2-02hr and

DEEP2-23hr fields, PRIMUS did not target the 0.7 < z < 1.4 redshift range already covered

by DEEP2. The combination of PRIMUS redshifts and DEEP2 redshifts in these fields selects

galaxies uniformly from z = 0.2 to z = 1.4. The DEEP2 survey provides spectroscopic redshifts

2http://space.mit.edu/∼molly/mangle/

http://space.mit.edu/~molly/mangle/
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in the Extended Groth Strip (EGS), the DEEP2-02hr field, the DEEP2-16hr field, and the

DEEP2-23hr field. The DEEP2 survey was conducted with the DEIMOS spectrograph (Faber

et al. 2003) on the 10m Keck-II telescope. In the EGS, the DEEP2 survey has measured ∼ 17, 000

high-confidence redshifts (Q ≥ 3, See Newman et al. (2012)) to RAB < 24.1. In the DEEP2-

02hr, DEEP2-16hr and DEEP2-23hr fields, the survey used a photometric color selection to

target galaxies in 0.7 < z < 1.4 to RAB < 24.1. We use the Data Release 4 (DR4) catalog3

and associated window function from (Newman et al. 2012). Here we use redshifts between

0.2 < z < 1.2 in the EGS and redshifts between 0.7 < z < 1.2 in the other DEEP2 fields (in

the non-EGS fields DEEP2 targeted above z = 0.7). For all of the DEEP2 fields we require a

redshift with a confidence greater than 95% (Q ≥ 3). We use the extended optical photometry

from Matthews et al. (2013) which contains additional Canada-France-Hawaii Telescope Legacy

Survey (CFHTLS) ugriz and the Sloan Digital Sky Survey (SDSS) ugriz photometry matched to

the redshift catalog. K-corrections, absolute MB magnitudes, and rest-frame colors are derived

from K-correct (Blanton & Roweis 2007) from the optical photometry in the field. The numbers

of sources with the above redshift quality cuts and with estimated stellar masses are given in

Table 4.1.

We use those sources that fall within the recoverable spatial selection function of the

DEEP2 survey. For the EGS, this precludes the use of the data from the northern 25% of the field,

which had shallower BRI photometry and non-uniform targeting. For the other DEEP2 fields

we include all of the pointings presented in Newman et al. (2012). The spatial redshift success

fraction reflects the probability that a targeted source has a secure zquality ≥ 3 redshift. For the

DEEP2 fields it is calculated in ∼ 6 arcsec2 pixels. Using the average of six adjacent pixels to

match the ∼ 36 arcsec2 pixels used in PRIMUS does not change the clustering measurements in

these fields.

4.3.6 iSEDfit Stellar Masses and Star Formation Rates

We estimate stellar masses and star formation rates (SFR) by fitting the spectral energy

distributions (SEDs) of our sources with population synthesis models using iSEDfit (Moustakas

et al. 2013). iSEDfit is a Bayesian fitting code that compares the observed photometry for

each source to a large Monte Carlo grid of SED models which span a wide range of stellar

population parameters (e.g. age, metallicity, and star formation history) to estimate the stellar

mass and SFR of a galaxy. We assume a Chabrier (2003) initial mass function from 0.1 to

100 M∗ and use Bruzual & Charlot (2003) stellar population synthesis models. We assume the

following priors to construct the Monte Carlo grids: uniform stellar metallicity in the range of

0.004 < Z < 0.04; Charlot & Fall (2000) dust attenuation law, with an exponential distribution

of dust, (0.25 < γ < 2.0); an exponentially declining-τ (φs(t) = (M/τ)e−t/τ ) star-formation

3http://deep.ps.uci.edu/dr4/home.html
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history (SFH) with 0.01 < τ < 5.0. Stochastic bursts of star formation of varying amplitude,

duration, and onset time are superimposed, allowing for a wide range of possible star formation

histories (Kauffmann et al. 2003; Salim et al. 2007). While a delayed-τ model encompasses both

a linearly rising (t/τ � 1) and an exponentially declining (t/τ � 1) SFH history, we find no

significant SFR or stellar mass offsets or trends using different SFH models for our sources at

z < 1.2, and we therefore choose to use the simpler model of an exponentially declining SFH.

iSEDfit marginalizes the full posterior probability distribution of stellar masses and SFRs over

all other parameters and thus encapsulates both the uncertainties in the observations and the

model parameter degeneracies. For each source we take the median stellar mass and SFR from

the full probability distribution functions as the best estimate of the stellar mass and SFR. In

our analysis below we use only the relative stellar mass and SFR between sources, such that any

overall offsets do not matter here.

We use iSEDfit stellar masses derived from photometry spanning the UV to the optical

bands. Including the first two IRAC bands ([3.6] and [4.5]) systematically increases the median

galaxy sample stellar mass by 0.1 dex. This is the case for the X-ray detected sample; however,

for the IRAC Donley et al. selected sample (details are given below in Section 4.4.3) the median

mass offset is much larger (0.5 dex). As shown in Mendez et al. (2013), this is due to AGN light

contributing to these channels causing the IR-AGN to have overestimated masses. We therefore

do not include the IRAC bands in any of our stellar mass estimates, such that all stellar masses

are derived using the same photometric bands, minimizing systematic offsets between our samples.

While not all of the fields have full GALEX UV coverage (∼ 82%), we include the observed

the FUV and NUV photometry where available to improve the SFR measurements. Including

GALEX UV bands (compared to just using optical bands alone) slightly decreases the estimated

stellar mass (∼ 0.02 dex) for the galaxy and AGN samples. There is an increase in the estimated

SFR for the highest SFR galaxies; including GALEX leads to better estimates of the SFR for

galaxies where we have GALEX data. We do not estimate stellar masses or SFRs for sources that

are deemed to be broad-line AGN (BLAGN), where their spectra are better matched by BLAGN

templates than by galaxy templates, as their optical photometry will be dominated by light from

the AGN. Table 4.1 lists the total number of sources with spectroscopic redshifts in each field

(Ngalaxy) and the number of sources which we estimate a stellar mass (Nmass).

4.3.7 Spatial Selection Function

In order to perform accurate clustering measurements, we require that all of the PRIMUS

and DEEP2 sources used here are located within the area of each survey that has a well-understood

spatial selection function. This ensures that any spatial densities in the survey that are due

to target selection or missing data, such as in CCD chip gaps or around bright stars, as well

accounted for. Coil et al. (2011) provides details on the spatial selection function of PRIMUS,
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and Coil et al. (2004) and Newman et al. (2012) provide details for the DEEP2 survey.

In PRIMUS we require that sources fall within the observed window function area targeted

with at least two slitmasks. For the DEEP2 fields, we require that sources fall within the window

function discussed above. The X-ray AGN, Radio AGN, and IR-AGN samples are identified within

the areas with observed X-ray, radio, or mid-IR coverage. While there is generally overlap between

the multi-wavelength imaging coverage, there are some areas that lack full multi-wavelength

coverage.

4.4 AGN and Galaxy Samples

The goal of this paper is to quantify and compare the clustering properties of X-ray-,

radio-, and mid-IR-selected AGN at z ∼ 0.7 with each other, as well as with similarly-selected

non-AGN galaxies with matched stellar mass, SFR and redshift distributions. To do this we select

AGN and galaxy samples using the PRIMUS and DEEP2 surveys in regions with either X-ray,

radio or mid-IR imaging coverage. Below we present our selection criteria for our X-ray, radio,

and mid-IR AGN samples, as well as the matched galaxy samples.

4.4.1 X-ray AGN Samples

For our full X-ray AGN sample we require that the detected X-ray sources have a hard-

band X-ray luminosity LX > 1041 erg s−1 and a redshift in the range 0.2 < x < 1.2. We have

applied X-ray K-corrections ( (1 + z)(Γ−2); Γ ∼ 1.7 ) to estimate the hard-band X-ray luminosity.

We create a ‘no broadline’ subsample where we remove the BLAGN identified by their PRIMUS

or DEEP2 spectra. Additionally, the full X-ray AGN sample is also divided into six different

samples defined either by an AGN property (luminosity, specific accretion rate, or hardness ratio)

or a host galaxy property (redshift, stellar mass, and specific star-formation rate (sSFR)), in

order to investigate clustering trends with AGN or host galaxy properties. We use the specific

accretion rate, proportional to the bolometric luminosity per unit stellar mass, as an estimate of

the Eddington ratio. This assumes a constant scaling relationship between the black hole mass

and the host stellar mass (e.g., MBH ∼ 0.002M∗; Marconi & Hunt 2003). While the scatter in

the M − σ relationship and the scatter in the mass of the stellar bulge to the stellar mass of the

galaxy, is expected to be significant, the specific accretion rate is a robust tracer of the rate at

which the SMBH is growing relative to the stellar mass despite this scatter (Aird et al. 2012).

Using this relation we estimate the Eddington ratio as,

λEdd =
LBol

LEdd
(4.1)

=
LBol

1.3 × 1038 × 0.002 M∗M�
(4.2)
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Figure 4.1: Redshift dependence of the AGN samples — The distributions of X-ray AGN,
Radio AGN, and Donley et al. samples in X-ray AGN luminosity (upper left), radio power (upper
center), and 3.6µm IR luminosity (upper right), as well as host galaxy absolute optical magnitude
(MB) (lower left), stellar mass (lower center), and X-ray specific accretion rate (lower right), all
as a function of redshift for 0 < z < 1.4. The X-ray AGN sample shown with green circles, the
Radio AGN sample shown with red diamonds, and the Donley et al. sample shown with blue
squares are displayed above the PRIMUS and DEEP2 galaxy tracer sample shown as grey dots
with greyscale contours containing 30%, 50% and 80% of the sample. Sources are included on
this plot if they have a robust spectroscopic redshift and are not classified as broad-line AGN.
Solid vertical orange lines show the full redshift range used here (0.2 < z < 1.2), while the dashed
vertical orange line shows the redshift used (z = 0.7) to split the full samples into higher and
lower redshift samples. In the X-ray luminosity panel (upper left) we show as a dashed black
line the redshift-dependent cut used to create high and low X-ray luminosity samples, while the
solid black line shows the lower LX = 1041 erg s−1 luminosity cut used for all of the X-ray AGN
samples.
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Figure 4.2: SSFR/mass diagram — Specific star-formation rate (sSFR) versus stellar mass
(bottom) for the X-ray AGN, Radio AGN, and Donley et al. sources. Colors and contours are
similar to Figure 4.1. We show in dashed black lines the stellar mass and sSFR cuts used to
define the sSFR selected samples. All AGN samples are seen to be biased to more massive host
galaxies. Additionally there is a large difference in the sSFR for the host galaxies of the different
AGN samples.

Figure 4.3: Stellar Mass, SSFR, and redshift distributions for the AGN samples —
Stellar mass, specific star formation rate (sSFR), and redshift distributions for the X-ray AGN
sample, Radio AGN sample, Donley et al. sample, and galaxy tracer samples. The green, blue,
and red filled histograms show the distributions of the X-ray AGN, Donley et al. , and Radio
AGN samples, respectively. The grey outline of the distributions for the galaxy tracer sample is
scaled down by a factor of 100 for ease of comparison.
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where LEdd is the Eddington limit, and LBol is the bolometric luminosity derived from the X-ray

luminosity using the X-ray luminosity to bolometric luminosity relationship of Hopkins et al.

(2008) in units of erg s−1. Details of each sample are given in Table 4.1.

For the X-ray AGN samples split by AGN luminosity, we divide the full X-ray AGN

sample into low luminosity (〈LX〉 ∼ 1042.4 erg s−1) and high luminosity (〈LX〉 ∼ 1043.2 erg s−1)

samples using a redshift dependent luminosity cut (shown in the upper left panel of Figure 4.1).

This cut mimics the relatively high X-ray luminosity above which the Donley et al. population

(described below) is X-ray detected, as seen in the figure.

The high and low specific accretion rate (λ) samples are defined for AGN with a host galaxy

stellar mass above M∗> 109.75M� which limits low-mass sources below the X-ray luminosity

limit from biasing the results. To match the specific accretion rates for X-ray detected Radio

AGN and Donley et al. samples, we divide the full X-ray sample at a specific accretion rate of

λ= 10−2 erg s−1M−1
� (see the lower right panel of Figure 4.1).

We define samples based on the hardness ratio of the X-ray AGN, creating hard and

soft samples by dividing the sample at HR = 0. This cut requires that the AGN included are

identified in both the soft and hard X-ray bands.

We also divide the full X-ray AGN sample by various host galaxy properties, to quantify

how the clustering of X-ray AGN depends on the host galaxy. First, we create a high and low

redshift sample by dividing the full X-ray AGN sample at z ∼ 0.7. For both the stellar mass

samples and sSFR samples, we create a roughly volume limited sample by requiring that the

samples have a stellar mass above M∗> 109.75M� (see Figure 4.2). Including the large number

of low-redshift galaxies below this limit would bias the results for the galaxy samples which vastly

outnumber the AGN samples. We define the high and low stellar mass samples using the median

stellar mass of the full X-ray AGN sample (M∗∼ 1010.65M�). This cut gives roughly comparable

numbers of high- and low-stellar mass X-ray AGN samples.

We define high and low sSFR samples by dividing the sSFR at sSFR = 10.65 yr−1

(bottom panel of Figure 4.2). This cut roughly matches the evolving SFR-mass cut of Moustakas

et al. (2013) at z ∼ 0.7 that divides the galaxy sample into quiescent and star-forming galaxies.

4.4.2 Radio AGN Samples

We define four Radio AGN samples based on the observed optical broad lines and

measured radio luminosity of each source. For our full Radio AGN sample we require a redshift

in the range 0.2 < x < 1.2. We create a ‘no broadline’ subsample where we remove the BLAGN

identified by their PRIMUS or DEEP2 optical spectra. Radio continuum emission may contain

contributions from thermal bremsstrahlung (free-free) emission in star forming galaxies as well as

from non-thermal synchrotron emission associated with radio jets emanating from an AGN. To

separate these two population, we follow Condon (1992) and Murphy et al. (2011), and define a high



143

luminosity radio sample with P1.4Ghz>1024 Watts Hz−1 to remove any potential contamination

from luminous starburst galaxies. We have applied a radio K-correction ((1 + z)(α−1); α ∼ 0.5)

when estimating the radio luminosity. Above this luminosity the radio emission cannot be

explained by even extreme star formation (SFR > 103M� yr−1) (Goulding et al. 2012; Hickox

et al. 2009). This Radio AGN sample reliably contains radio-loud (Class FR-II; Fanaroff & Riley

1974) sources. The small sample size in the high luminosity sample limits our analysis of the

Radio AGN sample to the full redshift range (0.2 < z < 1.2), as we do not have enough sources

to create subsamples at different redshifts.

This sample of radio-loud sources necessarily does not contain radio-quiet AGN (Mullaney

et al. 2013). Optical, mid-IR, or far-IR to radio flux ratio excess techniques have been suggested

identify more complete samples of radio-quiet AGN while limiting contamination from star forming

galaxies (e.g. Smolčić et al. 2008; Park et al. 2008; Donley et al. 2005; Appleton et al. 2004). To

investigate the dependence of clustering of these samples, we define a low luminosity radio sample

(P1.4Ghz<1024 Watts Hz−1). This sample includes all radio-detected sources below the luminosity

limit identifying all possible optical- or IR-excess selected samples. While this low luminosity

sample may suffer from contamination by star forming galaxies, we do not find a significant

difference in the fraction of X-ray or mid-IR AGN identified at these lower radio luminosities,

compared to the high luminosity radio sample. In fact, the X-ray and mid-IR AGN samples that

are also radio-detected have radio flux distributions that peak below P1.4Ghz<1024 Watts Hz−1,

such that the bulk of the X-ray and mid-IR AGN are in the low radio luminosity sample.

4.4.3 IR-AGN Samples

We use the Donley et al. (2012) IRAC color-color selection to identify mid-IR red power-

law AGN. As shown in Mendez et al. (2013) this provides reliable identification of luminous

mid-IR AGNs with limited contamination by star forming galaxies in the deep IR data contained

in the PRIMUS survey. We require that objects are detected in all four IRAC bands, and have

colors such that they lie within the following region in IRAC color-color space:

x = log10

(
f5.8µm

f3.6µm

)
, y = log10

(
f8.0µm

f4.5µm

)
(4.3)

x ≥ 0.08 and y ≥ 0.15 and (4.4)

y ≥ (1.21× x)− 0.27 and (4.5)

y ≤ (1.21× x) + 0.27 and (4.6)

f4.5µm > f3.6µm and f5.8µm > f4.5µm and (4.7)

f8.0µm > f5.8µm. (4.8)
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The small sample size of the Donley et al. sample limits our analysis to the full redshift range

(0.2 < z < 1.2).

Additionally, we identify WISE-selected IR-AGN using Assef et al. (2013) magnitude

dependent selection. We require sources to have measured W1 and W2 fluxes such that,

W1−W2 > 0.662 exp
[
0.232 (W2− 13.97)2

]
(4.9)

W2 < 17.11 (4.10)

where W1 and W2 are in Vega magnitudes. Assef et al. (2013) show that it is 90% reliable in

its identification of IRAC selected AGN. This selection extends the Stern et al. (2012) WISE

IR-AGN color selection to fainter limiting magnitudes, while controlling for contamination (see

Assef et al. (2013) for more detail).

We divide the WISE IR-AGN sample into obscured and unobscured sub-samples. Yan

et al. (2013) identified a color difference in obscured and unobscured templates at z < 1.5, and

define an IR-to-optical (r −W2) ∼ 6 color cut to separate these sources. We follow this color

cut, and identify obscured sources as having a red IR-to-optical color ((rvega −W2vega) > 6),

while unobscured sources have a blue color (((rvega − W2vega) < 6)). Due to differences in

the photometric filters in our measured r-band magnitudes, we use a synthesized SDSS r-band

magnitude from K-Correct to ensure a uniform selection in each field.

We additionally test the Mateos et al. (2012) WISE IR selection technique. Similar to

the Donley et al. selection technique, it identifies sources with mid-IR fluxes indicative of a red

power-law. This technique is more robust than that of Assef et al. (2013) as it uses a longer

wavelength (W3: 12µm) to ensure a monotonic mid-IR SED, but is less complete due to the

relatively shallow W3 coverage in the WISE survey. As we find no significant differences in the

clustering properties of either the Mateos et al. (2012) or Assef et al. (2013) defined AGN samples,

we use the slightly larger Assef et al. IR-AGN sample throughout this paper.

4.4.4 Galaxy Tracer Samples

We use the dense galaxy sample provided by the PRIMUS and DEEP2 redshift surveys

to measure the clustering of AGN using a cross-correlation measurement with galaxies. To do this

we define galaxy “tracer” samples that are used to trace the cosmic web in the fields and at the

redshifts of interest. For the full galaxy tracer sample, we use all galaxies with robust redshifts

within the full redshift range used here, 0.2 < z < 1.2. We do not require that the galaxy tracer

sample be volume limited, as we are using it only to trace the large-scale structure in these fields;

it therefore needs to span the same volume as our AGN samples, but it does not need to have

the same median luminosity at all redshifts. We additionally split the full galaxy tracer sample

into low and high redshift samples for the X-ray AGN sample, split at the redshift of z = 0.7

(Figure 4.1, dashed orange line in each panel). This redshift cut divides the number of X-ray
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AGN into approximately equal sized samples and results in 30% more tracer galaxies at lower

redshifts than at higher redshifts.

4.4.5 Galaxy Matched Control Samples

We construct galaxy samples for each of the X-ray AGN, Radio AGN, and Donley et

al. samples with matched stellar mass, star formation rate, and redshift distributions. We use

these as control samples to compare of the clustering of galaxies that host AGN and galaxies

without AGN limiting selection biases (For a discussion see: Aird et al. 2012). Additionally these

large control samples constrain the maximal relative clustering amplitude for the X-ray AGN,

Radio AGN, and Donley et al. samples, assuming fixed depth. This any differences between the

clustering amplitudes of the control samples represents the clustering differences for much larger

AGN surveys with the assumption that the selected AGN population mimics the underlying

population. Coil et al. (2009) and Hickox et al. (2009) created similar matched samples, however

they match the optical magnitude and color. These samples match the observed properties of the

host galaxies, however, they may miss the intrinsic host population properties. While we find no

significant differences in using the stellar mass, star formation rates, and redshift joint-distribution

rather than the color-magnitude and redshift joint-distribution, we choose these parameters as

they represent the intrinsic host galaxy distribution.

We measure the joint stellar mass, star formation rate, and redshift distribution of the

galaxy sample and each of the X-ray AGN, Radio AGN, and Donley et al. samples in stellar

mass bins of ∆M∗ 10=M� 0.2 dex, star formation rate bins of ∆SFR = 0.2 dex, and redshift

bins ∆z = 0.1. The projected distributions for the X-ray AGN, Radio AGN, and Donley et

al. are shown in Figure 4.3. Normalizing this by the number of galaxies in each bin, gives the

expected fraction of observed AGN in each bin, effectively estimating the probability density in

this three-dimensional parameter space. We use this probability density to weight each of the

galaxies so that the joint distributions match each of the AGN samples. Using this weighting

method more precisely estimates the clustering of each AGN population using the power of the

entire galaxy population. We use individual matched galaxy control samples for each of the X-ray

AGN, Radio AGN, and Donley et al. samples to control for differences in the joint distribution of

host galaxies that each selection identifies.

4.5 Clustering Analysis

We measure the spatial distribution of AGN using the two-point correlation function,

which quantifies the excess probability above Poisson of finding two sources with a given physical

separation. While most studies measure the auto-correlation function (ACF) of the AGN sample

of interest, here we measure the cross-correlation function (CCF) of AGNs with galaxies as a
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tracer sample. From this we can then infer the ACF of the AGN alone. As discussed in Coil et al.

(2009), there are two main advantages to this method. First, the CCF of AGN and galaxies has a

much greater statistical power due to the larger number density of galaxies, which better probe

the underlying mass distribution where AGN are located. Second, it does not require a complete

understanding of the AGN selection function, which may not be well understood due to the limits

of multi-wavelength observations. Instead, all that is required is an understanding of the selection

function of the galaxy tracer sample.

4.5.1 Measuring the Cross-Correlation Function

The two-point correlation function ξ(r) is defined as the excess probability density,

dP/dV , above that of a Poisson random field, of a second source being physically separated by a

distance r from a given source,

dP

dV
= n[1 + ξ(r)] (4.11)

where n is the mean number density of the sample of interest (Peebles 1980). The ACF measures

the clustering of a single sample, where the two sources are from the same sample, while the CCF

measures the clustering of one type of source, taken from one sample, around that of another type

of source, taken from a second sample. Here we measure the CCF of AGN (A) around galaxies

(G), which are used as a tracer sample, and find the excess probability above random (R) of

finding AGN and galaxies with a given separation (r) using the Davis & Peebles (1983) estimator:

ξ(r) =
AG(r)

AR(r)
− 1 (4.12)

where AG(r) is the sum of the weighted AGN-galaxy pairs and AR(r) is the sum of the weighted

AGN-random pairs, both as a function of separation. Weights are used to account for target

selection in the PRIMUS sample (see Section 4.3.4); by applying these weights we are able

to create a statistically-complete sample that is not subject to spatial biases. In the DEEP2

fields the weights are included in the spatial selection function which we use to generate the

random catalogs, so we give each source unity weight.We calculate the pair counts in twelve

∆Log(rp / [ h−1 Mpc]) = 0.2 dex logarithmic bins and sixteen ∆(π) = 5 h−1 Mpc bins. When

calculating the number of pairs in each bin, we calculate the weighted number of pairs:

AG =
∑
i∈A,
j∈G

wAGN;i × wgalaxy;j

WAGN ×Wgalaxy
(4.13)

AR =
∑
i∈A

wAGN;i

WAGN ×Nrandom
(4.14)

(4.15)

where wAGN is the AGN weight, wgalaxy is the PRIMUS targeting weights for the tracer galaxy

sample, WAGN is the total AGN completeness and targeting weight, Wgalaxy is the total PRIMUS
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targeting weight, and Nrandom is the number of random objects. The AGN weight is the

multiplicative combination of the PRIMUS targeting weight for the source and any additional

completeness weight for the AGN sample. In particular for the X-ray AGN sample this includes

the X-ray AGN weight (see Section 4.3.1 for details). For the DEEP2 fields the targeting weight

is unity for each source.

Peculiar velocities distort ξ(r) measurements in the redshift direction, along the line

of sight. We therefore measure ξ(r) in two dimensions, ξ(rp, π), where rp is the separation

perpendicular to the line of sight, which is unaffected by peculiar velocities, and π is the

separation along the line of sight. Integrating ξ(rp, π)along the π dimension leads to a statistic

that is independent of redshift space distortions, the projected correlation function:

wp(rp) = 2

∫ ∞
0

dπ ξ(rp, π) (4.16)

≈ 2

∫ πmax

0

dπ ξ(rp, π) (4.17)

where πmax is the maximum π separation to which we integrate. As the signal to noise of

ξ(rp, π)declines quickly for large π separations, we measure the projected correlation function

by integrating to a given πmaxto limit shot noise. We use a larger πmaxvalue in the PRIMUS

fields than the DEEP2 fields to account for the larger redshift uncertainty in the PRIMUS fields.

This uncertainty tends to “smear” out the large scale structure and distributing the signal from

correlated pairs to larger π separations. Integrating to larger πmaxcaptures the full clustering

signal. In the PRIMUS fields, we use a πmax = 80h−1 Mpc limit, whereas we use a smaller

πmax = 20h−1 Mpc limit.

4.5.2 Jackknife Uncertainty Estimation

We estimate the uncertainty in our measurements using jackknife resampling of the data

(e.g., Lupton 1993; Scranton et al. 2002). Generally, jackknife resampling approximates the

variance in wp derived from simulated mock catalogs (e.g., Zehavi et al. 2005; Coil et al. 2008;

Skibba et al. 2014), and accounts for the significant correlation between adjacent scale bins. For

each of our samples, we use between 10 and 12 jackknife subsamples across our 8 fields where we

have spatially subdivided the larger fields into two or more subfields. The different number of

subsamples is due to the multi-wavelength coverage in each field (i.e. CDFS does not contain

X-ray data; See Table 4.1 for field details.) We subdivide the large fields (CDFS and XMM)

along lines of constant RA and declination such that the resulting sub-samples probe the roughly

same volume. We use samples of area approximately equal to ∼1deg2which are sufficiently large

enough to measure the projected correlation function to up to ∼ 10h−1 Mpc at 〈z〉 ∼ 0.7.

The uncertainty in wp is estimated by calculating the projected correlation function using

each jackknife resamples which removes one area at a time. From this collection of wp estimates
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we calculate the variance in the projected correlation function,

σ2
wp

(rp) =
N − 1

N

N∑
j

(wp(rp)− ŵj(rp))2, (4.18)

where the N is the number of jackknife samples, j indexes each jackknife resample, and ŵj(rp) is

the projected correlation function computed with one area removed.

By measuring the projected correlation function using multiple fields across the sky, we

are able to quantify the uncertainty on our measurements due to cosmic variance. While the large

volume from the combination of the PRIMUS and DEEP2 fields include a wide range of cosmic

densities, the COSMOS field in particular includes areas with extremely high densities (e.g., Lilly

et al. 2007; McCracken et al. 2007; Meneux et al. 2009; Kovač et al. 2010; de la Torre et al. 2010;

Skibba et al. 2014). Such that we show clustering results with and without the COSMOS fields.

The overdensity of galaxies in the COSMOS field is similar to the Sloan Great Wall.

4.5.3 Inferring the AGN Auto-correlation Function

Following Coil et al. (2009), we infer the AGN ACF from measurements of the AGN-

galaxy CCF and the galaxy ACF. We calculate the galaxy ACF using the Landy & Szalay (1993)

estimator:

ξ(rp, π) =
GG(rp, π)− 2GR(rp, π) +RR(rp, π)

RR(rp, π)
(4.19)

where GG, GR, RR are the galaxy-galaxy, galaxy-random, and random-random weighted pair

counts, respectively. For the pair counts we include the galaxy targeting weights similar to

Section 4.5.2 The Davis & Peebles (1983) estimator gives similar results, since we are dominated

by cosmic variance rather than small number statistics when determining the galaxy ACF. We

calculate the AGN-galaxy CCF and galaxy ACF in the same volume. As with the AGN-galaxy

CCF, we integrate the galaxy ACF projected correlation function to the same πmaxlimits for the

DEEP2 and PRIMUS fields.

We then infer the autocorrelation function of the AGN-AGN sample by dividing the

AGN-galaxy CCF by the galaxy ACF,

wAA(rp) =
w2

AG(rp)

wGG(rp)
(4.20)

where wAA is the projected AGN ACF, wAG is the projected AGN CCF, and wGG is the projected

galaxy ACF. Inferring the AGN ACF assumes that the two estimated correlation functions are

dominated by the correlations of sources linearly related to the underlying density distribution.

This relation between the spatial distribution of galaxies and the underlying dark matter density

field is called the bias and described in more detail in Section 4.5.5.
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4.5.4 Power law fit

Following Davis & Peebles (1983), we assume a power law distribution for the excess

probability density (ξ(r) = (r/r0)γ). The power law function is represented by two terms: a slope

(γ) determining by the scale dependent growth in the linear regime, and scale factor (r0) at which

there is unity excess probability density. The analytic form of wp(rp) is then:

wp(rp) = rp

(
r0

rp

)γ Γ( 1
2 )Γ(γ−1

2 )

Γ(γ2 )
(4.21)

where Γ is the Gamma function. We fit this analytic function to our clustering measurements

in the approximately linear regime of rp = 1 − 10h−1 Mpc. For scales below rp < 1h−1 Mpc,

galaxy interactions within a single halo contribute and add additional clustering power. For scales

above rp > 10h−1 Mpc, the size of our fields limits the number of pair counts, leading to large

statistical fluctuations. Additionally, we do not probe larger scales above ∼ 10h−1 Mpc due to

the “the Kaiser effect” which causes flattening of the ξ(rp, π)from galaxies coherently falling into

structures that are still undergoing gravitational collapse.

4.5.5 Bias estimation

To investigate any redshift evolution of the AGN clustering signal, we estimate the dark

matter bias of the AGN ACF. The bias (b) measures the relative clustering strength of the AGN

sample to that of dark matter particles. We estimate the bias at the median redshift of each AGN

sample using the publicly available code of Smith et al. (2003). We integrate the dark matter

correlation function to a πmax = 80 h−1 Mpc and then calculate the bias as

b =

√
wAGN

wDM
(4.22)

where wAGN is the AGN ACF, and wDM is the dark matter ACF on scales of rp = 1− 10h−1 Mpc.

The comparison of different samples using the bias value accounts for differences in median sample

redshift and alleviates the distribution is a power law assumption for the distribution.

Additionally, the relative bias between two AGN or galaxy samples is defined as the

square root of the ratio of their respective projected correlation functions. This allows for a simple

comparison of the clustering strength of two samples and is akin to comparing their bias (relative

to dark matter) values. Below we present the mean and 1σ uncertainty of the relative bias across

the jackknife samples when comparing two samples below. We estimate the relative bias on scales

of rp = 1− 10h−1 Mpc.

4.6 Results

In this section, we discuss the results of the cross-correlation analysis. We measure the

cross-correlation of AGNs relative to the tracer-galaxy sample to estimate the bias relative to the
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Figure 4.4: Projected correlation functions for the AGN samples — Projected AGN-
AGN correlation function wp(rp) (black) as a function of scale for the X-ray AGN sample (left),
Radio AGN sample (center), and Donley et al. sample (right) for the entire redshift range
(0.2 < z < 1.2). In each panel we show the AGN-AGN auto-correlation function (ACF; black),
galaxy-AGN cross-correlation function (CCF; red) and galaxy-galaxy tracer ACF (blue) and
estimated uncertainty from jackknife resampling of the fields. The jackknife estimated uncertainty
accounts for both statistical and cosmic variance uncertainties. We show the projected correlation
functions for the sample excluding COSMOS as a light grey dashed line to highlight the additional
clustering signal due to the observed over-density in the COSMOS field.

galaxy samples and using the galaxy ACF, the absolute bias and dark-matter halo mass for each

sample. We present these results for the X-ray AGN sample in Section 4.6.1, the Radio AGN

sample in Section 4.6.2, and the Donley et al. sample in Section 4.6.3. We then compare the

obscured and un-obscured WISE IR-AGN samples in Section 4.6.4, and the relative clustering of

all of our samples in Section 4.6.5. Finally, we compare the clustering strength of each sample

relative to matched-galaxy control samples in Section 4.6.6.

4.6.1 Clustering of X-ray AGN

The X-ray AGN sample (Figure 4.4, left-panel) is more clustered than the tracer-galaxy

sample, and clusters similar to massive galaxies (Figure 4.5, left-panel). They are found in

massive dark-matter halos (Mhalo∼ 1013.3 h−1M�) which is generally characterized by large

galaxy groups. The clustering strength increases for smaller projected separations (rp< 0.7)

indicating that on small scales, there is a increase in the number of pairs of objects within the

same dark matter halo. The clustering of the X-ray AGN sample is systematically (N% higher

bias) larger when including the COSMOS field which over-dense relative to the other fields.

In Figure 4.6, we divide the full X-ray AGN sample into different sub-samples depending

on both AGN properties and host galaxy properties. For each of the luminosity, specific-accretion

rate and hardness-ratio divided sub-samples, we do not find any statistically significant difference

in the clustering of any of the sub-samples. The statistical differences in the two-halo term
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Figure 4.5: Clustering comparison of the AGN samples and matched galaxy samples
— Clustering of X-ray AGN, Radio AGN, and Donley et al. samples relative to the matched
galaxy samples. For each sample we show the AGN CCF as a solid dark line with jackknife error
bars and the matched galaxy sample as a dashed light line. We do not include broad line sources
in this comparison as that the stellar mass estimated for broad-line sources is over predicted due
to the AGN contribution to the galaxy light. In the lower panels we show the ratio of each sample
relative to the matched galaxy sample. The clustering strength of the X-ray AGN and Radio
AGN samples can be reproduced by the clustering of the matched galaxy sample, but the Donley
et al. sample is less clustered than similarly matched galaxies.
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Figure 4.6: Clustering of X-ray AGN sample properties and host galaxy properties
— Clustering as a function of X-ray AGN sample properties and host galaxy properties. In each
panel we show the relative bias for each subsample with jackknife error bars. For host galaxy
properties (stellar mass, star formation rate, and redshift) we also include relative bias estimate
for the matched galaxy sample with similar cuts.
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(1.0h−1 Mpc < rp < 10h−1 Mpc) are < 1σ, suggesting that the mass of dark matter halo does

not correlate with any of the intrinsic properties of the X-ray AGN sample. Additionally, the

similarity in the one-halo term (0.1h−1 Mpc < rp < 1.0h−1 Mpc) suggests that the properties of

the X-ray AGN sample are not affecting the number of galaxy pairs within a single dark matter

halo.

We do not find any significant differences in the X-ray AGN samples relative to the

host-galaxy properties (redshift, stellar mass, star-formation rate). All of the differences (∼ 2σ)

can be explained by comparisons to matched-galaxy control samples (shown in light grey). In

particular the differences in star-formation rate suggest that X-ray AGN sources are limited in

the amount which they can quench star formation. Together these results show that there is no

significant difference in the evolution of the galaxies that host an active X-ray AGN source and

all galaxies. See Table 4.4 for the individual sample significances between the different samples.

For all of the samples we additionally test the significance of the clustering measurement

for the upper and lower quartiles of both the AGN and host galaxy properties. This comparison

examines the differences of the most extreme objects in each parameter. We find no significant

differences in any of the parameters due to the significant increase in the uncertainty of each

measurement.

4.6.2 Clustering of Radio AGN

We find that the Radio AGN sample is strongly clustered relative to the tracer-galaxy

sample (Figure 4.4, center panel), but similarly clustered to the matched control galaxy sample

(Figure 4.5, center panels). They reside in Mhalo∼ 1013.6 h−1M� dark matter halos suggesting

that they are generally found in massive galaxy groups or small galaxy clusters. The significant

bump found at rp∼ 6 in the projected correlation function is due to the highly clustered COSMOS

sample; removing this field does not change the results that we find, but lowers the results by N%.

This is not surprising as that the over-densities found in this field would drive up the relative mass

of the dark matter halos found in these massive structures. For the one- or two-halo terms we do

not find a significant difference in the clustering of luminous Radio AGN sources and matched

galaxies.

Compared to the high-luminosity Radio AGN sources (Figure 4.7, top-left) we find that

there is no significant difference (∼ 2.8σ) in the clustering of Radio AGN sources in the two-halo

term. While there appears to be a large difference in the one-halo term, we do not find any

significant difference in the clustering due mainly to the low number of high-luminosity radio

sources and the associated large uncertainties due to the limited number of pairs counts.

The uncorrelated clustering with radio luminosity of the Radio AGN sample may be sur-

prising as that the high-luminosity Radio AGN sample is more concentrated in high-mass quiescent

galaxies than the low-luminosity radio sample (see Figure 4.7, top-left). The population of low-
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Figure 4.7: Properties and projected correlation function of Radio AGN sources. —
Properties and clustering of Radio AGN sources. Top-left: Comparison of all radio detected
sources and Radio AGN sources with P1.4Ghz>1024 Watts Hz−1 in the specific star formation
rate and mass plane. Sources with a star formation rate that can be explained by the Murphy+11
SFR-to-radio luminosity relationship are shown as cyan points. Bottom-left: Star formation
rate compared to radio luminosity for the radio detected sources. X-ray AGN and Donley et al.
sources are shown with green and blue points, respectively, with relative distributions shown at
the bottom. The Murphy+11 SFR to Radio luminosity relationship is shown in purple. Top-right:
Clustering of low-luminosity (P1.4Ghz<1024 Watts Hz−1) radio-detected sources (black dashed)
and Radio AGN sources in red. Bottom-right: Jackknife ratio of the Radio sources. We do
not find a significant difference in the clustering of either sample suggesting that there is not a
dominate number of SF galaxies in the low-luminosity radio-sample.
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luminosity likely Radio AGN sources found in quiescent galaxies with masses (M∗& 1010.6M�)

dominates the low-luminosity population which sustains the large clustering amplitude in these

galaxies. We do not think that these sources have highly-obscured star-formation and a under-

estimated extinction due to similarities in the estimated SFR from Herschel-Spire 250 µmfar-IR

estimated SFRs. Likewise we do not find any trends in star-formation rate with respect to the

radio luminosity suggesting a homogeneous population in the Radio AGN sample (Figure 4.7,

bottom-left panel).

While there is not a significant difference in the clustering of these two Radio AGN samples,

there is a significant difference in the median redshift of the two samples and thus a differences in

the median dark-matter halo mass. The low-luminosity sample has a median redshift of 〈z〉 ∼ 0.5

whereas the high-luminosity sample has a median redshift of 〈z〉 ∼ 0.8. This difference in the

median redshift suggests that the strong clustering of the lower luminosity sample resides in

higher mass dark matter halos (〈Mhalo〉 ∼ 1013.6 h−1M� versus 〈Mhalo〉 ∼ 1013.9 h−1M�), but

have smaller stellar masses (〈M∗〉 ∼ 1011.2M� versus 〈M∗〉 ∼ 1010.8M�).

4.6.3 Clustering of IR-AGN

We find that the Donley et al. sample is less clustered than the tracer-galaxy sample

(Figure 4.4) and reside in 〈Mhalo〉 ∼ 1011.6 h−1M� dark matter halos. The halo mass is not well

estimated due low clustering strength of the sample, which may under estimate the mass of the

dark-matter halo for these small halo masses. Additionally, we find that the Donley et al. sample

is less clustered than the matched galaxy control sample (Figure 4.3). For both the one- and

two-halo terms the Donley et al. sample is consistently less biased relative to the matched galaxy

sample. While the significance of this is small (∼ 2.6σ), the difference in relative-bias between the

two samples is high ∼ 33%. The projected correlation function is closer to the matched galaxy

sample in the one halo term (25%, ∼ 2.2sigma) than in the two-halo term (33%, ∼ 2.5σ). The

relative bias between these two samples suggests that the physical triggering process for IR-AGN

samples depends on a lower density of pairs and lower dark-matter halo mass. Unlike the Radio

AGN and X-ray AGN samples, we note that the Donley et al. sample in the COSMOS field is

less clustered than the other fields.

There is not a statistically significant difference when comparing the broad-line and

non-broad-line Donley et al. samples. Removing the population of broad-line sources increases the

relative bias by ∼15%. This does not significantly changes the bias measured of these sources due

to the large uncertainty in these measurements, even though the broad-line population represents

a relatively large fraction (31%) of the Donley et al. sample.

We find that the Assef et al. IR-AGN sample clusters similarly to the Donley et al.

sample; the Assef et al. IR-AGN sample is both less clustered than the tracer sample, and less

clustered than the matched galaxy control sample. The median dark-matter halo mass of the
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Figure 4.8: Comparison of the IR-AGN samples — Comparison of the Donley et al.
selected sample (blue) and Assef et al. IR-AGN selected sample (red). In the top-left panel we
show the WISE selection color-color diagram with the Mateos et al. (2013) selection wedge shown
in orange, and Stern et al. (2012) color selection in red. In the background we show all WISE
sources identified in the PRIMUS sample. In the bottom-left panel we show the IRAC selection
color-color diagram with the Stern et al. (2005) selection wedge in orange, and the power-law
locus in red. A small number of the Assef et al. IR-AGN sources that are IRAC detected fall
outside of the locus of power-law like sources due to the selection not placing restraints on longer
wavelengths. In the right panels we show the clustering of the Donley et al. and Assef et al.
IR-AGN samples, and the relative bias for the two samples. We find no significant different in the
clustering strength of either the Donley et al. or Assef et al. IR-AGN sources.
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Figure 4.9: Obscured and unobscured Assef et al. IR-AGN sample properties — No
significant differences in obscured vs unobscured samples. Showing the sample locations and
properties of the un-obscured / obscured AGN samples. Obscured (red) sources are generally at
higher redshift . Broadline sources which are generally blue are also at higher redshift. Differences
in clustering are partially due to selecting different redshift samples. WISE IR-AGN samples miss
a number of X-ray AGN and radio AGN.

Assef et al. IR-AGN sample is 〈Mhalo〉 = 1011.3 h−1M�. While there is a population of Assef et

al. IR-AGN sources that would not be identified by the Donley et al. sample (see Figure 4.8,

bottom-left panel), this population is small enough to not change the results. These sources are

not being excluded by the Assef et al. IR-AGN selected sample as it does not use the longer

wavebands to ensure a red monotonically increasing flux in the mid-IR.

The Donley et al. sample has a shallower slope (γ ∼ 1.46) as compared to the Assef et

al. IR-AGN sample (γ ∼ 1.94). This difference can be seen in the relative bias of the one- and

two-halo terms with the Assef et al. IR-AGN sample being more clustered on smaller scales. The

Donley et al. slope is comparable to the Stern IR-AGN sample of Hickox et al. (γ = 1.5 2009).

This difference goes away when removing the broad-line sources γ ∼ 1.65, and indicates that the

broad-line population identified in the Donley et al. sample is driving down the clustering in that

sample.

Finally, we mention that we test the Assef et al. IR-AGN sample, and find no significant

differences to either the Donley et al. sample or the Assef et al. IR-AGN samples.

4.6.4 Clustering of Obscured vs Unobscured WISE IR-AGN

Following Donoso et al. (2013) we compare the clustering of obscured and unobscured

WISE IR-AGN. In Figure 4.10, we show the CCF for the two samples and the full Assef et al.

IR-AGN sample. We do not find any significant differences in the clustering of obscured and

unobscured sources in the Assef et al. IR-AGN sample.

We note that while this is a null result, inferring conclusions from this sample is difficult.



158

Figure 4.10: Clustering measurement of obscured and unobscured samples — Clus-
tering measurement of obscured and unobscured Assef et al. IR-AGN samples. We find that there
is not a significant difference in the clustering of the two samples.
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For the obscured sources, we predominately identify broad-line sources with these colors at high

redshift (z ∼ 1.0; Figure 4.9 dark histogram in center and right panels). In addition to this

population we find a second population of low redshift (z ∼ 0.3) sources that also have similar

colors but no detectable broad-lines suggesting a possible contaminate in the sample. Compared

to the obscured sample we find a significantly different redshift distribution which peaks at z ∼ 0.7,

suggesting that the interpretation of the angular clustering of these populations is difficult at

best.

The lack of correlation in the clustering strength in these samples matches the quasar

clustering comparison of Hickox et al. (2011). This comparison may be somewhat of a stretch as

they are both looking at higher redshift (〈z〉 ∼ 1.2) and higher luminosities 〈LX〉 ∼ 1044 erg s−1.

However both suggest that there is not a significant difference in the clustering of obscured and

unobscured sources for a range of different dark matter halo masses.

Likewise we test both the Donley et al. sample and Assef et al. IR-AGN sample for

correlations between the clustering strength and obscuration and find no significant differences

for any of the samples. For the Donley et al. selected sample we test both the optical-to-WISE

color cut, and optical-to-IRAC color cut ((R-[4.6])=6.1) and find no significant differences for

either sample.

4.6.5 Comparison of the Clustering of AGN Samples

Between the different selected AGN samples, we find that the Radio AGN sample is

more strongly clustered than the X-ray AGN sample which is more clustered than the IR-AGN

samples (Figure 4.11). In the two-halo term, the Radio AGN sample is only somewhat (13%

higher bias, ∼ 1.1σ) more clustered than the X-ray AGN sample. Likewise, the X-ray AGN

sample is only somewhat (50% higher bias, ∼ 2.4σ) more clustered than the Donley et al. sample.

These differences account for the field-to-field variations since we resample each jackknife sample

to estimate the relative bias which normalizes out the cosmic variance differences.

The X-ray AGN sample and Radio AGN sample both significantly increase in the one-halo

term, whereas the Donley et al. sample increases less strongly. There is a ∼ 40% relative bias

in the one-halo term between the X-ray AGN and Donley et al. samples and the differences are

significant at the ∼ 4σ level. These differences suggest a difference in the relative number of AGN

identified within a single halo, implying more pairs of X-ray AGN and Radio AGN sources are

identified in a single halo relative to Donley et al. sources. Some of this difference may be due to

the strong anti-bias of Donley et al. selected sources to be identified in quiescent galaxies due to

the 1.4µmstellar bump entering into the mid-IR photometry Mendez et al. (2013) which would

drive down the clustering in the one-halo term.
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Figure 4.11: Clustering comparison of the AGN samples — Comparison of the projected
cross-correlation function between the X-ray AGN, Radio AGN, and Donley et al. samples. In
the top panel of each column we show the CCF for two samples and the ratio of the two samples
in the bottom panel. We take the ratio of each jackknife sample for both samples to show the
variation in the clustering signal between the two samples while limiting the dominate cosmic
variance uncertainty. In the left most panels, we find that the X-ray AGN sample is somewhat
less clustered than the Radio AGN sample. In the center panels we find that the X-ray AGN
sample is significantly more clustered than the Donley et al. sample.
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4.6.6 Comparison with Matched Galaxy Samples

AGN identification techniques are highly biased to selecting specific types of AGN, and

more importantly AGN in specific types of galaxies. Generally AGN are more easily identifiable

in more massive galaxies (Aird et al. 2012), with possible differences in both their star-formation

rates, and redshift distributions (e.g., Goulding et al. 2014; Hickox et al. 2009; Coil et al. 2009).

To normalize away these differences we compare our AGN samples to stellar mass, star-formation

rate, and redshift matched-galaxy control samples for each sample to identify differences between

the AGN and similarly selected galaxies.

In Figure 4.3, we find no significant differences in the clustering properties of the X-ray

AGN sample and the Radio AGN sample at the < 1σ level. This suggests that the physical

effect of host environment on active galaxies and normal galaxies is a sub-dominate. The strong

agreement in both the one- and two-halo terms indicates that the triggering mechanism is not

strongly dependent on the number of galaxies within a single halo or mass of the halo. This is

consistent with Ellison et al. (2011), who use pairs of optically selected AGN, to identify a sharp

increase in the activity of AGN at close separations (< 80 h−1 Kpc), as that we are only sensitive

to > 100 h−1 Kpc.

We find a departure for the IR-AGN selected samples and the host galaxies, with a high

relative bias between the control and AGN samples. Both the Donley et al. sample and Assef et al.

IR-AGN sample are less clustered than the matched-galaxy control samples with a relative bias

between ∼20% to ∼40%. We currently cannot accurately determine the host galaxy properties as

that the optical light is dominated by the AGN which leads to very high star-formation estimates

and low stellar mass estimates. The large number of these broad-line sources in the Donley et al.

sample limits the statistical significance of these results. Removing these sources increases the

clustering measurement by ∼ 26% in the two-halo term, but this significance of the differences is

dominated by poisson statistics.

4.7 Discussion

We have used a large collection of multi-wavelength observations to probe the environmen-

tal dependance of different AGN samples. In the following sections, we discuss the implications

of these findings in context of the current AGN literature and the AGN and galaxy connection.

First, in Section 4.7.1, we discuss our findings relative to other multi-wavelength AGN studies.

Following, in Section 4.7.2, we address the effects of the intrinsic differences in the samples Finally,

in Section 4.7.3, we discuss the effects of AGN relative to inactive galaxies.
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Figure 4.12: Comparison of the redshift dependent absolute bias AGN samples —
Comparison of the absolute bias as a function of redshift for the different mutli-wavelength selected
samples. (Top-left panel) bias estimate for the X-ray AGN sample (green square), Radio AGN
sample (red square), and Donley et al. sample (blue square) presented in this work. For all panels,
we show the samples without the COSMOS field with light open markers and color matching each
sample. Additionally, we include lines of constant dark-matter halo mass (Mhalo = 1011 h−1M� -
Mhalo = 1013.5 h−1M�; black lines). (Top-right panel) literature comparison for for our redshift
dependent X-ray AGN samples. We show the low-redshift X-ray AGN sample (green circle) and
high-redshift X-ray AGN sample (green diamond). Additionally we show X-ray AGN samples
from the literature which span a range of redshifts (left to right: Krumpe, Miyaji, & Coil (2010),
Hickox et al. (2009), Yang et al. (2006), Gilli et al. (2005), Coil et al. (2009), Allevato et al. (2011),
and Gilli et al. (2009)). (Bottom-left panel) bias estimate for the high-luminosity Radio AGN
sample (square), and low-luminosity Radio AGN sample (circle). Additionally we show Radio
AGN samples from the literature which span a range of redshifts (left to right: Magliocchetti
et al. (1999), Lindsay et al. (2014), Wake et al. (2008), and Hickox et al. (2009)). (Bottom-right
panel) bias estimates for the Donley et al. sample (blue square), and Assef et al. IR-AGN
sample (red square). We show the Assef et al. IR-AGN WISE obscured sub-sample (cross), and
unobscured sub-sample (circle). The Assef et al. IR-AGN sample is a superset of the obscured
and un-obscured subsamples. We show angular clustering clustering estimates of Donoso et al.
(2013) for obscured and unobscured sources as an open circle, and an open square. Additionally
we show the Hickox et al. (2009) and Gilli et al. (2007) IR-AGN sample with a grey diamond.
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4.7.1 How do these results compare to others?

We compare our results to others in the literature using the absolute bias parameter

measured in the two-halo term, due to the degeneracy in the γ and r0 fit parameters.

In the X-ray AGN sample (Figure 4.12 top-left) we find that our results are generally

consistent with the bulk of other measurements from other fields. Including the COSMOS field

systematically overestimate the absolute bias by n% at these redshifts due to the over-density

found in the field at z ∼ 0.3 and z ∼ 0.7. This matches the published clustering value in this field.

Without the COSMOS field, we find similar results to Coil et al. (2009) and Hickox et al. (2009).

This is not surprising as we use a portion of the EGS similar to Coil et al. (2009). Together

these results suggest that X-ray AGN sources consistently are found in Mhalo∼ 1012.5 h−1M� to

Mhalo∼ 1013 h−1M� dark matter halos over a wide redshift range since z ∼ 1.2.

The Radio AGN sample agrees with literature and generally shows a higher absolute-

bias than the X-ray AGN sample indicating a higher dark-matter halo mass of 〈Mhalo〉 ∼
1013.5 h−1M�. The low-luminosity Radio AGN sample is high in value, but does not constrain

the halo mass with significance due to the uncertainty in the measurement. Like the X-ray AGN

sample we find that the COSMOS field drives the clustering of the Radio AGN sample; the

absolute bias is less when excluding the COSMOS field and follows a similar systematic offset

of ∼ N% that is seen in the X-ray AGN sample. The number of clustering estimates for Radio

AGN is overall smaller, and our values match them well.

Finally, the IR-AGN samples match the literature values and suggest that the IR-AGN

samples reside in low-mass dark-matter halos (Mhalo∼ 1011.5 h−1M�). While we present slightly

different selection (e.g. Donley et al. , Stern et al. , f24µm) the absolute bias are all consistent

with these sources residing in low-mass dark-matter halos. Additionally, we do not agree with the

angular clustering estimated values from Donoso et al. (2013) for the obscured and unobscured

sources; we do not find a correlation between the clustering strength and obscuration of the

source.

4.7.2 Does clustering depend on specific accretion rate?

In Mendez et al. (2013), we concluded that a significant difference in the IR-AGN and

X-ray AGN samples was due to the large number of quiescent galaxies not identified by the

IR-AGN sample due to the 1.6µmstellar bump entering the mid-IR waveband. This difference

limited the identified IR samples to be generally luminous AGN where the AGN light dominated

the light from the galaxy. Combined with the high-mass AGN selection bias, this implies that the

samples have different median accretion rate sources. Additionally we have now extended our

sample to include Radio AGN sources, which probe lower specific-accretion rate sources (Hickox

et al. 2009).

Using the Radio AGN sample, and the Donley et al. sample with two specific-accretion
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Figure 4.13: Clustering comparison relative to the specific-accretion rate — Compar-
ison of the specific accretion rate samples. Large left panel: specific accretion rate and mass
limits. Center panels: comparison of high λ X-ray AGN and Donley et al. samples. Right panels:
comparison of low λ X-ray AGN and Radio AGN samples. We find that the Donley et al. sample
is clustered like high specific accretion rate X-ray AGN sources and the Radio AGN sample is
clustered like low specific accretion rate X-ray AGN sources.

rate sub-samples of the X-ray AGN population will allow us to determine the significance of the

clustering differences between the multi-wavelength samples. We remove all broad-line sources

from this comparison as we require a stellar mass estimate for the High-λX-ray AGN and Low-λX-

ray AGN samples. This does not cause a significant difference (∼ 1σ) between the samples with

or without the broad line sources. Of these sources we sub-divide the X-ray AGN sample with

a specific-accretion rate of λ= 10−2 erg s−1M−1
� and above a stellar-mass of M∗= 109.75M�.

This roughly separates the bulk of the X-ray detected Radio AGN sample and Donley et al.

sample. We note that the left panel of Figure 4.13 only shows the subset of the Radio AGN

sources and Donley et al. sources that are X-ray detected. Additionally both samples overlap in

the specific-accretion rates, so this cut should be taken as a simple rough dividing-line comparison

between the two specific-accretion rate extrema.

We find that the relative bias between the Radio AGN and Low-λX-ray AGN samples

is less significant; The difference in the relative bias has gone down from 13% (1.1σ) to 12%

(0.9σ). Additionally, we find that the relative bias between the Donley et al. and High-λX-ray

AGN samples is less significant; the relative bias has gone down from 53% (2.4σ) to 21% (1.5σ).

Some of the difference in the significance is due to the limits on the number of sources for each

comparison. In the figure, we also show the [no COSMOS] samples for each of the comparisons to

show the systematic bias that the COSMOS raises the relative bias for this comparison. Removing

the COSMOS field from the comparison lowers the relative bias difference between the samples to
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∼ 0.6σ for both the High-λ and Low-λ samples.

4.7.3 Are there environmental differences for AGN samples?

Correlations between the AGN and host galaxy may prevent the actual estimate of the

clustering strength of different samples relative to AGN properties. We find that the matched

stellar mass, star-formation rate, and redshift control samples have similar clustering properties

to each of the AGN samples at the ∼ 2σ level. This suggests that the physical mechanism that

is fueling and triggering the AGN correlates with environmental scales much smaller than the

length scales that we can probe here (0.1 h−1 Mpc), or are a sub-dominantly related to the mass

of the dark matter halo.

Additionally we can use the matched-galaxy control sample as an estimator of the

differences in the underlying AGNs identified in each technique. Assuming to our limiting depths,

the underlying AGNs are distributed similarly to our measured samples, we would expect that

the different waveband clustering measurements should converge upon the control galaxy sample

with large enough samples. This gives us a more accurate estimate of the predicted differences in

the host galaxies due to underlying selection effects imposed by each selection technique. While

this does not rule out correlations between AGN properties and the host galaxy, it puts an upper

limit on the significance of the differences. We find ∼ 2 − 3σ differences between the control

samples suggesting even with larger surveys the intrinsic differences of the host galaxies will limit

the accuracy in measuring correlations between the clustering strength and AGN properties only.

4.8 Conclusions

In this paper we measure the clustering amplitude of the X-ray AGN, Radio AGN, and

IR-AGN populations in the DEEP2 and PRIMUS fields. We focus on these samples to identify

a large range of specific accretion rate (Eddington ratio) sources to correlate environmental

trends with respect to different accretion rates. We measure the clustering strength of the X-ray

AGN sample relative to X-ray luminosity, specific accretion rate, hardness ratio subsamples. We

estimate the clustering strength of the radio-loud and put an upper bound on the radio-quiet

samples. We use WISE mid-IR to compare obscured and unobscured Assef et al. IR-AGN samples.

We quantify the relative clustering strengths between each sample, and compared to stellar mass,

star formation rate and redshift matched galaxy control samples. The main results from our work

are as follows:

1. The inferred two-point auto-correlation function of X-ray AGN, Radio AGN and Donley

et al. sources to reside in different mass dark matter halos. From the two-halo term (1 <

rp / h
−1 Mpc < 10) we estimate that the X-ray AGN, Radio AGN, and Donley et al. samples
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have median dark matter halo masses of Mhalo∼ 1013.3 h−1M�, Mhalo∼ 1013.6 h−1M�,

and Mhalo∼ 1011.6 h−1M�, respectively.

2. The X-ray AGN sample clusters similarly to the Radio AGN sample. Both are more (&50%;

∼2σ) clustered than the Donley et al. sample. The X-ray AGN and Radio AGN samples

are much more clustered in the one halo term as compared to the Donley et al. sample.

3. We find no significant correlations (<2σ) between the clustering amplitude and subsamples

of the X-ray AGN population with X-ray luminosity, specific accretion rate, and hardness

ratio. Trends with respect to stellar mass, star formation rate, and redshift are well within

the expected trend for inactive matched galaxy control samples.

4. We find no significant difference in the clustering amplitude of Radio-loud and all ra-

dio detected galaxies. Since these samples probe different median redshifts (z ∼ 0.5 vs.

z ∼ 0.8), we find that the radio-quiet sample to have a larger dark matter halo mass

(Mhalo∼ 1013.6 h−1M� vs. Mhalo∼ 1013.9 h−1M�).

5. The Donley et al. and Assef et al. IR-AGN samples have similar clustering amplitudes.

For either we find no significant difference in the clustering amplitude of obscured and

un-obscured Assef et al. IR-AGN sources. This suggests differences found in angular

clustering results are dominated by the uncertainty of the redshift distribution.

6. From the large range of specific accretion rates that the X-ray AGN sample probes we

can explain the bulk of the differences in clustering amplitudes found in the X-ray AGN,

Radio AGN, and IR-AGN samples. The high specific-accretion rate X-ray AGN sources

cluster more similar to the Donley et al. sample. The low specific-accretion rate X-ray AGN

sources cluster similar to the Radio AGN sample. This suggests that the environmental

dependance on the different multi-wavelength AGN samples is sub-dominate on the scales

that we probe & 100h−1 Kpc.

7. The stellar mass, star formation rate, and redshift matched galaxy control samples are

clustered similarly for the X-ray AGN, Radio AGN samples. The Donley et al. sample is

less clustered than the matched galaxy control sample. This may suggest contamination

of the host galaxy light overpredicting the matched mass galaxy sample mass, and thus

clustering amplitude.
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Hoyle, F., & da Ângela, J. 2005, MNRAS, 356, 415–438



176

Croton, D. J., Springel, V., White, S. D. M., De Lucia, G., Frenk, C. S., Gao, L., Jenkins, A.,
Kauffmann, G., Navarro, J. F., & Yoshida, N. 2006, MNRAS, 365, 11–28

Cutri, R. M., Wright, E. L., Conrow, T., Bauer, J., Benford, D., Brandenburg, H., Dailey, J.,
Eisenhardt, P. R. M., Evans, T., Fajardo-Acosta, S., Fowler, J., Gelino, C., Grillmair, C.,
Harbut, M., Hoffman, D., Jarrett, T., Kirkpatrick, J. D., Liu, W., Mainzer, A., Marsh, K.,
Masci, F., McCallon, H., Padgett, D., Ressler, M. E., Royer, D., Skrutskie, M. F., Stanford,
S. A., Wyatt, P. L., Tholen, D., Tsai, C. W., Wachter, S., Wheelock, S. L., Yan, L., Alles, R.,
Beck, R., Grav, T., Masiero, J., McCollum, B., McGehee, P., & Wittman, M. 2011. Explanatory
Supplement to the WISE Preliminary Data Release Products. Technical report,

Davis, M., & Peebles, P. J. E. 1983, ApJ, 267, 465–482

Davis, M., Faber, S. M., Newman, J., Phillips, A. C., Ellis, R. S., Steidel, C. C., Conselice, C.,
Coil, A. L., Finkbeiner, D. P., Koo, D. C., Guhathakurta, P., Weiner, B., Schiavon, R., Willmer,
C., Kaiser, N., Luppino, G. A., Wirth, G., Connolly, A., Eisenhardt, P., Cooper, M., & Gerke,
B. 2003, In Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series,
P. Guhathakurta, ed., volume 4834 of Society of Photo-Optical Instrumentation Engineers
(SPIE) Conference Series, pp. 161–172
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Chapter 5

Conclusions and future work

The work contained in this dissertation constrains the evolution of galaxies and AGNs

using morphological galaxy measurements, multi-wavelength AGN identification techniques, and

three-dimensional clustering analyses.

The first chapter presents a study of transition galaxies in the green valley using HST

data in the AEGIS survey and concludes that the physical process(es) quenching star-formation

in galaxies since z ∼ 1 are not dominated by major mergers but instead must build up the

central mass concentration in these galaxies, while retaining a disk. We find 1) that the merger

fraction is lower in the green valley compared to the blue cloud, both for major and minor mergers

(from G/M20 and A measurements), 2) that at a given stellar mass the B/T ratio and median

concentration (C) is higher in the green valley than in the blue cloud, reflecting the build up of

the bulge component, and 3) that half (51%) of the green valley galaxies are disk-dominated,

implying that they have not had a major merger in the recent past. These results show that the

paradigm of major mergers dominating the quenching of galaxies at z < 1 is incorrect and that

the quenching mechanism must be more mild and likely involve secular processes.

The second chapter presents a study of the demographics of the AGN populations

identified through X-ray and mid-IR selection techniques using deep X-ray and IR data in the

PRIMUS redshift survey. We characterize the overlap, completeness, reliability, and demographics

of these identified AGN populations as a function of both X-ray and IR imaging depth. We

determine the AGN and host galaxy properties of the AGN populations selected at each wavelength.

We further resolve the disparate conclusions found in the previous literature and show that the

discrepancies arose because of differences in the depths of the data considered, as well as selection

effects that were not taken into account. We find that the vast majority (90%) of IR-AGN

identified with shallow IR surveys are X-ray detected with deep X-ray surveys, which clarifies

that IR-AGN samples add an important but minor (10%) population of possibly heavily-obscured

AGN. We further find that IR-selected AGN are limited to the most luminous AGN with high
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specific accretion rates (and therefore Eddington ratios), while X-ray selection additionally probes

lower luminosity and lower specific accretion rate AGN. Combining IR and X-ray AGN selection

leads to a more complete census of accretion activity.

The third chapter presents measurements of the three-dimensional clustering properties of

X-ray AGN, radio AGN, and IR-AGN in the DEEP2 and PRIMUS fields, which allows us to place

AGNs selected at different wavelengths in a cosmological context and estimate dark matter halo

masses for each population. The different clustering amplitudes of X-ray AGN, radio AGN, and

IR-AGN are shown to correlate with the specific accretion rate differences of the different AGN

populations, and we show that each AGN population has similar clustering as galaxy samples

that have the same distributions in stellar mass, star formation rate and redshift. The differences

observed in the AGN clustering are therefore due to differences in their host galaxy populations.

There are many key open questions in galaxy and AGN evolution which can be addressed

using this wealth of in-hand observational data and future data from the next generation of

telescopes. An immediate next step will be to extend the stellar mass, star formation rate,

and specific star formation rate dependent AGN clustering measurements to a framework for

all galaxies in the PRIMUS and DEEP2 fields. Most galaxy clustering studies have quantified

the clustering of galaxies based on relatively simple observed properties such as magnitude and

color. Using instead derived physical parameters such as stellar mass and star formation rate will

greatly improve comparisons to simulations and theory, while accounting for dust reprocessing,

and the star formation-dependance of the luminosity-to-mass relationship (Zhu et al. 2011). The

few existing results that estimate the stellar mass dependent galaxy clustering at intermediate

redshifts use smaller samples that probe smaller volume and have large SFR uncertainties due to

a lack of multi-wavelength imaging (e.g., DEEP2, VVDS, VIPERS Mostek et al. 2013; Meneux

et al. 2008; Marulli et al. 2013). Combining the PRIMUS and the DEEP2 surveys creates the

largest intermediate redshift clustering sample to date. Measuring the galaxy clustering amplitude

with larger samples will allow for robust comparison with low redshift results (Li et al. 2006),

constraining systematics and intrinsic environmental differences in these samples. Additionally,

we will use cross-correlation measurements, as we have done with the AGN samples, which will

result in smaller error bars on estimates of the dark matter halo masses, compared to estimates

from auto-correlation measurements, as are usually done. We will place tight constraints on the

environmental dependence of stellar mass buildup and star formation, while controlling for cosmic

variance uncertainties. The long cosmological time baseline of the combined SDSS, DEEP2, and

PRIMUS samples will allow a determination of the role of halo mass in quenching star formation

and its role in limiting the infall of cold gas into galaxies.

In addition, improved multi-wavelength AGN identification techniques are needed to

build a complete census of AGNs in the universe. Most current AGN selection techniques are

entropy maximization techniques, in that they identify AGN that are most different from galaxy

templates or most like known AGN templates. Combined with the fact that many techniques



186

only use a portion of the available measured photometry (e.g. selection using one waveband),

the identification of AGN is biased to a subset of the entire AGN population. Instead the next

generation of identification techniques will identify AGN through multi-wavelength observations.

The combination of simple stellar population (SSP) models, to estimate the galaxy SED light,

combined with empirical AGN templates can be used to measure the likelihood that a given

observed multi-wavelength SED contains AGN light. This will allow us to estimate both the

probability that a given galaxy hosts an AGN and improve the measurements of the galaxy host

properties by removing AGN contamination. Using a combination of X-ray, UV, optical, IR, and

radio detections, or inferred upper limits, maximizes the number of possible AGN that can be

identified far better than would any single waveband selection technique.

Accurately detecting and characterizing AGN and their host galaxies in this way across a

wide range of redshifts opens up a large number of possible studies. Using this approach, every

galaxy in existing and future large surveys can enter, in a statistical sense, into an AGN sample,

which will vastly improve our understanding of the AGN population. Measuring the dependence

of AGN clustering on both AGN luminosity and host galaxy stellar mass across a wider redshift

range will be possible as AGN clustering measurements are currently limited by the low relative

numbers of AGN, identified at an individual waveband, as compared to galaxies. We will further

be able to probe to lower AGN luminosities than before, leading to stronger constraints on the

triggering and fueling mechanisms of low luminosity AGN.

The bolometric AGN luminosity function (e.g., Hopkins, Richards, & Hernquist 2007)

traces the growth of SMBH. Currently, luminosity functions are generally measured for AGN

identified with individual wavebands, each with their own selection biases. The uniform and

complete AGN selection described above can then be used to determine the AGN luminosity

function, both limiting potential biases and extending to lower luminosities. In particular, this

method determines the probability distribution of possible AGN luminosities for every galaxy in

a given sample and additionally sets upper-limits on the possible AGN contribution to the SED.

Integrating over this probability distribution for each source will provide the best estimate of the

bolometric AGN luminosity function.

Finally, combining these studies at intermediate redshifts with low-redshift (z . 0.1)

all-sky multi-wavelength surveys will precisely constrain the demographics of the AGN population

across cosmic time. WISE mid-IR photometry, ROSAT X-ray point source catalogs, SDSS optical

photometry and SDSS spectroscopic redshifts provide a large sample to identify and characterize

AGN at low-redshift (z ∼ 0.05) using the above multi-wavelength AGN selection technique.

Such studies will improve current predictions for the AGN populations identified by the future

eROSITA X-ray survey and the next generation WFIRST IR survey. Extrapolating from Mendez

et al. (2013), at the depth of WISE, one should detect ∼100 IR-AGN per square degree, which

matches the predicted numbers in Eisenhardt et al. (2011). WISE therefore will allow the precise

characterization of both AGN and host galaxy properties using millions of AGN. This low-redshift
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sample complements our previous work on the AEGIS and PRIMUS redshift surveys by increasing

the volume probed, cosmic time baseline, and luminosity range.

Accounting for the depth-dependent variations due to the spatially variable WISE depth

photometry, as well as ROSAT X-ray data systematics due both to the limitations of the X-ray

telescope optics and the survey scanning strategy are critically important (Mendez et al. 2013).

Not controlling for these systematics would lead to biased results. The median depths of WISE and

ROSAT are comparable, which ensures a fair comparison and allows for a robust determination of

the obscured AGN fraction at low redshift. Additionally, the large number of derived products in

the SDSS enables comparisons of AGN and galaxy host properties (e.g., stellar mass distribution,

host galaxy type, accretion rates). The combination of multi-wavelength AGN samples at low and

intermediate redshift provide a long cosmological time baseline which will be useful to identify

trends and improve our understanding of the accretion history of the Universe, the growth of

SMBH, and the relationship between AGN and their host galaxies.
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