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Abstract of the Dissertation

Rats in Virtual Space: The development and

implementation of a multimodal virtual reality

system for small animals

by

Daniel Benjamin Aharoni

Doctor of Philosophy in Physics

University of California, Los Angeles, 2013

Professor Katsushi Arisaka, Co-chair

Professor Mayank Mehta, Co-chair

The integration of multimodal sensory information into a common neural code is

a critical function of all complex nervous systems. This process is required for

adaptive responding to incoming stimuli as well as the formation of a cognitive

map of the external sensory environment. The underlying neural mechanisms

of multimodal integration are poorly understood due, in part, to the technical

difficulties of manipulating multimodal sensory information in combination with

simultaneous in-vivo electrophysiological recording in awake behaving animals.

We therefore developed a non-invasive multimodal virtual reality system that is

conducive to wired electrophysiological recording techniques. This system allows

for the dynamic presentation of highly immersive audiovisual virtual environments

to rats maintained in a body fixed position on top of a quiet spherical treadmill.

Notably, this allows the rats to remain at the same spatial location in the real

world without the need for head fixation. This method opens the door for a wide

array of future studies aimed at elucidating the underlying neural mechanisms of

multimodal integration.
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CHAPTER 1

Introduction

In recent years, there has been a surge of interest in the use of virtual reality

(VR) technology in experimental research and clinical therapy. By presenting the

subject with computer generated virtual cues, VR provides an immersive sensory

experience designed to simulate reality. The application of VR in animal research

was first demonstrated in studies of flight control in insects [41, 35], and has now

had successful application in rats [60] and mice [50, 49, 135].

Although the number of VR studies in rodents has been very limited thus far,

the use of computer screens to present stimuli to rodents is not new. Early studies

used computer screens for the presentation of a wide array of dynamic stimuli in

the study of optic flow utilization [58] and a continuous Y-maze task [36]. More

recent studies have used computer graphic displays in combination with water

maze tasks [26], presentation of animated visual scenes, as well as projection of

cues on the floor of the apparatus. The use of touch screens with rodents expanded

the interactability of these tasks, allowing for automated tasks aimed at assessing

visual tracking [117], psychophysics [72] and visual discrimination [9].

VR takes the advantages of computer-based complex stimuli presentation and

interactability one step further by allowing the animal to move itself within a

virtual space that is generated around it. The animal is fixed in place and allowed

to move on top of a floating ball, referred to as a spherical treadmill, and these

real world movements are then translated into movement within the virtual space.

VR provides a number of unique advantages for application in rodents. It also
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allows for manipulations that are simply not possible in real world tasks such as

instantaneous teleportation, sensory modality isolation, and cue manipulation. It

allows for movement within virtual spaces of arbitrary size and geometry while

maintaining the animal in a very tight physical space, making it particularly

useful for optical and electrophysiological recording techniques that benefit from

restricting an animals movement. In the first proof of principle demonstration of

rodent VR, Holsher et al. (2005) showed that rats could be trained to navigate to

visual pillars within a large, repeating virtual environment [60]. This landmark-

based navigation has also been shown in mice [135]. Several exciting applications

of VR have utilized head fixed mice to allow for recording of membrane potentials

of hippocampal place cells [50] as well optical calcium imaging in a decision making

task [49].

1.1 Neurophysics

Uncovering the mechanisms that govern physiological functions of the central

nervous system has proved exceedingly fruitful yet difficult over the past century.

In recent decades, many physicists have shifted their focus toward neuroscience,

developing methods, theories, and equipment which have largely impacted the

field [20, 87, 50, 39, 15]. Resulting from this shift in focus, a new field of study,

neurophysics, has emerged.

While the full reach and scope of this new field has yet to be fully defined, one

can give an encompassing definition of neurophysics as the application of physics

methodology to open questions in neuroscience. This can be seen in both the

general approach taken as well as the subject matter addressed in neurophysics

laboratories.

Although it is clear that the application of physics to neuroscience has been

a successful one, much of the subject matter of neuroscience is still outside the

2



standard realm of physics. Neurological systems, as a whole, are complex, highly

interacting, and emergent. For example, the human brain has about 1011 neu-

rons [1], each with roughly 104 connections [25]. On top of this these systems are

not well behaved and are generally difficult to access experimentally due to their

animate nature. Due to this, a lot of work in neurophysics focuses on developing

experimental equipment and methods to increase the scope of applicable subject

matter.

Following this direction, the underlying work presented in this thesis is not

aimed at neuroscience subject matter directly but rather at modifying the exper-

imental approach taken across a variety of neuroscience fields. The goal of this

modified approach is to bring experimental neuroscience closer to experimental

physics in the following ways: increasing control and isolation of experimental

variables, decoupling uncontrolled variables, and improving the repeatability and

consistency of data. VR systems create highly repeatable and controllable exter-

nal conditions by which neuroscience/neurophysics questions can be addressed.

Understanding how the brain internalizes (perceives, maps, and stores) external

stimuli and then uses these internalized representations is, at a fundamental level,

a question about the relationship of space and time across two different reference

frames and requires a level of control and manipulation currently only available

in VR systems. By following this experimental physics approach, novel results in

both behavioral and hippocampal neuroscience have been observed – results are

likely to be just the beginning of this developing field.

1.2 The sensory system of rats

In the wild, behaviors such as navigation and reward checking occur simulta-

neously and are modulated by external sensory stimuli. Accurate perception of

reality requires information from multiple sensory modalities to be processed and
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integrated together into a common percept [105]. In order to guide adaptive

behavior these multimodal experiences must be integrated into a model or repre-

sentation of the external environment [128]. These models must incorporate two

important aspects:

1. Where important events occur, such as sites of food and water reward, to

support subsequent navigation back to these locations [3, 100] and

2. Which stimuli are predictive of reward, so that specific behavioral responses

that aid reward-consumption can be engaged [101, 110].

Virtual reality provides a method for studying the integration of multiple sen-

sory systems through the control of stimuli and the simultaneous measurement of

neural, navigational, and reward behaviors.

1.2.1 Visual system

Compared to humans, rats have relatively poor vision. Both their color range

and visual acuity are impaired relative to humans which is thought to be due

to evolutionary demands. Rats are nocturnal and generally thought to live in

environments where somatosensory and olfactory cues provide a more useful rep-

resentation of the surrounding environment. However, vision still provides unique

and crucial information of the distal environment as well as features of proximal

cues.

A rat’s color receptors are limited to two types of cones, short wavelegth

blue/UV cones and medium wavelength M cones [124]. While rats do not have

color sensitivity to red wavelengths, they are able to see into the ultraviolet range

with the blue receptors peaking at 359 nm [66]. Ultraviolet sensitivity is thought

to be useful for rats in the following ways:

• Urine is visible under ultraviolet light. This can provide visual markers to
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aid in navigation.

• A rat’s activity generally starts just before sunset and ends right before

sunrise. During these hours the ratio of ultraviolet to visible light increases

making ultraviolet increasingly useful at these times. [62].

Along with the lack of red color receptors, it is thought that rats have poor color

perception in general. Compared to the 5% in humans, rats’ cone receptors make

up only 1% of the light receptors on their retina. The other 99% consist of rods

which are only sensitive to light intensity [124]. Although a rat’s perception of

color is poorer than that of a human, it is capable of discriminating between

colors [65].

Another important measure of the visual system is acuity. A Rat’s visual

acuity is roughly thirty times below that of a human. In order for rats to discern

multiple parallel lines these lines must be at a minimum spacing of 1◦ suggesting

rats have blurry vision [107]. Depth of focus also plays an important role in the

quality of vision. For rats, objects from about 7 cm in front of the eye to optical

infinity are at an equivalent focus [106], greatly limiting focal depth perception.

Although the visual acuity of rats is low, their field of view is large (Figure 1.1),

extending 300◦ horizontally, 45◦ below the horizon, and over 100◦ above the hori-

zon [61]. With side facing eyes, their field of view is extremely large but at a

cost of a smaller binocular area. This binocular area is maintained in front and

above the rat through eye movements that compensate for head and body orienta-

tion [131]. Although it is not known if rats use this field for true binocular vision,

it is thought that monocular overlap improves contrast in low light conditions.

Lastly, it has been recently discovered that eye movements play a crucial role

in the visual system of rats [131]. Eye movements of freely behaving rats serve

to keep both monocular fields continuously overlapping above the animal. This

differs from the precise eye movements used by other mammals which maintain
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Figure 1.1: Observed field of view of a rat.

From Hughes (1979) [61]

6



continuous binocular fusion. When head fixed, eye movement behavior completely

changes and becomes static.

1.2.2 Auditory system

Compared to human hearing, which ranges from 20 Hz to 20 kHz, a rat’s audible

frequency range is extremely large. Their lower cutoff frequency is slightly higher

than than of humans but they are able to hear well into the ultrasound range.

Frequencies from 200 Hz to 90 kHz are in the audible range for rats [73, 53] with

vocalizations generally around 20 kHz to 50 kHz [127, 11].

Although their audible frequency is large, the angular auditory resolution of

rats is quite poor. Rats can locate the direction of a sound within 12◦ for complex

clicks and 9.7◦ for bursts of white noise [52] and in general rats angular auditory

resolution is within 11.1◦ [69]. This poor angular auditory resolution is thought

to be due to the small spacing between their ears [74]. Localization of sound cues

partly rely on the timing and amplitude differences between ears. Since the rat’s

head is small, so are these differences.

1.2.3 Somatosensory and olfaction systems

Along with the visual and auditory sensory systems, rats receive information about

their surroundings through the somatosensory and olfactory sensory systems. Un-

like the relatively low resolution of the visual and auditory sensory systems, smell

and the tactile sense of a rat’s vibrissae are extremely precise. During exploration,

rats sweep their whiskers back and forth at 5-9 Hz across surrounding surfaces

to detect distance, texture, and low frequency vibrations. It has been shown in

discrimination tasks that rats can detect differences in texture down to 90 µm

intervals of 30 µm grooves [12]. The high accuracy of this system is consistent

with the fact that much of a rat’s natural behavior is done at night and in the
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dark.

The olfactory sensory system is also highly accurate and able to provide reli-

able information in low light environments. Sniffing can be performed in concert

with whisking to investigate near by objects and can also be used to sense more

distal odor cues. Rats also smell in stereo for accurate odor localization based on

internasal intensity and timing differences [108].

1.3 Virtual reality systems

Arguably, the concept of virtual reality was first introduced in the 1500’s by the

use of 360◦ perspective panoramas. Baldassare Peruzzi’s 1517 fresco, Sala delle

Prospecttive, is an exceptional example of this. (Figure 1.2). From the correct

location, Peruzzi’s fresco blurs the line between the real architecture of the room

and the illusion of the painted marble pillars, terrace, and landscape. Not only is

this one of the first examples of perspective in painting, it is done in such a way

as to immerse the observer into the painted world, replacing the walls of the room

with a ‘virtual’ scene.

In the 1950’s, Morton Heilig started work on what he coined as an ‘Experience

Theatre’ aimed at producing a more immersive and multimodal experience than

the standard theaters of the time. In 1962 he built a prototype he called the

Sensorama (Figure 1.3) which was a mechanically driven multimodal theater with

the goal “to stimulate the senses of an individual to simulate an actual experience

realistically” [55].

Throughout the second half of the 20th century advancement in technology

aided the development of digital virtual reality. Used primarily (if not exclu-

sively) for humans, these systems moved away from the multimodal aspect of

the Sensorama to focus mainly on the visual construction and display of virtual

environments. Visual VR systems are now in wide spread use in human imag-
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Figure 1.2: Persepctive fresco.

One of the first examples of virtual reality. From the correct perspective it is hard to

distigues the real marbel walls and doors from the painted pillars, terrace, and

landscape. Sala delle Prospettive, 1515-1517 Fresco. Villa Farnesina, Rome.
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Figure 1.3: Morton Heilig’s Sensorama.

Side view of one of the first multimodal virtual reality systems [55].
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ing studies [30, 89] as well as purely behavioral studies [126] and have shown

promise for therapeutic applications in stroke rehabilitation [57] and exposure

therapy [19]. Now, with the improvement of computer graphics and increases in

home PC computational power, immersive visual and locomotive virtual reality

systems are making their way into the consumer marketplace.

Although the motivation underlying virtual reality development since the 1960’s

has been mainly applicable to humans there has been a rich history of develop-

ment of scientific applications for animals as well. Here we will discuss some of

the previous VR applications for rodents.

1.3.1 Rodent virtual reality

Real world navigational studies in mice and rats have been fruitful for both the

behavioral and neuroscience fields but have a few important limitations. For one,

it is difficult to control spatially informative stimuli. Visual stimuli are generally

limited to stationary cues or landmarks that cannot be changed quickly without

disturbing the animal. Olfactory cues including scent trails left by the animal are

difficult to remove and can produce confounds when studying contributions due

to single sensory modalities. Another limitation of real world navigational studies

is the restriction of the size and shape of tracks due to experimental room size.

Finally, real world experiments are limited by the laws of physics; nonphysical

events such as teleportation and speed gain manipulation are just not possible.

Virtual reality systems attempt to remove these limitations while expanding

the way animal behavior is studied. The category of VR systems which are of

interest to this thesis are those which detect the animal’s motion and provide

feedback through virtual sensory stimuli. These systems extend the role of passive

VR to allow for navigation and exploration through virtual space. This is generally

achieved with the use of a low friction, passive treadmill, and motion sensors.
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Many current VR systems are based off of the air supported spherical treadmill

of H.J. Dahmen (1979) [18] (Figure 1.4). Although this system was designed

Figure 1.4: Original air supported spherical treadmill.

A simple apparatus to investigate the orientation of walking insects. The two striped

side wheels serve two functions, to optically encode movement and to restrict the

azimuthal rotation of the sphere. From Dahmen (1979) [18]

for insects, it has been modified to work with small animals in recent years. A

light weight Styrofoam sphere is placed in a close fitting spherical hemisphere.

A constant stream of air enters the bottom of the hemisphere and fills the thin

gap between the sphere and hemisphere. The air flow creates a cushion around

the sphere and, due to Bernoulli’s principle, holds the sphere centered in the

hemisphere. Two low friction orthogonal wheels slightly under the horizon of the

sphere restrict the rotational axes of the sphere to two degrees of freedom. The

restricted rotation lets the insect rotate azimuthally without spinning the sphere.
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Optical rotary encodes are used to measure the motion of the sphere.

A limitation of this system is that it scales poorly with animal size. Larger

animals need larger spheres but a gap of about 1 mm must still be maintained

between the sphere and the hemisphere. Also, increased mass of the animal and

sphere requires increased air flow. Acoustic noise from turbulent air flow scales

to the 4th power making these systems potentially noisy.

The first spherical treadmill for use with larger animals was developed by

Holsher et al. [60]. Their VR system for rats surrounds the top of the spherical

treadmill with an immersive toroidal projection screen (Figure 1.5). Their projec-

Figure 1.5: First virtual reality system for rats.

VR system incorporating a larger version of Dahmen’s spherical treadmill with a novel

visual projection system. From Holsher (2005) [60]

tion system, based around an angular amplification mirror (AAM) [13], projects

a visual virtual environment 360◦ azimuthally and 20◦ below and 60◦ above the

horizontal plane of the rat. A rotating mount attached to a harness holds the

rat on top of the spherical treadmill. This mounting style and spherical treadmill

generate the appropriate rotational vestibular cues but at a cost of by keeping

real and virtual angular stimuli in concert. North in the real world is also north

in the virtual world, possibly introducing confounds through external olfactory,
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auditory, and visual cues. A sugar water reward tube is attached to the side of

the harness with the opening extending to the rat’s mount.

Using this system, Holsher et al. were the first to show that rodents are

able to respond to and navigate in virtual environments. They found that once

associated with rewards, rats can navigate between visual landmarks in an infinite

2-dimensional virtual environment. Although it is unclear if their setup required

it, association between reward and visual landmark was first achieved in the real

world before training in the virtual environment.

Along with spherical treadmills, linear treadmills have been used in conjunc-

tion with the delivery of virtual visual stimuli. Lee et al [79] developed a back-

projected dome screen to display visual stimuli while a motorized linear treadmill

system detects the animal’s movement (Figure 1.6 ). This system partially sus-

pends the rat in a hammock held by a rotation sensor. When the rat attempts

to move forward or turn, the rotation sensor measures the angular displacement

and proceeds to update the visual scene and treadmill position. A major problem

with the motion feedback system employed in this setup is a large latency, about

200 ms, between the rat’s motion and the updating of the visual scene. Many

VR systems which use multiple computers to handle motion tracking and stimuli

display separately are susceptible to these latency issues. It has been shown in

human studies that any noticeable feedback latency disrupts immersion in the

virtual environment [85, 31]. Due to the restricted view of the screen, the limited

motion of the treadmill, and the latency of motion feedback this system is not

ideal for navigational studies and has been overshadowed by spherical treadmill

and immersive screens.

With the inclusion of optical and electrophysiological measurement techniques,

VR systems provide a flexible platform to study neurological activity in awake,

behaving animals. Tank et al. in 2009 paired a spherical treadmill VR system

with in vivo whole-cell recordings [50] and later two photon imaging of calcium
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Figure 1.6: Virtual reality system for rats using a linear treadmill.

A simplified virtual reality system for tracking rat behavior. Although the treadmill is

linear, the rotation sensor attached to the rat allows for 2-dimensional movement

through virtual space. From Lee (2007) [79]
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indicator GCaMP3 [23]. This VR system, like all mouse VR systems, uses head

instead of body fixation to mount the animal on the treadmill. Head fixation

requires a minimum of one surgery in which a metal mounting bracket is attached

to the skull. While head fixation limits natural behaviors and is thought to be

more stressful than body fixation, it allows for imaging using external microscopes

and electrical recording using intracellular electrophysiology techniques. The back

90◦ of projection screens in systems like these are left open for accessing recording

equipment (Figure 1.7), but since the mice are head restrained the open back

stays mostly out of their field of view.

Figure 1.7: Virtual reality system for whole-cell recording in-vivo.

Based on the system from Holsher et al. (2005) this VR system incorporates whole-

cell electrophysiology recording of hippocampal pyramidal cells during navigation on

a virtual linear track. Scaled down for mice, the system is quieter but requires head

fixation. From Harvey (2009) [50]

Using a virtual linear track, Harvey et al. showed that mice can readily learn

to run between the two track ends where reward sites were located using only

visual cues. Whole-cell recordings were preformed in parallel with behavior to

investigate the subthreshold membrane potential of CA1 hippocampal pyramidal
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cells. This experiment was one of the first to show place cell like activity in a

virtual environment.

Using the same VR system modified to house a two photon microscope (Fig-

ure 1.8), Dombeck et al. looked at the correlation of place cells’ anatomical

location and their location of their place fields in the virtual environment [23]. In

both of these configurations, the VR system was the key component which allowed

for novel recording of hippocampal activity.

Figure 1.8: Virtual reality system for two-photon microscopy in-vivo.

Based on the previously published system by Harvey et al., this system incorporates

two-photon microscopy for the functional imaging of hippocampal place cells at cellular

resolution during virtual navigation. From Dombeck (2010) [23]

Simplified VR systems have also been shown to support some forms of nav-

igation such as Chen et al.’s dual monitor VR system for head restrained mice

(Figure 1.9) [14]. This system uses a single commercial computer mouse to track

the air supported spherical treadmill. Two wide screen computer monitors give

less than 180◦ of azimuthal coverage of the visual field with the center 8◦ being

taken up by the screen edge. Given the hardware and communication protocol

used, it is likely this system has non-trivial feedback latency. Even with the de-
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Figure 1.9: Duel monitor virtual reality system for mice.

Chen et al. (2012) showed that place cell like activity can be generated along a linear

virtual track from a non-immersive visual display system consisting of only two computer

monitors. From Chen (2012) [14]

parture from more immersive systems, hippocampal pyramidal cells showed place

cell like activity across a virtual linear track. By systematically removing stimuli

they were able to show the contribution of different cue types to place cell activity.

1.4 Rodent behavior and recording techniques

In the early 1980’s there was a resurgence of research in spatial navigational studies

involving rodents. This is thought to be due to two factors: 1) the confluence of

work on single unit recordings in freely moving rats, brain lesioning, synaptic

plasticity, and 2) a growth in more conceptually interesting theories governing

navigation [123]. These newer studies leveraged the advancements of previous

navigational studies with developments in recording and manipulation techniques

to test hypotheses about the cognitive processes underlying spatial memory.

Also beginning in the early 1980’s, sensitive and versatile fluorescent calcium

sensors started to be developed [129, 44]. Calcium sensors allow for the optical

measurement of neural activity by detecting changes of fluorescence due to cal-
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cium concentrations within neurons. Over the next 3 decades improvements to

both optical sensors and detection equipment emerged, allowing for real-time flu-

orescence observation of neural activity down to the single-cell level [42]. Starting

in the early 1990’s, Winfried Denk and colleagues revolutionized the field of flu-

orescence imaging with the advent of the two-photon microscope [20, 136]. This

advancement allowed for deeper imaging of neural activity by using fluorescent

probes while increasing signal-to-noise and decreasing optical damaging of the

sample.

In the past 10 years, these optical advancements as well as the desire to mea-

sure subthreshold activity during navigation have been a major motivation behind

the development of many virtual reality systems. Optical systems for the fluo-

rescent measurement of neural activity are generally very large and require head

fixation [24]. Whole-cell recording equipment, while not necessarily large, also

generally requires head fixation for measurement [50] due to the need for rigid

support. Virtual reality systems have served the purpose of allowing some forms

of navigation which are conducive to the constraints of these recording techniques.

As a tool to aid in optical and whole-cell recording of behaving animals, pre-

vious VR systems are ideal but still leave much to be desired in terms of stimuli

control, immersiveness, and behavioral capabilities. Amplifying this concern, re-

searchers have recently made technological advancements miniaturizing and head-

mounting optical and whole-cell recording equipment. These systems have now

been used for whole field, two photon, and whole-cell recording in freely behaving,

non head-fixed, mice and rats [39, 56, 78, 77]. It is likely that this direction will

continue, eliminating the need for the primary function of many VR systems, e.i.

head fixation during navigation.

This is not to say that rodent VR will disappear. The ability to precisely

control and isolate stimuli as well as produce non-physical spatial environments

is unique to VR. These systems can take advantage advancements being made
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in neural recording techniques while also providing access to novel behavioral

constructs and measures.

1.4.1 Navigation

Up until the work presented in this thesis, navigational tasks in VR have been

limited to 1-dimensional linear tracks and a single 2-dimensional infinite plane

task. These purely visual tasks rely on visual landmarks or proximal wall cues

for spatial information. The application of VR systems in navigational tasks can

and should be expanded to better address fundamental questions that could not

be answered in the past.

In 1948, Edward Tolman coined the phrase ‘cognitive map’ as a name for a

type of spatial mental representation of the environment [128] that indicates paths

and environmental relationships used by animals to make decisions about where

to move. For clarification I will refer to this map as a spatial cognitive map. The

main motivation behind the claim that rats form spatial cognitive maps came

from the observation that rats seem to find novel shortcuts through regions of

space they have yet to explore. Further support for spatial cognitive maps came

from the discovery of place cells in the hippocampus [95]. The hippocampus,

integrating both spatial and non-spatial information, is an ideal location for sup-

porting cognitive mapping. O’keefe and Nadel in 1978 [96] further defined spatial

cognitive maps, making a distinction between individual routes or ‘taxons’ and

spatial cognitive maps or ‘locale’. They not only suggested that navigation be-

tween landmarks using learned routes does not require a spatial cognitive map,

but also operationally defined animals with cognitive maps as having the ability

to take novel shortcuts.

In 1996 Andrew Bennett proposed that no animal has been conclusively shown

to have a spatial cognitive map as defined by Tolman, O’keefe, and Nadel [5].
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Bennett suggested three simpler explanations for novel shortcutting:

1. The shortcut is not actually novel to the animal. Although this can be

rigorously controlled for lab animals, it is much more difficult in wild animal

experiments.

2. Path integration could be used for novel shortcutting.

3. Familiar landmarks are being recognized from new angles.

Since then, spatial cognitive map studies in rats have shown somewhat mixed

results [43, 112, 118, 98]. Virtual reality has greatly helped in the study of nav-

igation and cognitive mapping in humans [34, 114, 126] and similar approaches

can be directly applied to rodent studies.

The most influential task for studying spatial learning, cognitive maps, and

memory in rodents is arguably the morris water maze (MWM) [22] developed by

Richard Morris in 1982 [91]. The Morris Water Maze consists of a large circular

tub of opaque water with a small hidden platform to stand on. The rat or mouse

swims around the tub searching for the hidden platform. Generally, distal visual

cues on the walls of the tub or room give spatial information about the location

of the platform and water is used 1) as a method for hiding the platform, 2) as

an aversive motivation, and 3) to remove scent cues left by the animal.

In variations of the MWM task, manipulation of spatial stimuli, administration

of drugs, and lesioning of brain regions have been used to study learning, memory,

and spatial navigation. However, multimodal control over spatial stimuli is lacking

in this field. With the exception of two studies [122, 113] which show somewhat

conflicting results, the vast majority of MWM tasks rely on purely visual spatial

cues.

Supporting the distinction made by O’Keefe and Nadel that route based nav-

igation differs from spatial cognitive maps based strategies, a hippocampally le-
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Figure 1.10: Cross-sectional view of original Morris Water Maze apparatus.

Only one platform is present in any one training condition. Efficient navigation to the

’white’ hidden platform requires the use of distal visual cues thought to form a spatial

cognitive map. When the ’black’ platform is present other navigational strategies can

be used such as landmark navigation. From Morris (1981) [90]
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sioned animal cannot perform the MWM task but can still do some forms of route

based navigation (such as beacon navigation) [92, 102].

1.4.2 Measurement of neural activity

In conjunction with behavioral tasks, measurement of neural activity provides

important incite into the mechanisms governing behavior. Many human studies

use function Magnetic Resonance Imaging (fMRI) to measure blood oxygenation

in the brain, which has been shown to be correlated with neural activity. fMRI is

non-invasive, making it ideal for human studies, but lacks the spatial and temporal

precision necessary to study neural circuits in detail. Current techniques with

better spatial and temporal resolution are invasive and therefore generally limited

to non-human studies.

A variety of these techniques are available to record neural activity in slices,

cultured neurons, head restrained animals, and anesthetized animals but are some-

what more limited when recording neural activity in awake, behaving, non-head

restrained small animals. These restrictions are:

• Size: The implanted device must not extend much past the width of the

head. This minimizes stress on the animal and decreases motion artifacts.

Implant size is generally limited to approximately 1 cm for mice and 3 cm

for rats.

• Weight: Mice can hold only a few grams on their head while rats can hold

up to around 40 grams. Devices larger than this can have a detrimental

effect on behavioral performance and animal health.

• Stability: All recording techniques that target single unit activity must

be able to stably record activity across a single session and, in many cases,

remain stable across days.
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Single unit activity, Local Field Potential (LFP), and subthreshold membrane

potential are all of interest to neural activity studies, especially when paired with

behavior. Below is a brief description of different techniques able to record one or

some combination of these neural activity measures in awake, behaving, non-head

restrained small animals.

Extracellular recording using single and multiple electrodes is the most mature

measurement technique which satisfies the above restrictions. In this technique,

electrodes (thin insulated wires) are placed in the extracellular medium between

neurons. As an action potential from one of these neurons propagates through the

cell, an extracellular voltage signal can be detected by an electrode. This technique

is sensitive enough to pick up action potential activity within 100 µm from the

electrode tip [84]. Electrodes are also able to measure LFP, which is thought

to be the sum of dendritic synaptic activity within the volume surrounding the

electrode tip.

Electrodes can be grouped together for better unit isolation through triangu-

lation. Grouping four electrodes together is called a tetrode (Figure 1.11) and

all of the electrophysiology data recorded in chapter 4 was done using tetrodes.

A microdrive array containing multiple tetrodes can be chronically implanted on

a mouse or rat’s skull for long term recording of neural activity. This system is

robust enough to be used with freely behaving small animals due to its minimal

size and weight, the flexibility of tetrodes, and the fact that tetrodes do not need

to be in direct contact with neurons.

Recent advancements in the miniaturization and stabilization of other record-

ing techniques have expanded the options for single unit recordings in awake, freely

behaving animals. Implantable two-photon (Figure 1.12 and whole field micro-

scopes can be used in conjunction with fluorescent calcium indicators to measure

the action potentials of multiple neurons simultaneously [39, 56].

As more techniques for measuring neural activity in awake behaving small
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Figure 1.11: Scanning electron microscope image of a tetrode shaft and tip.

Four 13 µm nichrome electrodes are twisted together to produce one tetrode. The

insulation is fused with a heat gun and the conducting tips are exposed.

Figure 1.12: A miniature head-mounted two-photon microscope.

High-resolution brain imaging in freely moving animals. From Helmchen (2001) [56]
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animals are introduced and refined, VR systems are likely to provide an important

platform for new experiments using these techniques.

1.5 Outline

Over the past decade many discoveries and advancements have been made in

rodent VR:

• The first example of rodent navigation in virtual space [60].

• The first VR aided subthreshold membrane potential recording of place cells

in awake behaving mice [50].

• The first systematic VR study of the effect of distal visual cues on place cell

activity [14].

• The first systematic study of VR versus real world hippocampal activity of

a rat running on a linear track [109].

A driving force behind the development of VR over the last decade was the desire

to record of neural activity in behaving animals. And although VR opened up the

possibility of optical and whole-cell measurements during behavior, other novel

recording techniques have now been developed to image and record neural activity

without the need for head or body restraint. While these system have limitations,

it is clear that neural recording technology is moving towards lightweight, mobile

devices. So the question arises, what will the role of VR be over the coming

decades? I think that the key role of VR will be to provide a multimodal con-

trol system to address fundamental questions concerning the connection between

stimuli, neural activity, and behavior. In this dissertation I will discuss the mo-

tivation, development, and implementation of a multimodal VR system designed

to address the next generation of multimodal experiments.
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In Chapter 2 I discuss the design of a multimodal virtual reality system for

rats. This system expands the stimuli control of VR into the multimodal realm

as well as provides multiple behavioral measures. The work in this chapter is

the result of a joint effort with Dr. Bernard Willers. Chapter 3 will highlight

the behavioral possibilities of this VR system. Acquisition and asymptotic be-

havior in 2-dimensional random foraging, beacon, and spatial navigational tasks

will be discussed. Simultaneous measurement of associative learning and spatial

navigation are shown. This work was done together with Dr. Jesse Cushman.

Pairing extracellular electrophysiology with our VR system, Chapter 4 looks at

hippocampal neural activity in a virtual linear track task. The results presented

in the chapter are a subset of results in our publication [109]. Data was primarily

collected by Dr. Pascal Ravassard and Ashley Kees and analysis was performed by

Dr. Bernard Willars. All authors contributed to the experimental design. Finally,

Chapter 5 provides further discussion of our VR system and directions for future

research in the field.
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CHAPTER 2

Multimodal virtual reality system for rats

A full understanding of multimodal integration ultimately requires the ability

to present precise, well controlled multimodal stimulation while eliminating the

confounding effects of uncontrolled cues. Furthermore, in order to decode the

underlying neural mechanisms such manipulations need to be carried out with si-

multaneous in-vivo electrophysiological recording. An important solution to such

a daunting problem is to use a multimodal VR system with rats, which have an

extensive in-vivo electrophysiological literature to draw upon and can be readily

trained to engage in complex behavioral tasks. We therefore developed a mul-

timodal VR system designed for use in rats that is conducive to wired in-vivo

recording techniques. The VR system discussed in this chapter is capable of gen-

erating both spatially informative visual and auditory stimuli. Immersive multi-

modal virtual environments are produced through custom software in conjunction

with custom hardware. In this system, rats are body fixed rather than head fixed,

allowing for more natural behavior. Here we describe the technical aspects of the

development of this system.

Controlled by a central computer, the VR system (Figure 2.1) consists of a

quiet, low friction spherical treadmill, cylindrical screen, speaker array, and reward

delivery system. The rat is held on top of the spherical treadmill in a body harness

which is attached to the frame of the VR system. As the rat takes a step in any

direction, the spherical treadmill passively rotates accordingly and the tracking

sensors measure the rotational movement of the treadmill. The central computer
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Figure 2.1: Overview of multimodal, noninvasive virtual reality apparatus.

(Left) Picture of VR system from behind with a virtual random foraging task projected

onto the cylindrical screen. (Right) Side cross-section schematic of VR system showing

the overall frame, mirror, micro-projector, reward tube, holding mechanisms for the rat,

spherical treadmill and air cushion.
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reads in this movement and updates the virtual environment being projected onto

the screen and outputted over the speaker array.

An overview of the VR system can be seen in Figure 2.2. The system is cen-

tered around a computer running custom C++ software built around open source

libraries. The software can be thought of as a video game with nonstandard user

inputs and outputs. Instead of a computer mouse and keyboard, the software

reads in laser tracking sensors and lick detectors. Replacing a standard monitor

and speaker system, the software projects a pre-distorted visual scene and gener-

ates higher-order ambisonic (HOA) acoustic stimuli. The software also controls

the reward delivery system, records behavioral data, and synchronizes the VR

computer with external devices.

Compared to all currently published VR systems for mice [50, 14, 135] and

rats [60], our system out performs them in almost every respect. The visual

scene occupies a larger field of view and can be projected, undistorted, up to the

animal’s feet. Everything in our system runs on DC power and communicates

well above 100 kHz as to not introduce noise into electrophysiological recording

equipment. Unique to our system is the ability to to generate multimodal virtual

environments using both visual and auditory spatial cues. Lastly, our spherical

treadmill is extremely quiet.

2.1 Spherical treadmill

The main input of a rat’s navigational behavior to the VR software is through

the motion of the spherical treadmill. The spherical treadmill serves two main

roles in the context of rodent VR, 1) to allow the rat to be body or head fixed,

removing stationary surfaces for the animal to push off from and 2) to transfer

the movement of the rat into a digital signal used by the VR software. Our

spherical treadmill system consists of a 24 inch diameter hollow Styrofoam sphere,
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Figure 2.2: Flow chart schematic of multimodal, nonivasive virtual reality system.
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air support cushion, three centering ball bearings, and two motion tracking laser

sensors (Figure 2.3).

Figure 2.3: Air cushion supported spherical treadmill for rats.

The Styrofoam sphere is constructed from two hemispherical shells glued to-

gether. Once glued, the Styrofoam sphere gets coated in a thin, hard coating

which protects the sphere from chew and claw marks. The final coated surface is

smooth, uniform, and durable. Initial thinning of the hemisphere walls is needed

to bring the final mass of the coated sphere down to 1.5 times that of a rat. This

results in the moment of inertia of the sphere being equivalent to the linear inertia

of the rat and therefore requiring the rat to produce a realistic force when moving

through virtual environments.

The assembled and coated sphere is transitionally held in place by three quiet,

low friction ball bearings spaced 120◦ apart. Standard ball bearings are designed

for much larger forces than what occur in our VR system. These bearings are

generally heavy and acoustically noisy. The ball bearings using in our system are
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based off of the thumb ball of stationary computer mice. The ball in the bearing

is light weight and held in place by three low friction, stationary, contact points.

This reduces the number of moving parts of each ball bearing, both decreasing

acoustic noise and overall friction.

An air-cushion support mounted underneath the sphere allows for smooth,

quiet, rotational motion. Two tracking sensors mounted perpendicularly at the

equator of the sphere track its 3-axis rotational motion. As a whole, this system is

sensitive enough to extract individual footsteps of by looking at the fluctuation of

spherical treadmill acceleration. This behavioral measure is difficult to measure

in real world experiments but has shown to be useful [76].

2.1.1 Air-cushion support

The basic function of a treadmill support system is to allow the treadmill to

rotate freely while constraining the its translational motion. Our treadmill support

fulfills these requirements while also improving on many shortcomings of other

treadmill support designs.

Past publications using VR systems for small animals float their treadmill

in a hemisphere slightly larger than the spherical treadmill. An air supply is

hooked up to hole(s) at the bottom of the hemisphere, floating the treadmill and

allowing it to spin with little friction. For this system to perform properly, the

hemisphere needs to be within a few millimeters larger in diameter than the sphere.

Finding or machining a hemisphere is reasonably easy for small 8 inch diameter

treadmills but very expensive for larger treadmills. Along with the problem of

the hemisphere being difficult to produce, the air flowing into the hemisphere is

extremely loud. This loud acoustic noise produces a fixed sensory input making

functioning auditory virtual environments difficult, or impossible, to generate.

We solved these problems by a complete redesign of the treadmill support
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system. Our system is acoustically quiet (44 dB), low cost, and easy to produce

(Figure 2.4. One can liken our system to a small inverted hovercraft. A flexible

Figure 2.4: Treadmill support cushion.

(Left) Inflated air cushion mounted underneath VR system. (Right) Cross-section of

inflated air cushion. Air flows into the cushion from below, inflates the polyethylene

sheet, and flows out through six radial holes near the center.

polyethylene sheet is fixed along the circumference of a 9 inch diameter disk and

the center of the sheet attached to the center of the disk. When inflated, the sheet

forms the top of a toroid. Six small holes are cut out of the polyethylene sheet

near its center and air is supplied from the back side of the disk. With a spherical

treadmill placed on the ‘inverted hovercraft’ and a small air flow applied (3 scfm),

the polyethylene sheet inflates and molds itself to the spherical treadmill’s surface.

The air flowing between the sheet and treadmill surface creates a thin gap allowing

the treadmill to rotate with little to no friction.

2.1.2 Rat fixation

The rat is held on top of the spherical treadmill by a harness connected to the

frame of the VR system (Figure 2.5). On one end of the harness support, Velcro

is used to securely attach to a harness around the rat. The other end of the

support is equipped with a quick release hinge which connects to an adjustable
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Figure 2.5: Harnessed rat in virtual reality system.
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sliding arm on the VR frame. The sliding arm aids in positioning the rat at

the correct location relative to the reward delivery tube. The hinge restricts

the sideways motion of the rat while allowing freedom of motion in the vertical

direction. Natural behaviors such as grooming and rearing can be performed by

the rat without any restriction due to this support structure.

An advantage of this mounting system is that surgery is not needed. Head

fixation, which is done for all mouse VR systems, requires a surgical procedure

to attach a mounting plate directly onto the animal’s skull. This increases the

risk of infection, requires a specific skill set not available in many behavioral labs,

and is time consuming. Furthermore, it has been shown that eye movement is

drastically different between head fixed and non-head fixed setups [131].

2.1.3 Tracking sensors

Arguably the most important sensors in VR systems are the motion tracking

sensors. These sensors must be highly reliable and low latency to provide an

immersive VR experience. Movements of the animal which are not instantaneously

conveyed through the virtual environment break the connection between physical

motion and the virtual world [85, 31]. This can be due to tracking sensors having

low resolution, low sensitivity, poor illumination, or large latency in transmitting

motion. Also, many VR systems only measure the forward/backward motion of

the animal, ignoring rotation or side stepping, which limits much of the input of

the animal into the VR system. In order to address these concerns, our motion

tracking system was designed from the ground up to provide the highly accurate

motion tracking with low latency data transmission.

Consisting of a control unit and two motion tracking units, our system mea-

sures motion along all three rotational axes and provides a one to one mapping

of the motion of the rat. The sensor system has a resolution of 0.5 mm and a
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variance of 1.3% per one revolution of the spherical treadmill. The tracking sys-

tem is capable of supplying motion data to the VR software every 1.1 ms but

generally this data transfer rate is lowered to match the frame rate of the VR

software. Latency, which is the time delay between the animal moving and the

VR responding, is a common problem in VR systems. Many of which having

latencies up to 100 ms. The sources of latency are inefficient communication pro-

tocols and the use of third party drivers and peripherals which limit control over

sensor data. Our tracking system was designed to achieve less than a 5ms latency,

allowing for VR frame rates of up to 200fps without any noticeable motion de-

lay. Our system reaches of this level of low latency by minimizing the number of

devices motion data passes through and by using only custom drivers/hardware

with direct control over communication protocols.

Each motion tracking unit (Figure 2.6) is built around a high end CMOS laser

sensor (ADNS9500, Avago). The sensor uses a near infrared laser to illuminate

Figure 2.6: Sensor unit for tracking motion of the spherical treadmill.

(Top left) Sensor unit housing with adjustable mounting for ease of positioning. (Bottom

left) Sensor circuit board. (Right) Schematic of the sensor unit circuit.
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the surface of the spherical treadmill. Many surfaces, including Styrofoam, re-

quire a laser rather than an LED light sources for proper tracking. The CMOS

detector takes pictures of the surface of the treadmill at an average of 5000 frames

per second. Consecutive frames are compared within the sensor and the shift

between frames in both the horizontal and vertical direction is calculated. This

shift corresponds to the movement of the spherical treadmill across two perpendic-

ular rotational axes. Detected movement is accumulated within the sensor then

transmitted to the down stream control unit using a synchronous serial port (SPI)

protocol.

The control unit (Figure 2.7) is the hardware interface between the VR com-

puter and both the motion tracking sensors and behavioral detectors. The main

Figure 2.7: Sensor control unit.

(Left) Control unit circuit board. This board can connect to two sensor units as well

as two other single channel digital peripheral devices, usually lick detectors. (Right)

Schematic of the control unit circuit.

components of the control unit are a serial to USB converter (FT232RL, FTDI

Chip) and microcontroller (Atmega8515, Atmel). Communication between the

control unit and VR software is done over USB with a delay latency of no more
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than 4 ms. When the VR software is loaded up, commands are sent to the mi-

crocontroller to power up and initialize the tracking units. The microcontroller

pushes firmware from its Flash memory into the sensors’ memory and sets the

resolution, frame rate, and sensor lift distance.

During normal operation, the microcontroller polls each sensor unit at 900 Hz

to receive the amount of movement recorded by the sensors since the last polling

event. It then fuses the sensor data into three 16 bit rotational distances cor-

responding to forward/backward, sidestepping, and clockwise/counterclockwise

motion. The microcontroller accumulates this data until the VR software asks

for updated movement data (at 60 or 120 Hz). As mentioned above, this system

offers extremely low latency and high precision motion tracking across all three

axes of the spherical treadmill.

2.2 Visual modality

The most studied sensory modality in rat and mouse navigation is visual. In real

world experiments, control of space is almost exclusively achieved through spatial

visual cues. Likewise, most VR systems rely purely on proximal (landmarks) and

distal (walls) visual cues analogous to real world cues to define virtual space. Our

VR system is capable of generating multimodal spatial stimuli not limited to the

visual modality.

The visual hardware used by other VR systems to present virtual visual en-

vironments either consists of a projector, mirror, and toroidal screen [60] or a

single/array of computer monitors [14, 135]. Both of these systems have a limited

field of view, possible distortion errors, and cannot project stimuli close to the an-

imal. In contrast, the visual components of our VR system can be easily modified

to project an undistorted visual scene on any rotationally symmetric screen or

surface. The scene is projected by a micro-projector (MP160, M3) located above
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the animal, reflected off a custom convex mirror onto the surrounding screen. The

micro-projector’s shadow falls on top of the back of the animal, producing close

to 4π coverage of the visual stimuli. A custom pre-distortion algorithm is used in

conjunction with the mirror and screen geometry to produce an undistorted view

from the rat’s perspective.

Rat’s have a focal distance of around 7 cm [106]. Due to the geometry of our

screen, the focal lengths used by the rat to view all components of the projected

environment are consistent with those in the real world. Any part of the projected

floor within 7 cm of the rat is projected at that exact distance on the floor of the

screen. For example, the virtual floor 5 cm away from the rat requires the rat to

physically focus on the screen 5 cm away.

2.2.1 Screen and mirror construction

Body fixed rats are able to move their head, being able to see above, below, and

behind them. For this reason we designed a visual display system that has close to

4π coverage while also correcting for any distortions of the visual scene. As stated

above, our system is not limited to toroidal and computer screen geometries. For

the system presented here we chose a cylindrical screen geometry with both a floor

and a ceiling (Figure 2.8). The cylinder is 75 cm tall with a diameter of 72 cm.

A 13 cm opening in the ceiling holds the convex mirror and support structure for

the micro-projector. An cut out on the screen floor in the shape of an arc allows

for the screen to reach within 1 cm of the front and sides of the rat while keeping

clear of his body and tail. The material used for the screen is a light weight fabric

commonly used in lamp shade manufacturing. Being made out of non-laminated,

light weight fabric is extremely important for acoustic transparency. Many other

screen designs use paper or laminated fabric which would disrupt spatial auditory

cues generated by a speaker array outside of the screen. The back of the screen

can be closed with curtain to produce 330◦ of azimuthal visual stimuli coverage.
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Figure 2.8: Cylindrical projection screen for virtual reality systems.

Picture of VR visual projection system from behind while the rat is performing a

virtual random foraging task.
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Vertical coverage extends 60◦ below and 85◦ above the rat.

The convex mirror used to reflect the projector light is machined out of 6061

aluminum and then hand polished to a mirror finish. Software calculates the

mirror curvature based on the geometry of the system. The software takes as

inputs: screen shape, pixel location, projector location, rats location, and mirror

location. Using a finite-element simulation approach it traces out the curvature

of a mirror which satisfy the input parameters. This system also gives full control

over where each pixel falls onto the screen, resulting in customizable pixel densities

(Figure 2.9). The ideal distribution of pixel would be pixels equally angularly

Figure 2.9: Custom convex mirror for projection onto cylindrical screens with

uniform radial pixel density.

(Top) Rendering of aluminum convex mirror. (Bottom) Profile and dimension of

mirror.

spaced from the perspective of the rat. Unfortunately, this causes a blurred image

near the horizon of our screen due to an extremely high pixel density. Future

screen geometries could be designed to allow for this type of distribution of pixel

while maintaining a clear image.
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The mirror curvature software creates a machining file for producing the mir-

ror, a vertex and normal vector file for the VR software, and a mapping file for

cube mapping. The latter three files are used for the pre-distortion calculation

discussed below.

2.2.2 Pre-distortion calculation

One of the main technological advancements of our VR system is the flexibility

to use any rotationally symmetric screen or surface to display undistorted visual

environments. The work horse behind this advancement is a pre-distortion cal-

culation and cube mapping algorithm that leverages the computational power of

graphics engines. In broad terms, the algorithm first maps a cube mapped envi-

ronment onto the geometry of the screen and then ray traces each pixel location

from the screen, off the convex mirror, into the projector. This in effect pre-

distorts the projected images, having the physical mirror and screen undo this

distortion (Figure 2.10).

Figure 2.10: Visual scene distortion comparison.

(Left) A view of the virtual random foraging environment generated by the software.

(Right) Picture taken physically inside the VR from the same point of view. Other

than a difference in contrast, the projection system is able to reproduce the

undistorted view from inside the virtual environment.
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In computer graphics, a cube map is a virtual cube which has been textured

with the virtual world. On every displayed frame of the virtual environment, six

virtual cameras are place at the location of the observer. One camera faces up, one

down, one left, one right, one front, and one back. Each camera takes a picture

and these 6 pictures get textured onto the 6 surfaces of a cube (Figure 2.11). The

textured cube is then mapped, using a pre-calculated mapping, to produce the

pre-distortion. The resulting image of this mapping, which gets displayed by the

projector, is shown in Figure 2.11(right).

Figure 2.11: Cube mapping and pre-distortion of virtual visual environment.

(Left) Diagram of cup map texturing of a single display frame. (Right) Result of

pre-distortion which gets displayed by the microprojector.

The pre-distortion and mapping algorithm is calculated only once, off-line, for

each geometry of the VR’s visual system. It requires the rat’s location, projector

location, screen geometry, and mirror curvature. For every vertex of the mirror’s

surface (the total number of vertices is adjustable) a ray is traced along the path

where that vertex of the mirror would reflect light from the projector onto the

screen. This gives a mapping of each mirror vertex onto the the screen. Next the

algorithm traces the line of site from the rat, through each point on the screen, to
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the surface of the virtual cube map centered at the rat’s location. This effectively

gives a mapping of the cube map onto the screen from the rat’s point of view.

Combining these two maps produce a map that connects each vertex of the mirror

to a coordinate of the cube map. Figure 2.12 is a visualization of the pre-distortion

calculation for two pixels (one red and one green).

Figure 2.12: Off-line mapping algorithm for two example pixels (red and green).

A visual cross-section representation of the mapping algorithm that connects pixels

from the projector to locations on the textured cube map. The outer blue dashed box

represents a cross-section of the cube map. Dotted black lines trace the view from the

rat, through each pixel, onto the cube map. Solid black lines represent the light path

of the two example pixels.

This map, as well as all mirror vertices and normals to the vertices, are loaded

into the VR software. From these files, the software generates a virtual mirror
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and, on every frame, textures the virtual mirror using the pre-distortion mapping

of mirror vertices to cube map. A virtual camera is placed the same distance

from the virtual textured mirror as the projector is placed from the real mirror.

A picture is taken on every frame using the virtual camera and displayed through

the real projector. The resulting visual stimuli are place in such a way as to

appear undistorted from the rat’s view.

This method is extremely powerful. The process of cube mapping onto 3D

objects is highly efficient in modern graphics engines, putting little strain on the

engine or computer. The algorithm is also very flexible, capable of handling any

geometry of the VR visual system.

It is important to note that most published VR systems for mice and rats

using a single projector do not do visual distortions correctly. When not done

properly, one to one matching of distances in the virtual world to distance in the

real world is not possible. This results in have unit-less virtual environments.

2.3 Auditory modality

A unique ability of our VR system is to provide spatially relevant auditory cues.

All other published rodent VR systems are restricted to a single sensory modality,

vision, where as our system is capable of providing multimodal cues. This greatly

expands the role VR plays in rodent experiments and aids in addressing funda-

mental questions concerning multimodal integration during complex behavior.

Standard surround sound systems designed for video games and movies are

good at providing atmospheric effects but generally poor at generating realistic

auditory spatial information [81]. These surround sound systems divide the role of

each speaker non-uniformly. Center speakers are designated for outputting dialog,

side speakers for generating sound effects, and back speakers for producing weakly

directional atmospheric effects. This design approach can be seen in the standard
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5.1 and 7.1 speaker layout as well as the encoding method and individual speaker

construction of surround sound systems. Another problem with these systems

is, when attempting to produce directional sound, they rely purely on a ratio of

stereo amplitudes. The two speakers closest to the virtual sound source produce

that sound with their amplitudes reflecting how close the sound would be to each

speaker. The resulting effect weakly approximates a realistic sound field and

produces poor sound localization.

In order to overcome these problems and make our auditory system as flexible

as possible we use higher-order ambisonics (HOA) encoding. HOA uses the entire

speaker array to reconstruct the sound field that would be generated by a virtual

sound. Using HOA drivers (Rapture3D, Blue Ripple) and OpenAL, the virtual

reality software updates the sound field on every frame, decomposing the sound

field into a set of spherical harmonics which then get sampled by each speaker

in the array [81, 68, 70]. The interference pattern created near the center of the

speaker array conveys both amplitude and direction of wave propagation. With

this encoding method our system can be configured to use any number or layout

of speakers. It also capable of reconstructing 3-dimensional of sound sources by

using a 3-dimensional speaker array.

The speaker layout used for all sound experiments in this thesis consists of

seven identical speakers (SS-B1000, Sony) in a hexagon plus center arrangement

on the horizontal plane of the rat (Figure 2.13). HDMI transmits sound data from

the VR computer to an AV receiver driving the speaker array. The AV receiver

has uniform drivers for all seven output channels. Visualization of example plane

wave sound fields produced in our system are shown in Figure 2.14. Direction,

amplitude, and wave shape are well approximated near the center of the speaker

array. As sound frequency increases, the systems sound field approaches stereo

ratio amplitude surround sound. This is due to the wavelength of sound being

much smaller than the spacing of speakers [68]. Increasing the total number of
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Figure 2.13: Overhead view of speaker array layout.

A hexagonal plus center speaker arrangement is used in our virtual reality system.

The higher density of speakers in the front of the rat generates higher directional

resolution of front facing sounds. This corresponds to the azimuthal directional

resolution drop off of many animals.
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speakers will improve high frequency sound field reconstruction.

Figure 2.14: Higher-order ambisonic visualization of plane waves in our system.

(Top) Overhead view of 1, 5, and 10 kHz plane waves propagating from north to

south. (Bottom) Zoomed in view of red square region from Top views. At lower

frequencies the sound field in the vicinity of the rat carries the correct flat wave front

shape. At higher frequencies the wave front starts to approach what would be

generated by stereo ratio surround sound.

To verify our HOA sound system produced realistic and consistent spatial

auditory cues we measured sound amplitude as a function of distance and angle

(Figure 2.15) using a decibel meter. Amplitude drop off as a function of distance

from a sound source match closely between real and virtual sound sources. The

seven speaker array also generates a consistent amplitude when keeping distance

constant but varying the angle of the sound. Behavioral evidence for the proper

functioning of our sound system is shown in Chapter 3.
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Figure 2.15: Comparison of real and virtual auditory sources.

(Left) Sound amplitude drop off matches closely between real and virtual sound

sources as a function of distance. A sound level meter was used to measure the sound

intensity of a constant tone at different real and virtual distances from the sound

source. (Right) Angular dependence of sound amplitude is constant across all angles

of the sound source.
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2.4 Reward delivery system

To motivate rats to perform tasks in VR, all rats are water deprived and rewarded

with pulses of sugar water (10% sucrose). The VR software controls a solenoid

valve through a custom built valve driver to dispense rewards. Sugar water flows

from a reservoir through a dispensing reward tube mounted in front of the rat. All

but the last 5 cm of the reward tube is hidden under the floor of the screen. Any

sugar water not immediately retrieved by the rat flows out of the VR through a

return tube. The reward tubes, shown in Figure 2.17, can be made out of either

metal or ceramic.

An advantage of having the reward apparatus always within reach of the rat is

it allows for simultaneous measurement of reward checking during navigation. To

detect reward checking behavior we developed the two detection systems discussed

below.

2.4.1 Capacitive touch sensor

Detection of reward tube checking during non-electrophyology experiments is done

using a capacitive touch circuit (Figure 2.16). This circuit is based around a digital

integrated circuit (QT1010, Atmel) that continually measures the capacitance of

the reward tube by injecting charge onto the reward tube and measuring how long

it takes for the reward tube to charge and discharge (burst charge transfer). The

larger the capacitance the quicker the charge will be transferred to the reward

tube. This process is repeated at the rate of 10’s of kilohertz.

When the rat’s tongue makes contact with the reward tube, his body increases

the capacitance seen by the capacitive touch circuit. This capacitive change trig-

gers a touch event which the touch circuit outputs as a digital signal to the control

circuit. This system compensates for drift and noise and is immune to the release

of sugar water. The circuit can be placed remotely with only a single wire running
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Figure 2.16: Capacitive touch sensor for detection of reward tube checking.

(Left) Capacitive touch sensor circuit board. (Right) Schematic of capacitive touch

circuit.

between the circuit and any part of the reward tube. Because of its ease of use

and flexibility, the capacitive touch sensor is the preferred method for measuring

reward checking behavior. Unfortunately, when simultaneously recording electro-

phyiological data, burst charge transfer introduces large noise into the recorded

data. For this reason we also designed an optical reward checking detector which

does not interfere with other measurements.

2.4.2 Optical sensor

The optical sensor (Figure 2.17) is designed to produce an equivalent output to

the capacitive touch sensor without contaminating electrophyiological data. This

system is composed of a near IR LED and digital phototransistor housed in a

custom protective aluminum shell. The protective shell has a small footprint and

mounts to the distribution end of the reward tube. Two polished squares of metal

reflect the near IR light across the opening of the reward tube to the thresholded

phototransistor. When the light beam is broken by the rat’s tongue, a digital

signal is transmitted to the control circuit.
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Figure 2.17: Optical sensor for detection of reward tube licking.

(Left) Optical sensor circuit board. (Right) Schematic of optical sensor circuit.

2.4.3 Reward checking behavior

Both types of reward checking sensors measure the onset and offset of each reward

tube check of the rat at the frame rate of the VR software (60 Hz or 120 Hz). An

5 second example trace of reward checking behavior is shown in Figure 2.18 with

sugar water being delivered around second 2697. Reward tube checking behavior

Figure 2.18: Example of reward tube checking in time.

can vary greatly, from single to burst checking, but when reward is present the

checking/licking behavior becomes very stereotyped, occurring at around 8 Hz.

Figure 2.19 shows a comparison of the two detection methods for reward tube
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checking. This data is from one rat during an hour recording session. The first half

Figure 2.19: Comparison of capacitive and optical detection methods of reward

tube checking.

Capacitive (blue) and optical (red) detection of reward tube checking. (Top)

Histogram of time interval between adjacent onsets of checking. The peak is a result of

burst checking at 8 Hz. (Bottom) Histogram of time between onset and offset of

checks.

of the session was recorded with the Capacitive Sensor and the second half was

recorded by the Optical Sensor. The Inter Lick Interval as well as individual Lick

Durations are very consistent across the two detection methods. This supports

the validity of both methods as the detection of tongue checking behavior while

not being contaminated with unrelated behavior such as foot contact or optical

beam blocking of the rat’s nose.
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2.5 Virtual reality software

Our VR software package is custom-built in C++ using the Ogre 3D graphics

engine and OpenAL. The software is capable of generating finite or infinite sized

linear and 2D environments as well as other topologies (Figure 2.20). World type,

track boundaries, reward types, reward locations, teleportation, event triggers,

and visual and auditory cues are all defined in an xml file allowing easy creation

and modification of environments. 3 axis rotational position of the treadmill,

virtual position, view angle, timestamps, and trigger events are recorded. Event

triggers include reward dispensing, teleports, cue hiding/revealing, and any other

event defined in the xml file.

Figure 2.20: Virtual reality track file and software.

(Left) A portion of a track file that defines the virtual environment and task in xml

format. (Right) User interface of VR software.

2.6 Electrophysiology hardware

Virtual reality provides precise control over relevant stimuli and access to behav-

ioral measures. Combining electrophysiology with this system adds the ability to
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study the neural mechanisms underlying multimodal behaviors.

2.6.1 Surgery CNC

Implantation of electrodes require surgery to access the brain and attach a mi-

crodrive array. The standard surgical approach in this field is done by hand but

leaves much to be desired in terms of repeatability, surgery length, and accuracy.

In response to these limitations we developed a hands free surgery system based

on a table top computer numerical control (CNC) machine (Figure 2.21).

Figure 2.21: Computer controlled surgery system.

(Left) Surgery system excluding microscope. (Right) User interface for oval shaped

craniotomies.

The base of the CNC machine is modified for rodent surgery with a custom

made base plate, ear bar mounts, and nose cone. The rat’s head is held in place

with ear bars and nose is placed into the nose cone to administer isoflurane.

The system runs a custom script in Mach3, an open source control program for

computer controlled machining. Using an end mill, screw holes are milled 0.5 mm

to 0.75 mm deep into the skull. A craniotomy is preformed by first inputting

its location relative to bregma and measuring skull height at 6 points along the

perimeter of the craniotomy. An elongated circle is cut along the curvature of

the skull by taking 0.05 mm steps in depth. The interior curvature of the skull
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matches the exterior curvature closely giving the system the ability to remove

portions of the skull without making contact with the dura or cortex. Once all

holes are made, the CNC is used to position the microdrive array for implantation.

This system has drastically decreased surgery time while increasing consis-

tency. It is expandable to many other surgical techniques such as craniotomies

for optical measurements and high density silicon probes.

2.6.2 Microdrive array

The interface between tetrodes, brain, and DAQ system is handled by a microdrive

array (Figure 2.22). The microdrive array we developed provides ridged support

Figure 2.22: Tetrode microdrive array.

(Left) 3D rendering of assembled mircrodrive. (Middle) Side view with superimposed

orange lines denoting cannula locations. (Right) Above view of microdrive array.

for tetrodes while allowing each to move independently of the others in depth.

The base of the drive is cemented to the skull of the rat and an electrode interface

board (EIB) connects each tetrode to a DAQ system.

The body and base of the drive are 3D printed (Accura-60 and Bluestone,

American Precision Prototyping) and then assembled in house. The drive can

hold up to 24 tetrodes in a single or dual cannula configuration. Each tetrode is
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mounted onto a shuttle which consists of a guide tube, machined threaded rod,

and acrylic connector. As the treaded rod rotates, the attached tetrode moves in

depth. We can reliable turn the threaded rod by as little as 1/16th of a turn which

equates to a 30 µm movement in depth.

Once implanted, the microdrive array stays chronically attached to the rat’s

skull. A small form factor is important for the implanted rat’s quality of life as

well as to minimize adverse behavior. Our drive is a three fold reduction in both

mass and size from previous designs. Fully assembled the drive weighs under 25 g

and has a foot print less than 2 inch x 1.5 inch. The drive has both a mechanical

and electrical shield, protecting the tetrodes and decreasing movement artifacts.

The structural support of this shield is an LED ring that can be used for head

and position tracking during experiments.

58



CHAPTER 3

Multisensory control of multimodal behavior

Understanding of adaptive behavior requires the precisely controlled presentation

of multimodal stimuli combined with simultaneous measurement of multiple be-

havioral modalities. Hence, we developed a virtual reality apparatus that allows

for simultaneous measurement of navigational behavior and reward checking, a

commonly used measure in associative learning paradigms, along with precisely

controlled presentation of visual, auditory, and reward stimuli. We trained rats in

a virtual spatial navigation task analogous to the Morris maze where only distal

visual or auditory cues provided spatial information. These measures were simul-

taneously expressed, showed experience-dependent learning, and were in register

for distal visual cues. However, they showed a dissociation, whereby distal audi-

tory cues failed to support spatial navigation but did support spatially localized

reward checking. These findings indicate that rats can navigate in virtual space

with only distal visual cues, without significant vestibular or other sensory inputs.

Furthermore, they reveal the simultaneous dissociation between two reward-driven

behavioral systems.

3.1 Introduction

Adaptive behavior is governed by a wide range of multimodal input stimuli, e.g.

auditory and visual, and is expressed as a diverse array of behavioral modali-

ties [132]. To fully understand how multiple behaviors combine to produce adap-

tive behavior it is necessary to precisely control multimodal stimuli and measure
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their impact simultaneously on multiple behavioral outputs. In particular, spa-

tial learning has been studied only using motoric output of limbs, though other

behavioral modalities, such as reward checking, could also contain spatial infor-

mation. Due to technical limitations such measurements, let alone simultaneous

measurement of multiple spatially modulated behaviors has not been possible as

studies have typically focused on a single sensory input and a single behavioral

modality in a given apparatus, such as navigational efficiency in the Morris water

maze based on distal visual stimuli [92]. Measures of reward checking have been

measured in associative learning paradigms [2, 104] but it is unclear if reward

checking too shows spatial modulation as it has previously been measured only at

the site of reward delivery in a conditioning apparatus. To overcome these limi-

tations we developed a multimodal virtual reality (VR) apparatus that allows for

the simultaneous measurement of both navigational behavior and reward check-

ing, along with precisely controlled presentation of visual, auditory, and reward

stimuli.

Virtual reality in rodents has recently emerged as an exciting and powerful

tool as it facilitates electrophysiological and optical measurements that benefit

from restricting the animal’s head movement and provides precise control over

sensory stimuli [60, 50, 23, 49, 71, 109, 14]. However, rodent VR applications thus

far have been limited to the visual modality and the behavioral tasks employed

are either on 1-D linear tracks or 2-D planes of infinite size. Furthermore, none

of these previous approaches provide a simultaneous measure of reward checking.

3.2 Initial training procedure

Nine male Long Evans rats, approximately 3 months old at the beginning of

behavioral training were used for these experiments. They were maintained on a

normal, 12 hour light/dark cycle with behavioral training and testing during the
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light phase. The animals were food and water restricted (16-18 g of food, 25-35

ml of water per day) during behavioral training. All procedures were carried out

in accordance with the NIH guidelines.

Upon arrival, the rats were handled for 15 30 minutes per day. This was

continued for at least 5 days at which time we began more specific pre-training

procedures over 10-15 days for eventual virtual reality training. This involved

three major procedures:

1. Habituation to the harness for about 30 minutes per day.

2. Habituation to being constrained in a harness on top of the spherical tread-

mill.

3. Pre-training of the reward tone-sugar water association.

The latter was done in a conditioning chamber next to the VR apparatus where

the rat was trained to associate the reward tone with sugar water delivery over

four to five days. The reward tone was a 200 ms, 1 kHz beep. It was followed by

400 ms opening of the sugar water dispensing valve, repeated 5 times.

3.3 Data analysis and statistical methods

The following set of experiments use a common set of analysis and statistical

methods described in this section. A 2 cm/s speed threshold was applied to all

occupancy, normalized check rate and quadrant measures to remove periods of

immobility. For performance measures we calculated the median value across all

trials for each rat within a session and performed subsequent analysis using these

values across rats. Edge clipping was calculated by taking the total movement

of the spherical treadmill into the boundaries of the virtual table divided by the

total movement of the spherical treadmill during each session. Using a resampling
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technique we calculated the spatial distribution of random reward tube checking

by randomly redistributing the number of checks along the rats path on a trial to

trial basis. The normalized check rate was calculated by dividing the check rate

in each bin by the area under the curve of the check rate across all bins within 80

cm of the reward zone for each rat. The normalized check distance measure was

defined as
actual mean distance

resampled mean distance
· 100 (3.1)

and check rate modulation above chance in each radial bin was defined as

actual normalized check rate− resampled normalized check rate
resampled normalized check rate

· 100 (3.2)

P-values were obtained through comparison of the actual data to the resampled

reward tube checking. A 4cm x 4cm bin size was used for all measures of behavior

in 2-dimensional plane. Similarly, all measures that depended on the distance

from reward zone used a radial bin size of 4cm. Spatial distribution of reward

tube check rate was computed using a 6 cm (2-dimensional data) and 2.6 cm

(radial data) Gaussian smoothing kernel on occupancy and reward tube checking

histograms. For visualization of the 2-D check rate histograms, we applied a 0.25

s per bin per rat occupancy threshold. The information content of radial reward

tube check rate histograms (in bits) was defined as

I =
∑
i

Pi
λi
λ̄
log2

λi
λ̄
, where Pi =

oi∑
j oj

, and λ̄ =
∑
i

Piλi (3.3)

where i is the bin number, Pi is the probability for occupancy of bin i, obtained

from oj the occupancy in spatial bin j, λi is the mean check rate for bin i, and

λ̄ is the overall mean check rate. For quadrant analysis of occupancy time, dis-

tance traveled and reward checking during performance of the spatial learning

tasks, data from inside the reward zone and the equivalent location in the other

quadrants were removed prior to any calculations. The error bars in the figures

represent the standard error of mean computed across all rats. For statistical anal-

ysis we utilized ANOVA, with alpha = 0.05. When justified, this was followed by
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Tukey post-hoc analysis and Bonferoni corrections for repeated measures compar-

isons.

3.4 Training procedure for finite virtual environments

We first developed a shaping procedure designed to train rats to navigate in vir-

tual environments based on navigating to randomly dispersed visual beacons that

signify reward. The rat started in the middle of an octagonal table placed in a

virtual square room (3 x 3 m). The table was 150 cm above the floor of the room,

indicated by a black and white grid pattern. The table consisted of a green and

blue pattern designed to provide optic flow feedback without providing any spatial

information. The visual beacons were 10 cm wide pillars with vertical black and

white stripes, suspended above the virtual table. Immediately below the visual

beacons were 20 cm radius white dots. When the rat entered these white dots the

reward tone played and sugar water was dispensed for 400 ms. As long as the rat

stayed in the dot he could receive up to 5 tone-sugar water pulses per dot. When

the rat received all 5 rewards or it exited the white dot the reward was inacti-

vated, the pillar and dot disappeared, and the reward was available under new

pillars/dot placed at a random location. A shaping procedure was used, where the

first virtual environment consisted of a large table (1.5 m radius) with five pillars

at any given time (abbreviated LT5). The rats were advanced to progressively

more difficult tasks by reducing the number of pillars and the size of the table.

The progression was from a Large Table with 5 pillars (LT5)→ Large Table with

3 pillars (LT3) → Small Table with 2 pillars (1 m radius, ST2) → Small Table

with 1 pillar (ST1). The rats were allowed to run for up to 35 minutes or until

200 rewards had been dispensed. The criterion for advancement to the next stage

was 200 rewards delivered within 30 minutes. As shown by both the example path

(Figure 3.1b) and the occupancy (Figure 3.1c) rats learned to effectively navigate
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within this virtual environment. Rats rapidly learned to quickly maneuver away

Figure 3.1: Rats rapidly learn to navigate and avoid edges in a finite 2-D virtual

environment.

from and then avoid the edges of the virtual table, reaching an asymptotic level of

performance within five sessions (Figure 3.1d). In addition, they rapidly learned

to navigate to the pillars, reaching an asymptotic level of rewards per minute

within four sessions (Figure 3.1e). Thus, the majority of improvement in this

virtual foraging task occurs during the first four days of experience with the large

virtual table and five random reward zones (LT5).
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(a) Schematics for: Session 1 in the Large Table with 5 rewards (LT5) virtual envi-

ronment and Session 11 in Small Table with 1 reward (ST1) virtual environment. (b)

Example of a 30 minute path from a single rat in session 1 and 11 respectively. (c)

Mean Occupancy across all rats in session 1 and 11 respectively. (d) Acquisition curve

of the percentage of distance traveled into the edge of the platform, referred to as

edge clipping. Effect of session: F (2, 32) = 4.037, p = 0.0038, First vs. fifth session:

t = 2.812, p < 0.05. (e) Acquisition curve for latency between rewards. Effect of

session: F (2, 32) = 3.913, p = 0.0012, First vs. fourth session: t = 3.056, p < 0.05.

Notably, the edges of the virtual world were defined solely by visual cues and

did not provide somatosensory stimulation that typically defines boundaries in the

real world. Thus, this task replicates previous findings that rodents can navigate

to virtual visual beacons [60] or landmarks [135] and significantly extends these

by showing that rats readily learned to respect virtual edges and can therefore be

constrained within finite 2-D virtual environments.

3.5 Beacon navigation in virtual reality

To validate that rats were capable of responding to our positional ambisonic sur-

round system we developed a beacon navigation task. Three rats were trained to

navigate to proximal auditory and visual beacon cues (Figure 3.2a). Rats learned

to navigate to both auditory and visual beacons (Figure 3.2b-d). However, their

navigational performance to the auditory beacon was significantly worse than the

other two conditions. Occupancy was far more spatially dispersed on the audi-

tory trials (Figure 3.2c) and both latency and distance to reach the beacon were

longer relative visual trials (Figure 3.2e). Thus, although the auditory beacon can

support navigational performance, it is much less effective than the visual beacon.

This could be explained by the weaker acuity of rats to detect the orientation of

an auditory compared to visual stimulus and the hypothesis that primary function
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Figure 3.2: Navigation and reward checking in the virtual audiovisual beacon

navigation task.
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(a) Schematic of the Visual only and Auditory only beacon tasks. Arrows indicate

the random starting orientations of rats on each trial. Striped circle indicates the

presence of the visual beacon. Sound icon indicates presence of auditory beacon. (b)

Example paths for the two trial types. The color of each path indicates the approximate

starting orientation, color coded from the arrows in a. In this and all subsequent plots,

areas within the reward zone are not analyzed. (c) 2-D histogram of mean occupancy

averaged across all rats. (d) 2-D histogram of normalized check rate averaged across

rats. White bins received insufficient sampling. (e) Median latency and distance to

reward in visual (V) and auditory (A) tasks. Effect of trial type: t = 2.453, p = 0.070

and t = 3.945, p = 0.0169, respectively; A vs. V, p < 0.05, N = 3.

of auditory localization is to bring the source of the stimulus into the center of

the visual field [54].

Thus, our ambisonic surround system was sufficient to support beacon naviga-

tion and localized reward checking behavior. This is the first example of any form

of navigation through virtual space using spatially informative auditory cues.

3.6 Spatial navigation and reward behavior in multimodal

virtual morris maze tasks

3.6.1 Training procedure for spatial navigation tasks

We developed a spatial learning task modeled after the Morris maze [91] (Fig-

ure 3.3a) consisting of a 1 m radius circular table placed 125 cm above the floor in

the center of a 4.5 x 4.5 m room with distinct visual cues on each wall as well as

four distinct complex auditory cues (North sound: Frequency sweep from 1-5 kHz

repeated once a second; East sound: complex sound peaked at 2.3 kHz repeated

three times a second; South sound: 10 kHz click repeated 10 times a second; West

sound: complex tone containing 14-20 kHz repeated 1.5 times per second). There

were no spatially informative cues on the virtual table. The rat started from one
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of 4 random start locations, facing the wall. The northeast quadrant of the table

was designated as the target quadrant. In the center of this quadrant was a 30 cm

radius unmarked reward zone. Upon entry into this zone up to 5 reward pulses

were dispensed. To provide visual feedback a white dot spanning the reward zone

appeared upon entry. After 5 rewards were dispensed, or if the rat left the reward

zone, a 2 sec blackout period was initiated and then the rat was teleported to one

of the 4 random start locations facing the wall. Rats were run for a maximum

of 45 minutes or 200 reward pulses. Rats were trained for 6 days of acquisition

with the 30 cm radius reward zone. After this the size of the reward zone was

reduced to 25 cm for one day and then down to 20 cm for several days until a

criterion of two days of 200 reward pulses within 30 minutes. 24 hours after the

last training day a probe trial was conducted in which the reward zone was inac-

tivated and allowed the animal to explore for 4.5 minutes. Next, we designed a

task to systematically remove either the visual or auditory cues using a blocked

design with 8 trials of the audiovisual cues, 8 trials with only auditory cues and 8

trials with only visual cues. Within each block, each start location was used twice

in a pseudorandom order. For this task six rats were used.

To determine if spatial learning is possible based solely on distal auditory

cues, without any potential overshadowing by visual cues, we designed a task with

two distal auditory cues and no distal visual cues (Figure 3.6a). Two novel and

distinct auditory cues were placed NW and SW of the virtual table and the 25 cm

reward zone was in the center of the NW quadrant (NW sound: Complex sound

centered around 8 kHz repeated three times a second; SW sound: Fluctuating

sweep from 2 -7 kHz repeated 0.35 times a second). This layout was based on a

previous study that showed evidence of spatial navigation based solely on distal

sound cues [122]. A virtual visual environment with the identical layout was

also created except that two visual cues were used instead of the two auditory

cues. Initial training occurred on a virtual table with identical dimensions to the
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previous audiovisual spatial navigation task. For the purely auditory task this

failed to produce any evidence of spatial learning, instead indicating that the rats

had adopted a general search strategy of running at a fixed distance from the edge

of the table. To diminish the effectiveness of this strategy we increased the radius

of the virtual table to 1.2 m and decreased the reward zone to 20cm radius while

leaving the relative location of the reward zone and distal auditory cues intact.

In addition, due to the greater difficulty of the task the number of reward pulses

was increased from 5 to 10. Training in the virtual environment with two distal

visual cues followed the same procedure as training in the auditory version. The

data presented in Figure 3.6 is from the final 4 days of performance on both of

these tasks for each rat. For this task five rats that were previously trained in the

spatial navigation task were used.

3.6.2 Navigation in the audiovisual spatial task

We trained rats in a spatial navigation task (Figure 3.3a), modeled after a standard

spatial memory task, commonly referred to as the Morris maze [91]. The rats

started at one of four start locations on each trial. Their task was to navigate

based on distal cues to a virtual hidden reward zone, a predetermined, unmarked

place in the maze with respect to distal audio-visual cues (Figure 3.3b-e). Upon

successful navigation they were rewarded with sugar water through the lick tube

and teleported to another random start location to begin the next trial after a 2

sec inter-trial interval. They were able to learn this task within a few sessions.

Their initial search pattern was random on session 1 but became quite accurate

by session 6 (Figure 3.3b vs. c). Both the latency to find the hidden reward

zone and the distance traveled to get there decreased to an asymptotic level of

performance within three sessions (Figure 3.3d,e). To test the precision of their

cognitive map, the size of the reward zone was reduced to 20 cm in radius and

training was continued until a criterion of two consecutive days of 40 trials within
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Figure 3.3: Navigational performance in the virtual audiovisual spatial navigation

task.
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(a) Schematic of the virtual environment indicating distal auditory and visual cues and

a hidden reward zone and the four start locations. (b) Example paths from a single

rat from the 1st session. The color of each path indicates start location, color coded

from the arrows in a. (c) Example paths from the same rat from the 6th session. (d)

Acquisition curve of latency to reward across sessions. F (5, 35) = 4.266, p = 0.0061,

Session 1 vs. Session 3: p < 0.05. (e) Acquisition curve of the distance traveled to reward

across sessions. F (5, 35) = 3.00, p = 0.0296, Session 1 vs. Session 5: p < 0.05. (f)

2-D histogram of mean occupancy averaged across final four task sessions of asymptotic

performance with the smaller reward zone. (g) Example of a probe trial path. (h)

Percentage quadrant measures for occupancy time during the final four task sessions

performance and during the probe trial. Effect of quadrant: F (3, 23) = 10.15, p =

0.007, F (3, 23) = 10.9, p = 0.0005, respectively.

30 minutes. There was a clear increase in time spent around the reward zone

during performance of this more difficult task (Figure 3.3f). To quantify this we

calculated occupancy time for each quadrant. Rats spent significantly more time

in the target quadrant compared to other quadrants (Figure 3.3h). Finally, a

probe trial was conducted in which the reward zone was inactivated and rats were

allowed to explore for approximately 270 seconds. Rats selectively searched at the

site of the reward zone, spending significantly more time in the target quadrant

(Figure 3.3g,h).

3.6.3 Simultaneous measurement of spatially modulated reward check-

ing during navigation

To understand the acquisition of reward checking behavior we calculated the aver-

age distance of each check to the reward zone normalized by the distance expected

by randomly distributed licks (Referred to as normalized check distance). This

method factored out the contribution of improved navigational performance, so

that spatial refinement of checking behavior could be analyzed in isolation. This
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analysis showed that checking shifted significantly closer to the reward zone across

acquisition sessions and this was maintained during asymptotic performance with

the smaller reward zone (Figure 3.4a). Thus, as the rats acquired the navigational

component of the task they were also shifting the distribution of their checking

behavior towards the reward zone. Importantly, this was above and beyond what

would be expected solely by the improvement in their spatial navigation. In ad-

dition, the overall checking rate decreased (to 27% of its starting value) as they

acquired the task (Figure 3.4b). These findings suggest that the checking-rate is

modulated by the uncertainty of the reward location such that as the accuracy of

checking increases its overall rate decreases.

Analysis of final asymptotic performance with the smaller reward zone showed

that the reward check rate was slightly elevated in the target quadrant, but this

did not reach statistical significance (Effect of quadrant: F (3, 23) = 1.234, p =

0.3319, check rate in target quadrant: 28 ± 1.74 SE), which seems at odds with

their spatial navigational measures showing preference for the rewarded quadrant.

To analyze this further we computed the distribution of reward check rate as a

function of position (Figure 3.4c) which showed that the check rate was elevated

in the immediate vicinity of the reward zone. Since the reward check rates were

very low (0.36 ± 0.19 Hz), it was difficult to robustly estimate the significance

level of reward checking in 2D bins. Hence, a 1D measure that utilized radial bins

centered around the reward zone was used. The check rate was elevated around

the reward zone with the closest 4 cm bin showing a significant elevation in check

rate (Figure 3.4d). This showed that reward checking is elevated at a very fine

spatial scale just around the reward zone, but not across the entire NW quadrant.

A representative example of a single rat’s performance is shown in Figure 3.4e

and f. Checking was modulated significantly above chance in the vicinity of the

reward zone. Similarly, checking was significantly above chance in the first six

radial bins surrounding the reward zone.
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Figure 3.4: Analysis of reward checking behavior during the virtual audiovisual

spatial navigation task.
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(a) Acquisition curve of normalized check distance across sessions and during final task

performance. Note that the 6th day of acquisition was lost to malfunction of capacitive

sensor. Final indicates performance average across the final four task sessions. Effect

of session: F (5, 35) = 3.384, p = 0.018, p < 0.05 for 1st vs. 5th session (b) Normalized

check rate across sessions. Effect of session: F (5, 35) = 4.452, p = 0.0049, p < 0.05

for 1st vs. 4th session (c) 2-D histogram of the normalized check rate averaged across

rats during final task performance. (d) Check rate modulation as a function of radial

distance away from the reward zone in 4 cm radial bins for final task performance.

Effect of bin,: F (14, 89 = 9.241, p < 0.0001, p < 0.05 for closest bin relative to

3rd through 15th bins. (e) 2-D p-value map of a single rats performance during the

final task performance. Red indicates regions where checking behavior was significantly

modulated above chance (p < 0.01) and blue indicates regions where checking behavior

was significantly below chance. (f) Example of actual checking behavior (black line) as

a function of radial distance from the reward zone relative to random checking behavior

(green line, with shaded SE). Red dots represent points significantly above chance and

blue dots represent points significantly below chance.

3.6.4 Rats rely on distal visual rather than distal auditory cues for

spatial navigation

To understand the underlying multimodal contributions to spatial navigation we

systematically removed either the visual or auditory cues (Figure 3.5a). To ensure

similarity of experience and motivation across conditions, a blocked design was

used. The example paths (Figure 3.5b) showed that rats navigated to the reward

zone for the audiovisual and visual only trials but showed a mostly random search

pattern in the audio-only trials. The audio-only trials had a significantly increased

latency and distance to reward, however these measures did not differ between

the audiovisual and visual only trials (Figure 3.5c). Similarly, the percentage

time spent in the target quadrant was at chance level in the audio-only trials, in

contrast to the audiovisual and visual trials, which were significantly above chance
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Figure 3.5: Multisensory contribution to virtual spatial navigation and reward

checking.

(a) Schematic of the Audiovisual (AV), Visual (V) only and Auditory Only (A) virtual

spatial mazes. Symbols as in Figure 3.3. (b) Example paths for the three trial types

from a single rat. The color of each path indicates start location, color coded from the

arrows in a. (c) Median latency and distance to reward for each trial type. Effect of

trial type: F (2, 17) = 7.555, p = 0.01, F (2, 17) = 8.911, p = 0.006, respectively. A

vs. AV and V: p < 0.05 for both measures. (d) Distance traveled and time spent in

the target quadrant for the three trial types. Effect of trial type: F (2, 17) = 55.02, p =

0.0001, F (2, 11) = 13.19, p = 0.0064. A vs. AV and V: p < 0.05 for both measures.
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(Figure 3.5d). These results suggest that the rats were relying almost exclusively

on the distal visual cues, rather than the auditory cues, to navigate to the reward

location in the audiovisual spatial navigation task. These trials were kept as

brief as possible to probe the rat’s previously acquired spatial strategy, rather

than the acquisition of new strategies that would occur with further training.

Unfortunately, this resulted in insufficient data to conduct statistically reliable

check rate analysis and we therefore did the following experiments to address

this.

3.6.5 Dissociation between spatial navigation and reward checking

There could be two potential reasons for the rat’s inability to navigate using

only the distal auditory cues in the audiovisual task. First, learning about the

auditory cues may be prevented, or overshadowed [54], by the presence of the

visual cues. Second, the use of four distal auditory cues may have saturated or

cluttered the auditory processing making it difficult to distinguish the individual

sounds. Indeed, a previous study suggested that rats may learn the water maze

task with just two distal sound cues [122]. To rule out both of these possibilities

we trained the rats on two new spatial learning tasks. One environment contained

only two distal auditory cues and the other contained only two distal visual cues

(Figure 3.6a) in the same spatial configuration relative to the hidden reward zone.

These tasks were then trained separately in sequence with the sound task first.

We focused our analysis on the final four sessions of asymptotic performance in

these two tasks. Latency to reward was stable across these sessions and was

significantly larger in the auditory relative to the visual task (Effect of session:

F (3, 24) = 0.938, p = 0.4392; Effect of task: F (1, 24) = 8.989, p = 0.0171,

interaction: F (3, 24) = 1.809, p = 0.1725, latency for auditory task: 36.7± 6.7 s,

latency for visual task: 18.96±1.12 s, data not shown). The rats showed a circling

strategy in the auditory task, running at a fixed distance from the visually defined
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Figure 3.6: Navigational performance and reward checking during the purely au-

ditory and purely visual virtual spatial navigation tasks.
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(a) Schematic of the purely auditory task and the purely visual task. Symbols as in

Figure 3.3. (b) Example paths from each task. (c) 2-D histogram of occupancy averaged

across rats over 4 sessions for each trial type. (d) 2-D histogram of the normalized check

rate averaged across rats over these sessions. White areas indicate insufficient coverage.

(e) Percentage of occupancy and check rate in the target quadrant for the two tasks.

Two way ANOVA for effect target vs. other quadrants and auditory vs. visual trial

types: Effect of quadrant F (1, 8) = 95.16, p < 0.001, Effect of task type: F (1, 8) =

2.08, p < 0.001, Interaction of quadrant and task type: F (1, 8) = 2.08, p = 0.002; Effect

of quadrant for auditory task: p > 0.05, for visual task: p < 0.001. (f) Normalized check

rate as a function of distance away from the reward zone in radial bins for both trial

types. Effect of distance from reward: F (14, 112) = 67.11, p < 0.0001, p > 0.05 for

effects of task type and interaction.

edge of the table, whereas in the visual task they showed clear evidence of direct

navigation to the reward quadrant from all four start locations (Figure 3.6b, c).

The rats spent significantly more time in the target quadrant in the visual but

not the auditory task (Figure 3.6e).

These findings suggest that the rats were able to form a spatial map based on

two distal visual cues, but not two distal auditory cues. Surprisingly, however,

reward check rate was significantly increased in the target quadrant in not only

the visual task (mean check rate: 0.20 ± 0.06 Hz) but also the auditory task

(mean check rate: 0.22± 0.08 Hz) (Figure 3.6d, e). Radial bin analysis of reward

check rate and information content showed a very similar profile in both tasks,

with a broad elevation in the vicinity of the reward zone (Figure 3.6f, (Effect of

trial type for information content: p = 0.78, visual: 0.149 bits, auditory: 0.152

bits). Thus, in the presence of only distal auditory cues, the rats do show elevated

reward check rate in the vicinity of the reward zone despite showing no evidence

of spatial learning based on traditional navigational measures.
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3.7 Discussion

We developed a novel multimodal virtual reality apparatus that allowed us to

present precisely controlled audiovisual and reward stimuli and simultaneously

measure reward checking behavior along with virtual spatial navigation. Rats

readily acquired a virtual spatial navigation task modeled after the Morris maze.

This was an appetitive version of the commonly used aversive water maze task,

where they were required to navigate to an unmarked reward zone, defined solely

by the distal visual and/or auditory cues, to receive a liquid reward. Importantly,

the virtual maze allowed us to ensure for the first time that there were no other

cues that defined the spatial location of reward, which is difficult to achieve in the

real world. This 2-D navigation task did not allow the rats to use landmark navi-

gation strategies employed by head fixed mice on a 1-D virtual linear track [135].

Spatial navigation in virtual reality has been demonstrated in humans [7, 67],

however this is the first demonstration in rodents. The results show robust spa-

tial navigation maps can be formed, both in rats and humans, in the absence

of significant vestibular cues, which have been proposed to play an essential role

in spatial learning by many theories [83, 94]. This argues that the mechanisms

underlying spatial learning are flexible, which has important implications for the

nature of these mechanisms [14, 109, 28], as well as practical implications for the

use of VR in electrophysiological studies of the hippocampus.

The time course of spatial learning was quite rapid, comparable to that in the

real world water maze, although the automated and appetitive nature of the VR

apparatus allowed for far more trials to be performed within a single session. Our

findings indicated that spatial navigation was based on distal visual cues rather

than distal auditory cues when both modalities were trained concurrently. This

was confirmed when the rats were trained in separate mazes that contained only

distal auditory or visual cues. We found that they were unable to form a spa-
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tial representation based solely on two distal auditory cues and instead adopted

a stereotyped circling strategy, similar to the pattern observed in rats with hip-

pocampal lesions [29]. In contrast, they navigated successfully with only two distal

visual cues. This is consistent with the visual dominance observed in real world

tasks in rodents [113, 122], as well as humans [37, 32, 125, 17]. Thus, although

rats are nocturnal, under these controlled conditions, they relied overwhelmingly

on visual rather than auditory cues to navigate. This was also true for beacon

tasks where navigation was more precise to a visual beacon relative to an audi-

tory beacon. This could be explained by the weaker acuity of rats to detect the

orientation of an auditory compared to visual stimulus [54].

During acquisition of the audiovisual maze reward checking progressively shifted

towards the reward zone above what would be predicted by improved navigation

alone. This provides the first evidence that reward checking too is significantly

spatially modulated and its expression is sharpened with experience. This is con-

sistent with the hypothesis that reward checking is the output of its own learning

process in accordance with its widespread use as a dependent measure in asso-

ciative learning paradigms. During asymptotic performance in the audiovisual

maze reward checking showed very fine spatial modulation as it was elevated only

in the immediate vicinity of the reward zone. Surprisingly, reward checking was

also elevated around the reward zone for the purely auditory maze. In fact, re-

ward checking was equally spatially precise in purely auditory and purely visual

mazes (Figure 3.6f). Thus, despite no evidence of spatial learning based on nav-

igational measures, reward checking was significantly spatially modulated by the

distal auditory cues.

This remarkable dissociation argues that our auditory cues were sufficiently

salient and precise to support spatially modulated behavior, which precludes more

trivial explanations for their failure to support spatial navigation. More impor-

tantly, however, this argues that the nature of multimodal information processing
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that underlies each behavioral output shows a divergence at some point in the

processing stream. This is consistent with the hypothesis that spatial navigation

and associative learning reflect parallel memory systems, which operate according

to their own underlying rules, or processing styles [132]. These are either partially

parallel, i.e. each system has access to identically processed information and uses

it differently, or more fully parallel, i.e. each system may represent multimodal

information in fundamentally different ways.

This divergence in reliance on auditory versus visual cues suggests that they

two systems are optimizing two very different behavioral problems. Navigation

requires the calculation of angles and distances and the expenditure of energy

for locomotion, whereas reward checking is a much more binary decision that

requires a very small expenditure of energy. Spatial navigation is thought to

require the formation of a spatial cognitive map that represents the environment

in an allocentric metric coordinate system [83, 16]. Errors in computing this space

have major energetic costs, as they will result in navigating to incorrect locations.

Therefore the threshold for navigational decisions ought to be high, which could

produces a strong reliance on more spatially informative visual information.

The energetic demands on reward checking are less severe and the represen-

tation of multimodal information does not need to be restricted to operating in

a navigable spatial coordinate system. In associative learning multimodal infor-

mation is thought to be integrated into configural representations whereby con-

junctions of multiple sensory elements are bound together as a unified whole, or

Gestalt [33, 115, 103]. Thus, the configuration of multimodal stimuli in the vicin-

ity of the reward zone likely became associated with reward as associations with

individual elements would be insufficient to drive the spatially modulated reward

checking that we observed. Importantly, these associations can form regardless

of the stimulus modality, as the less spatially informative distal auditory cues are

sufficient to support conditioning.
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An intriguing interpretation of our findings is that we have observed the simul-

taneous output of two cognitive maps: the spatial cognitive map and the configural

cognitive map that are each specialized to serve different aspects of an ongoing

behavioral task. The underlying neural circuitries of these processes have been un-

der intensive investigation for some time, with the hippocampus thought to be the

major mediator of both spatial navigation and configural associations [63, 59, 27].

Our findings therefore raise the intriguing possibility that the same structure is

simultaneously involved in generating the output for two parallel cognitive maps.

Future studies utilizing multimodal virtual reality combined with electrophysio-

logical recording techniques [109] across multiple relevant brain regions will be

able to probe more deeply into the underlying neural mechanisms of this parallel

information processing. It remains to be seen whether reward checking and navi-

gation are the output of entirely dissociable neuroanatomical pathways or whether

they rely on common structures which utilize the same information in different

ways. Furthermore, the ability to train rats in complex spatial tasks in virtual

reality provides the potential to directly unify research in rodents and humans in

a way that has not previously been possible.
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CHAPTER 4

Hippocampal CA1 activity on a virtual linear

track

The hippocampal cognitive map is thought to be driven by distal visual cues and

self-motion cues. However, other sensory cues also influence place cells. Hence, we

measured hippocampal activity in virtual reality (VR), where only distal visual

and non-vestibular self-motion cues provided spatial information, and in the real

world (RW).

These results reveal cooperative and competitive interactions between sensory

cues for control over hippocampal spatiotemporal selectivity and theta rhythm.

Spatial navigation and hippocampal activity are influenced by three broad

categories of stimuli: distal visual cues [95, 93]; self-motion cues [40, 99], e.g. pro-

prioception, optic flow, and vestibular cues [119]; and other sensory cues [4], e.g.

olfaction [4, 133], audition [64], and somatosensation [134]. While the cognitive

map is thought to be primarily driven by distal visual, and self-motion cues [96],

their contributions are difficult to assess in RW. Hence, we used our noninvasive

VR for rats where the vestibular and other sensory cues did not provide any spa-

tial information. Consequently, we will refer only to proprioception and optic flow

as ‘self-motion cues’, and vestibular inputs will be treated separately.

Place cells have been measured in VR in head fixed mice [50, 23] and are

thought to be similar in VR and RW but this has not been tested. We used

tetrodes to measure neural activity from the dorsal CA1 of 6 rats while they ran in
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VR or RW environments consisting of a linear track in the center of a square room

with distinct distal visual cues on each of the four walls (Figure 4.1). The visual

Figure 4.1: Visual linear track in virtual reality.

(Left) Overhead schematic of linear track virtual environment. Only one black and

white striped pillar is present at any given time. (Right) View from behind the rat of

the linear virtual environment.

scene was passively turned when rats reached the end of the virtual track. The

distal visual cues were nearly identical in VR and RW, but rats were body fixed

in VR which eliminated spatially informative other sensory cues and minimized

both angular and linear vestibular inputs. Thus, the only spatially informative

cues in VR during track running were distal visual and self-motion cues, as defined

above. During recordings rats ran consistently along the track and reliably slowed

before reaching the track end in both VR and RW (Figure 4.2). Although their

running speed was somewhat lower in VR than RW, their behavioral performance

was similar.
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Figure 4.2: Speed profile on real and virtual linear tracks.

(Left) Cartoon of the real (top) and virtual (bottom) environments. In the RW envi-

ronment the rat turns itself around at the end of the track (solid red line). In the VR

environment the rat is instantaneously rotated (dotted red line). (Right) Speed profile

as a function of distance along the linear track. Slowing down before reaching the end

of the track in VR reality suggests rats are treating the virtual environment similarly

to the real environment.
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4.1 Training procedure

All experiments were conducted in identical acoustically- and EMF-shielded rooms.

After habituation, animals were trained to run back and forth on a virtual linear

track with the same dimensions as those described above, but with different visual

stimuli. This was done to control for the amount of experience on the final version

of the task. Due to the relatively short training period needed, rats were trained

in the same RW environment as the experimental environment. Total training

time in RW and VR was approximately one week and four weeks, respectively,

and training sessions for the two environments were intermingled.

A 10 cm wide and 100 cm long visual pillar indicated the reward locations at

the end of the track in both VR and RW. In both VR and RW, entrance into

the active reward location triggered a reward tone and the sugar water delivery,

followed by activation of the reward location at the opposite end of the track. To

further reduce vestibular inputs in VR the virtual scene was automatically and

instantaneously rotated 180◦ at the end of each lap while the rats were consuming

the reward, so the rat faced the opposite reward location. The rats had the ability

to rotate the environment at any point on the track, but they were body-fixed in

VR which would generate minimal vestibular inputs even if they did turn around.

To determine whether passive rotation played a role in position versus disto-code,

two rats were also trained to actively rotate the virtual environment at the end

of the track. This did not impact the results.

Of the 6 rats studied, 3 performed VR passive turn and RW tasks. 1 rat was

trained only in the VR passive turn task to determine the degree of interference

between the two environments. In these 4 rats, other VR experiments were carried

out after the first 15 trials. Hence, for consistency, only data from first 15 trials

were used from both VR and RW. 1 rat performed VR passive and active turn

tasks and the RW task. The last rat performed only VR passive and active turn
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tasks. Qualitatively similar results were obtained in all rats.

4.2 Directionality of place cells in VR

Spatially focused and directionally tuned place fields, commonly found in RW

were also found in VR (Figure 4.3). Almost all track-active putative pyramidal

Figure 4.3: Directional place fields in real world and virtual reality.

(Left) Example of a stable directional place field in RW. (Right) Example of a directional

place field on a VR. Top panel shows average firing rate. Bottom panel shows trail by

trail spiking raster plot.

cells had significant spatial information in VR (95%) and RW (99%). Thus, distal

visual and self-motion cues are sufficient to generate the hippocampal rate code

or cognitive map. We then examined whether the cognitive maps were similar in

VR and RW.

The firing rate maps of place cells were slightly less stable in VR (stability index

0.80 ± 0.01, n = 432) than RW (0.87 ± 0.01, n = 240). Hence, all subsequent

comparisons were made across only the 392 and 227 track active, stable cells

in VR and RW respectively. Place fields were 26% wider (p < 10−10) in VR

(55.8± 1.2 cm, n = 482) compared to RW (44.3± 1.4 cm, n = 365). As a result,
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spatial selectivity was 22% lower in VR (Table 4.1).
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Further, 90% (75%) of track active cells had at least one place field in RW

(VR), and place fields had comparable and significantly asymmetric shapes in

both VR and RW such that the firing rates were higher at the end of a place field

than at the beginning (Table 4.1) [87, 86, 50].

We then investigated the directionality of place cells in VR. As in RW [82],

the majority of place cells were directional, spiking mostly in one running direc-

tion (Figure 4.3). In fact, the distributions of directionality index were identical

(Table 4.1). But, bidirectional cells (40% in VR and 43% in RW), which had sub-

stantial activity along both running directions, showed different behavior in RW

and VR (Figure 4.4). Bidirectional cells fired around the same absolute position

Figure 4.4: Bidirectional place cell firing in real world and virtual reality.

Bidirectional place cells exhibit position-coding in RW but disto-coding in VR. Firing

rate maps along both running directions for bidirectional cells in RW (top) and VR

(bottom). Top panel depicts a position-coding cell firing at the same position in both

running directions. Bottom panel depicts a disto-coding cell firing at the same distance

in both directions.

on the track in both running directions in RW (Figure 4.4) [4, 111], expressing

a position code. In contrast, bidirectional cells in VR fired around the same dis-

tance from the start position in both running directions (Figure 4.4), indicative

of a disto-code.
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The position code index, which is a measure of position vs disto coding, was

significantly positive in RW but significantly negative in VR, indicating a position

code in RW and its absence in VR. Exactly the opposite was true for the disto-

code. Analysis of trials run at different speeds showed that spiking was more

correlated with distance along the track than the duration of running, suggesting

that it is distance run rather than time that determined these cells activity.

To assess these results at the population level, we performed population vector

overlap analysis (Figure 4.5. The population of bidirectional cells spiked around

the same absolute position on the track in two movement directions in RW, indi-

cated by a significant increase in population vector overlap along the -45◦ diagonal

(Figure 4.5). There was no significant overlap along +45◦ (at the same distance

along two directions) in RW. The opposite was true in VR, with significant over-

lap along +45◦ and no significant overlap along -45◦. Thus the disto and position

codes were present at the population level in VR and RW respectively, but not

vice versa.

4.3 Temporal properties of place cells in VR

Having examined the rate-code, we investigated the temporal features [50, 97, 130,

86, 45] of place cells. The frequency of theta rhythm in the local field potential

(LFP) during locomotion was reduced in VR compared to RW. Despite this, VR

cells showed clear phase precession, comparable to RW (Figure 4.6). Thus the

frequency of theta rhythm is different in VR and RW, but it has no impact on

the hippocampal temporal code.

Theta frequency was significantly lower in VR than RW at all running speeds

(Figure 4.7). Across the ensemble, theta frequency increased with running speed

in RW but this was abolished in VR. A large majority (85.4%) of LFPs in RW

showed significant correlation between running speed and theta frequency but this
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Figure 4.5: Bidirectional place cell population vector.

(Top left) Position code index is significantly positive in RW but significantly negative in

VR. (Bottom left) Disto-code index is significantly positive in VR but significantly neg-

ative in RW. The position code index is significantly greater in RW than VR (p < 10−7)

while disto-code index is significantly greater in VR (p < 10−6). (Top right) Similarity

of the population of 91 bidirectional cells in RW between two movement directions was

computed using the population vector overlap. Each colored pixel shows the vector

overlap between two positions in opposite running directions. Note the clear increase in

overlap along the -45◦ diagonal indicating spiking at the same position.(Bottom right)

As in the top right, for the population of 127 bidirectional cells in VR. Note the clear

increase in overlap along the +45◦ diagonal, indicating spiking at the same distance in

both running directions.
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Figure 4.6: Phase precession in real and virtual environments.

Example of phase precession in RW (Left) and VR (Right).

Figure 4.7: Speed dependence of theta frequency and amplitude.

(Left) Population average (mean ± s.e.m) speed dependence of theta frequency from

287 LFPs in RW and 681 LFPs in VR. (Middle) The population of LFPs in RW shows

significant correlation between theta frequency and speed (0.21±0.01, p < 10−10), while

the population of LFPs in VR shows no significant correlation (−0.01±0.01, p < 0.01).

(Right) Theta cycle amplitude is similarly (p = 0.8) correlated with speed in both RW

(0.16± 0.01) and VR (0.16± 0.01).
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was abolished in VR. In contrast, theta amplitude showed identical correlation

with running speed in both conditions.

4.4 Decrease of track active cells in VR versus RW

We measured the activities of 2119 and 528 putative pyramidal neurons in the

baseline sessions, conducted in a sleep box, preceding the VR and RW tasks

respectively. Of these, 45.5% were track active in RW. In contrast, only 20.4%

were track active in VR (Figure 4.8). The VR track active cells had only slightly

Figure 4.8: Activation ratio and firing rates of active cells.

Percentage of single units active in RW (blue) and VR (right) relative to baseline as

well as their mean firing rates.

smaller mean firing rates (VR: 2.71 ± 0.08 Hz, n = 432, RW: 3.06 ± 0.12 Hz,

n = 240, p < 0.05), which is likely due to lower running speed [82]. While
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the track active cells were measured during locomotion, we also investigated the

place cell activation during periods of immobility at the goal locations, where a

similar twofold reduction was seen in the proportion of active cells in VR, with

no significant change in firing rates. This effect can also be seen on the level of

spike amplitude projections of individual tetrodes (Figure 4.9).

Figure 4.9: Example cluster view of decreased number of pyramidal cells on one

tetrode.

(Left) Four projections of spike waveform peaks recorded from a tetrode in the RW. The

dense cloud of low amplitude spikes belong to either unclustered multi-unit spikes (no

outline), or isolated interneuron spikes (purple outline). The less dense, high amplitude,

well isolated and elongated clouds belong to single pyramidal unit spikes (green outlines).

(Right) As in left, for data recorded from the same tetrode on the same day in VR. Note

the reduced number of pyramidal unit clusters.

4.5 Discussion

These results reveal several important aspects of the sensory mechanisms govern-

ing hippocampal rate and temporal codes. Comparable levels of spatial selectivity

and firing rates of track active cells in VR and RW, as well as comparable strength
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of temporal code all show that a robust cognitive map can indeed be formed with

only distal visual and self-motion cues providing spatial information. However

these cues alone do not determine the location of place fields between VR and

RW, as shown by the differences in rate maps of the same cells.

The VR and RW environments had similar dimensions and nearly identical

distal visual cues, and the rat’s behavior was similar in the two conditions. Thus,

these factors are unlikely to cause the observed differences in place cell activity

between VR and RW. Several other factors could potentially contribute, in par-

ticular the absence of spatial information in vestibular and other sensory cues,

or conflicts of other sensory cues with distal visual or self-motion cues in VR.

One potential consequence of conflicting cues could be reference frame switching

(between virtual and real space) occurring randomly along the track, resulting in

loss of spatial selectivity in VR. The overwhelming presence of significant spatial

information in cells recorded in VR argues against this possibility. Instead, these

results suggest that additional sensory cues present in RW are necessary for the

activation of a subpopulation of CA1 place cells, such that their removal reduces

the activation of place cells without altering the firing rates of active cells.

The switch in coding observed in the bidirectional cell population is analo-

gous to a previous report of different hippocampal cell response types [99], which

implies either distinct classes of principal cells or alternate responses from the

same cells depending on the task. The latter seems to be more likely in our data

since comparisons between VR and RW show that the same hippocampal cell can

acquire a different form of representation given a different subset of inputs. We

cannot rule out the possibility that higher order cognitive process may influence

the place cell code; however it is likely that sensory inputs play a key role in our

results. Similar levels of directional tuning in VR and RW suggests that distal

visual cues, which are the only cues that differ along two movement directions

on the track in VR, are sufficient to generate directional firing on a linear track.
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Vestibular inputs are not required for generating spatially selective, directional

place cells, in contrast to previous lesion based studies [120]. The vestibular cues

are present and identical along two movement directions in RW, therefore their

presence, not their absence, should contribute to a disto-code. Bidirectional cells

in RW exhibit position code [120, 111], which is enhanced by the addition of odors

and textures [4]. These points suggest proximal cues in RW are the most likely

to generate the position code. Bidirectional cells in VR exhibit disto-code, and

are likely governed by self-motion cues, which are the only cues that are similar

along the two movement directions. Finally, we hypothesize that other sensory

cues present in RW have a veto power over self-motion cues in determining the

bidirectional code.

While disto-code has been reported on a single unit level in RW [40, 88], we

do not see significant disto-code in the RW population. Further, the effect of

self-motion cues on the hippocampal population code and the suggested com-

petitive interaction between self-motion and other sensory cues are surprising.

Such competitive effects between different sensory modalities may be driven by

inhibitory mechanisms across multimodal inputs suggesting their broader appli-

cability [38, 88]. We hypothesize that some other sensory cues reach CA1 via the

lateral entorhinal cortex (LEC), because LEC neurons respond to local cues such

as objects [21], while distal visual and self-motion cues reach CA1 via the medial

entorhinal cortex (MEC) grid cells, which are influenced by these cues [46]. Both

LEC and MEC project directly and indirectly to CA1 and differentially modulate

CA1 activity in vivo during sleep [47], and engage local inhibition [48]. The com-

petitive interactions governing the behavior of bi-directional cells in VR and RW

may therefore be the result of inhibitory interactions between the LEC and MEC

pathways.

Theta frequency was significantly reduced in VR, corroborating earlier results

that vestibular inputs contribute to theta frequency [116], and its speed depen-
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dence was abolished. On the other hand, theta power had similar speed depen-

dence in VR and RW suggesting that theta power is largely governed by distal

visual and self-motion cues. Despite the large changes in theta frequency and its

speed dependence, phase precession was intact in VR [50], and its quality was

identical in RW and VR, indicating that distal visual and self-motion cues are

sufficient to generate a robust temporal code. Our results place restrictions on

theories of phase precession that depend on the precise value of theta frequency or

its speed dependence [97, 8, 51, 6]. Instead they favor alternative mechanisms that

are insensitive to the these phenomena [82, 130, 86], that apply equally to net-

works with diverse connectivity patterns such as the entorhinal cortex and CA1,

and hence do not require recurrent excitatory connections [87, 86]. These results

thus provide insight about how distinct sensory cues cooperate and compete to

influence theta rhythm and hippocampal spatiotemporal selectivity.
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CHAPTER 5

Conclusion

In general, it is exceedingly difficult to have sufficient control over and manipula-

tion of relevant stimuli in behavioral and electrophysiological experiments using

awake, behaving rats. Specifically in spatial tasks it is difficult to isolate and

control spatially informative stimuli. Uncontrolled acoustic, olfactory, visual, and

tactile cues limit the reach of current real world studies. Real world experiments

attempt to minimize these confounds but leave much to be desired [91].

Somewhat in contrast, the design and execution of physics experiments highly

control the subject and environment. This level of control is reachable in many

physics experiments because of the inanimate nature of the subject matter. From

an experimental physics standpoint, virtual reality provides a rigorously controlled

environment within which to study animal behavior and underlying neural mech-

anisms.

5.1 Capabilities of a noninvasive multimodal virtual real-

ity system

Over the past decade there has been a significant increase in interest in and the

development of VR systems for rodents. The goal of the majority of these systems

is to provide a head fixing apparatus with the capability of visual and/or loco-

motive feedback. While head fixation allows for whole-cell and optical recording

during behavior, these techniques are quickly becoming miniaturized, removing
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much of the need for head fixation. Also, while many of these systems are capable

of generating visual virtual environments for the animal to move through, they

lack multimodal stimuli and immersivity. Most systems require invasive surgery

for head fixation, increasing both the risk of infection and training time while

making VR accessible only to the labs capable of these surgeries. Locomotive

gain matching, feedback latency, and stimuli distortion are of concern in these

previous systems. Due in part to these concerns, virtual environments have been

limited to simple linear tracks with the exception of one 2-dimensional infinite

track.

The work in this thesis aims to expand the role of rodent virtual reality in both

behavioral and neurological experiments, taking it from a mainly head fixation

apparatus to a fully multimodal immersive VR system. This system removes

many of the constraints present in real world experiments:

• Track/world size need not be limited to the experimental room.

• The laws of physics that govern the real world can be manipulated in the

virtual world such as worlds with repeating spherical boundaries and tele-

portation.

• Isolation of mutlimodal stimuli.

• Gradual and instantaneous change of stimuli can be achieved.

• Decoupling of uncontrolled spatially informative stimuli from experiment.

• Historically non-spatial experiments such as associative learning can now be

spatially measured.

All electrical components in the VR system are DC powered and communicate

above the 100 kHz bandwidth range, minimizing electrical noise. The novel visual

projection system produces a highly immersive, undistorted visual environment.
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The projector and mirror combination allow for visual stimuli to be projected

up to the animal’s feet and can handle any rotationally symmetric projection

surface. Our VR system is also the first system to incorporate more than one

sensory modality. Using higher-order ambisonics and a seven speaker array, the

system is capable of providing multimodal virtual environments to study their

effects on navigation, behavior, and neural mechanisms.

Along with the generation of multimodal sensory stimuli, the VR system

records multiple behavioral measures. Virtual position, speed, footsteps, and

head direction are all recorded at high spatial and temporal resolution compared

to other tracking systems. The system is also able to detect reward tube checking

in a variety of ways. While this measure is comparable to measures of associative

learning in other literature, VR allows for associative learning to be measured as

a function of space.

Leveraging technological advancements in the commercial sector (projectors,

acoustics, tracking sensors), rodent VR has the potential to expand, and possibly

even redefine, the studying of behavior and neural mechanisms. The system pre-

sented here is a step towards a fully integrated, multimodal behavioral system for

isolating and controlling experimental variables while also providing a platform

for a variety of neural recording techniques.

5.2 Summary of results

5.2.1 Behavioral results and discussion

An important aspect of most behavioral protocols is the ability for animals to

acquire the task in a timely manner. We developed an initial training procedure

which has rats reaching an asymptotic level of performance within a few sessions

in VR. Rats readily learned to navigate in finite 2-dimensional environments,
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avoid edges, and locate random reward locations. This is the first experiment

showing that rodents can navigate in small 2-dimensional environments, producing

sufficient coverage for occupancy depend studies. The quick and hands free initial

training makes it possible to run multiple rats in parallel and allows for a large

number of rats to perform the same task with minimal effort.

Using an auditory virtual beacon, we showed for the first time that rats can

use spatial auditory stimuli in VR. Used in this way, VR decouples all spatially

informative stimuli other than the single visual or auditory beacon. This is not

possible in the real world. This task also showed spatially modulated reward

checking behavior, suggesting that incorporating associative learning measures

into navigational tasks provides a unique prospective on reward related behavior.

We also showed that rats can successful navigate in a virtual spatial naviga-

tional task equivalent to the morris water maze. Using VR, we can fully decouple

real world and other spatially informative cues without the need for water. Within

5 sessions rats learned to navigate to the hidden reward site using four distal mul-

timodal cues. The acquisition rate for this task was comparable to the real world

morris water maze. Removing human interaction, using virtual teleportation, and

not needing to dry off the animal allows for many more trials to be run in a given

day. The result of which produces significantly more track coverage than the real

world equivalent, opening up new avenues of analysis for morris water maze like

tasks.

Dissociation of associative learning and navigation was also found using our

VR system. In a purely visual two cue spatial navigation task, rats were able

to navigate to a hidden reward zone, elevating their reward tube check rate as

they neared the reward zone. In contrast, in a purely auditory two cue spatial

navigation task, rats were not able to navigate to the hidden reward zone but

surprisingly still showed an increase in reward tube checking in the vicinity of the

reward zone.
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5.2.2 Electrophysiology results and discussion

Along with eliciting complex navigational and reward behaviors in multimodal

virtual environments we also measured hippocampal activity in a virtual visual

linear track task. Extracellular tetrode electrophysiology was used to measure

LFP and single unit activity in a virtual environment where only distal visual cues

gave relevant spatial information. Spatial information from olfactory, acoustic,

and most vestibular cues were decoupled from the virtual environment.

Directional place cells showed similar activity in both real and virtual envi-

ronments. The similar level of directional tuning suggests that distal visual cues

are sufficient for generate directional firing on a linear track. Vestibular cues are

not necessary for generating spatially selective directional place cells, in contrast

with previous lesion based studies [120].

Bi-directional activity in real world generally produces place fields in the same

spatial location along both directionals of the track where as bi-directional activity

in the virtual environment showed place field activity at the same distance along

the track. The switch in coding observed in the bi-directional cell population has

been seen in a previous report of different hippocampal cell response types [99]

which implies that the hippocampus can adapt its coding scheme to meet many

different task demands.

Theta frequency was significantly reduced in VR, corroborating earlier results

that vestibular inputs contribute to theta frequency [116], and its speed depen-

dence was abolished. On the other hand, theta power had similar speed depen-

dence in VR and real world, which suggests that theta power is largely governed

by distal visual and self-motion cues. Despite the large changes in theta frequency

and its speed dependence, phase precession was intact in VR [50], and its qual-

ity was identical in real world and VR, which indicated that distal visual and

self-motion cues are sufficient to generate a robust temporal code. Our results
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place restrictions on theories of phase precession that depend on the precise value

of theta frequency or its speed dependence [97, 8, 130]. Instead, they favor al-

ternative mechanisms that are insensitive to these phenomena [87, 86] and that

apply equally to networks with diverse connectivity patterns, such as the entorhi-

nal cortex and CA1, and, hence, do not require recurrent excitatory connections.

These results thus provide insight about how distinct sensory cues cooperate and

compete to influence theta rhythm and hippocampal spatiotemporal selectivity.

5.3 Future of virtual reality in rodents

The VR system presented in this thesis improves on most aspects of previously

published systems but a variety of greater technical improvements are still pos-

sible. These future improvements are likely to enhance the immersive nature of

rodent VR and expand the possible virtual manipulations available.

A clear but difficult direction of improvement is the inclusion and control of

other sensory modalities. Olfactory and whisker stimulation has been shown to

be possible in previous literature [75, 108] but is increasingly difficult in awake,

behaving animals. Mass-flow controllers along with a multichannel olfactome-

ter could provide contextual and spatially informative olfactory stimuli but odor

delivery latency and sufficient recovery of olfactory stimuli still remain a major

concern.

As discussed in section 1.2.1 rats have short wavelength photo-receptors peaked

in the UV range but lack long wavelength, red photo-receptors [65]. Commer-

cially available projectors and computer monitors designed for humans are not an

ideal match for the rodent experiments. The blue pixels in these systems have

a wavelength near the peak sensitivity of the human short wavelength photo-

receptors [10] but this wavelength lies above the range of rats’ short wavelength

receptors (Figure 5.1). This effectively turns a commercial RGB projector or com-
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Figure 5.1: Relative absorption spectrum of rat and human cones.

Rat (Left) and human (Right) relative absorption spectrum of color photo-receptors

overlaid with the of peak wavelengths of an LED computer monitor (HP LP2480zx

LED Screen) [10]. From Jacobs (2001) [65] and Stockman (1993) [121]

puter monitor into a monochromatic light source. Modification of the light source

and color wheel of a projector to produce a lower wavelength blue/UV pixel color

would greatly expand the visual component of rodent VR and give more options

to the experimenter.

Another important future improvement to rodent VR would be the inclusion

of motion parallax feedback. As discussed in section 1.2.1 objects further than 7

cm away from a rat are at visual infinity and the majority of a rats field of view

is monocular. As a result, depth perception through these mechanisms is weak.

To get around these limitations, rats use head movements to determine depth

and distance through motion parallax [80]. Using a 9-axis inertial measurement

unit (IMU) mounted on the rat’s head and a Kalman sensor fusion filter the VR

system could track, in real-time, head movement along all degrees of freedom and

feedback the movement into the projection of the virtual environment. This is

likely to increase immersion in the virtual environment by further increasing the

connection between a rat’s physical motion and the response of the virtual scene.
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With the advancements already present in our system, a rich set of future

studies can uncover underlying multimodal mechanisms governing navigation and

reward behavior. Non-physical virtual environments can help with the investi-

gation of the structure and existence of spatial cognitive maps by modifying the

dimensionality and spatial nature of environments. Examples of spatial modifica-

tion to environments are:

• Spherical environments

• Circular boundaries

• Wormholes

• Local gain changes

• Inversion of mapping from real to virtual movement

Another interesting future direction of VR research is to generate stimuli with

conflicting spatial information. Behavioral and hippocampal measurements during

VR tasks clearly suggest that rats are able to use virtual spatial stimuli to perform

tasks. Although overlooked in much of the literature, it is important to note that

conflicting stimuli are already present during these virtual tasks. Other than the

cues being produced directly by the VR system all other sensory information is

telling the rat he is on a ball, surrounded by a screen, not moving through the real

world. Interestingly, rats seem to be able to discern which stimuli are relevant to

the task and which are not. Future work can use VR systems to generate both

relevant and conflicting cues at varying relative strengths to study how behavior

and neural mechanisms couple with these conflicts.

An extension of this idea could be used to further investigate the dissociation

between navigation and reward behavior discussed in Chapter 3. VR provides a

method for presenting both spatially informative and non-spatially informative
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cues concurrently. Cues governing reward expectancy can be decoupled from

spatial cues, providing a method for better understanding the underlying memory

systems governing these behaviors.

The past decade has shown impressive growth in rodent VR and produced

results that would not be possible otherwise. It is likely that VR is here to

stay as an experimental tool, so long as hardware advancements continue to be

made. Hopefully such advancements will continue to transform VR systems from

a mainly head fixation tool to a fully multimodal experimental system.
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