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Shortest Multipath Routing Using L abeled Distances *

Chandramouli Balasubramanian J.J. Garcia-Luna-Aceves
Department of Computer Engineering
University of California
Santa Cruz, CA 95064, U.S.A.
Email: {chandrab, j} @cse.ucsc.edu

Abstract been proposed to take advantage of network redundancy,
reduce congestion, and address QoS issues. Lower delay,
We present and verify SMLDR (Shortest Multipath La- increased fault tolerance [21], lower power consumption
beled Distance Routing), an on-demand loop free multi- [5], and higher security [11] are other compelling reasons
path routing protocol. It extends Labeled Distance Routing that exist for discovering multiple paths in MANETS. Node
(LDR) to the multipath domain and enables loop freedom mobility in ad hoc networks leads to frequent link breaks.
by maintaining the ordering of distance invariants. By mod- This induces periodic route request broadcasts, resuting
ifying the route update conditions of LDR and by using the both a higher routing overhead and route establishment de-
concept of limiting distance we demonstrate shortest mul-lay. With both data and signaling packets competing for
tipath routing. Further we describe the fundamental mul- the same channel packet delivery is substantially reduced.
tipath concepts for on-demand routing protocols and elu- However, when multiple routes are known, even if the pri-
cidate how SMLDR exercises each of these concepts in itgnary path fails data forwarding can continue uninterrupted
routing mechanisms. The performance of SMLDR is com-on the alternate available paths without waiting for a new
pared against the performance of LDR, AODV and its mul- route to be discovered.
tlpath Variant AOMDV. The Simulation reSU|tS COFI‘ObOI’ate Many On_demand mu|t|path routing protocols have been
the need for shortest multipath routing in terms of higher nroposed for ad hoc networks, including Split Multipath
performance for the chosen metrics. Routing (SMR) [10], Multipath Dynamic Source Routing
(Multipath DSR) [14], Temporally Ordered Routing Algo-
rithm (TORA) [15], Routing On-demand Acyclic Multi-
path (ROAM) [17], Ad hoc On-demand Multipath Distance
Vector (AOMDV) [12] and Cooperative Packet Caching
On-demand routing protocols were designed to addressdd Shortest Multipath (CHAMP) [18]. SMR and multipath
the constraints of mobile ad hoc networks [3]. These pro- DSR and are based on source routing while TORA, ROAM,
tocols maintain routes to active destinations discovered o AOMDV and CHAMP are distance-vector based.
a need-to-know basis by broadcasting a source-initiated Disjoint paths in SMR are determined on the basis of
guery request. In any network, there may be more than path information at the destination. The destination epli
one route to the destination. Single path routing protocols to the first request and waits until other requests have been
record only the most feasible (primary) path that was dis- received. It then chooses a maximally disjoint path from the
covered earliest. Some on-demand single path routing pro-one that has already been replied to and initiates a repey. Th
tocols that have been proposed include Ad hoc On-demandlata traffic is split between the two available paths. Multi-
Distance Vector (AODV) routing [16], Dynamic Source path DSR also extends DSR to incorporate multipath rout-
Routing (DSR) [9] and Labeled Distance Routing (LDR) ing. Difference is that in the former approach the data taffi
[7]. is split among the available paths, while the latter adopts a
Multipath routing protocols work on the principle that alternate path routing approach. In multipath DSR, interme
higher performance can be achieved by recording more thardiate nodes are equipped with multipath to prevent in-flight
one feasible path. Multipath routing in wired networks has data from getting dropped.
TORA provides multiple alternate paths by maintaining
*  This work was funded in part by the Baskin Chair of ComputegiEn  a destination oriented directed acyclic graph (DAG) from
neering at UCSC. the source. ROAM extends DUAL [6] to create routes on
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demand and maintain multiple loop free paths per destina-est multipaths. Section 4 presents the analysis and shows
tion. When links fall it initiates the diffusing computatis that SMLDR works correctly and is loop-free. Sec-
to synchronize and update the upstream nodes of the newion 5 discusses simulation results of SMLDR and com-
routing information. Both TORA and ROAM require reli- pares its performance with AODV, LDR and AOMDV.
able delivery of control packets. When a node is involved Simulation results clearly indicate the need for short-
in a computation the routes are locked down until it has re- est multipath routing and show that SMLDR outperforms
ceived replies from all its neighbors. The control overhead the other protocols. Section 6 concludes our work.
incurred by such mechanisms is not viable beyond low mo-
bility. )
AOMDV is a multipath mechanism based on AODV. To 2. Fundamental Concepts of Multipath Rout-
achieve multipath AOMDV accepts multiple reverse route Ing
requests and maintains a multipath table for each destina-
tion. A node advertises the hop count that is greater than all We identify the following seven concepts as fundamen-
known distances at that node and hence maintains AODV’stal to multipath routing algorithms. Although all seven dee
distance invariants. Though this maintains loop freedcen th not be present in the routing schema, they ought to be con-
advertisements subsume the shorter routes causing them tgidered in any multipath design. These abstractions can be
become indisposed and unusable. used as building blocks for designing a new multipath pro-
DASM (Diffusing Algorithm for Shortest Multipath) tocql or as features of comparison among existing multipath
[22] is a multipath algorithm for wired networks that in- routing protocols.
troduced the concept of shortest multipath as “a directed Multiple Route Discovery Proceduis the process by
acyclic graph defined by the successor entries of the rout-which multiple paths are discovered. This is similar to the
ing tables of routers in all the paths from the source to a route discovery mechanism used in single path routing pro-
destination that are guaranteed to be loop-free at any givertocols viz. route discovery flood with the route replies back
instant.” MDVA [20] is a proactive multipath distance vec- tracking to the source along the reverse routes established
tor routing protocol that considers the granularity of link by the requests. However the nodes now treat each request
costs to discover shortest multipath. By load-balanciafytr ~ received from distinct previous hops as potential multigat
fic over the multiple successors discovered minimal de- Similarly the destination may initiate a reply for each re-
lays are achieved [19]. CHAMP is similar to MDVA and quest received from distinct neighbors.
uses a simple load balancing approach to route packets. Filtering Provision is the option of choosing certain
However, CHAMP does not discover shortest multipath paths with higher utility value against choosing all thehsat
but merely considers shortest equal cost multipath routingthat become available. Some filtering provisions are i) fea-
based on paths of equal length. Cooperative packet cachingible loop free paths, ii) shortest multipaths, iii) digjpi
and rerouting of data packets are used to improve packet depaths (SMR, multipath DSR, AOMDV), and iv) threshold
livery. on number of paths that are recorded in the routing table. In
SMR, Multipath DSR and AOMDV employ disjoint path  dense networks often a combination of one or more provi-
discovery mechanisms to provide for independent route Sions provides the most effective route pruning.
failures. SMR and multipath DSR are source routing pro-  Path Usage Policglescribes whether all the paths (or a
tocols and therefore use path information to determine dis-subset of them) would be used at once or one path at a time.
joint paths. AOMDV uses the last hop as a path identifier to The former requires data to be forwarded along all the paths
obtain disjoint paths. However, in the presence of route fai (SMR, multipath DSR, and CHAMP). This lends itself nat-
ures, an intermediate node that changes successors may notrally to load balancing and traffic engineering approaches
relay the new information to its predecessors. This causesThe latter forwards data only along the primary (poteniall
an inconsistency in the state of the last hop maintained atleast cost) path and when the primary path fails alternate
the upstream nodes and link disjointness cannot always bepaths are employed.
guaranteed. Data Forwarding Mechanismefers to the way in which
Section 2 identifies the fundamental concepts that rep-the data is to be forwarded over the multiple paths. This
resent the design choices in multipath routing. The aboveproperty is meaningful only when all the paths (or a sub-
described multipath protocols are all tailored for ei- set of them) are used at the same time. Examples of a
ther link costs or hop count as the distance metric. Sec-few schemes include the simple round robin (CHAMP) and
tion 3 presents shortest multipath labeled distance rgutin heuristic forwarding based on path lengths (MDVA).
(SMLDR), which is a generalized framework for short- Multipath Maintenance Heuristitefers to how the mul-
est multipath routing. We discuss the operation of SMLDR tiple paths would be maintained. For example, if number
and illustrate the mechanisms used for attaining short- of available paths goes below a threshold, initiating a new



route discovery ensures continuous availability of mugtip |

paths to the destination. NOtajon | Meaning __

Data Path Freshness Strateggnswers the ques- "D Sequence number for destination D as
tion “what mechanisms ensure the freshness of the data M known at node A.
paths?” The freshness maintenance strategy is closely tied liB L',nk cost from node A to nod.e B,' )
to the path usage policy. When all the paths are simultane- dpp rtu)(leitta}'rl]cfs E(;f node A to destination D via

ously used the data packets flowing along these paths au o
: e nhi Next hop for node A towards destinatid
tomatically update the lifetime (CHAMP). When the D

=]

paths are used one at a time the primary path’s life- N D. ,
time always gets updated but to keep the alternate paths phs Previous hop for node A towards source|S.
alive hello packets are needed for link sensing by prob- fdp Feasible distance for destination D ps
ing the path (AOMDYV). " known to nople A o
Underlying Single Path Routing Protocabmes into rdp Rep.ortj(:) D'Stdan;e for destination D afl-
play when the multipath routing protocol being designed 1A \Iﬁ:::ﬁ D)i/s?;nfe f(ljrdestination D advel-
is an extension of a single path routing protocol. In certain b tised bg de A
cases the peculiarities of the single path protocol carcaffe A y noce A .
the multipath mechanisms. SH S_uccessor set at node A towards destina-
tion D.
Ty Route reset bit for Destination D in the
3. Shortest Multipath L abeled Distance Rout- y [°“t|? rgﬂ‘;‘?}f- wple (S, ph, rreqid
: rpldys, ph, rreqiar | “replied” bit for tuple {S, ph, rreqid in
ng (SM L DR) RREQ cache.

bMs, ph, rreqiay | “Dlack mark” bit for tuple{S, ph, rreqid

SMLDR discovers multiple loop free paths to the desti- in RREQ cache.

nation and employs LDR as the underlying single path rout-
ing protocol. LDR uses the notion of feasible distances to Table 1. Notations
test the feasibility of a route. Each node in a path tests in-
dependently if the reported distance in the advertisensent i 3.1 Design
lesser than its feasible distance in order to accept the ad-

vertisement. Further in LDR the feasible distance is always During route discovery the route request (RREQ) broad-
reset to the minimum distance. By employing a slightly re- o4 by the source is the tuplelst, snas, rreqid, sre,
laxed policy on the feasible distance reset we allow for mul- Sgres phy fdase, Tdsre, ldsre, flags}. The fieldrregid is

tiple paths to be accrued to the destination. ~ the unique broadcast identifier generated by the sosnee
SMLDR differs from LDR in the route reset mechanism  for each request initiatedn.q.; is the sequence number and
as well. In LDR when the route invariants cannot be satis- ¢4, . is the feasible distance for the destination with iden-

fied the node initiates a unicast probe if it has a feasible pat tifier dst. ph identifies the previous hop visited by the route
to the destination. We have modified this to be a broadcastrequest_ The source sequence nurnfb(ej;‘ci the reported

mechanism. This change is introduced because it is infeasigjstance-d,, ., and the limiting distanc&l,,. are fields that

ble to unicast along all the available paths and more pathshelp to establish the feasible routes back to the source if
can be explored by broadcasting the request. need be. The route reply (RREP) is the tuplbst, sng.,

In SMLDR a new distance metric termédichiting dis- sre, rreqid, rdgst, ldast, lifetime, flags} generated ei-
tanceis introduced which is the minimum distance to the ther by the destination or an intermediate node. Theid
destination known at each node in the network. Using this is the value copied from the route request,.; is the dis-
concept provides the filtering mechanism to select shortesttance reported by the node for the destination afyg; is
multipath for data forwarding. SMLDR uses alternate path the corresponding limiting distance. Thigfetime field in-
routing and does not maintain disjoint paths. The routing dicates the remaining time for the route to the destination
table entries are ordered on the basis of the limiting dis- and is the upper threshold for the timeout in the routing ta-
tance to avail the shorter paths. Basic operation of SMLDR ble. Flags contain the control bits. We assume symmetric
described in this paper does not use any multipath mainte-ink costs.
nance heuristic. Hellos or keep-alive packets are requdred Each node upon receiving a request records the tuple
maintain the data path freshness of alternate paths. {src, rreqid, ph, rpld, bM} in the RREQ cache. If the

Table 1 describes the notations used throughout this pa+oute request is not a feasible route to the source then the
per. The loop-free conditions and the operational proce- black mark M) bit is set totrue. Recording distinct pre-
dures of SMLDR are outlined next. vious hops helps to identify the multiple paths back to the




source along which the route replies can be relayed. Once Feasible Distance Condition (FDC)An intermediate
a reply is relayed the replied{ld) bit in the route request  nodel must set the route reset bit when it relays a route re-
cache is set torue. Replies are relayed only to those previ- quest which it cannot satisfy.

ous hops whose entry in the request cacheiddit set to if (snh < sni) \/ ((snhy = snid) A (fdh, > fd)
false. This is necessary to avoid circular relaying of route then rryy — 1
replies.
If a node A has routes to destinatiBnit maintains in its
routing table the sequence number originatedbisns), 3.3. Route Discovery and Maintenance
the feasible distance @ (fd4), the reported distance f&r
(rd}}), the limiting distance t® (Id7}) and a route list. The When a source nodé needs to send data to destination

entries in the route list contain the set of next hops which D and does not have a valid pathly it starts a timer and
form the successor set towarDsand the distance to D via  relays a route request for destinatibrwith route request
these next hops. The feasible distarfes} is the firstin-  identifier 7D 4. A is then said to be active for destination
stance of distance tD recorded byA for the current se- D for the computation4, D 4). When A receives a feasi-
quence number. The limiting distar!bég is the minimal  ble reply for the destination it terminates the computation
distance and the reported distamdg} is the maximum dis-  |n between if the timer expires A's computation results in a
tance of the valid entries in the route list for destination D failure. A then increment$D 4 and initiates a new request
for the destinatiom.

Procedure 1:Initiate Route Requegt. node A relay-
ing a route request if active fdd buffers the data packet.
Otherwise it becomes active f@, relays a route request
The loop freedom conditions in SMLDR flow directly  jdentified by (4, 7D 4) and starts a timer with expiry time
from LDR which is the underlying single path routing pro- 2. 44/ . jatency wherettl refers to the time-to-live of the
tocol. To provide routing table loop freedom LDR uses a proadcast and latency is the estimated per hop latency of the
combination of distance invariants and sequence numberspetwork. For each route request thatelays it increments

Higher sequence number indicate a fresher advertisemenyfis route request idI(D »). The feasible distancgd;? in the
and is used to reset the invariants. LDR describes three conygute request is set to the last known feasible distance for

tance condition and the start distance condition as suffi- expiresA may retry the request with an increaséid After
ciency conditions for loop freedom [7]. As long as these 3 predetermined number of attempts if A is not able to find
conditions are satisfied it is not possible for a loop to be 3 youte toD it should inform the upper layer about the in-
formed. Start distance condition specifies the requirement gapility to deliver and drop packets which have been queued
to be satisfied by an intermediate node to initiate a route re-fgr the destination.

ply. Numbered distance condition must be satisfied for a Procedure 2: Relay Route Requeitan intermediate

node to change its successor to the destination and for thq10de| receives a route request( 7D ) from a previous
route to be considered as a feasible route. Feasible distanchopB (possibly equal t\) for destinatiorD, | first checks

condition ensures ordering of the feasible distances along,, cae if it is passive for destinatid If it is passive it be-
any path to the destination. We restate the conditions modi—Comes engaged and recorfld, 1D 4, B} in its route re-

fied to |nC(_)rporate mult|_p.ath routing. o quest cache for a sufficient period of time referred to as the
Start Distance Condition (SDCh nodel can initiate @ reverse route timeoutf node | satisfies SDC and has at

3.2. Loop-Freelnvariant Conditions

route reply for a request from originating nofor desti-  |east one route which has not been used in a reply before
nationD if I has a valid and fresher routeo The validity | should initiate a reply; otherwise the route request is fur-
Sggsfr;rsehgaet?sfiizje determined if one of the following condi- ther relayed. If2rq denotes the new route request then
anl > spd : o snh, ifsnk, > snld
P B . - . D snpy  otherwise
= dp < fdF A —rr , -
Sp = shp ATdp D D fdh if snh > sn'i
Numbered Distance Condltlor_1 (N_DO&:node A may FamT — min(fdb, fdid) if snk, = snl?
update its route entry for a destination D upon receiving a Fd otherwise
route reply from B if one of the following cases is satisfied. 0 b if sndy > sn’d
sn'P > sn nrq rq el rq I _ ..7rq
D D rrp rry  iffdp < fd3 N\ snp = snp
snp = snp A\ rdp < fdj 1 otherwise
If node A already has valid fresh routes to the destination rdg’?  — rdk
thenrdyy + lci < rd3 must be satisfied fom’ = snip. e —  1dL



The feasible distance in the new route request is set to the now received a data packet to be routed to destination
minimum for the same sequence number as the reply must D.
be satisfied at all nodes along the reverse path.

Procedure 3: Initiate Route Reply Destinatidie des- The successor set and distances at node A are then recom-

tinationD must initiate a route reply for each route request putedAas "
. . L . . S — S5-—-B
that it receives from distinct neighbors. If the route rejgly ld?“ D JA VY| e SA
denoted byp then p — min(dp)VI|IeSh
(snB+1) if snB = sn’d A 170 rdy  — max(d},)VI|ISA
Snrp — S?’LD 1 STLD — snD T‘TD fdA _ mzn(fdA rdA)
D snP otherwise b b D

If A does not have any more valid routed€XdhenA ini-
tiates a route error for destinati@to all its precursors.

Procedure 8: Route Data Pack&t/hen a nodé receives
a packet for destinatioDd, A choosed as the next hop to
forward the data packet {fds, = d3,)VI | I < Sp.

rdy  — 0
dy «— 0
Procedure 4: Initiate Route Reply Intermediate Noée.

nodel should initiate a route reply if it has a valid route to
the destinatiorD and it satisfies SDC. The replied bit en-
sures that the node does not forward each available pat
more than once per (originator, rreqid) for each previous
hop. If phis the previous hop towards the soustored in
the route request cacha) is the next hop towards the des-
tination and ifrp is the reply initiated then

h3.4. Shortest Equal Cost Multipath Routing

By resetting the feasible distance in Procedure 5 and
modifying NDC to accept only routes with equal or lesser
limiting distances, the above procedures can be readily

TP - I
Snr’:;’; SnlD adapted for shortest equal cost multipath routing.
p - rdp Modification in Procedure 5:

d? — ldL . .

it " da if snd < sn'P

rpld(s, ph rreqidy < true fdg - DB D D

min(fdy,ddg) if snp =snly
Modification in NDC:

If node A already has valid fresh routes to the destination
endyy + lep < 1d3 for sn'y = snp.

Procedure 5: Update/Add Route Entiyode A accepts
a route reply from a nodB if it satisfies NDC. The route
entries are updated as below. As each node maintains onI){h
one sequence number per destination, a reply with a higher
sequence number purges all the earlier entries.
s — snijy
dpg — rdB3+1ch
g4 {B if snf < sniy
D Sg U B zf Sn’g = sng) 2121212
1dy  — min(d3;)VI|IeSh
rdy <~ max(dd,)VI |1 Sh 3/3/2i2.3
fdy — digifsnp <snf
Procedure 6: Relay Route Replffa nodeA received a
route replyrp and is not the originatd® of the route request -7
thenA after updating its routing table may relay a new route @
reply nrp of the form .

3.5. Example

1/1/1/1

7
1/1/1/1

nrp A N
snT?Tp — Snf .
rdTPTp — de?
ldp — ld5

’f‘pld{s_’ ph,rreqid} true

wherephis the previous hop in the RREQ cache which
has neither been replied to nor has the black mark bit set.

Procedure 7: Route ErrordA nodeA marks its route to
destinatiorD through next hofB as invalid if any of the fol-
lowing events occur: Consider the network shown in Figure 1, initially with-
out nodeS. The numbers stored represent the feasible dis-
tance, reported distance, limiting distance and the digtsin
) o stored in route list entries of the nodes for the destinafion
* Areceives a route error frof for destinatiorD. From the figure it can be seen that the shortest route from
e Adoes not route any data packets for destinafflona Sto T is viaW. We now illustrate using the concept of lim-

B for a period ofactiveroutetimeout secondand has iting distance hows can determine the shortest multipath

/111
Figure 1. SMLDR Operation

e Areceives a notification of link failure while sending
data packets t8 for destinatiorD.



to T. Let Sinitiate a route request fof. NodesW and A snny (89) A fdi(tS ) > fdn? (5 ) must be the order-

report distances 3 and 3 respectivelySifeceivesA's re- ing according to Procedure 6. Naw would change ton;;
ply first it updates its feasible, reported and limiting dis- whenm; forwards a replyrp,,; in [t; 5, ]. If n; accepts
tances to 4 wittA as the next hop towards destinatidrin Tpm;, it means the reply is feasible af and in accordance

its route list. WherS receivesW's reply the reply is feasi- ~ with NDC. Thussni (t5 ) < snpy (t5)) Or snli (t5 ) =

ble atSandW is added to its route list. Though there is no  snp,y (t5 ) A fd (tS.) > rdn (t5.) > fdn? (t5,). This
change in the feasible and reported distari8apdates its  shows that Procedure 6 does not violate the ordering crite-
limiting distance to 3. A8V offers a lower limiting distance  ria.

SchoosedV as its successor to forward data packets in pref-  Lemma 3: If a node A changes successor to one of the
erence tdA. Only whenS route toT via W fails Semploys nodes in its successor list; NDC and Procedures 5, 6, and 7
the route viaA to reachT. The utility of limiting distance maintain the ordering of the invariants.

lies in the ability to discern optimal routes among those ob-  proof: Let timets be when node,; switches successor

tained during the multipath route discovery phase. to noden;_, and let tim@fu be when node; switches suc-
cessor from the earlier established pd@th= {ny,...,n1}
4. Analysis that obeys the ordering criteria. Let; be the node in the

ordered path{m;, ..., m1,n1} to which n; switches and

We first prove loop freedom in SMLDR under the as- '€t ¢, be the time whem; received a reply fromm;.
sumption that no node forgets the last sequence number it NiS means thani (17, ) < sna,(t7,) O snyy; (7)) =
learns for a given destination. The proof requires that the 571’ (17,) A fdni (t7,) > rdni’ (t7,) > fda/ (17,) must
relaying of replies and reply processing maintains the or- P€ the ordering ifn; relayed a reply and was addedrtps -
dering of invariants. The ordering we want to establish is Successor list according to Procedures 6 and S respectively
that the sequence numbers are nondecreasing and for tht timet e [t7,., £, | consider these two possibilities:
same sequence numbers the feasible distances are nonin- ) snpi(t) > snay (t) > snji(t; ) in which case
creasing as we move away from the destination i.e. along; would no longer be a part of the successor set at
any successor path= {ny, ....,n, } foralli e [2, k] towards  t5,,according to Procedure 5.
destination D, the orderingsn’y < sny ™)V (snly = i) snpi(t) = snny (t) = snpi(t5,) butm/s reported
snmTU A fd > fd%T1) is to be maintained. We then distance has increased. At nodg according to Procedure
prove that each source initiating a request is guaranteed & for the same sequence number the feasible distance re-
feasible reply in finite time if the network is stable for asuf mains the same or is decreased. This implies the new order-
ficient period of time. Further we show that SMLDR is live. iNg is snli () = snpy (t5,) A\ fdRi(t5.) > fdni (5)

Lemma 1: If a node updates its routing table by Proce- Which does not violate the ordering requirement.
dure 5 and initiates replies by Procedures 3 or 4 or relays  For all other possibilities it is easily seen that the order-
replies by Procedure 6 then NDC ensures that the orderinging is not violated. Thus Procedure 5 and 7 do not violate
criteria is maintained when successor path is establishedthe ordering criteria.
assuming no node changes successor on the path. Theorem 1: SMLDR is loop free at every instant as long

Proof: We note that only the destination can increase its as the nodes update their routing tables according to NDC
own sequence numbers and by Procedure 5 the feasible disand Procedures 5, and 7 and relay messages according to
tance always decreases or remains same in a node for a paProcedures 2, 3, 4 and 6.
ticular sequence number. LBt= {ny, ..., n1 } be a succes- Proof: Let| be a downstream node fértowards the des-
sor path from the nodejto n,. The proof is by induction  tinationD. If A relays a reply and accepts it then a loop
on the number of hops starting with the destination as thewould be formed. We prove this can never happen by con-
node generating the route reply and is similar to the proof tradiction. Initially at timet, let us assume the path frofn
in LDR [7, Lemma 1, pp.58]. to | to D is loop free. By the ordering criterian?,(ty) <

Lemma 2: Given an established path that obeys the or-snk, (o) or sn(to) = snk(to) A fd5(to) > fdb(to).
dering criteria any change of successor (not in the succes-At time ¢, let | receive a reply relayed b as per Proce-
sor list) according to NDC and Procedure 6 maintains the dures 4 or 6. At snk(t1) > snl,(¢y) as the sequence num-
ordering along that path. ber is a nondecreasing function.sh 5 (to) > snd(to) it

Proof: Lettime 3 be when node:; switches successor meanssn}; < snj,(t1) andl will not accept theA's reply.
to noden;_; and lettimet be when node, switches suc-  Similarly if sn7(to) = snj,(to) < snp(t1) | cannot ac-
cessor from the earlier established pd@th= {ny, ..., n;} ceptA's reply. If snf, (to) = sni(to) = snp,(t1) we would
that obeys the ordering criteria. Let; be the node in  haverd}) > rd}(to) > fdp(to) > fdb(to) > fdb(t1)
{m,...,m1,n1} which is in order to whichn; switches. andl will not acceptA’s reply as it will violate NDC.

This means thatn?i (¢ ) < sn,; (t5.) or sni(t5 ) = Theorem 2: SMLDR ensures that a nodlénitiating a



route discovery for destinatioD identified by the compu- invariants of all nodes from,, to A in the reverse path and
tation (A, 1D 4) in an error free stable connected network hence is a feasible reply At

receives a feasible route reply for destination Theorem 3: Every active phase has a finite duration and
Proof: Let nodeA initiate a request for destinatidhand ~ SMLDR is live.
let the request traverse the path= {ni,...,nx_1} arriv- Proof: An active phase may never end either due to a

ing at noden;. (possibly equal t®) before satisfying SDC.  deadlock or a livelock. The only way a deadlock can oc-
Nodeny, initiates a reply foiD towardsA. The proof must  curis when a node A is active for a computatioh 7D 4)
show that the reply relaying mechanism ensures that the rewithout ever receiving a feasible reply. From Theorem 2 we
ply is usable by all relaying nodes. Let us first consider the know that each request is guaranteed a feasible reply if part
case that no node along the solicited pBtls affected by  of the network between the source and destination remains
another route discovery event fBrduring the route request  connected. Once a feasible reply is received the node re-
and establishment phase. Each nede P must be in one  vertsto passive state. Additionally whenever a node igitia

of the three sub cases otherwise that node would have rea request it starts a timer. If the destination is unreaehabl
sponded to the request instead of relaying it on towagds  the timer as described in Procedure 1 would expire caus-

i) n has no information about Di) n's invariants are in-  ing the node to revert back to passive state. The node can
valid, iii) n has a valid route but its invariants cannot sat- then retry its request for the destination by entering the ac
isfy SDC. In casé) noden can use any reply sent by,. In tive phase again. The back-to-back active phase is pravente
caseii) the reply sent by, will satisfy the invariants an by setting a finite limit on the number of route request re-
as it satisfies\. tries. When the limit is reached, the destination is dedare

For casdii) the proofis by induction that the reply issued Unreachable to the higher layer and the node reverts to pas-
by n in response ta\'s request satisfies all nodes aloRg ~ Sive state thus preventing livelocks.
if they followed Procedure 6. Consider for base case the
noden;, nodeA’'s immediate neighbor. Node;would re-
lay the request witBn''and fd7) if eithersn) > sn’ or
snp = snpy N\ fdp < fdj by Procedure 2. As the in-

: . The simulation results for SMLDR against AODV,
variants in the request are only strengthened along the patr)AOMDV and LDR are presented. GloMoSim [1] was used
any reply will satisfy bothn,and A. By the inductive hy- P ' [1]

pothesis all nodes, ... n; ; will be able to use the reply for simulating the protocols. The IP layer uses a net queue
The proof that the r'ep;lyz\/:/ill be satisfied at nodeis iden- size of 100 packets. All other simulation set up parame-

tical to the base case (as the proof does not depend on th ers are as de_scnbed in [4] and [2].' AOMDV. implementa-
identity of the nodes). ion is according to [13]. The multipath routing protocols

) use a threshold of 2 routes per destination stored in the rout
Now suppose that some nodge P is affected by some ing table.

independent route discovery or maintenance event for-desti
nationD during this phase. If one or more nodes P have

5. Simulations

a valid route taD their invariants were weaker thais in- 5.1. Simulation Environment
variants else they would not have relay®d request. Con-
sider the event that one or more nodgg P learn of a new We consider simulation over a 2200m x 600m network

route toD during this period. The new route will either have containing 100 nodes. For the traffic load we use two sce-
strengthened;’s invariants or they remain the same. When narios of 30 flows with each flow sending packets of fixed

a node receives a reply if the reply’s invariants are weaker size 512 bytes. To consider the effect of variation in load, i
than the nodes invariants the node must discard the old rethe first scenario the sources generate packets at the rate of
ply and initiate a new reply with its stronger invariants ac- 2 packets per second (pps) while in the second scenario they
cording to Procedure 6. Thus even if the new discovery doesgenerate at the rate of 4 packets per second. This constitute
strengthen the invariants of one node sgythe presence of a net load of 60 packets per second (moderate load) and
the latest reply (with weaker invariants) will still causeet 120 packets per second (high load) respectively. The traf-
noden, to issue a reply with its stronger invariants. Itis pos- fic flows start at a random time in the first 100 seconds and
sible for a node say,, to receive two replies with the sec- stays active till the end of the simulations. Both link layer
ond reply having stronger invariants than the first though it feedback and Hellos are used for detecting link failures. A
has only one route request entry in its cache for an uniqueHello loss of 2 is chosen to indicate link failure. The MAC
(A, ID4) computation. This can caussg to not relay the  layer used is 802.11 with a 250m transmission range and
second reply as the replied flag would have already been set throughput of 2 Mbps. To represent mobility we choose
for the route request entry. However from the above discus-the random way point mobility model with each node mov-
sion we know that ifz, relays the first reply it satisfies the ing at a random speed between 1-20 meters/sec. The simu-



lations were run for 900 simulated seconds with pause times

0s, 50s, 100s, 200s, 300s, 500s, 700s and 900s. 25 ‘ ‘ ‘ ‘

We choose packet delivery ratio, average end-to-end de- ‘ T SMLDR
lay of data packets, normalized routing load, data hop count I o AoV ]
and the normalized route availability latency as the perfor ‘
mance metrics of interest. Packet Delivery ratio is the-frac

15¢ , BN
tion of CBR data packets received at the destination. Av- ‘ ‘A
erage data latency or the end-to-end delay includes the av-
erage of all possible delays for the data packets; from the
time the data is transmitted to till it is received. Normatiz
routing load is the total number of control packets (route re

Average End-to—end Delay (secs)
>
>

guests, route replies, route errors, and Hellos) dividetbby o ‘ ‘ ‘ ‘

tal number of received data packets. Data hop count is the ° 20 e Tme (Secg"" 500 1000
average number of hops traversed by each packet which is

computed as the number of data packets transmitted by each () Moderate Load, 30 Flows, 60pps

node over the total number of data packets received at the
destination. The normalized route availability latencthis

average sum of waiting time of all packets in the buffers of — viDR
source nodes over the total number of packets sent. ar e oLoR,
—+- AOMDV | |

5.2. Simulation Results

Table 2 summarizes the results of the different metrics
by averaging over all pause times for the two different traf-
fic loads. The columns show the mean value and the 95%
confidence interval.

Average End-to—end Delay (secs)

Multipath protocols on the whole perform significantly 0t - o — - _
better than their single path counterpart. From the simula- Pause Time (secs)
tion results it is evident that the multipath mechanism cho-
sen in the multipath routing protocols contribute to higher (b) High Load, 30 Flows, 120pps
performance than those made by the corresponding under-
lying single path routing mechanisms. Figure 2. Data Latency

Though LDR has a lower route availability latency than
that of AODV for both traffic scenarios; there is still a need
for the route discovery procedure to take place when the nificantly higher data latencies for both scenarios. The-mul
primary routes fail. Multipath routing protocols with thei  tipath mechanisms AOMDYV and SMLDR exhibit about half
knowledge of additional routes avoid this phase and hencethe delay compared to their single path routing protocols.
have the lowest route availability latency. SMLDR in partic Figures 3(a) and 3(b) indicate the packet delivery ra-
ular upon detecting congestion due to Hello loss, is capabletio. For the moderate load scenario SMLDR has data de-
of switching to the minimal delay path among the available livery 0.872+0.0588 which is statistically equivalent to that
routes by the virtue of its shortest multipath design. This of AOMDV. LDR delivers 0.728-0.0327 and AODV man-
enables SMLDR to have a minimal normalized route avail- ages 0.67&0.0235. For the high load scenario SMLDR dis-
ability latency of 71.33%:28.33 (ms) for moderate load and tinctly delivers higher than AOMDYV however with only a
75.45t+18.03 (ms) for the high load scenario. slight improvement on the average. Higher delivery ratio of

Both route availability delay and propagation delay of SMLDR is due to the fact that the route selection is more op-
data packets contribute to the data latency. Figures 2¢h) an timized by choosing shortest multipaths against the longer
2(b) show the average end-to-end delay or the data latencypaths.

For both traffic conditions and most pause times SMLDR  The normalized routing overhead is depicted in Figures
exhibits less than two-third the data latency of AOMDV. 4(a) and 4(b). For the single path routing protocols the-over
For moderate load SMLDR has a latency of 0.46P272 head for high-load scenario is compounded by the false neg-
(s) compared to AOMDV’s 0.78440.798 (s) and for high  atives introduced by the keep-alive packets. SMLDR has
load SMLDR has a latency of 0.99®.4045 (s) compared lower routing overhead than AOMDV and the single path
t0 1.484+0.4082 (s) of AOMDV. AODV and LDR have sig-  routing protocols. SMLDR exhibits the least overhead of



| Name [ Load (pps)| Delivery Ratio| Data Latency (s) Routing Load|

Data Hops | Route Latency (ms)

SMLDR 60 0.872+:0.0588| 0.403:0.272 | 7.2214-2.800 | 5.4570.360 71.33+:28.33
AOMDV 60 0.862t0.7606| 0.784t0.798 | 9.058+3.212 | 5.646+0.413 104.5A4-38.19
LDR 60 0.728+0.0327| 0.832:0.585 | 8.626+2.643 | 5.523:0.415 201.84+101.53
AODV 60 0.676£0.0235| 1.366£0.631 | 8.891-2.692 | 5.78A-0.301 238.98t86.41
SMLDR 120 0.668+:0.074 0.998+0.404 | 4.9811.758 | 5.65G+0.470 75.45+-18.03
AOMDV 120 0.641£0.067 1.484+-0.408 | 5.416+2.281 | 6.045+0.488 111.54+37.53
LDR 120 0.548+0.032 2.005:0.696 | 6.703+1.711| 5.763+0.619 274.79:118.51
AODV 120 0.528t£0.048 2.839+1.159 | 8.181+2.264 | 6.080+ 0.910| 382.91:172.68
Table 2. Performance Average over all pause times
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Figure 3. Packet Delivery Ratio

7.2214+2.800 for moderate load and 4.981.758 for the
high load scenarios. AOMDV's overhead of 5.418.281 is

200 400 600 800
Pause Time (secs)

1000

(b) High Load, 30 Flows, 120pps

Figure 4. Normalized Routing Load

more frequent and hence the routing overhead is higher. All
lower than that of LDR and AODV for high load scenario. protocols have comparable data hop counts though for the
However for the moderate load scenario AOMDY displays a high traffic load scenario AODV and AOMDV have slightly

high overhead of 9.0583.212. In the higher mobility cases higher data hop counts. Higher hop counts imply that the

with low data rate, path failures and route discoveries are routes taken by the data packets are not optimal.




6. Conclusions

We have presented a generalized framework to incorpo-
rate shortest multipath routing and identified the basiesev

(7]

(8]

classes that define multipath routing mechanisms. Detailed

procedures for the operation of SMLDR are outlined and

the correctness established through formal proofs. By us- [9]

ing the limiting distance information we have shown that it
is possible to attain minimal delays for distance vector pro
tocols. Though SMLDR does not restrict itself to shortest [

equal cost paths we have shown that SMLDR can be eas-

ily modified for shortest equal cost multipath routing.

We have demonstrated the effectiveness of shortest mul-
tipaths over both single path and multipath routing. Simula

tion results clearly show that shortest multipath routiisy d

tinctly outperforms other routing protocols. SMLDR has the
least data latency and highest packet delivery for both mod-

[11]

J. J. Garcia-Luna-Aceves, M. Mosko, and C. E. Perkins. A
new approach to on-demand loop-free routing in ad hoc net-
works. Proceedings PODpages 53—-62, 2003.

J. J. Garcia-Luna-Aceves and H. Rangarajan. A new frame-
work for loop-free on-demand routing using destination se-
guence numbersroceedings IEEE MAS3004.

D. B. Johnson, D. A. Maltz, and Y. Hu. The dynamic source
routing protocol for mobile ad hoc networks (dsHETF In-
ternet draft, draft-ietf-manet-dsr-09.12003.

10] S. Lee and M. Gerla. Split multipath routing with maxitiga

disjoint paths in ad hoc networksProceedings IEEE ICC
pages 3201-3205, 2001.

W. Lou, W. Liu, and Y. Fang. Spread: Enhancing data confi-
dentiality in mobile ad hoc network®roceedings IEEE IN-
FOCOM, 2004.

] M. K. Marina and S. R. Das. On-demand multipath distance

erate and high traffic loads for most pause times while ex- [13]

hibiting low network overhead. The data hop count in the
case of shortest multipath routing is comparable and for

most cases lesser than the other protocols. Low route avail{14]

ability latency and low data hop count identify SMLDR as

a fast responsive routing protocol.

A key assumption we have made for the correct opera-
tion of SMLDR is that routers never forget the last sequence
number they learn for a given destination. In practice, how-

15]

ever, this may not be the case. The proposed approach can

be modified based on the framework for destination-based

. 6
sequence numbers proposed by Garcia-Luna-Aceves an([i1 ]

Rangarajan [8].
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