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Size-Dependent Errors in Real-Time Electron Density Propagation
Karnamohit Ranka and Christine M. Isborna)

Chemistry and Biochemistry, University of California Merced, Merced, California 95343,
USA

(Dated: April 12, 2023)

Real-time (RT) electron density propagation with time-dependent density functional theory (TDDFT) or
Hartree-Fock (TDHF) is one of the most popular methods to model the charge transfer in molecules and
materials. However, both RT-TDHF and RT-TDDFT within the adiabatic approximation are known to
produce inaccurate evolution of the electron density away from the ground state in model systems, leading
to large errors in charge transfer and erroneous shifting of peaks in absorption spectra. Given the poor
performance of these methods with small model systems and the widespread use of the methods with larger
molecular and materials systems, here we bridge the gap in our understanding of these methods and examine
the size-dependence of errors in real-time density propagation. We analyze the performance of real-time
density propagation for systems of increasing size during the application of a continuous resonant field to
induce Rabi-like oscillations, during charge-transfer dynamics, and for peak shifting in simulated absorption
spectra. We find that the errors in the electron dynamics are indeed size dependent for these phenomena,
with the largest system producing the results most aligned with those expected from linear response theory.
The results suggest that although RT-TDHF and RT-TDDFT methods may produce severe errors for model
systems, the errors in charge transfer and resonantly driven electron dynamics may be much less significant
for more realistic, large-scale molecules and materials.

I. INTRODUCTION

Simulating electronic dynamics is essential for devel-
oping improved understanding of electronic processes
in molecules and materials, including charge transfer
and the evolution of excited states. Real-time time-
dependent density-functional theory (TDDFT) (and
time-dependent Hartree-Fock theory, TDHF) methods
can be utilized effectively in such cases, as a means
of simulating electronic dynamics at relatively afford-
able computational costs. Real-time TDDFT has been
used to study electron (and nuclear) dynamics in a myr-
iad of cases: multinucleon transfer reactions through
molecular and atomic collisions,1,2 molecules in oscil-
lating electromagnetic fields of varying strengths,3–7

high-harmonic generation,8,9 resonant excitation dy-
namics (e.g. charge transfer,10–14 excitation-energy
transfer,15 strong-field ionization,16 core excitations,17–19

plasmonic excitations20), perturbations in organic,21 bio-
molecules,22 chiral molecules,23,24 metallic25–27 systems,
periodic28,29 systems, semiconductor materials,30 optical
cavities,31 electronic stopping32 etc. Runge and Gross33

proved that there exists a one-to-one mapping between
the time-dependent density of a system and the exter-
nal potential, justifying the use of TDDFT to simulate
time-dependent electronic phenomena. This was further
shown by van Leeuwen to be a special case of a more fun-
damental theorem, which states that the time-dependent
density of a many-particle system can be reproduced by
a unique external potential in another many-particle sys-
tem with a differing two-particle interaction.34

a)Electronic mail: cisborn@ucmerced.edu

Although formally exact, an extremely common ap-
proximation made when using TDDFT in practice is the
adiabatic approximation. One of the primary conditions
within the formalism of TDDFT is that the evolving
density depends on the initial state of the system and
the history of its time-evolution. Within the Kohn-Sham
formalism35 of non-interacting particles, this dependence
is incorporated into the exchange-correlation (XC) po-
tential of the time-dependent Kohn-Sham Hamiltonian.
Assuming that this potential only depends on the instan-
taneous density, and not the density at previous points
in time or the initial wave function or initial Kohn-Sham
state, is the widely employed adiabatic approximation.
This dependence on the initial state and the electron den-
sity at previous points in time is termed the “memory”
of the potential and in practice incorporation of memory
is rarely satisfied.36–41

The adiabatic approximation leads to qualitative er-
rors in electron dynamics:38,41 incorrect charge trans-
fer dynamics,42 peak shifting in time-resolved absorption
spectra43,44 due to violation of the resonance condition,45

and incorrect electron dynamics when driven at resonant
frequencies.46 The errors associated with the adiabatic
approximation are often referred to as memory effects;
they arise from the use of only the instantaneous den-
sity in the exchange-correlation potential. The TDHF
method, which can be considered a special case within
the generalized Kohn-Sham formalism of TDDFT,47 suf-
fers from similar issues when used for real-time electron
density propagation due to the dependence of the Fock
operator on the electronic density, creating a similar set
of nonlinear equations.48,49

It has been shown in one-dimensional model systems
(such as the asymmetric Hubbard dimer and electron-
Hydrogen atom scattering)42,44,45,50 as well as three-
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2

dimensional systems43,51,52 that adiabatic approxima-
tions made to the time-dependent exchange-correlation
potential produce qualitative errors when used to simu-
late coherent electron dynamics, especially in cases in-
volving charge transfer. In violation of one of the ex-
act conditions that the TDKS XC potential must fol-
low, some model systems44 and small molecules43 show
frequency-shifts in peaks in their absorption spectra upon
being resonantly driven from stationary states. The
degree and direction of this shift is dependent on the
amount of population driven from the ground state
and the transition frequencies between the higher-lying
states.43 Because larger systems will have a smaller rela-
tive change in the total electron density upon excitation
of a single electron, the reference electron density input
into the potential will be closer to that of the ground
state compared to small model systems. It is unclear
how such large systems would behave when driven reso-
nantly starting in stationary states, one of the common
applications for real-time TDDFT methods. Given the
popularity of TDDFT methods for large-scale chemical
applications, understanding and mitigating any associ-
ated systemic size-dependence (including errors due to
memory effects) is an important undertaking.

In this study we aim to analyze the system size depen-
dence of errors due to the adiabatic approximation. We
restrict our analysis to electron dynamics generated with
real-time TDHF and time-dependent configuration inter-
action singles (TDCIS) methods. For both methods, the
time-independent, ground-state wave functions are ex-
actly the same – the Hartree-Fock wave function. How-
ever, the TDCIS method is a wave function based method
that does not suffer from errors due to the dependence of
the potential on the density that are found with TDHF
and TDDFT within the adiabatic approximation. By
comparing TDHF and TDCIS, any consideration of elec-
tron correlation effects is removed from our analysis. For
three molecules ((CH3)2N-(CH=CH)nH, n=1,2,3) with
increasing π-conjugation, we show that size-dependent
effects do indeed exist due to the dependence of the
potential on the time-dependent density, specifically in
the behavior with a resonant field and in the shifting of
peaks in the absorption spectrum. We examine the size-
dependence of this qualitatively unphysical behavior to
determine if TDHF and TDDFT methods could be more
confidently applied to larger chemical systems.

II. THEORY AND METHODS

Non-relativistic electronic evolution is governed by the
time-dependent Schrödinger equation (TDSE). For the
kind of external perturbations considered in the present
case, the TDSE, within the Born-Oppenheimer approx-
imation, is given by (in atomic units, used throughout
the rest of this text):

i
∂

∂t
Ψe(x⃗, t) = Ĥe(r, r

′, t)Ψe(x⃗, t), (1)

where Ĥe is the electronic Hamiltonian made up of
one- and two-body electronic operators, Ψe is the anti-
symmetric many-body electronic wave function (para-
metrically dependent on the nuclear coordinates), and
x⃗ ≡ {ri, σi} represents the collective spin and spatial co-
ordinates of all the electrons in the system. In the present
case we employ stationary nuclei, which is common for
simulations of electronic processes on the femtosecond
timescale.
The electronic Hamiltonian in eq. 1, referred to as the

exact Hamiltonian henceforth, is given as:

Ĥe(r, r
′, t) = −∇2

r

2
−

∑
A

ZA

|r−RA|

+ V̂ext(r, t) +
∑
r ̸=r′

1

|r− r′|
,

(2)

where ZA is the atomic number and RA are the spatial
coordinates of nucleus A, r and r′ are the electronic spa-
tial coordinates, and V̂ext is an external, time-dependent
potential applied to the system that couples with the
electronic motion.
The exact solution of TDSE is often impractical ex-

cept for systems with a small number of electrons and
one can proceed towards an approximate solution by as-
suming that Ψe can be described by a single Slater deter-
minant built from a set of N one-electron orbitals in an
N -electron system (this is the case in the Kohn-Sham and
the Hartree-Fock formalisms).53,54 This approximation
may be inadequate to describe effects of strong electron
correlation and can be rectified by incorporating multiple
determinants into the wave function (as in the configu-
ration interaction formalism).55,56

The methods used in the present study, TDCIS
and real-time TDHF (RT-TDHF), share the restricted
Hartree-Fock (RHF) wave function as their ground state.
The two methods have been shown to exhibit similar
time-dependent behavior in some cases.57 However, there
are some key differences between the two methods in
terms of how they incorporate the time-dependence of
electronic motion, outlined in the following sections.

A. Time-dependent configuration interaction singles
(TDCIS)

One of the simplest ways to solve for an electronic
excited state is to include single-electron transitions
between the occupied ({i, j, k}) and the unoccupied
({a, b, c}) orbitals, generating a configuration interaction
singles (CIS) wave function:
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3

ΨM
CIS(x⃗) = cMHFΦHF(x⃗) +

∑
i,a

cMiaΦ
a
i (x⃗). (3)

Here ΨM
CIS is the CIS ansatz58,59 for the wave function

corresponding to the stationary state M of the system
under consideration. Using the superposition principle
we can further construct the time-dependent electronic
wave function as a linear combination of the CIS wave
functions:60

ΨTDCIS(x⃗, t) =
∑
M

aM (t)ΨM
CIS(x⃗). (4)

The equation of motion for the electronic state-vector
of the system is given by:

i
∂

∂t
a(t) = He(t)a(t), (5)

where a is the time-dependent TDCIS wave function rep-
resented as a state-vector and He is the Hamiltonian
matrix, both in the basis of the stationary CIS states.
Our solution to Eq. 5 is obtained by using the first or-
der term of the Magnus expansion.61–63 The set of ref-
erence orbitals, obtained upon solving the HF equations
in the present case, and the subsequent CI states built
from the corresponding Slater determinants, remain un-
changed during the TDCI propagation of the system’s
electronic wave function for a given molecular geome-
try. The explicit time-dependence is incorporated en-
tirely through the time-dependent expansion coefficients
in the many-body TDCI wave function.
Accurate electron dynamics can be obtained by solv-

ing the TDCI equation of motion for various CI ansatzes
beyond CIS.64–69 Although the scaling of TDCI methods
is factorial in the number of electrons when using full CI,
truncated CI ansatzes can be used to save computational
cost.70,71 Including excitations beyond singles in the CI
expansion adds in electron correlation effects and will
lead to improved energies compared to CIS, which tends
to overestimate excitation energies. However, we expect
that the results presented here would be consistent with
any CI ansatz and we choose CIS as the reference ground
state Hartree-Fock wave function is identical to that used
with TDHF, providing an identical starting electron den-
sity and related properties.

B. Real-time time-dependent density functional theory
(RT-TDDFT) and time-dependent Hartree-Fock
(RT-TDHF)

The time-dependent counterpart of the KS formal-
ism (TDKS), following from Eq. 1 and the Runge-Gross
theorem,33 is described by the following equation:72,73

i
∂

∂t
ϕKS
i (x, t) = ĥS [n, {ϕKS

j }](r, t)ϕKS
i (x, t), (6)

where ĥS is the KS Hamiltonian for a single electron,
{ϕKS

i } are the KS orbitals, and n is the one-electron to-
tal density of the restricted, closed-shell system under
consideration,

n(r, t) = 2

occ∑
i

|ϕKS
i (r, t)|2. (7)

The KS Hamiltonian is a functional of the time-
dependent one-electron density and the KS orbitals and
is given by:

ĥS [n,{ϕKS
j }](r, t) =

− ∇2
r

2
−
∑
A

ZA

|r−RA|
+ V̂ext(r, t)

+

∫
dr′

n(r′, t)

|r− r′|
+ vXC [nt, nt′<t,Ψ0,Φ0](r, t).

(8)

The fourth term in Eq. 8, known as the Hartree poten-
tial, corresponds to the classical electron-electron inter-
action energy contribution from the Coulomb operator,
whereas vXC is the unknown exchange-correlation (XC)
potential defined as the functional derivative of the XC
energy with respect to the one-electron density. The XC
potential formally depends on the initial state of the in-
teracting system, Ψ0, and the Kohn-Sham initial state,
Φ0, as well as the intermediate TDKS densities nt′<t..

38

When using the real-time TDKS (RT-TDKS) method,
the initial state and intermediate TDKS densities are of-
ten not taken into consideration, an assumption lead-
ing to what is known as the ”adiabatic approximation”,
where only the instantaneous electron density nt is input
into the XC potential just as is done with the ground-
state density functional theory. The adiabatic approxi-
mation appears to work well in some instances, such as
ionization,37,39,74,75 where the electron removal may keep
the system closer to the neutral reference state compared
to electron excitation. There are several proposed XC
functionals and time-dependent formulations that incor-
porate memory effects, at least partially.76–78 However,
in none of these cases the resonance condition, an im-
portant consideration when modeling coherent electron
dynamics, is satisfied.79

Time-dependent Hartree-Fock (TDHF) theory has de-
veloped independently80 of Kohn-Sham TDDFT, but can
be thought of as a special case of the generalized Kohn-
Sham formalism.47,81 The XC potential in Eq. 8 is then
the exchange operator from HF theory. This substitution
results in a Liouville-von Neumann equation involving
the time-dependent Fock operator:82
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i
∂

∂t
P′(t) = [F′(t),P′(t)]. (9)

where F′ is the Fock matrix, P′ is the density matrix, and
the primes indicate that the basis in which the matrices
are represented is orthogonal.

If the time-dependent HF molecular orbitals (MOs),
{ϕi}, are expanded as linear combinations of a set of basis
functions, ϕk(r, t) =

∑
µ cµk(t)χµ(r) ({cνi} being known

as MO expansion coefficients), then we can define the
corresponding density-matrix and Fock matrix elements
to be:

Pµν(t) = 2

occ∑
i

cµi(t)c
∗
νi(t), (10)

Fµν(t) =

∫
dr χ∗

µ(r)

[
− ∇2

r

2

−
∑
A

ZA

|r− r′|
+ V̂ext(r, t)

]
χν(r)

+

∫ ∫
dr dr′ χ∗

µ(r)
∑
λ,σ

[
χ∗
λ(r

′)

|r− r′|

× [Pλσ(t)χσ(r
′)χν(r)−Pλν(t)χν(r

′)χσ(r)]

]
.

(11)

Eq. 9 can then be solved numerically, here using the
modified mid-point unitary transformation (MMUT) al-
gorithm, restarted every 100 time-steps to remedy energy
drifts.6,82–86

The RT-TDHF method, owing to the dependence of
the Fock operator on the electronic density that paral-
lels the dependence of the Kohn-Sham Hamiltonian on
the electronic density, suffers from similar issues as RT-
TDDFT electron dynamics within the adiabatic approxi-
mation, namely incorrect Rabi oscillations, peak shifting,
and a poor description of charge transfer.48 TDHF the-
ory does not formally account for memory effects, thus
there is no path forward for improving these deficiencies
in TDHF theory. However, it is important to under-
stand the limitations and applicability of TDHF theory
in comparison to TDCIS, a method similar to TDHF in
terms of spatial nonlocality but one that has no density-
dependence in the potential.

Note that within the matrix formulation of TDDFT,
solving for eigenvalues and eigenvectors of the TDDFT
equations within the Tamm-Dancoff approximation
(TDA)87 leads to a set of matrix equations nearly identi-
cal to the CIS equations. Both the TDA and CIS tend to
lead to overestimation of excitation energies compared to
their full matrix equivalents of TDDFT (without TDA)
and TDHF.88–91

III. COMPUTATIONAL DETAILS

The set of molecules chosen for the study are π-
conjugated systems that increase systematically in size,
with 40, 54, and 68 electrons. The systems are char-
acterized by a dimethyl amide donor moiety, (CH3)2N,
attached to a series of unsaturated, π-conjugated hy-
drocarbon chains increasing in length, (CH = CH)nH
(n=1, 2, 3), acting as the electron-accepting moieties
(Fig. 1). The amide group acts as an electron donor, over-
all increasing the excited state charge transfer character
compared to simple π-conjugated hydrocarbons and lead-
ing to a larger change in the dipole moment between the
ground state and excited state.

Figure 1. Set of π-conjugated molecules with increasing size.

Molecular geometries were optimized at the B3LYP/6-
31+G* level of theory.92–94 Characterization of the
excited states was performed with linear response
TDHF/STO-3G and CIS/STO-3G calculations using the
GAUSSIAN quantum chemistry program (Development
Version i14+).95 The STO-3G basis set is chosen for the
sake of ease of analysis of the composition of the excited
states and electron dynamics, with some results shown
for the larger 6-31G basis set in the SI. The main conclu-
sions of this study are not affected by the choice of basis
set. We additionally show in the SI the results of us-
ing an unrestricted wave function for propagation, which
we find are identical to the closed-shell results presented
here.
To obtain an estimate of the energy of the doubly ex-

cited state, the S0, S1 and S2 states were computed using
the state-averaged complete active space self-consistent
field (SA-CASSCF) method,96 with active spaces of (4,3),
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(6,5) and (8,7) for Systems 1, 2 and 3, respectively. The
active spaces were chosen to include the frontier n- and
π-type orbitals involved in the S0 → S1 and S1 →S2 tran-
sitions. The state-averaging was carried out by assigning
equal weights to the S0, S1 and S2 states. Energies are
discussed in the text and given in the SI.
The external perturbation chosen is the light-matter

interaction described by a sinusoidal electric field, cou-
pled with the electrons under the dipole approximation
as72,73

V̂ext(r, t) = E·r = Emax sin(ωt)·r, (12)

where Emax = Emax,x î+Emax,y ĵ+Emax,zk̂ is the ampli-
tude vector and ω is the frequency of the oscillatory elec-
tric field. The molecular axes align best with the x-axis
and the S0 → S1 transition possesses a large transition
dipole moment along this axis; hence the field is chosen
to be linearly polarized along the x-axis. The dipole mo-
ment matrices in the STO-3G basis, (µx,µy,µz) corre-
sponding to the dipole moment operators (x̂, ŷ, ẑ), are
obtained from the GAUSSIAN program. The time-
dependent dipole moment along each axis is given by:

µζ∈{x,y,z}(t) = Tr(Pχ(t)µχ
ζ ) (13)

where χ is the basis set used for the linear expansion of
the MOs. The contribution of V̂ext to the Hamiltonian
matrix is given by:

Vχ
ext(t) = Emax,x sin(ωt)µ

χ
x . (14)

We use a propagation step size of 0.002 fs (∼0.08268
a.u.). Trajectories with an applied sinusoidal external
field have been generated by perturbing the molecules
from their ground states. Trajectories with a delta-kick
perturbation are generated by applying a constant elec-
tric field to the ground state self-consistent field calcula-
tion before beginning electron propagation. The TDHF
trajectories have been generated using the GAUSSIAN
program and the TDCIS trajectories have been generated
using an in-house Python code that uses the GAUSSIAN
generated CIS energies and transition dipoles as input
parameters.
The time-dependent MO occupations, Ni(t), plotted

for RT-TDHF and TDCIS are obtained by projecting the
time-dependent MOs and wave functions onto the ini-
tial set of Hartree-Fock MOs and the Hartree-Fock wave
function,

NRT−TDHF
i (t) = C†

i (t)P(t)Ci(t); (15)

NTDCIS
i (t) = |ai(t)|2 ×NCIS

i (0). (16)

Here Ci(t) is the time-dependent MO coefficient vector
for orbital i, andNCIS

i (0) is the occupation number of the
ith orbital calculated as a sum of its occupations over all
the determinants used for a given static CIS calculation.
Linear absorption spectra are generated using the

time-dependent electron density-matrices and Eq. 13.
The total time-dependent electronic dipole moment,

µ(t) =
√
µ2
x(t) + µ2

y(t) + µ2
z(t), is used to calculate

the dipole moment time-correlation function, which
is Fourier-transformed to obtain the absorption cross-
section at 0 K in the frequency domain as97

α(ω) =
2πω

3

∫ ∞

−∞
dt⟨µ(0)µ(t)⟩e−iωt. (17)

IV. RESULTS AND DISCUSSION

A. Stationary State Characterization

To determine stationary excited states of the molecules,
CIS and LR-TDHF calculations were performed. The
resulting excitation energies, and x-axis components of
excited state and transition dipole moments are listed in
Table I for state S1 (total dipole moments are given in
the SI). Given the same ground state, the S0 dipole mo-
ments for the three molecules are the same across the
two methods. The large difference in ground S0 and ex-
cited S1 state dipole moments (consistently > 1 debye
across the set of molecules) indicates that S1 is a charge-
transfer state. The magnitude of the dipole moment of
S1 increases as the system size increases. This increase
is, however, larger for excited state dipole moments cal-
culated using CIS compared to TDHF. The difference in
discrepancy between excited state dipole moments de-
creases as the system size increases. The charge-transfer
excitation energies calculated using the linear response
methods decrease in value with increasing system size
with the corresponding S0 → S1 density-difference plots
show an increase in electron density in the π-cloud and a
decrease around the N-center in the molecules (Fig. S1).
Table S4 lists the composition of the S0 → S1 transi-

tion for the three molecules calculated in terms of one-
electron transitions between orbitals. For System 1,
the transition is primarily characterized by a HOMO →
LUMO transition, with small contributions from other
one-electron transitions. With increasing system size the
one-electron transitions involving the frontier orbitals be-
yond the HOMO and LUMO contribute to slightly higher
extents, but the electronic character of the transition
across the three molecules is primarily of a one-electron
HOMO → LUMO transition for both excited state meth-
ods. Corresponding density-difference plots show similar
nature of re-distribution of the electron density upon ex-
citation from the ground state S0 to S1.
Previous studies by one of the authors showed that

higher lying excited states that are not accessible by lin-
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Table I. Transition energies, and x-axis components of
state and transition dipole moments calculated using linear
response TDHF and CIS methods for Systems 1, 2 and 3.

LR-TDHF
∆E (eV) µx (D)

S0 → S1 S0 S1 S0 → S1

System 1 8.95 -1.12 -2.84 -4.13

System 2 7.05 -1.94 -4.29 -6.60

System 3 5.99 -2.58 -5.47 -8.65

CIS
∆E (eV) µx (D)

S0 → S1 S0 S1 S0 → S1

System 1 9.47 -1.12 -3.82 -4.52

System 2 7.51 -1.94 -5.09 -7.04

System 3 6.38 -2.58 -6.13 -9.33

ear response TDHF can contribute to the electron den-
sity evolved using the RT-TDHF method, and that the
resonance energy is affected by the superposition of the
ground and excited states: the linear response of a su-
perposition state composed of S0 and S2 states has been
shown to yield a resonant frequency that is an aver-
age of S0 → S1 and S2 → S1 transitions when using
the real-time TDHF method in H2 and HeH+ systems.
Thus, the S2 state is implicitly accounted for in real-
time TDHF and the gap between S1 and S2 states can
determine both the direction and the degree of the peak-
shifts.43,48 To determine the direction of the peak shifts,
the excitation energies of S0 → S1 and S1 → S2 tran-
sitions were calculated using the SA-CASSCF method,
where the S2 state corresponds to a doubly excited state
with nearly double occupation of the LUMO. The result-
ing S0 → S1 excitation energies show a similar trend as
with CIS and LR-TDHF: decreasing excitation energies
with increasing system size (∆ES0→S1

= 9.24, 7.23, 5.92
eV). The energies for the next transition are smaller:
∆ES1→S2

= 3.97, 1.18, 1.29 eV, respectively. Given the
energetically lower-lying S1 → S2 transition compared to
the S0 → S1 transition, the resonance peaks are expected
to shift towards lower energies as the population of the
LUMO increases and the contribution of the doubly ex-
cited configuration increases.

B. Electron Dynamics

Moving to the time-domain, we can use both RT-TDHF
and TDCIS methods to propagate the electrons in the
presence of an applied field. For RT-TDHF, the lin-
ear absorption spectra of the three systems perturbed
with a δ-pulse shows peaks at expected positions, corre-
sponding to energies calculated with the linear response
methods. To force the evolving TDHF electronic struc-
ture away from the regime where the adiabatic approx-
imation holds, the molecules are significantly perturbed

from their initial ground states using applied fields with
the field-frequencies resonant with the linear response
S0 → S1 transitions. We first excite the systems us-
ing a continuous field with frequency resonant with the
S0 → S1 transition for each molecule to induce Rabi-like
oscillations, and then later examine population and peak
shifting trends with finite-time applied fields.

1. Continuous resonant field : Rabi oscillation

The external field with resonant frequency can be used
to drive the system significantly away from its reference
state (the Hartree-Fock state in the current study). With
the application of a resonant field to a two-level sys-
tem, the population of the S0 and S1 states should un-
dergo Rabi oscillation, inverting at a frequency directly
proportional to the field amplitude and the transition
dipole moment between the two states, calculated as
Ωcalc. = |µx,S0→S1

| × Emax,x. Previous studies on two-
level systems have shown that Rabi cycle-like oscillatory
behavior of the electron density propagated using RT-
TDHF can deviate significantly from the exact electron
dynamics.49,98 The difference in electron dynamics is at-
tributed to detuning of the resonant frequency due to
the dependence of the XC potential on the instantaneous
electron density.98 This effect can be significant depend-
ing on the fraction of electron density rearranged with
respect to the total electron density.38 Understanding the
potential errors of a given methodology in modeling a sys-
tem in the presence of a resonant field is important for
simulating many varieties of pump-probe and nonlinear
spectroscopy.
To examine the differences between the electron dy-

namics calculated using TDCIS and RT-TDHF meth-
ods for the three systems of interest in the presence of
a resonant field, we apply a sinusoidal driving field for
the entire duration of propagation with a field-frequency
equal to the S0 → S1 transition energy at maximum field
strengths of 0.001, 0.003, and 0.005 a.u. The molecules
are not formally two-level systems, so some deviation
from ideal Rabi oscillation behavior is expected. As the
populations of electronic states cannot be directly quanti-
fied with TDHF, we use the occupation of the virtual or-
bital space as a quantifier of the deviation of TDHF elec-
tron dynamics from ideal behavior. Because the S0 → S1
transition is primarily HOMO → LUMO in character,
we monitor the occupation of the LUMO as a metric for
population of the S1 state. See Fig. 2 for population os-
cillation with an applied field of Emax = 0.003 a.u. Plots
with Emax = 0.001 and 0.005 a.u. are shown in SI Figures
S2a and S2b.
The TDCIS behavior is as expected, with population

oscillating between the S0 and S1 states as seen by near
single occupation of the LUMO for each system; the max-
imum population of the LUMO is 0.95, 0.95 and 0.94 e for
Systems 1, 2, and 3, respectively. The maximum value re-
mains consistent throughout the duration of the applied
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7

Figure 2. Time-dependent LUMO occupations for Systems
1-3 with the field turned on, with applied field frequencies
resonant with the S0 → S1 linear response transition energies
and field-amplitude of 0.003 a.u. The degree of electron den-
sity transferred to the LUMO changes with system size.

field, over many Rabi cycles. Additionally, the frequency
of the population oscillation is well within the numerical
error (O(10−5 a.u.)) of the expected Rabi frequency for
all three systems.

In contrast, deviation from Rabi oscillation behavior is
observed for TDHF propagation. The maximum LUMO
population is 0.31, 0.58, and 0.76 for System 1, for fields
with strengths of 0.001, 0.003, and 0.005 a.u. applied
for 100, 60, and 20 fs, respectively. Systems 2 and 3 have
closer to full population of the LUMO, with maximum oc-
cupation values of 0.84 and 0.99 for field-strength of 0.003
a.u. However, all systems also show an additional high
frequency oscillation of the population when the LUMO
is maximally occupied, indicative of a mixed state rather
than being purely in the S1 state,46,48 and System 3 also
no longer undergoes full population inversion after three
Rabi cycles, which is presumably due to occupation of
higher lying states as we see increased occupation of the
virtual space, see discussion below.

Table II. Rabi frequencies (in ×10−3 a.u.) for field resonant
with the S0 → S1 transition, calculated using linear response
values for the transition dipole moment (Ωcalc.) and observed
from the real-time electron dynamics (Ωobs.) for Systems 1, 2
and 3, for field-amplitudes of Emax = 0.001, 0.003, and 0.005
a.u.

TDHF
0.001 a.u. 0.003 a.u. 0.005 a.u.

Ωcalc. Ωobs. Ωcalc. Ωobs. Ωcalc. Ωobs.

System 1 1.6 4.6 4.9 9.9 8.1 14.2

System 2 2.6 5.9 7.8 12.4 13.0 17.6

System 3 3.4 6.8 10.2 14.5 17.0 21.1

Another obvious discrepancy in the TDHF electron dy-
namics from the ideal Rabi behavior is in the frequency
of oscillation and here we find a strong size-dependent
trend. We can quantify the trend by computing the
Rabi frequencies using linear response transition dipole
moments (Table I), and comparing this calculated Rabi
oscillation frequency to those deduced from the oscilla-
tions of time-dependent LUMO occupations for applied
electric fields with differing amplitudes, where we extract
the Rabi oscillation time by taking the time for LUMO
occupation to reach a minimum within the electron dy-
namics. Comparison of the LR calculated and RT ob-
served Rabi oscillation frequencies are reported in Ta-
ble II. For System 1 in the presence of the weakest field
applied here, Emax=0.001 a.u., the observed population
oscillation has a frequency of 4.6 × 10−3, whereas that
calculated is 1.6 × 10−3, yielding a deviation of ∼180%.
The deviation decreases to ∼75% with the stronger field
of Emax=0.005 a.u. The agreement in the oscillation fre-
quency is improved with increasing system size, going to
deviations of ∼125% and ∼100% for Systems 2 and 3
with Emax=0.001 a.u. and ∼35% and ∼25% for Systems
2 and 3 with Emax=0.005 a.u. Overall, the trend suggests
that the errors in transfer of electron density between S0
and S1 in the presence of a resonant field tend to decrease
with increasing system size, implying potentially a simi-
lar increase in accuracy in charge-transfer dynamics.
For a two-level system, increasing the intensity of the

applied resonant field increases the frequency of popula-
tion oscillation. With the three systems propagated with
the TDCIS method, we indeed see the population driven
at a faster rate between S0 and S1, with little population
of other states. To directly compare TDCIS and TDHF
maximum populations, we next scan the time for which
the external resonant sinusoidal field is turned on as well
as scan the field strength. The range of field-strengths is
between 0.005 and 0.075 a.u., and the number of field-
cycles is between 1 and 10. In Fig. 3 the map of maximum
virtual MO occupations during the resonant field appli-
cation is shown for a range of field strengths and number
of field cycles. The TDCIS method produces nearly uni-
form maximum occupation of one electron as long as the
field is on long enough and is intense enough.

However, this behavior does not hold for the TDHF
electron density propagation, where we instead see much

different maximum virtual populations and much higher
populations of the virtual orbital space. For all three
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Figure 3. Maximum virtual MO occupations (sum of LUMO, LUMO+1 and LUMO+2) within the duration of the applied
field obtained from TDCIS (top) and RT-TDHF (bottom) propagation methods, plotted as a function of field-on time and field
amplitude for Systems 1-3 perturbed with a sinusoidal electric field using CIS and linear response TDHF S0 → S1 transition-
resonant frequencies.

systems, we see that a more intense field leads to higher
occupation of the virtual space, well beyond the single
electron occupation of the LUMO. With the field param-
eters explored, System 1 approaches nearly double occu-
pation of the LUMO, System 2 has three electrons in the
virtual MOs, and System 3 has five to six electrons in
the virtual space for the more intense fields. The greater
population of System 3 could be expected, given that
there are many more excited states that could be occu-
pied for a larger system. Overall, this population map
suggests that for TDHF electron propagation, applying
a field resonant with the S0 → S1 transition populates
states much higher lying than the S1 state, and that the
resonant field does not lead to well-behaved population
oscillation between S0 and S1.

2. Single electron occupation of LUMO: Charge transfer

In this and the next section we analyze the behav-
ior of TDHF electron dynamics when the electron oc-
cupation is close to that expected for the S1 state. In
order to drive the system away from the initial S0 refer-
ence state the molecules considered were again perturbed
with fields using the linear response resonant frequencies.
Field-strengths and durations were chosen by picking tra-
jectories from the set used to plot Fig. 3 that, when the
field was removed, had average HOMO and LUMO oc-
cupations close to one for a ”clean” S0 → S1 transition
(HOMO→LUMO transition being the major contributor
to the S1 state, cf. Table S4). Then the field-parameters
corresponding to the most stationary evolution (constant
MO occupation(s) with time) were chosen to induce the

transition. In Fig. 4 we show the TDHF MO occupa-
tions with the chosen field parameters. For the three
molecules, the final occupation is close to one electron in
the HOMO and one electron in the LUMO, as expected
for the S1 state (see figure S4 for the corresponding TD-
CIS MO occupation and S1 state population plot).

Figure 4. Time-dependent occupations obtained by project-
ing evolving molecular orbitals (MOs) onto the initial set of
MOs, plotted for different perturbations with systems initial-
ized in S0. The amplitudes of the perturbing fields are 0.01,
0.005, 0.005 a.u. and the fields are turned on for 8, 8, 5 cycles
(gray area in the plot) for Systems 1, 2 and 3, respectively.

We next analyze the degree of charge transfer dur-
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ing this population change by monitoring the time-
dependent dipole moment for each molecule. Based on
the stationary state characterization in Table I, we ex-
pect the dipole moment to increase as the population is
driven from S0 to S1, with the change in dipole moment
increasing with increasing system size. This is indeed
what we see with both TDCIS and TDHF methods, as
shown in Fig. 5. For all systems, the initial dipole mo-
ment is identical for both methods as both TDCIS and
RT-TDHF have the same initial HF ground state. The
stationary state S1 dipoles are shown with dashed lines,
and we see that the TDCIS time-dependent dipole mo-
ment approaches this value and remains centered around
the S1 dipole moment. There is very little oscillation for
System 1 and System 2, and a small amount of oscillation
for System 3.

Using the dipole moments along the x-axis, we see
that the RT-TDHF time-dependent dipole moment for
System 1 approaches the LR-TDHF dipole moment of
-2.84 D, but does not complete the full charge trans-
fer. We can quantify the extent of charge transferred
as (µRT

x,avg −µHF
x,S0

)/(µLR
x,S1

−µHF
x,S0

), where µHF
x,S0

is the HF

ground state dipole moment, µLR
x,S1

is the LR-TDHF S1
state dipole moment and µRT

x,avg is the average RT-TDHF
dipole moment (see Figure S3). We find that System 1
completes ∼48% of the charge transfer when starting at
-1.12 D and ending at an average value of ∼-1.97 D. The
RT-TDHF dipole moment for System 2 also approaches
the LR-TDHF S1 dipole moment, but again falls short,
obtaining an average value of ∼-3.44 D and completing
only ∼64% of the expected charge transfer. Addition-
ally, System 2 shows significant dipole oscillations that
are larger in magnitude than the total change in dipole
moment from the ground state. Similarly, System 3 does
not quite get to the LR-TDHF S1 dipole moment, but
the average dipole moment of ∼-4.57 D yields ∼69% of
the charge transfer, so completes the most of all three
molecules. Similar to System 2, the dipole oscillations
of System 3 are very large. These large dipole oscilla-
tions suggest a mixed state for RT-TDHF, whereas nearly
identical MO occupations with TDCIS produce very lit-
tle dipole oscillations, suggesting a near-stationary state.

Overall, driving the RT-TDHFMO occupation to what
would be expected for the S1 state produces an electron
density indicative of some charge transfer, but not as
much as would be expected from the LR-TDHF S1 dipole
moments. In all cases, the RT-TDHF average dipole mo-
ment is smaller than the corresponding LR-TDHF value,
showing that the charge transfer is incomplete. There
is a size-dependent trend in the degree of charge trans-
fer, with System 1 showing the largest disagreement in
the dipole moment charge compared to linear response
theory, with some improvement with increasing system
size. However, the improvement in the average dipole
moment change for Systems 2 and 3 comes with a large
dipole oscillation, supporting that the systems are in a
mixed state. A mixed state at equal population of the
HOMO and LUMO agrees with the finding in some pre-

Figure 5. Moving-averaged time-dependent dipole moments
(along the x-axis) of the three molecules, obtained from the
resonant-frequency field perturbed RT-TDHF and TDCIS
trajectories. The systems are initialized in the state S0. The
dipole moments plotted are averaged over a window of 1 fs,
or 500 time-steps, as a moving average.

vious work by one of the authors that suggests that single
electron occupation of the HOMO and LUMO with sin-
gle determinant RT-TDHF may be more representative
of a mixed state composed half of the S0 state and half
of the doubly excited S2 state, rather than the S1 state.

3. Single electron occupation of LUMO: Peak shifting in
absorption spectra

Peak shifting in absorption spectra when simulating
time-dependent electron dynamics is a violation of the
resonance condition. We physically expect that peaks in
the spectrum will have changes in intensity as the popula-
tion evolves, but that the energy of the peaks will remain
constant rather than shifting in energy. The unphysical
peak shifting phenomenon has been observed when using
real-time TDDFT methods with the adiabatic approx-
imation as the density is perturbed far from the refer-
ence ground state.38,41,43,44 To determine if there are size-
dependent trends in peak shifting, the chosen molecules
are driven from their initial ground states using frequen-
cies resonant with S0 → S1 transition energies calculated
from LR-TDHF as described in the previous section, re-
sulting in single occupation of the HOMO and LUMO.
The system is then propagated with the field off for 40
fs, and the resulting field-off dipole moment is Fourier-
transformed to produce the absorption spectrum for each
system.
The resulting spectra are shown in Fig. 6, with compar-

ison given to the spectra computed from a trajectory with
the electron density perturbed with a delta-kick electric
field. The LR-TDHF S0 → S1 excitation energies are also
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Figure 6. Peak shifts observed in the linear absorption spec-
tra, calculated from time-dependent dipole moments obtained
using RT-TDHF propagation, obtained from the resonant-
frequency-perturbed systems in comparison to those obtained
from the weak delta-pulse-perturbed systems. The frequency
used for perturbing the molecules is resonant with the LR-
TDHF S0 → S1 transition.

shown in the spectra for reference, with the LR-TDHF
energies being in excellent agreement with the delta-kick
absorption spectra peaks. For all three molecules, the
spectra generated from the single electron occupation
show significant shifts from that obtained with the delta-
kick pulse, in violation of the resonance condition. The
peak shifts to lower energies by 0.85 eV, 0.62 eV, and
0.57 eV for Systems 1, 2, and 3, respectively, showing a
decreasing shift with larger system size. If the amount of
the peak shift is determined as a percentage of the lin-
ear response excitation energy, then both System 1 and 3
show a shift of 9.5% and System 2 a shift of 8.8%, suggest-
ing no size-dependent trend when examining percentage
(See Table S5 in the SI).
In previous studies of TDDFT peak shifting in small

model molecular systems, the direction and magnitude
of the peak shift was found to be directly related to the
S1 → S2 transition energy, where the S0 → S2 transition
was dark and the S2 state was predominantly a doubly
occupied LUMO. As the LUMO became populated, the
total electron density became a mixture of the S0 and
the S2 states, with the peak frequency corresponding to
the relative mixture of the S0 → S1 transition and the
S2 → S1 transition. Thus, the S1 → S2 peak became cou-
pled to the S0 → S1 peak as the LUMO occupation grew.
With the relatively larger systems considered here it is
difficult to characterize a similar S2 state, but with an es-

timate of the energies given by the SA-CASSCF method,
we know that the energy of the S1 → S2 transition is
likely smaller than the energy of the S0 → S1 transition,
causing a shift to lower energies. Additionally, just based
on the relative energies of the SA-CASSCF S0 → S1 and
S1 → S2 transitions, we would also expect a decrease in
the degree of peak shifting with increasing system size.
Overall, we find that the magnitude of the peak shift is
significant, but it does indeed decrease as the system size
increases, which may be due to the relative energies in
the chosen molecules or due to larger systems being less
subject to errors due to the adiabatic approximation.

V. CONCLUSIONS

In this study we simulate the electron dynamics for
conjugated molecules of increasing size with 40, 54, and
68 electrons, which exhibit charge-transfer nature in the
S1 state, using both TDCIS and RT-TDHF methods.
Both methods have the same ground state, with TD-
CIS having correct physical behavior during field driven
processes, whereas the RT-TDHF method has a density-
dependent potential, as in RT-TDDFT, and exhibits sim-
ilar errors as RT-TDDFT within the adiabatic approxi-
mation as the electron density is driven from the ground
state. We here demonstrate for the first time that if the
electron density is driven beyond the ground state using
real time electron density propagation, significant size-
dependent errors are observed.

We resonantly drive electron dynamics to induce Rabi-
like oscillatory behavior in the three molecules, showing
that as the system size increases we observe better agree-
ment between the linear response Rabi frequency and the
Rabi frequency calculated from real-time TDHF dynam-
ics. For the case of resonant excitation from the S0 state
to a population consistent with the S1 state, we find that
the shifts in peaks of the absorption spectra and the de-
gree of charge transfer obtained from RT-TDHF dynam-
ics show better agreement with the expected LR result
with increasing system size.

Overall, the RT-TDHF propagation of the electron
density for the largest of the three molecules shows the
smallest errors from the expected behavior. However, the
errors are still significant for a system with 68 electrons,
and it is unclear if the errors will continue to decrease
with increasing system size. Although the larger sys-
tem shows more significant state mixing as seen in the
large dipole oscillations and large population of the vir-
tual orbital space, it may be that for charge transfer and
resonantly driven electron dynamics that there is indeed
smaller errors in real-time electron dynamics for large
molecular and materials systems. This finding provides
key insight and guidance when performing simulations of
the electron transfer pathways in molecules and materi-
als.
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VI. SUPPLEMENTAL MATERIALS

Further details presented in the supplementary ma-
terial include Cartesian coordinates of three systems
studied here, ground and excited state dipole moments,
MO transition coefficients, density differences, and time-
dependent MO occupations.
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