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ABSTRACT OF THE DISSERTATION

Power Network Analysis and Optimization

by
Wanping Zhang

Doctor of Philosophy in Computer Science
University of California, San Diego, 2009

Professor Chung-Kuan Cheng, Chair

Power networks supply power from the P/G pads on a chip to thet eirodules.
With the rapid increase of working frequency and continuous scaliwg 8F technology,
the power supply network is experiencing unprecedented noise, whicls cagisdicant
delay variation of devices, or even logic failure. Therefore, robuodt reliable power

supply network has increasing importance for high-speed circuit performance.

In this dissertation, we study the methodologies and algorithmsrtormpethe
power networks analysis and optimization. We design an efficientit simulation flow
based on frequency domain computation, which serves as a helpful toakfgsia and
optimization. Then, we explore approaches to make the worst case apalysis
considering clock gating with multiple domains. The worst casegeliaop and violation

area are studied in this analysis work. After power network asatie optimization is to

XVil



confine the voltage fluctuation to meet with a target noise todetaThe power-up
sequencing problem and the noise minimization with decoupling cagagitecap) and

controlled-ESRs are studied.

In the circuit simulation work, a frequency domain based simulatiethod is
proposed to obtain the time domain voltage response. With the vetingy tiichnique, the
frequency-domain responses are approximated by a partial fragpogssion, which can
be easily converted to time-domain waveform. Numerical resiti® shat the proposed
simulation method is up to several hundred times faster than corahfast simulators,
like HSPICE and MSPICE. And, the proposed method is able to anatgeesizale power

networks that the commercial tools are not able to afford.

The worst case voltage drop and violation area analysis are bdtedsin a multi-
domain clock gated power network. We describe a linear tongplexity algorithm to
find the worst case voltage drop and the corresponding clock gatinghpatteefficient
integer linear programming (ILP) based approach is proposed tohendarst voltage
violation area. Leakage current is taken into consideration to #elyuestimate the

violation noise.

The optimization work covers two pars. Firstly, an efficient haaragorithm is
introduced to arrange the power-up sequence in a multi-domain poweorketov
minimize the noise. Secondly, we propose a sequential quadratic pnoigIar(SQP)
based algorithm to optimize power network with both decap and contEf&d A

revised sensitivity computation is derived to consider both voltage alndpovershoot.

XVili



Experimental results shows the controlled-ESR reduces the mpi28% with the same

decap budget.

XiX



1. | ntroduction

With aggressive technology scaling, power ground network has becomaf one
the major concerns in VLSI design. The trend of increasing poweclaokl frequency
while reducing power supply voltage causes the power supply netwakpsarience

larger noise. Therefore, efficient power network analysis anih@attion is of more

importance.
Table 1-1: ITRS 2008 technology parameters

Year Gate Length Frequency vdd Size Power Density

(hm) (GHz) (V) (mn7) (W/mnv)
2008 29 5.06 0.8 140 0.86
2009 27 5.45 0.7 140 0.90
2010 24 5.88 0.6 140 0.96
2011 22 6.33 0.6 140 1.13
2012 20 6.82 0.6 140 1.11
2013 18 7.34 0.5 140 1.10
2014 17 7.91 0.5 140 1.17

The 2008 International Technology Roadmap for Semiconductors (ITRS) [50]
predicts the feature size would be 17nm, the clock frequency to be 7z9 a6 power
density to be 1.17 W/mm2 in 2014 as shown in Table 1-1. The increasing clock
frequency will result in more sudden current demands. As supplygeditdd is reduced,
there will be less noise margin. And the increasing power gelesitls to more noise

with technology scaling down. Therefore, power network needs to bezadagnd



optimized to confine the voltage fluctuation. The power network backgrmeheaing

models, simulation, and noise problem is discussed in section 1.1.

Accurate and fast circuit simulation method plays a fundamentlimopower
network analysis. We review the previous works on efficient simoualalgorithm in
section 1.2.1. They mainly focus on two aspects to speed up the simutate is the
reduction of circuit, which makes the problem simpler, and the othlee isnprovement

of matrix solvers.

The noise issue is crucial in VLSI design. Because if tloaiitifails, it makes no
sense to talk about how small the chip is, how fast it runs and kibevthie power
consumption is [1]. In modern deep-submicron technologies, the power supiaigevol
variation will not only introduce additional signal delay, but also ncayse false
switching of logic gates [2]. In section 1.2.2, we review tlseaech works on the worst

case noise analysis.

The rush current in the power-up stage may result in excessive inotep
initialization. Therefore, the power up sequence needs to bailbarstheduled in a
multi-domain power network to reduce noise. In circuit working stage, addiog ety
capacitors (decaps) between power and ground is a traditional weguice the power
ground network impedance and therefore eliminate the supply noisentkvéuice the
previous power network optimization works on both power-up sequence and decap

allocation in section 1.3.



In this dissertation, we propose a frequency domain based simulatowlfich
is accurate and efficient. We also introduce the approaches tgzarthe worst case
noise for multi-domain power networks. Our optimization works includeptiveer-up
sequence arrangement and the noise minimization with both decapsnémdied-ESRS.

The dissertation organization is presented in section 1.4.

1.1 Power Networ k Background

1.1.1 Power Network Modé€

The power network is usually modeled as a circuit including eegist
capacitance and packaging inductance, like that shown in FigureTig-varying
current sources are connected to some circuit nodes, chaiagténz behavior of active
circuit instances. These current sources draw current frompaiver network and cause
voltage fluctuations [3]. The waveform of current source is usuddlycribed as a

piecewise linear (PWL) function.



Current
Source

~Yyv\ Inductor

T Decap

AN/  Resistor

Figure 1-1: Power network model

1.1.2 Circuit Simulation

Suppose there arenodes and branches in a circuit. We can use equation (1-1)

[4] to model the whole circuit.

(1-1)

where C is the capacitance matrix, L is the inductanceixnatris the voltage in each
node and i is the current through every branch with inductance. G amdcBraluctance
and resistance matrix, respectively. U is the input vector as@urrent source. We can

get every node voltage and branch current by solving this equation.



The same circuit can also be modeled in frequency domain. We agplsce

Transform on equation (1-1) and get:

{* Jiole Slas)eue
Llis)) \E -RI I3 (1-2)

Frequency domain voltage and current responses can be solved frorore(fLrati

2).

1.1.3 Power Network Noise

The ideal VDD should be a straight line with constant value. Heweavhen the
circuits are switching, currents flow through the power suppgslwill cause the power

supply voltage to fluctuate.

When we consider the package and board Power Ground noise, it is given

by IR + in—![ , Wherel is the branch current and can be computed from equation (1-1)

There are two main sources of power supply ndRadrop andAl noise [1] as

shown in Table 1-1.

Traditionally, these two kinds of noise are considered separatelyevér, with
increasing circuit switching frequency, the on-chip interconmapedance may have a
significant inductive componefwL that is comparable to the resistive comporeahd

thus can not be ignored.



Table 1-2: Comparison of IR drop amd noise

IR drop Al noise
AV = IR AV = LAl [ At
Because of the wire resistance Because of wire inductance
Often occurs on the chip Mostly occurs on the package

These two kinds of noises will not reach the worst case atatine sime. The
reason is that the maximunl noise occurs during switching when the current change

Al reaches maximum and the maximlRdrop occurs when the currdns at its peak.

1.2 Power Network Analysis

1.2.1 Efficient Transient Analysis

Accurate power network verification and analysis requireduip simulation of
large-scale circuits. The basic SPICE simulator solvesybim state equation (1-1) at
every time step. However, the power network in modern integritedits such as
microprocessors can easily include millions of nodes, which makgs burdens on

computation and memory storage.

Many previous works focused on the efficient time-domain transieatysis of
large-scale power networks. They generally pursue in two directione is the circuit

size reduction and the other is more efficient numerical matixers. The circuit size



can be reduced by using methods such as circuit partitioning [S]gnuilike technique
[6], and hierarchical model reduction [7]. Therefore, the size t¢fixria state equation is
reduced, and the computation is more efficient. However, circuit redus#crifices the
accuracy. In others, the simulation is accelerated by ifasarl equation solvers. They
include the direct solver “KLU” [8], iterative solvers like tpeeconditioned conjugate
gradient (PCG) [9] method and generalized minimal residual (E8)R10] method. The
direct solver is fast for small circuit, but due to the cost Offactorizations, it is not
applicable for large cases. The conjugate gradient (CG) dgoig good for solving
sparse symmetric positive definite (S.P.D) linear systemh, asipower network with R,
L, and C. GMRES can handle non-symmetric matrix, which makes sijj@<0 solve

problems containing elements other than R, L, C.

In chapter 2, we describe a novel simulation flow based on fregudmain
computation. With the vector fitting technique, the frequency-domaporeses are
approximated by a partial fraction expression, which can be easilerted into time-

domain waveform.

1.2.2 Wor st-Case Voltage Variation Analysis

The voltage variation in the power network can have an adverscinon the
performance and the reliability of chip, package and board such a Isiggal delay
and even logic failure. Therefore, the accurate estimatiothefworst-case voltage

variations is of more importance.



The voltage violation area is shown in Figure 1-2, whereis the allowed

voltage drop.

Vdd

Vmin

Violation Area

\

Figure 1-2: Voltage violation area

The previous analysis works focused on the estimation of maximumngurre
which then leads to the worst-case voltage variation. The traditveena to find the
maximum current is to simulate all possible patterns at timgses including primary
inputs and pseudo primary inputs. However, for a circuit witimputs, this method
requires simulation off" patterns, which is of exponential time complexity. Recent
research works are either pattern dependent or pattern indepeRdtatn dependent
techniques are based on searching to generate a small gattevhs to produce high
power supply noise [11][12]. However, as pointed in [13], they can onlyafens lower
bound estimation of the maximum current envelope. The pattern indepappeoaches
estimate the upper bound envelope of all possible current waveforfd.4Rproposed
a linear time algorithm (iMax), and ref [15] introduced the MIMAX algorithmgtneate
the maximum current envelopes. Later on, the full-chip vetorless meif®developed

for dynamic power integrity analysis [3]. Shi et al. introduesdidea to predict the



worst-case logical timing correlations among the cells wheelse the voltage resonance

[16].

All the above works do not consider the power networks with multi-dognains
which make the voltage variation analysis more complicated. i€ectack-gating
patterns may induce the voltage resonance of the power networkeCBapesents the
approaches to predict the worst-case clock gating pattern whashtteéhe worst voltage

drop and violation area.

1.3 Power Network Optimization

Based on the circuit simulation and the worst-case analysigjriherf investigate
the power network optimization. Robust and reliable on-chip power suppiypmehas
increasing importance for high-speed circuit performancan@phng the power network
to confine the voltage fluctuation so as to meet a target of noliseance (typically
5%~10% of nominal Vdd) becomes an essential step of on-chip circighdés this
section, we first discuss the power-up sequence problem duringizati@h. Then the

allocation of decap to reduce noise is introduced.

1.3.1 Power-Up Sequence

Multiple power domain (MPD) is becoming popular in the modern SoC ddsign.
order to handle different performance objectives and constraints anftergrdi blocks,

a new approach is to partition the internal logic of the chip mmtiltiple power domains
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[17]. According to [21], the benefits to introduce MPD design can be suizgd in
three aspects as follows. Firstly, separated system developarebe performed in each
domain. Secondly, as different domains work independently, we areoadpely various
power gating schemes based on the functionality of a particulds, loorder to reduce
leakage power consumption. Thirdly, clock frequency for each domain ctaadba

changed for the sake of dynamic power reduction.

One of the most important issues to power up all domains is thditgtalbi
VDD/GND lines. Turning on the power switches may cause a largfe current on the
power lines. Those large rush currents will make the inductanceormnts more
significant and therefore more switching noise will be introduceevi®us research has
shown that poor rush current management or power supply noise can pgteotialpt

retention registers, which may lead to unsafe state [17].

The power-up sequencing is one of the major challenges in MPgndesinoise
reduction. It is not practical to bring up all the power suppligheasame time, because
excessive noise will be introduced due to the rush current. Hence béneficial to
design a power-up sequence to enable different power domains ih-defwesd order,

which results in less noise and therefore assures correct function [17].

Lots of previous work discussed the importance of the power-up sequeee in t
initialization stage in order to minimize noise. Salmon and Dour $b8wed that the
voltage level shifting circuitry associated with the coredagiable to initialize properly
only when the core logic voltage supply lines are ramped pridretd/® voltage supply

lines. Ranjan [19] designed a circuit that can turn each transistge on and off in



11

order, so as to avoid drawing huge current which leads to excest#iage violation. A
power switch design was developed to minimize rush current [20], asebw@ential

power-up scheme was established [21].

The above techniques consider the power-up sequence in transistgicayate
level. We will extend this sequencing problem into multi-domain pavegwork. In
section 4.1, we present a simulated annealing based algorithm wghogessing to

arrange the power-up sequence in a multi-domain power network to minimize noise.

1.3.2 Optimization with Decoupling Capacitor

Adding decoupling capacitors (decap) between the power network anaebtime g
is an effective and widely adopted approach to reduce the powerrketmaedance and
therefore reduce the power network noise. However, the decap candisnarea and
affects die yield adversely [22]. To control its negative impact, thedaotaunt of decaps
needs to be restricted while the decap locations are deteroptiesally to reduce the

noise.

Most of existing research works for on-chip power noise reductiamized the
location and/or the amount of decaps. The optimization approach cannbgallye
classified into two groups: the charge based algorithms and ehsitigity based
algorithms. The charge based approaches estimate the totg dnawn from the power
network during the worst-case switching scenario, and then deéeiine amount of
decaps needed [1][23][24]. However, it is difficult to accuragstymate the voltage drop

and electric charge for power networks [25]. Recent works focusede on the
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sensitivity based approach. An adjoint network method is applied tolatacthe

sensitivity of the violation area for circuit node with respectiécap change [26][27].
The sensitivity is used as the gradient in the nonlinear optimizablver. Because the
number of simulations required for each iteration step is proportiondde number of
nodes checked for violation, the computational complexity could be vginy Tio reduce

the computational complexity, the merged adjoint network method ntiaxluced and
applied to calculate the sensitivity of the overall violation avéh respective to decap

[28][29]. The idea is based on the superposition principle of linear circuits.

1.4 Dissertation Organization

In this dissertation, we describe methodologies and approacheautatsicircuit
efficiently, analyze worst-case voltage noise, and optimize paetvorks. This work

makes contributions in both algorithm theory and system designs.

Chapter 2 presents a frequency domain based simulation method to obtain the
time domain voltage response. With the vector fitting technique,réggigncy domain
responses are approximated by a partial fraction expressiowch vdan be easily
converted to time domain waveform. The simulation flow can ballphzed to achieve

more speedup.

Chapter 3 describes the worst-case analysis approaches faoliatie drop and
violation area. The analysis work predicts the clock gatintppatfor the worst-case

noise in a multi-domain power network. The algorithm for the worst-gatage drop
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analysis is of linear time complexity. We introduce the intdéigear programming (ILP)
to formulate the worst-case voltage violation area problem. Leakagent is taken into

consideration for the modeling.

In chapter 4, we discuss the algorithms to minimize the noislyi-ian efficient
heuristic framework is proposed to arrange the power-up sequereninti-domain
power network. The framework consists of domain ordering, a greéa} solution and
the simulated annealing optimization algorithm. Secondly, fouitinself, we proposed
to use both decap and controlled-ESR for the on-chip power networkizgiton, which
is different from traditional ways using decap only. A revisexisgivity computation is
derived to consider both voltage drop and overshoot. The sequential quadratic
programming (SQP) is adopted to solve the optimization problem whereetvised

sensitivity is regarded as the gradient.

Finally, chapter 5 summarizes this dissertation and sketches poomising

research directions.



2. Efficient Circuit Simulation

In this chapter, we present the efficient frequency domain bsisedlation
method. Section 2.1 shows the analysis flow on how to compute the voltpgasesn
frequency domain, approximate with vector fitting and then conaek to time domain.
This simulation flow is also parallelized. Section 2.2 demonstridtesexperimental
results for both accuracy and efficiency of proposed flow. Theramnwill be given in

section 2.3.

2.1 Analysis Flow

In this section, a method based on frequency-domain analysis and fittcig

technique is proposed to calculate the time-domain voltage waveform.

2.1.1Basicldea

Fig. 3 describes the flow of the frequency-domain based simulagbimooh We
firstly convert the current sources from time-domain wavefaonfréquency-domain
expression with Laplace transform. Since each input current skft)rce described as a
PWL function, its frequency-domain expression can be derived armdliytidhen, a

linear equation systerA(s)V(s)=I(s)is formulated for frequency-domain analysis. After

14
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solving the frequency-domain equation, we obtain the voltage respongeciies
frequency. The vector fitting technique is adopted to fit the ved#td(s) at frequency
samples with a partial fractional expressi#s) . Finally, the partial fractional expression

can be easily converted to the time-domain wavefdtin

Laplace Transfori

I(t) O

NS
A(S)V(s)=I(s)

Solve
N

Vi) K= vy K43 V06

Vector Fitting

Figure 2-1: The proposed method for time-domain simulation

With little sacrifice on accuracy, this method provides aarméditive for time-
domain transient simulation. Since it is based on frequency-domalysianane can
easily obtain the natural frequency information of the power n&twdrich is useful for
comprehensive knowledge of power noise. Further- more, with efficemtinigues
discussed below, this method demonstrates large speedup compahegaomeentional

time-domain simulation for large-scale power networks.

2.1.2 Laplace Transform of Input Current Source
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We apply Laplace transform to the PWL function. Supp@3edenotes the unit

ramp function:

r) =tu(t). (2-1)
where u(t) is the unit step function. The frequency-domain expression of the ra

function is:

A PWL function f(t) can be regarded as the superposition of several ramp

functions, as shown in Figure 2-2:

fH)=Yart-t) .

wheret; is the starting time point of theh ramp segment, andy is the difference
between the slopes of two adjacent segments (see Figure 2-2usBaxf the linearity of

Laplace transform, the frequency-domain expressid(t)as obtained:
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.
F(9=Y 25
i S . (2-4)

t

Figure 2-2: A PWL waveform can be decomposed iat@esal ramp segments.

For the DC component, i.e. whenr0, Equation (2-4) is not applicable. Instead,
the area under the time-domain PWL wavefd(this calculated to giv&(0). It should
be pointed out that if the PWL function includesaanp segment with infinite slope, a
shifted step function would be added in the supstiom expression (2-3). The step
function u(t) corresponds to &/in frequency domain, an(s) can be calculated with a

little modification on equation (2-4).

2.1.3 Obtain the Frequency-Domain Response

For a specified frequencys= jw , where » is the angular frequency, we

generate a complex-valued linear equation system:

AIV(3= (3 (2-5)
Herel(s) is generated with the frequency-domain expressibregirrent sources,

and V(s) consists of the unknown frequency-domain voltagesthe model of power
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network, there are R, L, C elements, constant geltsource and time-varying current
source. For frequency-domain analysis, the volsmece is considered as short circuit.
Thus, (2-5) can be easily formulated with the noalalysis approach, which utilizes

admittances of form&/R, 1/ joL , and jwC . Thus, the number of unknowns in (2-5)

eqguals to the number of circuit nodes, #{d)is the admittance matrix of circuit. Even
though there is no unknown of branch current, tlieioof the linear equation system (2-
5) could be very huge for a large-scale power netwgfficient and scalable linear

eqguation solver is required to perform the freqyesh@main analysis.

PETSc is a suite of data structure and routineshi@iscalable (parallel) solution
of large-scale scientific applications [30]. It indes various Krylov subspace equation
solvers and preconditioners. They can be easilgt irsapplication codes written in C or
C++, while users have detailed control over theutsmh process. For the large-scale
complex-valued equation (2-5), we choose the catgigradient square (CGS) method
with incomplete LU (ILU) preconditioner from PETSNumerical results show that a
power network with more than one million nodes bareasily analyzed by the efficient

solver from PETSec.

To describe the complete spectrum of a voltageoresy we need choose some
frequency sampling points. For each frequency sanggjuation (2-5) is solved to get the
voltage response. The highest frequency in thetigprads related with the input current
sources and the nature of power network. In pralcapplications, the upper bound of
frequency spectrum is usually not more than severa of GHz. Then, the logarithmic

scale sampling is adopted to make a moderate wdlirequency samples. The number
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of frequency sample is obtained by an empiricaimida based on a lot of testing of
industrial power networks, to make the tradeoffacturacy and efficiency. With this
technique, the number of frequency points i©@0bgfnay), wherefqax is the upper bound

of frequency.

2.1.4 Convert the Frequency-Domain Response to Time-Domain Waveform

The vector fitting (VF) technique is a general noettior the fitting of frequency-
domain responses with rational function approxioreti [33]. It converts a nonlinear
problem of least squares approximation to a lifpegablem in two stages, where the pole
locations are determined in an iterative manned,Anis guaranteed that the resulting
approximation has stable poles. The VF techniga® lteen developed into a robust

numerical package shared in public domain [31][32].

With the frequency-domain responses at a given,rtbdeV/F technique is used to

fit the voltage points with a partial fractionalpggssion:

N, [

Y(s) =
Z‘s— h (2-6)

where 9 stands for the voltage at nokeResidues; and poleg; are obtained with the

VF algorithm, and are either real quantities or eamcomplex conjugate pairs. With (2-

6), the time-domain response can be easily derived:
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V() = S [rePtu(y]
= (2-7)

The major computation in vector fitting is to solaelinear least square (LLS)
problem, whose coefficient matrix is @mx2N,. Herem is the number of frequency
samples, andN, is the order of approximation. The LLS problem tensolved by the

method of normal equation, or the QR decompositrdmyse computational complexity
is O(mN?) . Usually, the response of power network does ndude many resonance

peaks, and a low ordél, could give the approximation with sufficient acatya

2.1.5 Computational Complexity and Parallelism

In the frequency-domain based simulation method, cbmputational time is
mostly spent on solving the frequency-domain eguagind performing the vector fitting.

The time complexity for solving the frequency-doméinear equation system is about
O(N“log f...), whereN is the node number of the power network and iteginax
represents the number of frequency samples. Wemastgie complexity of solving one
equation isO(N“), wherea is a quantity between 1 and 2 if using the effiti€GS
solver. The time complexity of vector fitting @(NZlog f,_,), whereN, is the order of

approximation.

For large-scale power network, the time for solvaggation dominates the total
computational time, because the node numibés much larger thai,. If the voltage
responses of multiple nodes on power network ansidered, the time for vector fitting

will be multiplied by the number of output nodss,. For analysis of maximum voltage
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variation, only some nodes at the lowest level /@ Brid are considered. Therefold,

is a small number.

The computational time of the frequency-domain dasmulation method is not
related with the number of time steps in a conwerai transient simulation. Furthermore,
since the nodal analysis approach is sufficient generating the frequency-domain
equations, solving each linear equation systerasgeethan that in conventional transient
simulation. The latter usually involves larger Bineequation system generated with the
modified nodal analysis. In addition, the propos#chulation method can be easily
parallelized. Because solving (2-5) for frequeneynples are independent from each
other, the work can be distributed to multiple mesors. These three points indicate the
advantage of proposed method over the conventtimaldomain simulation methods.

The numerical results in Section 2.2.2 validateaibeve analysis.

2.2 Experimental Results

The proposed simulation method is implemented lar@guage. The CGS solver
from PETSc [30] is used to solve the frequency-dane@cuit equation (2-5), with an
ILU preconditioner. A Matlab program is written take in the frequency-domain
responses and convert them to the time-domaingeeveform with the help of vector
fitting [31]. A parallel program using the messagassing interface (MPI) is also

implemented to show the parallelizability of theposed simulation method.



22

We firstly demonstrate the accuracy of the propokeduency-domain based
simulation method. Then, the numerical results shgwhe efficiency of the proposed
method are presented, including the comparison with commercial simulators:
HSPICE and MSPICE. MSPICE is a fast SPICE simulfiton Fastrack, which utilizes
an iterative equation solver and is claimed tovioe tb ten times faster than other SPICE
simulators [34]. The test cases of power netwoek @ovided by our industry partner.
They are of mesh structure, similar to that in Fegll-1, including R, L, C elements and
current sources. All experiments are run on a tmue machine with 16GB memory.

Each core has a 3.0 GHz Intel Xeon processor.

2.2.1 Accuracy of the Proposed Simulation Method

With one of the test cases, we demonstrate therawuof our proposed
simulation method. For this case, the upper bodrfcequencyfmaxis set to 4 GHz, and
the number of frequency samples is 36. The frequedpmain responses are fitted with
the vector fitting technique, where the fitting erd\, is 9. Figure 2-3 shows the result of
vector fitting for one output voltage. The root mesuare (RMS) error is found to be
4.6x10-12, which means the frequency-domain responseeits approximated by a
partial fractional function. In Figure 2-4, the grdomain voltage waveform converted
from the partial fractional expression is compareith that obtained from transient

simulation of HSPICE. The waveforms from both methmatch very well.
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Let V; denote the voltage simulated from HSPICE at theimhe sampling point,
and\7i is the corresponding voltage simulated from theppsed method. We utilize the

1-norm|- | to measure the average error ratio (AER) of tHtage response waveform:

> V-V
AER==_
Zi |\/| | . (2_8)

For the accuracy on the maximum voltage drop, dak@rror ratio (PER) is defined as:

ER= maxfV —v)
max(V; ) _ (2-9)

The accuracy of proposed simulation method relieshe number of sampling
frequency points. The more frequency samples, ttwee raccuracy will be achieved. We
manually vary the number of frequency samples fr@g to 40, and draw the
corresponding waveforms in Figure 2-4. We can $e¢ the waveform with fewer
frequency samples has less accuracy. The relatioese(AER and PER) for these
waveforms are plotted in Figure 2-5, vs. the numiifefrequency points. This figure
shows good accuracy of the proposed simulation odetand verifies the correlation

between the accuracy and the number of frequenicyspo
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Figure 2-3: A frequency-domain response and itmdjtresult with the vector

fitting technique. (a) with linear vertical axi®)(with log vertical axis.

The computational time of proposed simulation meti® proportional to the
number of frequency points. In Figure 2-5, the euof CPU time is also plotted with

“star” marks.
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Figure 2-5: Relative errors and CPU times vs. tmalver of frequency samples.

2.2.2 Efficiency of the Proposed Simulation Method

Seven test cases of power network with the nodebeumanging from 5678 to
above one million are used to demonstrate theiefioy of the proposed simulation
method. The simulation time are compared with thai3dSPICE and MSPICE, as listed

in Table 2-1. The time for proposed method justudes that for solving the frequency-
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domain equation on the frequency samples. Becanbe aulditional 0.2 second per
output node is needed for the vector fitting andvesting to time-domain waveform, the
total CPU time of the proposed method would bettke Imore than that in Table 2-1.
From Table 2-1, we see that the proposed methablaat 100 times faster than HSPICE,
and the speedup to MSPICE is about ten or morelafge test cases, the speedup ratios
are larger. The AER and PER of the voltage respomddained from the proposed
method are also listed in Table 2-1. They showeters are all less than 1%, thus the

proposed method has good accuracy.

Table 2-1: Comparison of HSPICE, MSPICE and th@psed frequency-domain based

method
Time of . .
Name of #nodes proposed Time of |Speedup tpAER to| PER to| Time of Speedup to
test case prop Hspice (s) | HSPICE |HSPICEHHSPICH MSPICE (s MSPICE
method (s)
Cktl 5678 1.8 63.0 35.0 0.02% | 0.2% 11.6 6.4
Ckt2 11479 4.1 268.4 20.0 0.04% | 0.4% 52.8 129
Ckt3 23011 8.3 622.3 75.0 0.03% | 0.3% 70.0 84
Ckt4 46090 17.1 1636.5 95.7 0.03% | 0.3% 152.6 89
Ckt5 92155 39.5 11126.5| 2817 0.09% | 0.3% 428.7 10.8
Cki6 | 369983 196.7 N.A. N.A. N.A. N.A. 3798.1 19.3
Ckt7 |1156220 815.5 N.A. N.A. N.A. N.A. N.A. N.A.

The proposed method is able to handle the poweranktwith millions of nodes,
as shown in Table 2-1. In contrast, HSPICE canaffford the case with more than one
hundred thousand nodes. MSPICE is not valid forcdse with one million nodes, either.
With the CPU time in Table 2-1, we can also vakdtite computational complexity of

the employed CGS equation solver, that showsat @(N" for these test cases.
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Table 2-2: CPU time of parallel computation

Time of Time of
Name of te§ proposed proposed Speedup
case method with 1 method with 4 ratio
CPU (s) CPU (s)
Cktl 1.8 1.0 1.8
Ckt2 4.1 1.8 2.2
Ckt3 8.3 3.4 2.4
Ckt4 17.1 6.6 2.6
Ckt5 39.5 15.2 2.6
Ckt6 196.7 78.7 2.5
Ckt7 815.5 339.8 2.4

On the machine with four cores, we carried out #&xperiment of parallel
computation. For the seven cases, the computationes$ of the parallel program and the
corresponding serial program are listed in Tab2 Zhe speedup ratio is about 2.5 in
this experiment. Because it is hard to fully bakarnice workload and there are other
overheads, an ideal 4X speedup with 4 CPUs is obieaed. Nevertheless, with the
parallel computation the speedup of proposed methddSPICE or MSPICE becomes
even larger. And due to the independence of sol{@Ag) for different frequency point,

more speedup would be achieved with more CPUs.

2.3 Summary

A frequency-domain based transient simulation ngktlso proposed. With the

application of vector fitting technique and itevatiequation solver from PETSc library,
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the frequency-domain based method is much moreietti than the conventional time-
domain simulation method while preserving good emcyt Numerical results show that
the proposed simulation method is up to severattedthtimes faster than commercial
simulators like HSPICE and MSPICE. And, the analyifaw is able to handle larger
industrial cases with one million nodes. Prelimynaesults of parallel computation
demonstrate larger speedup to the conventional lasilon methods and the ease of

parallelizing the proposed method.

Chapter 2, in part, is a reprint of the paper '&éint Power Network Analysis
Considering Multi-Domain Clock Gating"”, co-authoredth Wenjian Yu, Xiang Hu,
Ling Zhang, Rui Shi, He Peng, Zhi Zhu, Lew Chua+ioRajeev Murgai, Toshiyuki
Shibuya, Noriyuki Ito, and Chung-Kuan Cheng, |IEEE Transactions on Computer-
Aided Design of Integrated Circuits and SystemsADY The dissertation author was the

primary investigator and author of this paper.



3. Power Network Wor st Case

Noise Analysis

In this chapter, we first present the problem sta&i® of worst-case noise in a
multi-domain clock gated power network. In secti®2, the linear time complexity
algorithm to find the worst-case voltage drop isaduced. In section 3.3, we discuss the
integer linear programming (ILP) based analysiw ffor the worst-case voltage violation

area. The summary will be given at last.

3.1 Problem Satement

The analysis of voltage variation becomes more ¢ioatpd for the low-power
circuits with multiple clock domains. The technigaemulti-domain clock gating has
been used to reduce unnecessary power dissipdyodisabling the clock signals for
some modules [35]. However, certain clock-gatingtgpas may induce the voltage
resonance of the power network. Predicting the tacase voltage variation caused by
multi-domain clock gating is not only necessaryt biso a challenge for the power
integrity analysis of multi-clock-domain circuits this chapter, we propose an efficient

framework to analyze the power network considemmgjti-domain clock gating. The

29
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worst-case clock gating patterns and the correspgndaximum voltage variation are

predicted.

O fferent A ock
Gating Pattern

Figure 3-1: The model of power supply network withlti-domain clock gating.

The power network is usually modeled as a circuitluding resistance,
capacitance and packaging inductance, like thatvshim Figure 3-1. Time-varying
current sources are connected to some circuit natiesacterizing the behavior of active

circuit instances. These current sources draw cufrem the power network and cause
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voltage fluctuations [3]. The waveform of currerdusce is usually described as a

piecewise linear (PWL) function.

In the low-power design with multiple clock domaitise circuit instances belong
to different clock domains. The circuit instanceghm the same clock domain work
synchronously. Each domain is governed by one ctmmktrolling signal. Figure 3-1
shows such a configuration with four clock domaifise value of clock signal indicates
whether the instances in the domain work or sleeguarent clock cycle, and the
sequence of clock signal is called clock gatinggpat Bit “1” in the pattern means that
the instances in the domain work for this cycleilevhit “0” represents the sleep mode of
the instances. The clock gating pattern affectsvtitage fluctuation of power network,

because it determines the behavior of current ssurcthe model.

We consider two kinds of worst-case situation. @rtbe worst-case voltage drop
which is the largest voltage drops away from thedVdhe other is the maximum
violation area, which describes the accumulatirigotfof the noise. The violation area at

nodei is defined as:

.
A = [ max(/,,, - v (t), 0)dt (3-1)
where v_  is the allowed voltage drop.

The main purpose of the analysis work is to deteenthe clock gating patterns

for all of the domains that cause the maximum g@t&ariation (either voltage drop or



32

violation area) at given nodes of power networkloBewe summarize the assumptions

taken in this work:

(1) The current profiles of current sources arevkmoand described as PWL

functions.

(2) We assume that a current source has the sarefosa for different working

cycles. This scenario is supposed to correspotitetavorst case of voltage fluctuation.

(3) If a circuit instance is under the sleep matbe,corresponding current source
is assumed to have zero current. This assumptioits dhe leakage current, but the

proposed method can be easily extended to consider

(4) The clock gating patterns for different domaare independent from each

other.

To consider the influence of multi-domain clock iggt on supply voltage
variation, we divide the task into two steps. Bsthe time-domain voltage response of
the power network is simulated with a single clddknain working for one clock cycle.
Then, with the simulation results of all clock donsg we propose algorithms to find the

maximum voltage variation and corresponding woastecclock gating patterns.

3.2 Wor st-Case Voltage Drop



33

We firstly derive the voltage response for an aabjt clock gating pattern, using
the response corresponding to the current sourceking for one cycle. Then, the
algorithm to predict the maximum voltage variatioonsidering multi- domain clock

gating is presented.

3.2.1 The Voltage Response for an Arbitrary Clock Gating Pattern

We firstly consider the situation where there isyame clock domain. Suppose
all current sources only work for the first clogkcte. The voltage of power network will
fluctuate for several cycles before reaching stestdie, due to the resonance in circuit.
We usey(t) to denote the voltage response at a given nodethEcsituation where the
current sources work for multiple cycles with arbiary clock gating pattern, the

voltage response can be derived usift) and the principle of superposition.

Supposefi(t) denotes the first-cycle waveform of thidn current source. Its

waveform within the firsk cycles can be expressed as:
k-1

g =>hf(t=1T),i=1L N, (3-1)
1=0

whereT is the clock cycle time, and sequenbg {epresents the clock gating pattela.
is the total number of current sources. If the kldomain is enabled at tlig cycle,b,

=1, otherwisdy=0.
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Because all current sources in the domain work legymously and the power
network is a linear circuit, the voltage responserasponding to the arbitrary clock

gating pattern becomes:
k-1

y()=> By (t-1T) . (3-2)
1=0

If yo(t) reaches its steady state aftecycles, thel in (3-3) needs to satisfy

0<t—IT <nT to contribute non-zero value to the summationt®a

t t
——n<l<=
T T (3-3)
This means we just need to check at modiits of clock signal (value o)) for

calculating y(t). For the voltage response during the kth cyclesdhbits are the

controlling signal for th&th cycle and the precedimgl cycles.

Figure 3-2 shows an exampleygft). Suppose one clock cycle is 5ns, we find out
that the waveform takes 6 cycles to reach the gtstatle. For this example, we depict the
waveforms for the 6 cycles separately, and arrdragge top to bottom in Figure 3-3.
According to (3-3) and (3-4), the voltage respoy@@ewithin a given clock cycle can be
obtained by selectively superimiposing these wawe$o To generate the voltage
response during a specified cycle, the 6 sequéstabiclock signal are needed, which
correspond to the six waveforms in Figure 3-3 repely. For each enabled clock bit,
the corresponding waveform is kept. Finally, sumgnup all kept waveforms together

gives the result of(t) for the specified cycle.
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Figure 3-2: An example of voltage respogge).
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Figure 3-3: The one-cycle portionsyg(t) are arranged for superposition.

Above derivation only considers the current souréé& obtained waveformy(t)
needs to be added with the initial value of voltemeonsider the effect of supply voltage

source.

3.2 2 Find the Maximum Voltage Variation Considering Multi-Domain Clock Gating
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We firstly consider the problem with only one clodomain. With above
deduction, we know that the outpyft) is calculated by superimposing different portions
of the waveformyy(t). Given a time point, if only portions having pos voltage at this
point are selected, the superimposed regt)ltmust reach the largest value at this point.
Then, sweeping all time points in one cycle witd #bove manipulation, we can find the
maximum positive voltage variation and the corresiiog clock gating pattern. The
situation is similar for finding the maximum negativoltage variation, where we select

the waveform portions contributing negative voltage

For the problem with multiple clock domains, thewab strategy is still valid with
little modification. Supposgi(t), i= 1, ..., D denotes the voltage response at the given
node if only current sources in thn domain work for the first cycle while other
domains are sleeping. Hdbeis number of clock domains. Then, the voltage aaspy(t)

corresponding to arbitrary clock gating patterndmees:

k-1

Y =33 b0y (t| (3-4

i=11=0

whereb? is thelth bit of the clock gating pattern for tith domain. If eacly;(t) takesn
cycles to reach the steady state, we need to &rahg- D waveform portions in the
manner shown in Figure 3-3. Then, the maximum geltaariation can be found like

what is done for the single-domain problem.
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D: the number of clock domains.
Ci: the number of cycles foy (t) to get saturated.

y©(t): the positive function for thith domain.
v (0 =y () » wheny, (>0
=0 , Wheg (t) <0, vie{l,2,...D}
y" (1) : the negative function for théh domain.
v () =y, (), wheny (<o
=0 , wheny(t)>0, vieft,2,...D}

P(t): the resulted curve by superimposing®(t) for all clock domains
(te[o,T])-

N(t): the resulted curve by superimposing®(t) for all clock domais
(te[O,T])-

Rl ] : the selection status of thth portion ofy, () for finding positive
variation. If it is selected in the superpositiegi)[ j =1, otherwis
Ro[ill 1 =0.

NG[il[ ] - the selection status of th#h portion ofy (1) for finding negativ
variation. If it is selected in the superpositioqyi][ j =1, otherwis
N[l 1 =0.

1%}

Figure 3-4: Parameters in the algorithm findingweest case of voltage variation

To describe the algorithm of finding the maximunitage variation considering
multi-domain clock gating, we list the relevant graeters in Figure 3-4. And, the
algorithm for the maximum positive voltage variatie presented in Figure 3-5. It is
straightforward to give a similar algorithm destiop for finding the maximum negative
voltage variation.

The computational complexity of the algorithm irgliie 3-5 is abo@(N, nD),

whereN, is the number of discrete time points within im&ér{0, T] andn is the average
number of cycles foy;(t) to saturate. The value bl is affected by the desired precision
of the obtained time-domain waveform, and is usuallich larger than or D. With this

analysis, we know that the algorithm finding therstacase voltage variation has the
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linear computational complexity. And, the algoritlmonsumes little time because it does

not involve any complex calculation.

Algorithm for finding the wor st case of positive voltage variation:
1. Superimpose the positive functiop¥t), y*(t-T), ..., y*(t—(G -1)T) On
the intervalte[(c -1, GT]-

2. Perform Step 1 for all domains, then shift and somgose the curvg
together. The result curve is:

D C-1

P(t)=Y"> ¥ (t+(G-1-)T): te[0, T]-

3. Find the maximum oP(t): p(t,,)=maxP()), Which is the maximui
positive voltage variation. For time poitfp, assign the values
ROICD -

4. The worst-case clock gating pattergs | are:

{h(i):%[ﬂ[Q"'l_I]' [=1,2,K C|} =1, ...,D.

Figure 3-5: The proposed algorithm for finding therst case of positive voltage
variation.

Section 2.1.5 discussed that the complexity forpt@posed simulation flow is
O(N”log f..,). For the whole analysis flow including simulatimgltage response and
finding the worst-case clock-gating patterns, tbenthant computation is the simulation

for each domain, and therefore the complexity sudk®(N“ Dlog f__ ), whereD is the

fm ax

number of domain and is a quantity between 1 and 2.

3.2.3 Experimental Results

We analyze two power network cases with multi-den@ock gating. The first
one has four clock domains. The current sourcesi@fermly distributed in each clock
domain and are synchronized with each other. Thekdrequency is 200 MHz and the

voltage response for one-cycle current sourcesstaixecycles to reach the steady state.
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The four curves in Figure 3-6 show the voltage oasps with only one clock domain

working for one cycle. The node which we are conicgy is at the center of domain 1.

In Table 3-1, we present the worst cases of voltag@tion considering each
clock domain respectively, and considering all kldomains. The second column gives
the peak voltage in the response waveform causexuitvgnt sources working for only
one cycle. The third column shows the worst casevalfage variation caused by a
sequence of clock signal. The last column incluttes corresponding clock gating
patterns. For example, the voltage response calgedne-cycle current sources in
domain 1 has a minimum value of -10.5 mV. Thethéf clock pattern for domain 1 is {
1,1,1,0,1, 1}, the resulting maximum voltagemwould be 11.8 mV. This means that
the variation will be worse if the clock gating que is used. The last row in Table 3-1
shows the worst case for the actual circuit withrfaglock domains. The maximum

voltage drop will be 15.7 mV, worse than any resaltsidering single clock domain.

The second case is a large-scale industrial cadsie.cse includes abouk B
nodes, and TOcurrent sources. The circuit is divided into falwck domains, and the
clock frequency is 2 GHz. For the proposed simaitathethod, thén.xis set to 10 GHz.
The simulation results show that the voltage respdior one-cycle stimulus takes 30
cycles to reach the steady state. Figure 3-7 shbewoltage responses with only one
clock domain working for one cycle. The maximum tage drops caused by each
domain are 0.15mV, 1.9mV, 0.41mV and 23.4mV, respely. If considering all the

four domains together, the worst-case voltage édrefb.5mV. This result suggests again
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that the power network voltage variation will beahdarger in circuit with multi-domain

clock gating.

x 10° Node voltage with four clock domains working respectively

--- Domain 1
al ) Domain 2 | |
s —— Domain 3
‘ —— Domain 4
5 i
b
<) I
2 |
S 4 :
o by
> |
6 |
8L | ! _
-10+ ‘{‘f 8
_12 1 1 1 1 1 1
0 0.5 1 1.5 2 2.5 3 3.5
time (s) x 108

Figure 3-6: The voltage responses of the first,cam@esponding to one-cycle current
sources in a single clock domain
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Table 3-1: The worst cases of voltage variatiors@ering only one clock domain, and
all clock domains

Maximum Worst-case
aggg-of v\g:z?oen Worst-case pattern
Yo(t) (MV) | (mV)
Domain1l -10.5 -11.8 {111011}
Domain2 -3.56 -4.06 {11011}
Domain3 -2.26 -2.68 {111111}
Domain4 -2.86 -3.47 111111}
Domain 1: {011101}
All _ 15.7 Domain 2: {011101}
domains ' Domain 3: {111011}
Domain 4: {111011}
0.028 - - Do‘main 1
0.02 /) Domain 2 ||
—— Domain 3
0.015 M h —— Domain4 ||
| |
il
< 0.005H 1
% o L‘MJIJ ML@\J AW 1
ML
> -o.oosml’ \[ .
-0.01 U \I V ! i
-0.0lSM ‘ E
-0.029 E
-0'0250 0.2 0.4 0.6 O.‘8 1 1.2 1.4 1.‘6
time (s) x 107

Figure 3-7: The voltage responses of the largeesodustrial case, corresponding to
one-cycle current sources in a single clock domain.

3.3Worst-Case Violation Area
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With the continuous shrinking of feature size, kg is becoming a major
challenge for VLSI design [36]. In this section, discribe the worst-case violation area
analysis flow considering leakage current in a irddimain power network. We propose
a general model to identify the worst-case gatiaiiegon and the maximum variation area
with arbitrary leakage current. For low power waesd chips, we introduce another
simplified model, which treats the leakage to b®@ current. The two models are

formulated with integer linear programming (ILP).

We consider the worst case with the maximum voltagéation area, which
presents the accumulating effect of the noise asiated in equation (3-1). The
objective is to predict the sequence of the claating signal for each domain causing the

maximum voltage violation area at observing nodes.

3.3.1 Analysis Flow Based on Superposition

The idea is based on linear circuit superposit®exlained in section 3.2.1. We
first consider the case with one clock domain, teth extend into multiple domains. The
analysis flow considering leakage current for oamadin is described in Figure 3-8. The
voltage variation waveforms at observation nodecateulated with active current source
and leakage current source working respectivebnim clock cycle. The voltage variation
may takeny cycles to reach the steady state. The dissecteeferans innccycles need to
be superimposed. However, for each cycle, if tieekcis enabled, the voltage variation
caused by active current is selected. On the dihed, if the clock is disabled, the

voltage variation caused by leakage current is@moShe goal is to determine the clock
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gating pattern for each cycle that makes the sop&rsed variation waveform in one

cycle have maximum violation area.

If there areP domains, the total voltage variation for the olsagon node is the
summation of the variation contributed by each dam&ssume the working frequencies
of all the domains are the same which means thedé&ris the same. We superimpose
these dissected variation waveforms from each dommishown in Figure 3-9. Then the
clock gating pattern (“1” or “0”) for each domaieeds to be determined to maximize the
violation area of the overall superimposed varratnaveform. The enumeration method

exhaustively tries all the possible clock gatingqras.
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Figure 3-8: Analysis flow in one domain consideriegkage current.
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Figure 3-10: Parameters description for ILP formates

3.3.2 Modelsto Predict the Wor st-Case Violation Area Considering L eakage

Current

With the reduction of power supply voltage and &asing operating frequency,

the threshold voltages have to scale aggressiwglyg, result in higher subthreshold
leakage currents [37]. On the other hand, the lgateage is becoming larger with the

reduction of the gate oxide thickness [36]. Thefave can not ignore the leakage

current in noise estimation.
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In the general model, both the dynamic current l@aétage can have arbitrary
waveform. When the clock is enabled, the overdilva current includes both dynamic
and leakage current. While the clock is disablelictw means in sleep or idle mode,
there is only leakage current. In order to takeltfaage effect into consideration when
clock is disabled, we need to have two voltageati@ms contributed by the active
current and leakage current respectively as Figgd& The two waveforms are
superimposed. When the clock is enabled, we s#tectlissected waveform from the
active response. Otherwise, select the dissecte@gfaran from the leakage response.
Then, the overall superimposed voltage waveform lwanobtained considering both

active and leakage current effect.

This general model covers both dynamic and leakagent effect to analyze the
worst case violation area. For general procesamb as IBM processors, the leakage
currents vary in active and idle mode because roiitiactivity and temperature [36].
The separation voltage response computation favea@nd leakage current in the

proposed model provides the capability to handkedhase.

The simplified model considers the leakage curtertie a DC constant. Unlike
the general processors whose leakage current salkeege portion of active current (i.e.
30%), the low power wireless chips have a limitedcpntage of leakage (i.e. 1%), and
the overall current is small (i.e. 300mA) [38]. Télre, the leakage current can be
approximated to be a DC constant, and we assurhé¢hthaurrent value keeps the same
in either active or idle mode. We can then simptifg general model to deal with the DC

leakage current sources. Since the voltage resgon$2C current sources is still a DC
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constant, the voltage variation contributed by $epkis simply a DC bias. This will

simplify the ILP formulation which will be explaiddn section 3.3.3.2.

3.3.3ILPBased Algorithm

We proposed an Integer Linear Programming (ILPebasethod to determine
the clock gating pattern for the worst-case voltaeigéation area. The objective function
is to maximize the violation area of the superingobgoltage variation waveforms. The
decision variables are the clock gating signalefeery cycle at each domain. Thus, this
problem can be solved optimally by commercial lloR/er such as CPLEX [39]. We will

describe the formulations for both general model simplified model below.

3.3.3.1 General Moddl

These parameters used in the proposed modelssted in Figure 3-10. We
sample the voltage waveform in each cycle withime points, whose intervals ade

seconds (& j< m). The following variables are used in the ILP:

(1) x*e{0,13,1<i<n,x" €{0,13,1<i<n: binary variables to indicate the status
of clock gating signal for the ith cycle. If theock is enabledx” is “1”, x"is
“0”, and the dissected waveform fro\%ﬁ will be selected. If the clock is

disabled,x" is “0”, x“is “1”, and the dissected waveform fro#® will be

selected.
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(2) y,€{0,1},1< j<m: binary variables to indicate whether titb voltage

sampling violates the allowed amount. These amrnmédiate variables used

to compute the violation amount in tjtle sampling point.

(3) u; €[0,),1< j<m: continuous auxiliary variables to represent thealtot

violated amount for the jth voltage sampling.

The ILP formulation is then presented as follows:
Maximize Y d,u

j=1

Subject to:

u, s_zn; ij6>|<A+zn:\j76x- cutoff+ Ml- y), 1< K n(3-7)

i=1 i=1
U <M.y, 1< j<m . (3-8)
x*+x-=1, I<i<n (3-9)

The objective is the total violation area, whichthe summation of the area in

each sampling. Constraints (3-6) and (3-7) des¢hibdow yj works: (3-6) enforcggto
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be 1 if > WAx*+> \Pox > cutoff, which means the cutoff is violated in this pointan
i=1 i=1
the area should be counted to be violation; (3-7pkes y; be O if

DX+ ey < cutoff . Constraints (3-8) and (3-9) restriay by using yj:
i=1

i=1

u, <> W+ e — cutoff when y=1 according to (3-8), andi<0 when y;=0
i=1

/
i=1

according to (3-9). Since the objective functiomraeto be maximized, constraints (3-8)

and (3-9) are actually equivalent to the followingonditional assignment:

u, = > Wx*+> Vet — cutoff if y=1, andy=0 otherwise. Constraint (3-10) ensures
i i=1
either the active waveform or the leakage wavefoitnbe selected.

The above formulation presents the violation areaimization problem with

only 2n+mbinary variables. Thus it can be efficiently sal\®y CPLEX.

3.3.3.2 Simplified M odel

In simplified model, the DC leakage current existdoth active and idle mode,
and the DC current will contribute a DC bidg. to the voltage response with dynamic

current.

The ILP formulation for simplified model is presedtas follows:

m
Maximize: > d,u,
-1
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Subject to:
Y, M2 \9”'e — cutoff+ V., 1< K n (3-10)
(y,~1)-M<] V8 x — cutoff+ V., 1< K n (3-11)

u, szn: 9 x —cutoff+ Y. + M1-y), 1< K n (3-12)

Uu<M-y, 1< j<m . (3-13)
Because the leakage is simplified to be a DC canstee just add the DC bias
Vpc to the dynamic voltage response in constraints1(3(3-14), instead of two voltage

variation curves together like constraints (3-68}3

3.3.4 Experimental Results

We implement the ILP based method with the ILOG ERQ.1.10. We also
implement an enumeration method for comparisonclvieixhaustively tries all possible
clock gating patterns. The experiments are run é2&Hz Pentium 4 machine with

1GB memory.

The test cases are simplified industrial power oetw for low power wireless
chips. Therefore, we apply the simplified model estimate the worst case voltage
violation area. These power networks are of meslctstres with on-chip R, C and

inductive components from package. The dynamiceadirfor the whole chip is about
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360mA, and the percentage of the leakage curreigsveiom 1% to 5%. The VDD is 1V,
and the cutoff to determine violation is 5% of VIbich is 0.05V. The number of clock
domains in the test cases varies from 4 to 10. derat the center of a clock domain is
selected as the observation point, whose voltaggoree is simulated. The number of

cycles required for superimposition is 6.

We first show the proposed ILP based method viddbedomain example with
1% leakage in Table 3-2. Figure 3-11 shows theageltresponses with each domain
working respectively. The worst violation area &@ating pattern given by the proposed
algorithm in this example is {110011, 110001, 1100110011}, with each group for a
clock domain. And the worst case violation areaeurtat pattern is displayed in Figure
3-12. The dotted line is the worst case voltagpaese, the VDD is 1V, and the cutoff
voltage to determine violation is 0.05V which ispmesented by the dashed line.
Therefore, the area below this dashed line is ib&ation area whose value is 51.78

mV-ns.

Then we compare the computational time between etfi@meration method
(“T_enum.”) and the proposed ILP based method P”). The total leakage current is
1%. The number of decision variables is proportiagoghe number of domains. So the
complexity of enumeration method grows exponentiadl the number of domains grows.
Hence, it only works for these cases with small bers of clock domains. For the four-
domain case, the enumeration method consumes 2hdseevhich is over 200 times

slower than the ILP based method. The proposedtdded method works efficiently for
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complicated cases with more domains, and providespamal solution. The simulation

time is not included in the computational time able 3-2.

We also show the worst case violation area witfetght percentage of leakage in
Table 3-3. The test case is the first one in TabR which is a four-domain power
network. If we do not consider leakage currentioéation area is 51.685 mks. When
the percentage of leakage is increased from 1%davBich are some typical rates in low
power wireless chips, the violation area keepseiasing as shown in the third column in
Table 3-3. For general processors, the leakagel caké more percentage of total current
(i.e. 30%) and therefore, the violation area coezrsid) leakage would be much larger
than the area without considering it. This impliee importance to have a worst case

violation area analysis model that takes the leakagrent into consideration.

Mode voltage with four domains working respectively
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Figure 3-11: Voltage responses with each domairkiwgmrespectively.
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Figure 3-12Worst case voltage violation area

Table 3-2: Computational results with 1% leakage

Test | #Clock |T_enum.T_ILP| A_ILP

case | Domain () () (mV-ns)
1 4 21 <0.1s 51.78
2 6 N.A. | <0.1s 46.05
3 8 N.A. | <0.1s 56.87
4 10 N.A. | <0.1s 62.67

Table 3-3: Violation area comparison with differéedkage percentage for a four-domain

network

% of ViolationArea | % Violation area

L eakage (mV-ns) increased

No leakage 51.685 0

1% 51.778 0.18%
2% 51.873 0.36%
3% 51.971 0.55%
4% 52.069 0.74%
5% 52.171 0.94%
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3.4 Summary

We present algorithms to analyze the worst-castageldrop and violation area
in power networks with multi-domain clock gatingliAear time complexity algorithm is
introduced for the worst-case voltage drop. The tafnulation is used to model the
worst-case voltage violation area. The analysisltesuggest that the power network
noise would be much larger if considering the clgeking signals of multiple domains,

and the leakage current is not negligible.

Chapter 3, in part, is a reprint of the paper '&éint Power Network Analysis
Considering Multi-Domain Clock Gating”, co-authoredth Wenjian Yu, Xiang Hu,
Ling Zhang, Rui Shi, He Peng, Zhi Zhu, Lew Chua+ttoRajeev Murgai, Toshiyuki
Shibuya, Noriyuki Ito, and Chung-Kuan Cheng, |IEEE Transactions on Computer-
Aided Design of Integrated Circuits and SystemsADYL It is also a reprint of the paper
"Predicting the Worst-Case Voltage Violation in B Power Network ", co-authored
with Wenjian Yu, Xiang Hu, Amirali Shayan, A. Egen@in, Chung-Kuan Cheng, in
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4, Power Network Optimization

In this chapter, we discuss the approaches for paveéwork optimization.
Section 4.1 introduces the noise minimization atgor during power-up stage for a
multi-domain power network. Section 4.2 presents dptimization using both decaps

and controlled-ESRs. We summarize these methodsagisection 4.3.

4.1 Noise Minimization during Power-Up Sage

In current multiple power domain (MPD) designs, weed to take into account of
the sequence of different power domains for miningzhe overall power noise. Also,
we make sure all power domains are completely pedvap before proceeding to other
tasks. For example, the CPU may wait until the ofsthe chip is powered up before
booting [17]. As a result, all domains need totspawering up before a particular time

point, which is referred as “deadline” in this pape

Turning on transistors in sequence can avoid dgwange amounts of current.
The switches are grouped into several sets, and wened on with delay in between
[17]. Similarly, the power-up sequence for all damsas also critical for limiting the rush

current, so that there may not cause voltage spilegscould corrupt registers.
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There are some timing relationships between domaduesto the signal or data
transition. For example, if domain A wants to gatadin the tenth cycle after powering
up from domain B, B needs to be turned on in timéhst its data will be available when
A acquires it. More applicably, there was a redustry hierarchical power distribution
design with a power tree [20]. Those domains orelolevels of the hierarchy can be in
the powered-on state only if the domains on higlegels are on. Therefore, when
designing the power sequence for all domains, werl rte consider the inter-domain

timing relationships as constraints.

To analyze the total noise when powering up all adios) the idea of
superposition is utilized. We assume that the powegwork is a linear time invariant
system, the voltage drop at one node is the supsiqooof those voltage drops caused by
all domains individually. In this sense, we divithe analysis work into two steps. Firstly,
we simulate the voltage response at the observatoole with each domain working
respectively, and then obtain the voltage dropsofay, we analyze the voltage noise

with the superposition of all the voltage drops.

4.1.1 Problem Satement

Figure 4-1 illustrates the power-up sequence foitipl@ domains. Each row
corresponds to the power status for a domain, lagre tardd domains. For each domain,
one square represents the power status in one cladk. The blank square denotes
power off, while the dark square denotes power®iil<i<D) is the cycle when thieh

domain switches to power on. Therefore, the volteegponse contributed by thtn
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domain keeps zero during the previoisl cycles. The nonzero voltage waveform can
be generated by shifting the response powered ughefX; cycle. Based on the
superposition idea, the overall voltage drop wobkl the summation of the drops

contributed by all the domains.

The noise minimization problem during power-up stagn be formulated to be
an optimization work as shown in Figure 4-3. Thislgbem is to find a power-up time
sequence for multiple domains, denoted Xay X,, ..., Xp, to minimize the voltage
violation area for a given observation node at pavetwork. The related parameters are
listed in Figure 4-2. We sample the voltage wawefdor each domain withP time
points, whose intervals ar nano-secondsl1<i<P ). Based on the violation area
definition, the violated amount for théh sampling point is the amount exceeding a
tolerable cutoff. Then the violation area can beragpimated by the multiplication of
violated voltage and sampling interval. The interrdin timing relationship will become
the constraints as shown in Figure 4-3. Const(dnimeans domaik can start powering
up no earlier thaay cycles and no later thas cycles after domain The deadlines for

powering up also impose additional constraints.



One Cycle=T

Domain 1
x1cI|e
Domain 2
®2 -:!;a
Domain D
g (‘Zl.'_..r-: e

Figure 4-1: lllustration of power-up sequence faidtiple domains.

D: the number of domains;

T. the time period of clock;

P: the number of time samples to describe the gelteesponse
contributed by one domain;

d: the interval between adjacent time sample ppints

Xi: the starting cycle when domaibocomes power on;

Li: the last power-up cycle (deadline) for domain

Vu¢: nominal high-level voltage;

Vmin: minimal voltage requirement; Voltage is consider®o be
violation if below this value;

Cutoff the allowed maximum voltage drop, iMig-Vmin.

V.,,: superimposed voltage drop for title sampling point.

v! :violated voltage amount for th#h sampling point.

violate

Figure 4-2: Parameter description for power-up saqing problem.
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Power-up sequencing problem statement
Objective function:

P
H i
min zvviolate -d
i=1

whereyi  _ {Vi —cutoff, if \,,— cutoff>0_

violate

sup

0 , otherwise
Constraints:
(1) Inter-domain timing relationships, ..,
X +a, <X <X+0h;
(2) Deadline to start powering on, i.e<X)<L;.
Decision Variables:
X1, X2, ..., Xp.

Figure 4-3: The power-up sequencing problem.

This problem is NP-complete, and the proof is giasriollows.

Lemma The Power-up sequencing problem (Figure 4-3)Rsddmplete.

Proof. The power-up sequencing problem is in NP, becaeas&/ing whether the
violation area corresponding to a given sequentessthan a particular value or not can
be done in polynomial time. To prove it is NP-hang reduce a known NP-complete

problem, i. e. the partition problem [40], to th@ngr-up sequencing problem.

The partition problem is to decide whether a gigeh of m integers A ..., An
with the total suntcan be partitioned into two subsets that have aéngessunts/2 We
would like to reduce it to the decision versiortleg power on sequence problem, i.e. can

we find a sequence such that the total violati@a & less than or equal to a conskant

From an instance of the partition problem, we camgs$tan instance of the power-

up sequence with m domains. Each domain has twesymnd one sampling point per
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cycle. The voltage drop at this two sampling poifus domaini arev; 1] =A; and
V,o,[21=0. Let us suppos€utoff = §2. Because there are only two cycles with one

sampling point per cycle, each domain can shift @ oycle, which mean%; = 0/1. We
can show that the partition problem has a solufiand only if the power-up sequence

has a solution with violation area O.

When a partition problem has a solution of two stsvith equal sun¥2, we

can start the domains which correspond to thedisbset in the first cycle, and start those
1
domains which correspond to the second subseeisabond cycle. Thus we hale =

2
g2, and"s» = §2. As theCutoff= S2, the violation area is 0. Conversely, when there
a solution to the power-up sequencing problem widhation area 0, we can partition the
set based on the cycle where each domain is st&ttedte we have proved the power-up

sequencing problem is NP-complete

4.1.2 The Smulated Annealing Based M ethod

The proposed method consists of three parts: doardering, a greedy algorithm
to get an initial solution, and the simulated atinga(SA) based searching. We first
order the position of domains in the solution teexp up the searching. Then, a greedy
initial solution is obtained. The SA based searghalgorithm solves the optimal

powering up sequence for minimizing the total Viiola area.

4.1.2.1 Domain Ordering
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We order the domains as a sequence to generateatsible solution. Because in
one solutionXy, Xy, ..., Xp, the domain which appears earlier will restriat fossible
range for these domains that appear later basdldeoconstraints. Therefore, if we have
determined the starting cycles of those domaingkvhave more constraint relationships
with others, the following domains will have legsarch space. As a result, the searching

efficiency will be greatly improved.

The inter-domain timing constraints are modeledaatirected graph, shown in
Figure 4-4. Every node represents one domain. éctéd edgeA, B) points from one
domain to another, which means domBinlepends on domai. The number on each
edge is the range of cycles that domBinan choose based on the constraints given by
domainA. For example, if one of the inter-domain constsaiare: Domain 2 needs to
power up after 10 cycles but before 14 cycles ohaa 1, which means the freedom of
domain 2 based on domain 1 is 4. Following the sames we construct the directed

inter-domain relationship graph as show in Figure 4

The ordering algorithm is described in Figure 4a6d Figure 4-5 shows the
related parameters, where sequdndée the output of the algorithm. The main ideans:
want to firstly select the domain which can corietraore other domains and let these
domains as less freedom as possible. The evaluatipression in (4-1) means the
average freedom of the domains controlled by domakor a particular domain its
value becomes smaller if domaigives less freedom per domain that it controlsthies
example in Figure 4-4, the first domain to cho@sdamain 1, because it is the only one

with zero input degree. After we delete domain d &s output edge, the next domain to
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choose is domain 2, because its evaluation val(§&+%4)/2= 9.5, while the evaluation

value for domain 6 is 12. If we continue this algon, the ordering result for the six

domain power network in Figure 4-4 is: 1, 2, 6435.

(= (®)
12

Figure 4-4: A constraint graph modeling the interréin relationships.

S the set of domains that have not been ordered;
P: the ordered sequence of domains;
Freedom): the selection range of domgibased on the constraint from domain

OutDegree the output degree for domain which is the number of domains
constrained by domain

Figure 4-5: Parameter description for the ordealygprithm.



Ordering Algorithm: Given the constraint graph
P=); S=all the domains;
While S= & do
If (there is no domain in S which has output depree
Add Sto the end of P;
break;
EndlIf;
Among the domains ir5 without input degree and with
output degree, choose the domiaith

> Freedom
OutDegree

Delete domaim and its out edges fro)
Add domaini to the end oP;
EndWhile.

Figure 4-6: The domain ordering algorithm.

4.1.2.2 Greedy Initial Solution

We propose a greedy algorithm to find the initialuson for the SA
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based

algorithm. As shown in Figure 4-7, the algorithnarse the ordered domains one by one.

For each domain, it makes the local optimal deniswhich causes the minimal

superimposed violation area. Finally, it outputs ithitial values of X1, X2, ..., XD.

Greedy Initial Solution Algorithm:

Fori =1 toD,
According to the values of;, j<i, and the freedoms associated with
constraints on domain determine the possible values ¥y
Choose the value of such that the superimposed violation area ca
by domains from 1 tois minimal,

EndFor.

the

ised

Figure 4-7: A greedy algorithm to find the initsdlution.

4.1.2.3 Simulated Annealing Based Algorithm
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The simulated annealing based algorithm is predemeFigure 4-8. The cost
function is the total violation area for a giverwss-up sequence. The voltage waveforms
at observation node caused by each domain havesbmeatated in advance, and then the
voltage drops by each domain will be obtained.tBe,voltage drops are shifted with
time cycles and then superimposed to easily prothueeactual voltage drops. Then, the

violation area belown,, i.e. the cost function, is computed.

The neighbor search plays a crucial role in a S8ebaalgorithm. Given the
current power-up sequence, we need to perturb ipromluce a new sequence. We
randomly choose a domain, and determine its p@ssfnige based on the constraints and
current starting cycle of the other domains. The s&arting cycle for this domain will be
chosen within the possible range. This neighborceemethod guarantees that all the

constraints are met without further checking.

The conventional cooling schedule and stoppingercah are adopted in our
algorithm. With higher temperature, the algorithms hhigh probability to accept the
current solution even though it is not better tht@a current best solution. Therefore, the
algorithm searches within a larger space. Howenvben temperature becomes lower, the
algorithm will have high probability to accept thelution that is better than the current

best. The related parameters are determined exgmtaify.
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Simulated Annealing Based Algorithm:
Ordering();
Seq = GreedylnitialSolution();
Temp = Initial_Temperature;
Iteration = O;
Repeat
Neighbor(Seq, Seq’);
Cost = ViolationArea(Seq);
dif = Cost — ViolationArea(Seq);
if( Cost < minCost)
minCost = Cost;
minSeq = Seq’;
end if
r = Random(0, 1);
if (r < exp(-dif / Temp) )
Seq = Seq’;
Temp= Temp * Temperature_Adjustment;
end if
Iteration ++;
Until Temp == Freezing_Point or Iteration > maxijter
End.

Figure 4-8: Simulated annealing based algorithm.

4.1.3 Experimental Results

We have implemented the SA based algorithm andnamerating method for
comparison in C language. The experiment environnsea PC with 3.2GHz Pentium 4
processor. Firstly, we give a case to show howwthele SA based method works, and
analyze the relationship between the power-up deadhd the minimum violation area.
Then, ten test cases with different domain numizees discussed, for which the

computational results from different methods anmpared.

4.1.3.1 A Case with Eight Power Domains
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We consider a power network for a 7manmm chip with eight domains. The
power network is modeled with a RLC netlist. TWg is 1.2V. For a given observation
node, we simulate its voltage responses with omlg domain working. The voltage

waveforms obtained with HSPICE are shown in

Figure 4-9. The clock cycle is 5ns, and the simoaspans 100 cycles. From the
figure, we can see all domains power up durindfitise 30 cycles, while the rush current
leads to very sharp voltage drop. After each donsafally charged and works normally,

the voltage drop becomes much smaller.

For this case, we assume the maximal allowed veltlgp is 0.1V, and there are
several inter-domain timing relationships that neete considered as constraints. With
the simulated responses, the proposed method camsdxd to search the power-up
sequence for the domains. If the power-up deadlaresall 50 cycles, the obtained
minimal violation area with the proposed SA baségbrthm is 1143.6 m\hs. The
corresponding power-up sequence is: 0, 14, 1, 232346, 50, which means the first
domain becomes power on at the Oth cycle, the sedomain becomes power on at the

14th cycle, and so forth.

In order to discuss the relationship between pawpedeadline and the minimum
violation area, we analyze the eight-domain cagk different power-up deadlines. The
deadline increases from 20 cycles to 60 cycles st size of 5 cycles. The minimum
violation areas obtained by the proposed methodshosvn in Figure 4-10, where the

optimal values from the enumerating method are shsmwn for comparison. From the
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figure, we can see that the minimum violation ateareases as the deadline increases.
This means, the less tight deadline will give evdoynain more choices to make power-
up sequence arrangement, and therefore reducesltage noise on power network.
Figure 4-10 also helps designers to make tradesiff/den the power- up schedule and
the induced power noise. Long power-up stage intced less power noise, but defers
following tasks. In Figure 4-10, the curves of ®& based method and the enumerating
method match with each other very well. This sutgtee high accuracy of the proposed

SA based algorithm.

Mode voltage with eight domains warking respectively
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Figure 4-9: Voltage waveforms with only one domamwrking.



Relationship between power on deadline and violation area
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Figure 4-10: Relationship between the power-up kileadnd the minimum violation
area.
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Table 4-1: Comparison between the enumerating rdethd SA based method for small

cases

Circuit # of A_Enum A _SA A Greedy | T_Enum Speed Up

. — — — - T_SA(s) | (SA over
Name | Domain (mV-ns) (mV-ns) (mV-ns) (s) Enum.)
Ckt 1 4 196.6 (1) 196.6 (1.00)  675.9 (3.44) 36 2 018
Ckt 2 4 489.6 (1) 497.5 (1.02) 1133.1 (2.31) 37 2 8.51
Ckt 3 8 1356.8 (1) 1377.9 (1.01) 11289 (8.3R) 4192 10 419.2
Ckt 4 8 1143.6 (1) 1143.6 (1.00) 1734.4 (1.52) 2313 9 257

Table 4-2: Comparison between the enumerating rdedhd SA based method for large

cases
Circuit Name | # of Domain | A-ENUM (mVns) A_SA (mV-ns) | A_Greedy (mVns) | T_SA(s)
after 10 hours - - -

Ckt 5 12 4452.9 1128.5 3002.8 28
Ckt 6 12 4650.5 1240.2 3001.4 34
Ckt 7 16 3712.3 2572.6 4411.3 56
Ckt 8 16 2537.1 13104 3064.9 65
Ckt 9 20 4081.4 1859.3 14136.1 114
Ckt 10 20 3616.9 1713.3 13419.5 96

4.2 Noise Minimization with Decap and Controlled-ESR
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A concept of controlled equivalent series resigtantrolled-ESR) was recently
proposed for on-chip [41] and off-chip power netkatesign [42][43]. It has been
demonstrated that the controlled-ESR is effectivauppress the resonance, and reduce
the simultaneous switching noise (SSN) as well [2]] In [41], the decap with
controlled-ESR was implemented in a CMOS processl, the controlled-ESR was
adaptively changed to reduce the on-chip SSN. Hewaekis work only considers fixed

decap allocation, and the adaptive scheme mayuitajeneral VLSI circuits.

In this work, we optimize the general on-chip powetwork with the usage of
controlled-ESR. The noise of on-chip power netwsrikninimized via the allocation of
both decaps and controlled-ESRs. And different frmevious works, we also consider
the voltage overshoot when evaluating power netwndise. Actually, excessive
overshoot can cause system failure, and damagésth®tpower supply and the loads
coupled with it [47][48]. We formulate the optimizan problem with a constraint of
decap budget, instead of minimizing the total amaafndecap. Since in most power
network designs it is impossible or unnecessarycdmpletely remove the voltage
violation, our formulation is more practical. Thptionization problem is solved with the
sequential quadratic programming (SQP) algorithpetimental results show that the
optimization algorithm is efficient, and the noisereduced by 25% on average via the
allocation of both decaps and controlled-ESRs. iflaén contributions are summarized

as follows:

(1) We propose to allocate decaps and controllddsESimultaneously to

suppress the resonance and reduce SSN of powenrketw
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(2) We consider both voltage drop and overshootvédtage violation. A revised
sensitivity approach is presented to calculatesdmsitivity the overall violation area with

respective to both decap and controlled-ESR.

(3) An optimization formulation with the objectiienction of minimizing the
voltage violation area and a constraint of decagigbtiis presented, and solved with an

efficient SQP algorithm.

4.2.1 Power Network Model With Controlled-ESR

The power network is usually modeled as a circuitluding resistance,
capacitance and packaging inductance, as showigure=4-11. The controlled-ESRs
and decaps are connected between power grid nodkgha ground. Time-varying
current sources are connected to some circuit netlesacterizing the supply current for
active circuit instances. These current sourcew drarent from the power network and
cause voltage fluctuations [49]. The waveform ofrent source is described as a

piecewise linear (PWL) function.

The controlled-ESR is able to effectively reduce 86N especially when there is
resonance phenomena caused by both the off-chipctamdce and the on-chip
capacitance [41]. However, if there are excessimetrolled-ESRs, the impedance of
power network will increase causing large SSN. iy@ified model of power network
with controlled-ESR is shown in Figure 4-12. Figdr&3 shows the effect of controlled-
ESR with different values on reducing the noise. the value of controlled-ESR

increases from 10 mOhm to 1 Ohm, the noise is gladreduced. But when there are
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excessive controlled-ESRs such as 10 Ohm, the r{deeh line) will become even

larger. Therefore, we need to decide the adequadeiat of controlled-ESRs.

'I Current
Source

¥y Inductor

VDD

Controlled-
ESR

’I Decap

= /\/\/\, Resistor

Figure 4-11: Power network model with controlledHES

/\/\/\/—rm—o

VDD
\/ Controlled
-ESR

1 T Decap

Figure 4-12: A simple case to show the effect oftcdled-ESR.
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------- Controlled-ESR=10 mOhm
—————— Controlled-ESR=100 mOhm
Controlled-ESR=1 Ohm
~~~~~~~~~~ Controlled-ESR=10 Ohm

11p
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Figure 4-13: Effect of controlled-ESR on reducihg hoise.
4.2.2 Problem Satement

We formulate the noise minimization problem as anlinear optimization
problem. In this section, we first introduce thaseodefinition considering both voltage
drop and overshoot. Then, the problem formulatrasiuding the objective function and

constraints are presented.

4.2.2.1 Power Network Noise Considering Voltage Over shoot

Most existing works consider the power network ads the violation area at

circuit node. The violation area at ngde defined as:

T

g, = [ maxVy,, - v (1), Ot 4-3)

0

whereVnin is a pre-defined threshold voltage, a(®) is the voltage curve of nodeThe

violation areag; equals to the shaded area beMw. (see Figure 1-2) This definition
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only considers the violation area below the nomMad, as shown in Figure 1-2, and
neglects the voltage overshoot. The voltage ovetsisaa transient rise of output voltage
beyond Vdd. Excessive overshoot will lead to lotadure or the reliability issues.

Therefore, the existing works underestimated pavetwork noise due to the neglect of

voltage overshoot.

In this paper, we consider both voltage drop aretshoot as the power network

noise. The total violation area is defined as:
T

g, = [ maximaxt/y,, — v (), 0), max¢ (3} Vi, , O, (4-3)
0

where Vnax is a pre-defined threshold voltage above Vdd. Wihils definition, the

violation area equals to the shaded area showigurd-4-14.

Vv A

Violation Area

Vmax
vdd

Vmin

Violation Area

T2 fer ts2 te2 T
Figure 4-14: Voltage violation area with both vgiadrop and overshoot considered.

4.2.2.2 Formulation of Optimization Problem

For the power network optimization, the objectiwmdtion is to minimize the
total power network noise, which is the total vima area caused by both voltage drop

and overshoot. The decision variables are the amofudecap and controlled-ESR at
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each candidate locatioq:andCtrIESR, 1<i<M. HereM denotes the number of candidate
locations. We assume the power network stimulugivisn. There are four constraints.
The first one is that the voltages on nodes satisfycircuit equation with given stimulus.
With the transient voltage response, the violadoea is then determined by equation (4-
3). The second constraint is the total decap buddest summation of all decap amounts
should be not larger than a pre-defined bud@yethe third and forth constraint are the
white space limitation for each candidate positibhey mean that the amount of decap
and controlled-ESR can not exceed the maximum alfovalue. The formulation of the

optimization problem is shown in Figure 4-15.

Some previous work, such as [29], put the noisetatad decap together into the
objective function with different weights. Howevesuch formulation could be
misleading because the optimization direction maydecided by the weight rather than
the sensitivity [28] Some other work directly sée ttotal decap amount to be the
objective function to be minimized, with the comastt that the violation area is zero. In
most on-chip power network designs, it is almogpassible to avoid voltage violation.
So, we minimize the violation area, and set thal tdécap budget as a constraint. We do
not set the budget for the controlled-ESR becausea¢latively cheaper than decap. And,
the decap budget can be adjusted to evaluateatiedif between decap investment and

noise elimination. Thus, the proposed formulat®reiasonable and flexible.
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Objective function:
N
Min > g,
j=1

Constraints:
(1) Voltage response satisfies the circuit equatiih given stimulus;

M
(2) Total decap budged ¢ <Q;
i=1
(3) Space constraint for each decap locatlds:c <c, ., ;
(4) Space constraint for each controlled-ESR locat0 < CtrlIESR < CtrIESR,, .

Figure 4-15: Problem formulation of noise minimiaatof power network via allocation
of decaps and controlled-ESRs

4.2.3 Revised Senditivity Computation

To solve the problem of power network noise minetian, the sensitivity value
of the objective function to each decision varialdeneeded as the gradient in the
procedure of nonlinear optimization. In this seafiove firstly derive the voltage
variation due to decap and controlled-ESR fromigev of circuit state equation, and
then review the merged adjoint network method tcutate the sensitivity of voltage
violation area with respect to decap. Lastly, tlewised sensitivity computation is
presented, which considers the voltage overshabirartudes the controlled-ESR as the

decision variable.

4.2.3.1 Circuit Senditivity Analysiswith Sate Equation

From Kirchhoff's Current Law (KCL) and Kirchhoff'¥oltage Law (KVL), we

have the state equations:

o clale el v
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whereC is the capacitance matrik, is the inductance matrix. is the voltage in each
node and is the current through every branch with inductaandR are conductance
and resistance matrix, respectivalyis the input vector such as current source. We can

get every node voltage and branch current by splthis equation.
We denote equation (4-4) to be

Ck= Ax+ Bu (4-5)

If we add some extra decaytC and controlled-ESR\Ato the circuit, the solution vector

x will be updated byAx . And then, the state equation (4-5) becomes

(C+AC)(&+A8 = (ArAA( XA X+ Bl (4-6)

By subtracting (4-5) from (4-6), we further get

(C+AC)AR=(A+AAA X+ (A A A Bk (4-7)

The solution to the above differential equatiorvj4s

t
Ax = &R +J &HIEY%r) d (4-8)
to

where
decrac A aran oA AxA @ and

eﬂ("z I+2(Qr&+£@+....
2! 3l
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With (4-8), it is clear that the change of decagantrolled-ESR will cause the variation

of voltage response.

4.2.3.2 Sensitivity Computation with the M erged Adjoint Network M ethod

In existing works, the sensitivity computation ordgnsiders the violation area
below Vdd as shown in Figure 1-2. The sensitigjtys defined to be the contribution of

decap added at nodé remove violation at node

§=—" . (4-9)

whereg; is the decap value at nodendg; is the violation area defined in (4-2).

Because the computational complexity for standargisivity is very high, which
requiresN times of simulationsN is the number of violation nodes), the merged iatljo
sensitivity is introduced to speed up the compaortatiThe merged adjoint sensitivity is
defined to be the contribution of decap added aemdo remove the violation for all
nodes. An adjoint network is with the same topolagyoriginal network but with all of
the voltage sources in the original network shoaed current sources open. The merged

adjoint network has a current souige-t)-u(t-t) applied at every nodeif it is a node
with noise defined in Figure 1-2, wheyes the starting time and is the ending time of

violation andu(t) is the step function. With this method, the mdrgdjoint sensitivity is

calculated with

N T

s=>5=[(% (T- Nx &Y dt(EL2,.,M] , (4-10)

j=1 0
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where ¢, (T-1) is the voltage waveform at nodefrom the adjoint network with
combined step current sourceg)is the derivative of the voltage waveform at node

the original networkM is the number of candidate nodes to put decapn&®d to set the

initial condition of merged adjoint network to bera and analyze backward in time.

4.2.2.3 Revised Sensitivity Computation Considering Voltage Over shoot

To consider voltage overshoot, the voltage viotaaoea is defined as that shown
in Figure 4-14. We use the time poitystex to denote the starting and ending time of the
kth violation, respectively. We need to calculate gensitivity of the violation area

defined in (4-3) to decap and controlled-ESKtrIESR, respectively.

It is convenient to extract all independent soutceform a multiport circuit. We
denote the port currents and voltages by vedfoasdV,. Denote the non-source branch

currents and voltages by vectts@ndV,. From Tellegen’s theorem, we have

T

[—1,(2) AV, (1) + ¥ (2) Ai (1)] . dt

—

0

.
J.[ib(T)AVb(t) +\7b(T)Aib(t)] . dt
0 : (4-11)

where lowercase variables iobr v stand for the quantities of a specified port or binanc
The symbols with hat (*) are for an adjoint netwadhigse without hat are for the original

network.

We set all voltage sources in the adjoint networkzéoo and apply a current

source for each violation node:
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N,

:Z k[u(t tsk) U(t tl)
=t , (4-12)

=~

whereN, is the number of violation stages on the voltage Veawe (see Figure 4-14),

whose time intervals are{tt), (ts2, te2), ..., (snw teny). Dk is defined as:

-1, ifv(t,)> Vvdd
k={ (L)> k=1, ...,Ny .

1, ifv(t,)< Vvdd '

Then, the left hand side of equation (4-11) becomes

Ag= H—Z“Dk[u(t—tsk)—u(t—tek)mv;)} dt.  (4-13)

7=T-t
This is exactly the derivative of violation area ¥oltage drop and overshoot.

The evaluation of the right hand side of equatibil) follows the same way as

[46]. Then the sensitivity component for the desap

=29 [y a0, . d (4-14)
AC ) C r=T-1 '

and for the controlled-ESR is:

= [[(@) 0], gt . (4-15)
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The revised sensitivity computation method is descrin Figure 4-16. The input
is the power network which needs to be optimizeke Butput is the violation area

sensitivity with respect to each controlled-ESR dadap.

Algorithm for the revised sensitivity computation:

1. Simulate input circuit, and obtain a violation nce.

2. Obtain starting and ending time for each violatimae shown in as Figure 4-14.
3. Obtain curreni_¢) across controlled-ESR, and voltage derivatigf across decg

in the original network.
4. Construct adjoint network, and apply the excitatiescribed in Section 4.2.2.3ttog
adjoint network.
. Simulate the adjoint network.
. Obtain current () across controlled-ESR, and voltage) across decap in t
adjoint network.

7. Evaluate the expression (4-14) and (4-15) to comphe sensitivity for edn decal
and controlled-ESR.

o U1

Figure 4-16: The algorithm description for revisessitivity computation.

4.2.4 SQP Based Optimization

We apply sequential quadratic programming (SQP)stdve the problem
formulated in Figure 4-15. The SQP is the stat&efart nonlinear programming
method, which closely mimics Newton’s method fonsinained optimization just as is
done for unconstrained optimization [44][45]. Faack iteration, the quasi-Newton
updating method is used for the approximation effessian matrix of the Lagrangian
function. This approximation is then used to geteer@ quadratic programming (QP)
subproblem. The solution for the subproblem is useidrm a search direction for a line

search procedure.

The SQP based optimization method is describedgar& 4-17. The parameter

XY is the solution of decap and controlled-ESR valireshe t'th iteration. In our
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implementation, the noise sensitivities with resgecall the decap and controlled-ESR
are computed and are provided into the SQP algoréh the first-order gradient, which
is used to construct the QP sub-problem at eaddtide. After solving this QP problem,
the step sizel® is determined to update the solutifi®. The termination criterion takes
the value change of objective function, the stee,sand the number of iteration into
accountln the optimization, the total amount of controHe8Rs is not restricted since it
is relatively cheaper than decap. Therefore, highierity should be made on allocating
adequate amount of controlled-ESR than decap. Dubket sensitivity of violation area
with respect to controlled-ESR is much smaller thdetap, we need to scale the

controlled-ESR sensitivity to get higher priority.

Algorithm for the SQP based optimization:

1. Select the intrinsic capacitance and controlled-ESBe the initial solutiox©.

2. Simulate the pwer network circuit, and compute the sensitivéygaadient using tl

algorithm in Figure 4-16.

3. Use the gradient to approximate the problem in egd-15 with a linearly
constrained QP subproblem»!.

. Solve for the step siz#” to move.

. If meet with termination condition, stop;
Else, letX®" = x® + dO.

6. Increasd and return to step 2.

Figure 4-17: SQP based optimization method.

[N

4.2.5 Experimental Results

The proposed SQP based optimization algorithm wighised sensitivity
computation is implemented by Matlab and Perl. EEPis used to simulate the circuit.

All experiments run on a 3GHz Pentium machine WBB memory.
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Six cases of simplified industry on-chip power natkg are tested. They are of
mesh structure with R, C and packaging L. The nunaberodes for each case varies
from 858 to 14K, and is listed in the second columhiTable 4-3. The nominal Vdd is
1.0V, and the allowable voltage fluctuation is 5%%lof Vdd. In all experiments, we set

the same noise tolerance ratio for voltage dropaueashoot.

4.2.5.1 Effect of Considering Voltage Over shoot

For each case, there are some intrinsic capaatatsontrolled-ESRs. We firstly
simulate these cases to reveal the effect of ceriagl voltage overshoot on the voltage
violation area. The value of noise, i.e. the vadtagolation area and the number of
violation nodes are listed in Table 4-3, with overst considered or not. As shown in the
column 4 and 6 of Table 4-3, the number of violatimdes is almost the same for the
both situations. However, the total noise is onrage underestimated by 4.8% due to
neglecting the voltage overshoot (compare colunam@® 5). Although the voltage drop
noise still takes the major part of overall noifiee voltage overshoot should not be

neglected in the noise model because it can leet®condition and even logic failure.

4.2.5.2 Effect of Optimizing with Controlled-ESR

We then compare different optimization methodstf@ minimization of power
network noise, with the same decap budget. In sochestry design, decaps are evenly
distributed at all candidate nodes. This methadremghtforward, but definitely could not
get the optimal solution. In the second method, SG¥ based optimization described in

Figure 4-17 is employed but only the decaps amxaléd. The third one is the proposed
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SQP based method allocating both decaps and dexiti6ERs. The comparison results
are listed in Table 4-4. It is demonstrated thatrtbmber of violation nodes (column 3, 5,
7) is reduced, compared with the results in TabBe And, the third method optimizing

both decap and controlled-ESR vyields the best isoisit For the noise, the third method
also achieves the best solutions. The reductiotherminimized noise over the second
method is listed in column 9 of Table 4-4, whiclowk that the improvement brought by
considering the controlled-ESRs is 25% on averdgé the third method, the average

allocated controlled-ESR ranges from 0.038 Ohm®8® Ohm for different cases.

Figure 4-18 shows the voltage waveforms of oneatimh node in circuit CKT1
with the optimization methods applied or not. Tloe-dash line is the waveform without
optimization. The dash line is the waveform witreewdistribution of decap, which is
better than the original waveform but still has Hag noise than the SQP based
optimization. The SQP method considering both demagh controlled-ESR is the best
one which produces voltage response with less riba® the optimization considering

decap only.

In Table 4-4, the overall CPU time of the proposethod and the time spent on
SQP are listed. Therefore, the simulation timéédifference between those two values.
For the largest case with 14K nodes the total caatjmnal time is about 42 minutes. For
each iteration, two HSPICE simulations run for theginal and adjoint network,
respectively, while the number of iteration is aya/dess then twenty for the test cases. It

is found out that the computational time is maispyent by HSPICE simulation. With a
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faster simulation method for power network, the hodt would achieve faster

computational speed.

4.2.5.3 Relationship between Decap Budget and Noise

To study the relationship between the minimal ndigeoptimization method can
reach and the decap budget, we optimize the ci@kiltl with different values of decap
budget. The results are plotted in Figure 4-19. déeap constraint ranges from 5nF to
50nF with a 5nF increment. The results show thageladecap budget leads to smaller
noise. As more decaps are added, the benefit wioatdase slower (see Figure 4-19).
This relationship will help the designer to make tradeoff between the noise reduction

and the decap investment.

1.06 ‘
A Bt Without optimization
,"‘ ------ Optimization with evenly distributed decap
104F iyl | -+« SQP result with decap only I
; SQP result with decap and Controlled-ESR

1.02+

0.98+F il

0.96} i

0.94

0 5 10 15 20

Figure 4-18: Voltage waveforms obtained with diéietr optimization methods.
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Figure 4-19: Relationship between decap budgetl@ndoise.

Table 4-3: Test cases description and the noiserestimation due to neglecting voltage

overshoot
Circuit | # Node .Consider 1'01@2& .drop. only Con.sider both voltage drop an.d overshoot | Noise underesti.marion due
Nose (V*ps) # Violation node Noise (V¥ps) # Violation node to neglecting overshoot
CKT1 858 306.7 46 3248 46 5.6%
CKT2 1794 7406.3 325 81278 347 §.9%
CKT3 2006 5111.3 309 53249 309 4.0%
CKT4 3634 9770.1 268 10049.6 268 2.8%
CKT5 8330 5608.1 2470 5829.1 2470 4.0%
CKT6 14852 31420.8 2243 324773 2243 3.4%

Table 4-4: Comparison among three methods for themzation of power network

noise
Evenly allocate the decaps Allocate decaps only with Allocate both decaps and controlled-ESRs with
Cireuit ° . the SQP-based method the SQP-based method

Noise # Violation Noise # Violation Noise # Violation |Overall/SQP| Noise reduction compared

(V*ps) node (V*ps) node (V*ps) node time (s} | to allocating decaps only
CKT1 229.5 20 1134 23 821 16  26.2/9.9 27.6%
CKT2 6137.1 156 2538.0 104] 2023.4 47 172.8/46.0 20.3%)
CKT3 4597.9 141 23083 88 2077.2 78 116.7/42.9 10.0%)
CKT4 8939.0 235 22125 96 1527.0) 47 141.6/34.8 30.8%)
CKT5 5352.3 1245 1694.3 617 1073.0 333 1195.2/66.2 36.7%
CKT6H 26916.9 1191 6538.1 390 4853.6] 204 2564.1/35.3 25.8%
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4.3 Summary

In this chapter, we present the power-up sequeptieniaation and the noise
minimization with both decap and controlled-ESR. Vitamulate the power-up
sequencing problem in the power domain level, angdeits NP-Completeness. Hense,
an SA based algorithm with ordering and greedyiahisolution is proposed. The
experimental results show the SA based approaak &ccurate as optimal solution, but
much more efficient than enumerating. We optimiee dircuit itself with both decap and
controlled-ESR instead of considering decap onhe QP algorithm is adopted to solve
the optimization problem where the revised sengjtis regarded as the gradient. We
demonstrate the controlled-ESR is able to redueentise by 25% with the same decap

budget.

Chapter 4, in part, is a reprint of the paper "Mdinimization During Power-Up
State for a Multi-Domain Power Network ", co-authdrwith Yi Zhu, Wenjian Yu,
Amirali Shayan, Renshen Wang, Zhi Zhu, Chung-Kuderg, inProc. IEEE / ACM
Asia and South Pacific Design Automation Conferg&P-DAC 2009)pp. 391-396. It
is also a reprint of the paper “On-Chip Power NetwvOptimization with Decoupling
Capacitors and Controlled-ESRs”, co-authored witingLZhang, Amirali Shayan,
Wenjian Yu, Xiang Hu, Zhi Zhu, A. Ege Engin, and ublg-Kuan Cheng, under
submission. The dissertation author was the priniawgstigator and author of these

papers.



5. Conclusion

5.1 Summary of Contributions

In this dissertation, we investigate the algoritherel methodologies for the
power network analysis and optimization. We propaseefficient simulation flow,
describe the models of worst-case noise analysi,d&sign algorithms for power-up
sequence optimization and noise minimization. Tbatributions are summarized as

follows.

(1) We propose an efficient transient simulatimwflbased on frequency domain
computation as presented in Chapter 2. With théovditting technique, the frequency-
domain responses are approximated by a partialidreat expression. Then, it can be
easily converted to the time-domain transient wawef With the techniques of log-scale
frequency sampling and efficient iterative lineguation solver, the simulation method is
orders of magnitude faster than the conventionag4ilomain simulation methods, while
preserving sufficient accuracy. The simulation floan be parallelized to achieve more

speedup.

(2) We describe the framework for the worst-casesen@nalysis in a multi-

domain clock gated power network. The frameworkizg$ the time-domain voltage

87
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response corresponding to a single clock domaitkiwgifor one cycle. With the voltage
responses from all individual domains, the worstecaclock patterns and the
corresponding maximum voltage drop and violatiaaaare predicted using the principle
of superposition. Chapter 3 introduces a lineaetoomplexity algorithm for the worst-
case voltage drop estimation, and an ILP basedapprfor the worst-case violation area

prediction.

(3) We design efficient optimization algorithms foower-up sequence and noise
minimization with decap and controlled-ESR. In dieap4, the power-up sequencing
problem at power-domain level is formulated andoieved to be NP-complete. The
simulated annealing based algorithm with domaireng) and initial greedy solution is
proposed to find the power-up sequence with minincéde. We extend the conventional
power network optimization approaches to includéhbaecap and controlled-ESR. A
revised sensitivity computation considering voltagershoot is derived. SQP is used to
solve the optimization formulation where the redisgensitivity is regarded as the

gradient.

5.2 Future Work

Our study improves the existing power network asialyand optimization
algorithms. In the future, more optimization apmites can be investigated. For
example, how to allocate voltage regulator mod@&RM) to reduce power network

noise. The VRM is helpful to suppress voltage flation, but costs more areas and
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consumes more power. Therefore, we need to desigagorithm to eliminate power

network noise by allocating VRMs with minimal casts

We may also extend the on chip power network opttion via decap and
controlled-ESR to multi-domain networks. Most eixigt power network optimization
works assume single domain. They do not considentulti-domain case which would
be more complex and may lead to new results. Becdugssensitivity computation plays
a key role in the optimization work, the difficultg to derive the decap and ESR
sensitivity contributed by each domain. SQP mayhsothe best candidate for the power
network case, and then more efficient optimizat@gorithms can be applied or

developed.
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