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Abstract

Fluid Dynamics of Carbon Dioxide

Disposal into Saline Aquifers

by

Julio Enrique Garćıa

Doctor of Philosophy in Engineering — Civil and Environmental Engineering

University of California, Berkeley

Nicholas Sitar, Chair

Injection of carbon dioxide (CO2) into saline aquifers has been proposed as a

means to reduce greenhouse gas emissions (geological carbon sequestration). Large-

scale injection of CO2 will induce a variety of coupled physical and chemical processes,

including multiphase fluid flow, fluid pressurization and changes in effective stress,

solute transport, and chemical reactions between fluids and formation minerals. This

work addresses some of these issues with special emphasis given to the physics of fluid

flow in brine formations.

An investigation of the thermophysical properties of pure carbon dioxide, water

and aqueous solutions of CO2 and NaCl has been conducted. As a result, accurate

representations and models for predicting the overall thermophysical behavior of the

system CO2-H2O-NaCl are proposed and incorporated into the numerical simulator

TOUGH2/ECO2. The basic problem of CO2 injection into a radially symmetric brine

aquifer is used to validate the results of TOUGH2/ECO2. The numerical simulator has

been applied to more complex flow problem including the CO2 injection project at

the Sleipner Vest Field in the Norwegian sector of the North Sea and the evaluation

of fluid flow dynamics effects of CO2 injection into aquifers.
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Numerical simulation results show that the transport at Sleipner is dominated

by buoyancy effects and that shale layers control vertical migration of CO2. These

results are in good qualitative agreement with time lapse surveys performed at the

site.

High-resolution numerical simulation experiments have been conducted to study

the onset of instabilities (viscous fingering) during injection of CO2 into saline aquifers.

The injection process can be classified as immiscible displacement of an aqueous phase

by a less dense and less viscous gas phase. Under disposal conditions (supercritical

CO2) the viscosity of carbon dioxide can be less than the viscosity of the aqueous

phase by a factor of 15. Because of the lower viscosity, the CO2 displacement front

will have a tendency towards instability. Preliminary simulation results show good

agreement between classical instability solutions and numerical predictions of finger

growth and spacing obtained using different gas/liquid viscosity ratios, relative per-

meability and capillary pressure models. Further studies are recommended to validate

these results over a broader range of conditions.
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Chapter 1

Introduction

This dissertation addresses geohydrologic issues related to carbon dioxide (CO2)

disposal into saline aquifers. Special emphasis is given to the physics of fluid flow in

brine formations, injection behavior and long term containment of supercritical CO2.

Issues regarding reactive chemistry (rock-fluid interactions and chemical modeling)

and stress change, although considered very important, are beyond the scope of this

work. This introduction begins with a brief overview of carbon sequestration in

geologic formations and the motivation behind it. The specific objectives of the

dissertation are listed in Section 1.2. The scope and brief outline of the dissertation

is presented at the end.

1.1 Background and Motivation

Carbon dioxide (CO2) is a greenhouse gas, whose release into the atmosphere

from combustion of fossil fuels contributes to global warming. Trace gases in the

atmosphere like carbon dioxide, methane and water vapor can trap infrared radiation

escaping into space. Without such naturally occurring gases in our atmosphere, the

Earth’s average temperature would be −18 oC instead of the comfortable +15 oC
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it is today. However, problems may arise when the atmospheric concentration of

greenhouse gases increases. Rising global temperatures are expected to raise sea

level, and change precipitation and other local climate conditions. Changing regional

climate could alter forests, crop yields, and water supplies. It could also threaten

human health and many types of ecosystems.

Because of its relative abundance compared to other greenhouse gases, CO2 is

by far the most important, being responsible for about 64% of the enhanced “green-

house effect” (United Nations Framework Convention on Climate Change, UNFCCC

[2002]). The rise of carbon dioxide concentration in the atmosphere since the be-

ginning of the industrial revolution has been substantial. CO2 concentration has

increased from around 280 parts per million by volume (ppmv) in the 18th century to

over 360 ppmv by 1997, with half this increase having occurred since the mid 1960’s.

Currently the burning of fossil fuels provides about 85% of the world’s energy. En-

ergy burned to run cars and trucks, heat homes and businesses, and power factories

is responsible for about 80% of society’s carbon dioxide emissions. Although the de-

velopment of more efficient and alternative energy systems will lead to a reduction in

greenhouse emissions, it is inevitable that the burning of fossil fuels will continue to

provide a considerable proportion of the world’s energy well into the 21st century.

Carbon dioxide sequestration appears to be an important potential method by

which emissions into the atmosphere can be reduced. Before CO2 gas can be se-

questered it must be captured from point sources such as power plants. In addition

to carbon dioxide, oxygen and water vapor, flue gases originating from the combustion

of fossil fuels contain also N2, NOx, SOx, and noble gases. Exhaust gas composition

and CO2 capture options depend on the power generation scheme considered. Cur-

rently, the main technologies used to generate power from fossil fuels are [IEA, 2001]:

1. Pulverized coal-fired steam cycle. This represents the most commonly available

technology. Pulverized coal is burned in a boiler producing high pressure steam,
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which is then passed through a steam turbine, generating electricity.

2. Natural gas combined cycle. Natural gas is burned in gas turbine, generating

electricity. Then, the hot exhaust gas is fed to a boiler which generates steam,

which is passed through a steam turbine, generating more electricity.

3. Integrated gasification combined cycle (IGCC). In this type of plant, fuel (resid-

ual oil, coal or a combination of fossil fuels) is reacted with oxygen and steam

in a gasifier to produce a fuel gas that is burned to generate power in a gas

turbine combined cycle.

CO2 is only a small part of the flue gas stream emitted to atmosphere by a power

plant. For pulverized coal fired, coal fired IGCCC, and natural gas combined cycle

power stations the CO2 concentration in flue gas is approximately 14, 9, and 4% by

volume, respectively. The small concentration of CO2 in flue gas means that a large

volume of gas has to be handled, resulting in large and expensive equipment. Ac-

cording to Herzog et al. [1997] the “energy penalty” for capturing CO2 with today’s

technology would be between 15 and 25%. For example, the output of a 500 MWe

coal-fired power plant may be reduced to between 375 and 425 MWe. If there is no

substantial improvement in technology it may be more economical to inject mixtures

that include major constituents other than CO2. Nevertheless, even with these lim-

itations, fossil fuel-fired power plants are ideal candidates for carbon capture since

they produce one-third of United States CO2 emissions in the generation of electricity

for residential, commercial, and industrial customers [DOE, 1999].

The oceans represent possibly the largest potential sink for sequestration of an-

thropogenic CO2 emissions. However, ocean disposal involves physical-chemical pro-

cesses that are not well understood, high cost, and present technical difficulties and

possible major environmental impacts. Additionally, ocean circulation processes may

bring legal, political and international limitations to large scale direct injection of
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CO2 [Bachu, 2000].

Carbon dioxide disposal in geological formations represents another possible large

capacity sink. Because most power plants are not close to the oceans, geological

disposal of CO2 actually represents an attractive alternative. The options for under-

ground storage include:

• Active and depleted oil and gas reservoirs

• Deep aquifers, including saline formations

• Deep coal seams and coal-bed methane formations

In active and partially depleted oil reservoirs carbon dioxide can be used to en-

hance oil production by two primary mechanisms. First, CO2 gas displaces oil and

brine, which are subsequently pumped from the wells. Second, injected CO2 dissolves

in the oil, leading to a reduction in viscosity and swelling of the oil, making it flow

more easily and leading to enhanced production. Similarly, coal formations provide

an opportunity to simultaneously sequester CO2 and increase production of natural

gas. Coal has a greater affinity for CO2 than methane (CH4) and it is stored by

adsorption.

Sequestration of CO2 in deep saline aquifers does not provide value added prod-

ucts, but it has other advantages. First, the estimated storage capacity of saline

aquifers is very large. Second, most existing large CO2 point sources are within easy

access of a saline formation. From an engineering perspective, the main issues for

CO2 disposal in aquifers relate to (1) the rate at which CO2 can be disposed, (2) the

available storage capacity (ultimate CO2 inventory), (3) the presence of caprock of

low permeability, and the potential for CO2 leakage through imperfect confinement,

which may be natural or induced, (4) identification and characterization of suitable

aquifer formations and caprock structures, (5) uncertainty and possibility of failure



1.1. Background and Motivation 5

due to incomplete knowledge of subsurface conditions and processes, and (6) corro-

sion resistant materials to be used in injection wells and associated facilities [Pruess

et al., 2003].

There are three ways in which CO2 can be sequestered in brine aquifers. First,

CO2 can be trapped under a low-permeability caprock, similar to the way natural gas

is trapped in reservoirs and stored in aquifers. This mechanism called hydrodynamic

trapping relies on the physical displacement of pore fluids. In the second mechanism,

pore fluids can accumulate dissolved CO2 through aqueous or solubility trapping.

In the third type of trapping, dissolved CO2 reacts with divalent cations to form

carbonate mineral precipitates. This mechanism called mineral trapping offers the

advantage of increasing CO2 sequestration capacity while also rendering the CO2

immobile for long time scales.

In order to avoid adverse effect from CO2 separating into liquid and gas phases in

the injection line, geologic disposal of CO2 would be made at supercritical pressures

[Pruess and Garćıa, 2002]. The critical point of CO2 is at Pcrit = 73.82 bar, Tcrit =

31.04 oC [Vargaftik et al., 1996], so that minimum aquifer depths of approximately 800

m would be required to sustain a supercritical pressure regime. Large-scale injection

of CO2 will induce a variety of coupled physical and chemical processes, including:

1. Multiphase fluid flow. The process of CO2 injection into saline aquifers can be

classified as immiscible displacement of an aqueous phase by a less dense and

less viscous gas phase. Therefore, the displacement of aquifer water by CO2 is

subject to hydrodynamic instabilities, including viscous fingering and gravity

override.

2. Fluid pressurization and changes in effective stress. Injection of CO2 into an

aquifer will produce an increase in pore pressure, which, in turn will alter the

effective stress state leading to permeability and porosity variations. A suffi-
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ciently large change in the stress field could cause failure by allowing CO2 to

leak through fractured rock, and may give rise to seismicity as well [Rutqvist

and Tsang, 2002].

3. Solute transport. Dissolution of CO2 in the aqueous phase takes place in two

steps. First, CO2 transfers across the gas-water interface to become carbonic

acid. Second, there is a rapid dissociation into bicarbonate ion HCO−3 and H+.

Solute transport in porous media can then be modeled by traditional approaches

[de Marsily, 1986].

4. Chemical reactions between fluids and formation minerals. Carbon dioxide can

react directly or indirectly with certain minerals in a geologic formation leading

to the precipitation of secondary carbonates (mineral trapping). This results

in a porosity decrease with an associated potential for significant decrease in

permeability [Xu et al., 2003].

Early engineering knowledge for sequestering CO2 in geologic formations is based

on many years of proven experience with injecting supercritical CO2 for enhanced oil

recovery [Blunt et al., 1993; Orr and Taber, 1984]. Today, most commercial petroleum

engineering simulators can be used to model phase-partitioning and flow behavior

during injection of CO2 for enhanced oil recovery. However, special emphasis is

given to the oil-CO2 behavior treating the water-CO2 system with relatively rough

approximations. Significant experience with flow systems which involve water, salt

and CO2 exists in geothermal reservoir engineering [Andersen et al., 1992; Battistelli

et al., 1997]. Nevertheless, geothermal simulators address higher temperatures and

lower CO2 partial pressures than would be encountered in aquifer disposal of CO2

[Pruess and Garćıa, 2002]. There is also considerable experience with natural gas

storage in aquifers in the midwestern U.S states of Illinois and Indiana and salt

caverns in Texas [DOE, 2003; Katz and Lee, 1990]. Although the idea of injecting CO2
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into brine aquifers has been around for many years, the Sleipner Vest project in the

Norwegian sector of the North Sea is the only practical example of CO2 disposal into

an aquifer [Korbøl and Kaddour, 1995]. There is clearly a need for engineering tools

that will allow us to develop a systematic, rational and mechanistic understanding

of the coupled physical and chemical processes that would be induced by injection of

CO2 into aquifers. As a first step, a better knowledge of fluid dynamics processes can

be accomplished by means of conceptual, mathematical, and numerical models that

are based on these essential components:

• Simple, yet accurate representations and models for predicting the overall ther-

mophysical behavior of the system CO2-H2O-NaCl in a geologic carbon seques-

tration context.

• Appropriate mathematical representation and correct numerical implementa-

tion of multiphase flow in porous media.

• Application of simulation capabilities to suitable and relevant test problems.

• Possibility for easy integration of numerical simulation capabilities for multi-

phase flow with geochemical and geomechanical simulators.

1.2 Objectives

The aim of this dissertation is to provide a scientific basis for the possible disposal

of CO2 into deep saline aquifers, as an alternative to release into the atmosphere. Our

final goal is to obtain a better understanding of CO2 disposal into brine formations

to assess its technical feasibility, identify favorable and unfavorable conditions and

provide a tool for engineering design and monitoring. In order to accomplish our

proposed goal, the major elements of this research work was divided into three parts:
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1. Develop an understanding of thermodynamics and thermophysical properties of

CO2 and mixtures of CO2 with saline waters, and implement suitable numerical

formulations

2. Incorporation of the fluid property description into a module for the TOUGH2

simulator.

3. Application of simulation capabilities for modeling CO2 injection in brine aquifers.

1.3 Overview

This dissertation is organized in six chapters. A detailed description of the ther-

mophysical properties of pure carbon dioxide, water, and aqueous solutions of CO2

and NaCl is presented in Chapter 2. Phase equilibria models for the system carbon

dioxide-water-salt are also discussed in this chapter. Additionally, this Chapter 2

includes a discussion of solubility models and ends by providing recommendations for

numerical correlations for stable and robust simulations.

The numerical simulator for carbon sequestration into saline aquifers, TOUGH2/ECO2

is presented in Chapter 3. The mathematical formulation, space and time discretiza-

tion and solution method presented there follow the general methodology of TOUGH2

[Pruess et al., 1999]. Details of ECO2 module operativity and capabilities are also

presented in Chapter 3.

In Chapter 4, the basic problem of CO2 injection into a radially symmetric brine

aquifer is used to validate the results of TOUGH2/ECO2. Because the simplified radial

flow admits a similarity solution, this problem is used to check that the governing

equations of the mathematical model have been correctly implemented, and that the

numerical simulation confirms the similarity property. Two additional, more complex

flow problems, are also considered in this chapter. One represents the CO2 injection
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project at the Sleipner Vest Field and the other addresses issues regarding enhanced

CO2 dissolution by convective mixing during long term containment of carbon dioxide.

The purpose of Chapter 5 is to provide better understanding of the onset of viscous

fingering during immiscible displacement in porous media. Particular emphasis is

placed on the flow instabilities that may occur during injection of CO2 into saline

aquifers. The analysis is based on two-dimensional (2D) high-resolution numerical

simulations carried out on scalar machines, and on an IBM RS/6000 SP (a distributed-

memory parallel computer with 6080 processors) with a parallelized version of TOUGH2.

Chapter 6 contains the summary of the main results and suggestions for new

research directions.
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Chapter 2

Thermophysical properties of fluid

mixture components

2.1 Introduction

A detailed description of the thermophysical properties of pure carbon dioxide,

water, and aqueous solutions of CO2 and NaCl is presented in this chapter. Thermo-

physical properties of the individual fluids, as wells as of fluid mixtures, have been

extensively studied and there is a considerable amount of literature on this subject.

The main purpose of the work presented here is to provide simple, but accurate

representations and models for predicting the overall thermophysical behavior of the

system CO2-H2O-NaCl in a geologic carbon sequestration context. The final aim is to

incorporate the selected models into the numerical simulator TOUGH2 for modeling

carbon sequestration into saline aquifers.

The state of equilibrium for a given system is characterized by a well defined

number of intensive properties. From the Gibbs’ phase rule [Gibbs, 1876, 1878] it

follows that the number of independent variables that must be arbitrarly fixed is
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given by:

F = 2 + n− r (2.1)

where n is the number of chemical species, r is the number of phases, and F is

called the degrees of freedom of the system. Equation 2.1 provides the fundamental

basis for a quantitative description of any thermodynamic system. For a system with

three species (CO2, H2O and NaCl) the number of independent variables required to

characterized the thermophysical system is given by F = 5− r.

This chapter is organized as follows. In Sections 2.2 and 2.3 the models for thermo-

physical properties of pure carbon dioxide and pure water, respectively, are presented.

In Section 2.4 the phase behavior and solubility models in the CO2-H2O system are

described. A discussion of thermophysical properties of fluid mixtures is presented in

Section 2.5. Salinity effects on CO2 solubility are discussed in Section 2.6. Finally,

Section 2.7 provides some concluding remarks and recommendations.

2.2 Thermophysical properties of pure CO2

During the first part of the twentieth century the use of CO2 as the working

fluid in refrigerators initiated intensive research into its thermodynamic properties at

low temperatures and on the saturation line. For a long time, definite prospects for

the technological use of CO2 at high temperatures and pressures were not apparent

and research into its thermophysical properties was mainly of scientific interest. In

the mean time, the relatively moderate values of its critical parameters facilitated

research into properties in the critical region [Vukalovich and Altunin, 1968]. The

push for accurate representations of CO2 thermophysical properties was driven by

its intended application as a coolant in atomic power stations in the early 1950’s
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(Supercritical CO2). Furthermore, the interest on carbon dioxide properties grew as

it proved to be a powerful solvent as a supercritical fluid and an excellent tool for

enhanced oil recovery. In other areas of the earth sciences, interest is based on the

widespread natural occurrence of carbon dioxide. Geophysical investigations require

thermodynamic data for CO2 at high pressures and temperatures. More recently, the

debate on the role of CO2 in the greenhouse effect and global warming sparked the

interest on its thermophysical properties from low temperature (hydrate formation,

ocean carbon sequestration) and low pressure (atmospheric) to intermediate pressures

and temperatures (geological carbon sequestration).

2.2.1 Volumetric properties

The main fluid properties needed in the governing mass balance equations for

numerical simulation of flow in porous media are density and viscosity of individ-

ual phases. This requirement explains the relevance of accurate Pressure-Volume-

Temperature (PVT) relationships. In addition, thermodynamics properties such as

internal energy, enthalpy and fugacity are often evaluated from volumetric correla-

tions. Furthermore, recent accurate correlations for viscosity require density as an

input (Fenghour et al. [1998] and Rah and Eu [2001]). Vapor pressure measurements

for a pure substance lead to the pressure-vs.-temperature curves such as shown by the

sublimation and vapor-saturation lines for CO2 in Figure 2.1. Also shown in Figure

2.1 is the line representing the fusion or melting curve for pure CO2. The lines in the

pressure-temperature (PT) diagram represent conditions where two phases coexist

(i.e. r = 2, F = 1 in Equation 2.1) and are the boundaries for single phase regions

(i.e. r = 1, F = 2). All three lines meet at the triple point (invariant point with

no degrees of freedom, F = 0). The vaporization curve ends at the critical point,

which corresponds to the highest pressure and highest temperature at which a pure

chemical species can exist in vapor-liquid equilibrium. Critical and triple point data
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for CO2 are presented in Table 2.1.
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Figure 2.1: Pressure-temperature diagram for pure carbon dioxide

Figure 2.1 does not provide any information about volume properties, it only

displays the boundaries between phases on a PT diagram. On a pressure-volume (PV)

diagram these boundaries become areas, i.e. regions where two phases coexist. Figure

2.2 shows the different phase regions on a pressure versus volume diagram for carbon

dioxide, with three isotherms superimposed. Lines for subcritical temperatures (for

example T1 = 290 K in Figure 2.2) consist of three segments. The horizontal segment

represents all the possible mixtures of liquid and vapor equilibrium. The two end

points indicate, 100 % liquid at the left, and 100 % vapor at the right. The locus of

these end points defines a bell shape curve under which the liquid-vapor region lies.

Subcooled liquid and superheated vapor lie to the left and right, respectively.
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Table 2.1: Triple and critical point parame-
ters for CO2

a

Carbon Dioxide - CO2

Triple Point Critical Point

P (bar) 5.18 73.82

T (K) 216.55 304.19

ρv (kg/m3) 13.80 468.16

ρl (kg/m3) 1179.25 468.16

a values reported by Vargaftik et al. [1996]
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2.2.1.1 Analytical equations of state

For single phase regions a relation connecting pressure, volume, and temperature

exists and may be expressed by a functional equation:

f(P, V, T ) = 0 (2.2)

Equations of the type 2.2 are denoted Equation of State as they relate the state

parameters pressure, molar or specific volume, and temperature. The simplest equa-

tion of state is the law relating pressure, temperature and volume for a gas with

molecules of zero size and without intermolecular forces, also known as the ideal gas

law

PV = RT (2.3)

where R = 83.144 bar · cm3/(mol · K) is the gas constant. The compressibility

factor, Z = PV
RT

, is often used to expressed the nonideality of a gas. For an ideal gas

Z = 1.0, for real gases, Z is usually less than 1, except for very large pressures. The

compressibility factor is often correlated as a function of reduced temperature Tr and

reduced pressure Pr.

Z = f(Tr, Pr) (2.4)

where Tr = T/Tc and Pr = P/Pc. Tc and Pc are the critical temperature and pres-

sure, respectively. Equation 2.4 is the basis for the two-parameter principle of cor-

responding states: All fluids, when compared at the same reduced temperature and

reduced pressure, have approximately the same compressibility factor, and all deviate

from ideal-gas behavior to about the same degree [Smith et al., 2001]. For simple
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fluids (non-polar and spherical molecules), two-parameter corresponding state corre-

lation gives volumetric properties with an error of 4-6 %. For the case of CO2 (flat

molecule) the two-parameter correlation gives poor approximations. Improvements

can be achieved by introducing a third corresponding-state parameter that accounts

for molecular structure; the most common parameter used is the acentric factor ω

[Pitzer, 1995].

A better description of volumetric properties can be achieved using analytical

equations of state through algebraic relations between pressure, temperature, and

molar volume. These relations can be very simple in form (perfect gas law), but also,

when improved accuracy is required, they can be computationally complex.

2.2.1.2 Cubic equations of state

Cubic equations of state deserve special attention. In fact, polynomial equations

that are cubic in molar volume had proved to be the simplest equations capable

of representing both liquid and vapor behavior. The first practical equation was

introduced by J.D. van der Waals in 1873:

P =
RT

V − b
− a

V 2
(2.5)

where a and b are positive parameters; when they are zero, Equation 2.5 becomes

the ideal-gas Equation 2.3. b, with units of [m3/mol] represents the excluded volume

effect, whereas a, with units of [bar] reflects attractive force between molecules. A

more general cubic equation of state is given by:

Z3 − A∗Z2 + B∗Z − C∗ = 0 (2.6)

where A∗, B∗, and C∗ are coefficients function of a and b. All cubic EOS can be
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written as Equation 2.6 with different functions for a, b, A∗, B∗, and C∗ [Reid et al.,

1987]. Cubic equations of state are easy to use and their solutions provide a first

approximation to molar volume, thus to density of pure fluids. Furthermore, these

equations can be easily manipulated to obtain other derived properties such as en-

thalpy and fugacity. In fact, these equations are used more often for the latter than

for estimation of the density. Whereas, more complicated equations of state are used

for accurate representation of the density. In section 2.2.2.1, the applicability of these

equations to predict density as well as other thermophysical properties is illustrated.

2.2.1.3 Density correlations for carbon dioxide

In recent years a great amount of work has been carried out in reviewing and

acquiring new thermophysical data for pure carbon dioxide. The result of this effort

is the availability of accurate correlations of CO2 PVT data covering a wide range of

temperatures and pressures.

Accurate correlations of carbon dioxide PVT data are available from several pub-

lished scientific papers and monographs. Among them, the ones proposed by Altunin

[1975], Angus et al. [1976], Span and Wagner [1996] and Mäder and Berman [1991]

are the most broadly accepted and used. Altunin’s correlation, given in a similar form

to the virial equation, relates the compressibility factor Z with the two independent

variables, reduced density ρr = ρ/ρc and reduced temperature Tr = Tc/T . The cor-

relation developed by Altunin and coworkers is the result of extensive studies of the

PVT properties of CO2 carried out in the former Soviet Union. An earlier version

of this correlation [Altunin and Gadetskii, 1971] has been successfully used in other

parts of the world and partially incorporated in the International Union of Pure and

Applied Chemistry (IUPAC, Angus et al. [1976]) thermodynamic tables of carbon

dioxide. The complete equation of state used in the calculation of the IUPAC tables

is a combination of Altunin and Gadetskii [1971] correlation outside the critical region
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and the correlations by Schofield [Schofield, 1969; Schofield et al., 1969] for the region

within 5 K of the critical point. The most recent and widely used equation of state

is due to Span and Wagner [1996]. In their paper, the authors provided an excel-

lent review of other available equations of state and the reason why they think these

correlations could be substantially improved. Span and Wagner [1996] presented an

equation of state explicit in the Helmholtz energy, A, with two independent variables

ρr and Tr. All the other thermodynamics properties for pure carbon dioxide were ob-

tained by combining derivatives of the correlation for dimensionless molar Helmholtz

energy Ã = A/(RT ). Finally, another source for thermodynamics properties of car-

bon dioxide are the PVT tables reported by Vargaftik et al. [1996] whose compilation

is based on correlations originally reported by Kessel’man and Kotloarevskii [1965].

Figure 2.3 shows the density contours for CO2 calculated using the correlations

developed by Altunin [1975] as implemented by V. I. Malkowsky of IGEM, Moscow

(private communication). It is worth to mention here, that in the temperature and

pressure range considered for carbon sequestration, CO2 is less dense than H2O by a

factor of 2.5. As will be explained in Chapter 3, for a robust and efficient calculation

of density as well as other thermophysical properties we used a tabular equation of

state calculated from the correlations of Altunin [1975]. We have used the data as

reported by Vargaftik et al. [1996] and by Span and Wagner [1996] to evaluate the

accuracy of the Altunin’s correlation. The results shown in Figure 2.4 demonstrate

that in the range of interest the agreement is excellent (error below 1%).

Alternatively, densities can be calculated using the cubic EOS described in the

previous section. For that purpose Equation 2.6 is solved for Z and the molar density

is evaluated as:

ρ =
P

RTZ
(2.7)

Cubic equations of state have three molar volume V roots (or three compressibility
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Figure 2.3: Calculated CO2 density (kg/m3) using the correlations of Altunin [1975]

factor Z), of which two may be complex. Physically meaningful values of V are always

real, positive, and greater than the constant b. For T ≥ Tc only one real root exists,

whereas below the critical point Equation 2.6 can yield more than one volume value

[Spycher et al., 2003]. In Table 2.2, we compare the values of density obtained from

different correlations. Vargaftik et al. [1996], Span and Wagner [1996], Angus et al.

[1976], and Altunin [1975] provide similar results. The densities in columns E and

F are calculated values using the Redlich Kwong equation of state with Morris and

Turek [1986] and Spycher et al. [2003] parameters respectively. Parameters for the

Morris and Turek [1986] correlation were fitted to match actual experimental density

data values, whereas those for the Spycher et al. [2003] correlation were optimized

to obtain the best fugacity coefficients that fit actual mutual solubility data in the
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system CO2-H2O.

2.2.2 Enthalpy

The calorific properties including enthalpy of CO2 have been less studied exper-

imentally than thermal properties. The list of experimental studies in which direct

or indirect measurements of CO2 enthalpy have been made is comparatively short.

Furthermore, the accuracy of the experimental data is not high in the majority of

studies, so that compilers of tables of thermodynamic properties hardly ever use the

results of measured H, but calculate the enthalpy from PVT data. Values for thermal

properties such as internal energy, enthalpy, and heat capacities can be obtained from

the equations of state presented in the previous section. The starting point for the

derivation is the first law of thermodynamics. For a homogeneous closed system of n

moles, the first law of thermodynamics can be written as:

d(nU) = δQ + δW (2.8)
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Table 2.2: Carbon dioxide density (kg/m3) at 320 K

P [bar] A B C D E F

80 233.86 231.33 232.21 232.21 223.64 234.10

100 447.03 446.78 449.77 449.77 465.68 505.36

120 632.51 632.03 633.86 633.86 622.76 624.86

160 747.38 746.09 747.32 747.32 734.66 725.30

200 803.21 802.24 803.11 803.24 798.04 784.54

300 883.39 883.01 883.73 883.78 895.91 877.51

A: Table values from Vargaftik et al. [1996]

B: Calculated values from Span and Wagner [1996]

C: Table values from Angus et al. [1976]

D: Calculated values from Altunin [1975]

E: Redlich Kwong with Morris and Turek [1986] parameters

F: Redlich Kwong with Spycher et al. [2003] parameters

where U is the internal energy of the system and δQ and δW are the small quantity of

heat given to the system and small quantity of work done by the system, respectively.

For reversible closed systems processes the differential work and heat can be written

as:

δW = −Pd(nV ) (2.9)

δQ = Td(nS) (2.10)

where S and V are the molar values of entropy and volume. Together these three
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equations give:

d(nU) = Td(nS)− Pd(nV ) (2.11)

The appearance of the group U + PV hints the definition of a new term called

enthalpy (Dutch physicist H. Kamerlingh Onnes, 1908).

H ≡ U + PV (2.12)

Two additional properties, also defined for convenience, are the Helmholtz energy,

A ≡ U − TS (2.13)

and the Gibbs energy

G ≡ H − TS (2.14)

Each one of these new defined properties leads to an equation similar to Equation

2.11

d(nH) = Td(nS) + (nV )dP (2.15)

d(nA) = −Pd(nV )− (nS)dT (2.16)

d(nG) = (nV )dP − (nS)dT (2.17)

These relations, with the application of Maxwell’s equations [Prausnitz et al.,

1986], can be used to expressed the enthalpy as a function of T and P. Consider
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the first temperature derivative of enthalpy (Equation 2.15) at constant T (also the

definition of heat capacity Cp).

(
∂H

∂T

)
P

= T

(
∂S

∂T

)
P

= Cp (2.18)

Pressure derivative at constant temperature for entropy and enthalpy are

(
∂S

∂P

)
T

= −
(

∂V

∂T

)
P

(2.19)

and

(
∂H

∂P

)
T

= T

(
∂S

∂T

)
T

+ V = V − T

(
∂V

∂T

)
p

(2.20)

The functional relation we are seeking is H = H(T, P ), whence

dH =

(
∂H

∂T

)
P

dT +

(
∂H

∂P

)
T

dP = CpdT +

[
V − T

(
∂V

∂T

)
P

]
dP (2.21)

provides the equation relating the enthalpy of the fluids to temperature and pressure.

At constant temperature Equation 2.21 and 2.19 become:

dH =

[
V − T

(
∂V

∂T

)
P

]
dP (2.22)

dS = −
(

∂V

∂T

)
P

dP (2.23)

An expression for the enthalpy can therefore be obtained after integration

H =

∫ P

0

[
V − T

(
∂V

∂T

)
P

]
dP + H0 (2.24)

where H0 is the enthalpy of pure CO2 as an ideal gas at temperature T . Equation
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2.24 provides a direct expression for enthalpy with independent variables P and T .

Alternatively, an expression with independent variables V and T can be obtained as:

H =

∫ ∞

V

[
P − T

(
∂P

∂T

)
V

]
dV + PV + U0 (2.25)

where U0 is the molar energy of pure CO2 as an ideal gas at temperature T .

2.2.2.1 Enthalpies from PVT equations of state

This section explains the application of PVT equations of state to the calculation

of enthalpies. Let H be the value of the enthalpy of a pure CO2 at some P , T . If

H0 is defined to be the value of H at the same temperature but in an ideal-gas state

and at a reference pressure P 0, then the enthalpy departure function is defined as

H − H0. As shown above, departure functions can be expressed in terms of PV T

relations. In order to obtain the form of the departure function of enthalpy we first

find an expression for the departure function for the Helmholtz energy. The variation

in the Helmholtz energy with molar volume V is given by:

dA = −PdV (2.26)

Integrating at constant temperature from the reference volume V 0 to the system

volume V gives:

A− A0 =

∫ V

V 0

PdV (2.27)

We break the integral into two parts:

A− A0 =

∫ V

∞
PdV −

∫ ∞

V 0

PdV (2.28)
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The first integral requires real-gas properties, that is, P = f(V ) at constant

temperature T , whereas the second is written for an ideal gas. To avoid the difficulty

introduced by the infinity limit, we add and subtract
∫ V

∞(RT/V )dV from the right-

hand side. Then

A− A0 =

∫ V

∞

(
P − RT

V

)
dV −RTln

V

V 0
(2.29)

Other departure functions are readily obtained:

S − S0 =
−∂

∂T
(A− A0)V =

∫ V

∞

[(
∂P

∂T

)
V

− R

V

]
dV + Rln

V

V 0
(2.30)

and finally:

H −H0 = (A− A0) + T (S − S0) + RT (Z − 1) (2.31)

Estimation of enthalpy can easily be obtained using cubic EOS, as the integrals

and derivatives in Equations 2.29 and 2.30 are relatively easy to evaluate analytically

for the most common cubic PVT relations [Reid et al., 1987]. These equations are also

used for more complex correlations, such as the ones by Altunin [1975] and Span and

Wagner [1996]. Altunin’s correlation uses the equations derived above to compute

the enthalpy of pure CO2 from a non linear correlation for Z given by:

Z = 1 + ρr

9∑
i=0

Ji∑
j=0

bij(Tr − 1)j(ρr − 1)i (2.32)

Where Z = PV/RT , ρr = ρ/ρc and Tr = Tc/T . The bij in Equation 2.32 are

the correlation coefficients. Details of the analytical derivatives of this equations are

given in Angus et al. [1976] and Altunin [1975]. Figure 2.5 shows the contours of CO2

enthalpy as calculated using the correlations of Altunin [1975]. We compare these

values with those reported by Vargaftik et al. [1996] and found minor deviations, less

than 0.2 % (Figure 2.6).
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Figure 2.5: Calculated CO2 enthalpy (J/kg) using the correlations of Altunin [1975]

2.2.3 Viscosity

Altunin [1975] presented the first critical review of the viscosity of carbon dioxide,

including experimental data from the early 1890’s until the date of the publication

of his monograph in 1975. Since then, several other correlations have been published

including more recent and accurate data. However, according to a recent review by

Vesovic et al. [1990], large discrepancies appear for the liquid-phase viscosity when

comparing new and old sources of information. In an effort to reconcile the differ-

ences, they proposed a new correlation for the dynamic viscosity of CO2 which was

later reviewed and updated by Fenghour et al. [1998]. Accurate representation of the

viscosity of CO2 can be achieved if it is decomposed into three individual contribu-
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Figure 2.6: Relative deviation in percentage for the enthalpy of CO2 Vargaftik et al.
[1996] vs. Altunin [1975]

tions:

η(ρ, T ) = ηo(T ) + ∆η(ρ, T ) + ∆ηc(ρ, T ) (2.33)

or

η(ρ, T ) = η(ρ, T ) + ∆ηc(ρ, T ) (2.34)

where ηo(T ) is the viscosity in the zero-density limit, ∆η(ρ, T ) an excess viscosity

which represents the increase in the viscosity at elevated density over the dilute gas

value at the same temperature, and ∆ηc(ρ, T ) a critical enhancement accounting for

the increase in the viscosity in the immediate vicinity of the critical point. The

first two terms on the right hand side of Equation 2.33 are often regrouped and

the resulting quantity is termed the background contribution η(ρ, T ). Fenghour et al.

[1998] provide a polynomial approximation for each one of the terms in Equation 2.33,
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(of degree 4 for T , degree 8 for ρ). A similar approach was followed by Altunin [1975].

Figure 2.7 shows the viscosity contours for CO2. Under supercritical conditions the

viscosity of carbon dioxide is considerably lower than the water viscosity.
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Figure 2.7: Calculated CO2 viscosity (Pa.s) using the correlations of Altunin [1975]

In order to assess the accuracy of Altunin’s correlation for viscosity, we com-

pare calculated values against data compiled by Vargaftik et al. [1996] (From data

originally published by the State Bureau of Standard and Reference Data of USSR

(GSSSD) GSSSD [1987]) and Fenghour et al. [1998]. Figure 2.8 shows that the pre-

dictions of Altunin’s correlation for viscosity are reliable. In most of the T-P range

of interest the error is below 2%. For pressure less than 130 bar and temperatures

between 40oC and 50oC the error can grow as much as 10%, when comparing against

the correlation of Vargaftik et al. [1996]. Deviations between Altunin [1975] and
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Fenghour et al. [1998] appear to be linked to density differences.
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et al. [1996] vs. Altunin [1975] and (b) Fenghour et al. [1998] vs. Altunin [1975]

2.3 Thermophysical properties of pure H2O

Thermophysical properties of pure H2O are well known. Since the introduction

of the steam tables in 1967 by the International Formulation Committee (IFC) of

the Sixth International Conference on the Properties of Steam, they became the

standard reference for properties of water and steam. Volumetric properties of water

are represented, within experimental error, by steam table equations as given by

the IFC. Dynamic viscosity of water calculated from IFC’s correlation reproduces

experimental data within 2.5%[IFC, 1967]. Critical and triple point data for H2O are

presented in Table 2.3.
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Table 2.3: Triple and critical point parame-
ters for H2O

a

Water - H2O

Triple Point Critical Point

P (bar) 0.006108 221.2

T (oC) 0.0 374.12

ρv (kg/m3) 4.8468×10−3 317.8

ρl (kg/m3) 999.8 317.8

a values reported by Vargaftik et al. [1996]

2.4 The system carbon dioxide-water

In this section we present a description of the system carbon dioxide-water. The

main objectives are to acquire a better understanding of the phase behavior and to

provide simple but realistic models for predicting mutual solubilities of CO2/H2O

mixtures.

2.4.1 Phase behavior in the system carbon dioxide-water

The binary system H2O-CO2 is one of the fundamental systems in geochemical

environments. It has been extensively studied, primary at high temperatures and

pressures for applications in geothermal, metamorphism and ore deposit problems.

The overall phase behavior and coexistence of different phases can be explored using

the phase rule (Equation 2.1). For two components or species (carbon dioxide and

water, N = 2), the phase rule becomes F = 4 − r. Since there must be at least one

phase (r = 1), the maximum number of phase-rule variables which must be specified

to fix the state of the system is three: namely, P , T , and one mole (or mass) fraction.

All equilibrium states of the system can therefore be represented in three-dimensional
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Pressure-Temperature-composition space (PTx). Early studies of the phase behavior

of CO2-H2O by Tödheide and Franck [1963] depicted the PTx diagram for carbon

dioxide-water equilibrium shown in Figure 2.9.

2

Figure 2.9: Pressure-temperature-composition diagram for the CO2-H2O system
(from Tödheide and Franck [1963]).

The three-dimensional phase diagram shows schematically the P-T-composition

surfaces which contain the equilibrium states between different phases. One critical

line extends from the critical point of CO2 (CCO2) to the upper critical end point

(UCEP) which is the termination of three-phase line L1L2V (vapor phase V, water-rich

liquid L1, CO2-rich liquid L2). The second critical line extends from the critical point

of water (CH2O) until the melting curve at a pressure outside the range of experimental

data [Evelein et al., 1976]. Because of the complexity of Figure 2.9, the detailed

characteristics of the binary system are usually described by two-dimensional graphs

that display what is seen on various planes that cut the three-dimensional diagram.

One of these graphs is shown in Figure 2.10, as presented by Spycher et al. [2003].

This figure gives a more detailed view of the two- and three-phase coexistence curves
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at low temperatures on a PT cross section. From the data reported by Wendland

et al. [1999] the upper critical end point for the mixture (31.48 oC and 74.11 bar)

and the critical point of CO2 (31.06 oC and 73.85 bar) are very close, making the

coexistence lines VL and L1L2V almost coincide (Figure 2.10).
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Figure 2.10: Enlarged P-T cross section of the CO2-H2O phase diagram, showing
the two- and three-phase coexistence curves and the critical points, as presented by
Spycher et al. [2003]. The circles are literature data points used by the authors in
their mutual solubility model. The insert shows that the pure-CO2 liquid-vapor curve
almost coincides with the three-phase coexistence curve for the CO2-H2O system. Q1

is the quadruple point for the system.

Figure 2.11 shows a Pressure-composition (Px) cross section of the CO2-H2O phase

diagram at 25 oC, as presented by Spycher et al. [2003]. It is important to note here

that the region of three-phase coexistence is very narrow (see insert in Figure 2.11).

Temperature-composition diagrams at 200 and 350 bar are shown in Figure 2.12

(from Bowers [1982]). From Figures 2.10-2.12 it can be concluded that for geologic

sequestration, the three-phase region is of little importance and that the primary
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phases expected to be encountered are H2O- rich liquid and CO2-rich gas.
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Figure 2.11: Pressure-composition cross section of the CO2-H2O phase diagram at 25
oC. Circles represent data points for CO2 solubility in H2O; squares are the for H2O
solubility in CO2.

2.4.2 Solubility models

CO2 solubility data in pure water has been measured for a wide range of temper-

atures and pressures (Wiebe and Gaddy [1940, 1941]; Wiebe et al. [1933], Tödheide

and Franck [1963], and Takenouchi and Kennedy [1964]). Spycher et al. [2003] and

Duan and Sun [2003] provided extensive reviews of experimental solubility data for

the system CO2-H2O. The simplest models for vapor and liquid equilibrium are given

by Raoult’s and Henry’s Law. Raoult’s law assumes that the vapor is an ideal gas

and the liquid phase is an ideal solution.

yiP = xiP
sat
i (2.35)
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2

Figure 2.12: Temperature-composition diagram for the CO2-H2O system at 200 and
350 bars(from Bowers [1982]). Circles represent solubility data of Takenouchi and
Kennedy [1964]; hexagons represent solubility data of Tödheide and Franck [1963].

where yi and xi are the mole fractions of component i in the vapor and liquid phase

respectively. Raoult’s law requires P sat
i at temperature of application and is not

appropriate for species whose critical temperature is less than the temperature of

application. On the other hand, for volatile species present as a very dilute solute

in the liquid phase, Henry’s law states that the partial pressure of the species in the

vapor phase is directly proportional to its liquid-phase mole fraction.

yiP = xiKHi
(2.36)

where KHi
is the Henry’s constant. Experimental data on solubility of CO2 in H2O

shows that the two previous model fail to accurately represent the equilibrium between

phases (Garćıa [2001], Spycher et al. [2003]), therefore a more rigorous approach needs

to be taken.

Consider the general case of a single-phase, open system that can interchange
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material with the surroundings. The total Gibbs energy nG is still a function of T

and P , but since material can be taken or added, it is also function of the number of

moles of chemical species present.

nG = g(P, T, n1, n2, ..., ni, ...) (2.37)

Using the definition of chemical potential:

µi ≡
[
∂(nG)

∂ni

]
P,T,nj

(2.38)

the total differential of nG is given by:

d(nG) = (nV )dP − (nS)dT +
∑

i

µidni (2.39)

Equation 2.39 is the fundamental property relation for systems with constant or

variable mass and composition. If we consider two phases in equilibrium, Equation

2.39 can be rewritten for each phase with superscripts α and β to identify the in-

dividual phases. The change in the total Gibbs energy would be the sum of these

equations. Therefore, the two phases at the same temperature and pressure are in

equilibrium when the chemical potential of each species is the same in all phases,

µα
i = µβ

i (2.40)

Equation 2.40 is referred as the Gibbs criterion for equilibrium. The problem in the

application of this criterion is that chemical potential cannot be measured directly.

In order to overcome this inconvenience, Equation 2.39 can be used to express the

chemical potential differential as:

dµi = −SidT + VidP (2.41)
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For the case of an ideal gas at constant T we have(
∂µi

∂P

)
T

= Vi =
RT

P
(2.42)

which after integration becomes

µi − µ0
i = RTln

P

P 0
(2.43)

where the superscript 0 signifies a reference state. Equation 2.43 relates the chemical

potential to the experimental quantities P and T . To extend this formulation to

non-ideal systems, Lewis defined a function f called the fugacity as

µi − µ0
i = RTln

fi

f 0
i

(2.44)

For ideal gases the fugacity is equal to the pressure, and for mixtures of ideal

gases, the fugacity is equal to the partial pressure. If one considers again two phases

α and β, the Gibbs-Lewis equilibrium criterion is dictated by:

fα
i = fβ

i (2.45)

Henry’s law (Equation 2.36) assumes that the gas fugacity is equal to the partial

pressure. This assumption is not necessary and is removed by including the gas-

phase fugacity coefficient Φ:

f2 = Φ2y2P = KH2,1x2 (2.46)

where 1 stands for solvent (H2O) and 2 stands for solute (CO2). In general, we define
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the fugacity coefficient of component i, Φi, as

Φi =
fi

yiP
(2.47)

Under ideal gas conditions the fugacity coefficient is equal to unity. The more the

fugacity coefficient deviates from unity, the greater the system deviates from ideal

gas behavior. Figure 2.13 shows the fugacity coefficient of CO2 calculated using the

correlation of Spycher et al. [2003]. The figure demonstrates the excellent agree-

ment between the values reported by Angus et al. [1976] and Spycher et al. [2003]

correlation.
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Lines are calculated from the correlation given by Spycher et al. [2003]; symbols
represent the data of Angus et al. [1976].
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At CO2 pressures in excess of 100 bar, a correction to Henry’s coefficient to account

for the pressure dependence of solute becomes important (Poynting correction). As

it was used in Equation 2.46, Henry’s coefficient is not a function of the composition

but depends on temperature. The effect of pressure in the solubility of CO2 can be

take into account by using the exact equation [Prausnitz et al., 1986]:

(
∂ ln fL

2

∂P

)
T,x

=
V̄2

RT
(2.48)

where V̄2 is the partial molar volume of CO2 in the liquid phase. The thermodynamic

definition of Henry’s constant is:

KH2,1 ≡ lim
x2→0

fL
i

x2

(2.49)

Or, from l’Hôpital’s rule

KH2,1 ≡ lim
x2→0

dfL
i

dx2

(2.50)

Substitution of Equation 2.50 into Equation 2.48 gives:

(
∂ ln KH2,1

∂P

)
T

=
V̄ ∞2
RT

(2.51)

where V̄ ∞2 is the partial molar volume of CO2 in the liquid phase at infinite dilution

(i.e. x2 → 0). After a final integration of Equation 2.51, we obtain a generalized form

of Henry’s law:

ln
f2

x2

= ln KH2,1 +
V̄ ∞2 (P − P1,sat)

RT
(2.52)
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Equation 2.52, also known as the Krichevsky-Kasarnovsky equation, can be used

to calculate the mole fraction of CO2 in the aqueous phase (x2) with P , P1,sat, KH2,1 ,

and f2 as inputs. Without sacrificing accuracy, it is considered safe to assume that

y2 = 1 in the calculation of the gas fugacity, therefore f2 = ΦP . For the calculation

of Henry’s constant we selected the correlation reported by Battistelli et al. [1997]

that was computed using polynomial regression for data from 0 to 300 o published

by Cramer [1982]. The correlation reported by Battistelli et al. [1997] was checked

against the calculated values from Carroll et al. [1991], Scharlin [1996] and Drummond

[1981] (see Figure 2.14). Figure 2.15 shows that the calculated values of CO2 mole

fraction in the aqueous phase, using Equation 2.52 with a partial molar volume of

V̄ ∞2 = 32.1 cm3/mole [Spycher et al., 2003], are within experimental uncertainty

(about 7 %).
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Figure 2.15: Solubility of carbon dioxide in pure water at 20, 31, 40, and 50 oC. Lines
are calculated from Equation 2.52; symbols represent experimental data compiled by
Spycher et al. [2003].

Water partitioning into the CO2-rich vapor phase can be treated in similar fashion

[Spycher et al., 2003]. At the moderate temperatures of interest here water mole

fraction in the CO2-rich phase is small. For simplicity, water partitioning into the

CO2-rich phase is here modeled as an evaporation process. Water is assumed to be

present in the gas phase at its saturated vapor pressure, Pv = Psat(T ). Density of

water vapor is calculated from steam table equations as ρv = ρv(T, Psat) (see Section

2.3). CO2 density is obtained from the correlations of Altunin [1975] (see Section

2.2). Total density of the gas phase is:

ρg = ρv + ρCO2 (2.53)
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Gas phase composition is characterized by the mass fraction of water as:

Y1 =
ρv

ρCO2 + ρv

(2.54)

This model underestimates the water content of the gas, though not by a large factor.

A more accurate correlation has recently been developed by Spycher et al. [2003].

2.5 Thermophysical Properties of Fluid Mixtures

Density, enthalpy and viscosity models for liquid and gas mixtures are described

in this section. A large number of data exists on the solubility of CO2 in water and

aqueous NaCl solutions. In spite of their significance, there is limited experimental

data on densities, enthalpies or viscosities of aqueous CO2-NaCl systems. Usually,

there are two sets of data, one for the system H2O-NaCl and another for the system

CO2-H2O. The models we intend to use to describe the thermophysical properties

of fluid mixtures are those presented by Battistelli et al. [1997]. Their thermophysi-

cal description has been successfully implemented into the simulator TOUGH2, and

extensively used to model geothermal reservoirs with brines and CO2.

2.5.1 Density of aqueous solutions of CO2

Experimental data show that the density increase due to salinity can be up to

almost 20 %, whereas carbon dioxide content produces an increase in aqueous phase

density on the order of at most 2 to 3 % [Garćıa, 2001]. Because the salinity ef-

fect is considerable stronger, the dependency on CO2 content is often ignored. This

assumption is perfectly acceptable in geothermal applications. Nevertheless, it can

conceal key processes in fluid flow dynamics of carbon sequestration. Following Bat-

tistelli et al. [1997] aqueous phase (brine) density can be calculated as function of

temperature, pressure and salinity from a correlation given by Phillips et al. [1981].
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Halite (NaCl) solubility is calculated from an equation due to Potter and Brown

[1977] quoted in Chou [1987], and salinity effects on vapor pressure are represented

with a correlation due to Hass [1976]. The effect of CO2 is taken into account using

a correlation for the partial molar volume of CO2 in the aqueous phase developed by

Garćıa [2001]. The corresponding aqueous solution density is given by:

ρaq = ρb + M2 · c− c · ρb · V (2.55)

where V is the apparent molar volume of dissolved CO2 (function of T ); M2 is the

molecular weight of CO2; ρb is the brine density without dissolved CO2, and c is the

CO2 concentration expressed by the number of moles of solute in 1 m3 of solution.

The gas phase density is calculated considering an ideal mixture of steam and

pure CO2 gas (see Equation 2.53).

2.5.2 Enthalpy of fluid mixtures

Enthalpy of liquid phase is calculated assuming an ideal solution of brine and

liquid CO2.

HL = (1−XCO2)Hb(P, T, XNaCl) + XCO2HCO2(PCO2, T )−Hsol (2.56)

where Hsol is the heat of dissolution. Brine enthalpy is computed using the correla-

tion of Michaelides [1981] including the corrections presented by Gudmundsson and

Thrainsson [1989].
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2.5.3 Viscosity of fluid mixtures

The only source of data on viscosities of aqueous NaCl solutions containing CO2 at

high pressures is provided by Kumagai and Yokoyama [1999]. At fixed temperature

and pressure, their data show that the viscosity of the solution increases with an

increase in NaCl and CO2 concentrations. They proposed the following equation for

viscosity:

η = (a+bT )MNaCl+(c+dT )M
1/2
NaCl+(e+fT )MCO2+(g+hT )M2

CO2
+i(P−0.1)+ηH2O,(P=0.1)

(2.57)

where η is mPa.s, T is in K, P is in MPa, MNaCl, MCO2 are the molarities of

NaCl and CO2 in mol kg−1, respectively, and ηH2O,(P=0.1) is the viscosity of H2O

at T and P = 0.1 Mpa. a through i are adjustable parameters: a = 3.85971, b =

−1.32561×10−2, c = −5.37539, d = 1.90621×10−2, e = 8.79552, f = −3.17229×10−2,

g = −7.22769, h = 2.64498× 10−2, i = 1.69956× 10−3.

2.6 Phase equilibria in CO2-H2O-NaCl systems

Attempts to predict the overall behavior of the system CO2-H2O-NaCl by a single

EOS have been very limited. Most studies are either in the low or high range of

pressures and temperatures.(Bowers and Helgeson [1983], Rumpf et al. [1994] and,

Duan et al. [1995]). The work by Drummond [1981] provides a first attempt to model

CO2 solubilities in aqueous salt solutions. However, out of the 506 experimental data

reported by Drummond [1981] none is inside the common range of 20 ≤ T ≤

60 oC and 80 ≤ P ≤ 350 bar. Duan and Sun [2003], based on a review of large

number of experimental data, proposed a model calculating CO2 solubility in pure

water and aqueous NaCl solutions from 273 to 533 K and from 0 to 2000 bar. The



2.7. Recommendations and concluding remarks 45

thermodynamic model they proposed is based on a computationally demanding EOS

that makes application to large numerical simulations impractical. We decided to

account for the effect of salinity on CO2 solubility in aqueous solutions of NaCl

using the models presented in Section 2.4 with a Henry’s coefficient that depends

on temperature and NaCl content [Battistelli et al., 1997]. CO2 solubility values

reported by Duan et al. [1995] and those obtained from the proposed correlation are

listed in Table 2.4.

Table 2.4: Solubility of carbon dioxide in brines (mole fractions)

1 m aqueous NaCl solutions 2 m aqueous NaCl solutions

T = 30o C T = 60o C T = 30o C T = 60o C

P (bar) [1] [2] [1] [2] [1] [2] [1] [2]

50 0.0157 0.0151 0.0099 0.0090 0.0128 0.0119 0.0082 0.0073

100 0.0197 0.0188 0.0151 0.0139 0.0161 0.0148 0.0126 0.0112

200 0.0216 0.0209 0.0181 0.0169 0.0176 0.0165 0.0150 0.0137

300 0.0232 0.0227 0.0198 0.0189 0.0191 0.0179 0.0165 0.0153

400 0.0248 0.0248 0.0326a 0.0206 0.0205 0.0193 0.0178 0.0167

a suspected typo in Duan and Sun [2003]

[1] Duan and Sun [2003]

[2] Equation 2.52

2.7 Recommendations and concluding remarks

An extensive data base exists for the thermodynamic properties of water and

carbon dioxide. Thermodynamic data for the aqueous solutions of NaCl and CO2

is relatively sparse and more uncertain. Until recently, few experimental data were
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available for the ternary system CO2-H2O-NaCl at temperatures and pressures of

interest for geologic carbon sequestration. Therefore, the application of a single EOS

that predicts both volumetric properties (pure fluids and its mixtures) and phase

equilibria for the system CO2-H2O-NaCl is limited by the following observations:

1. The development of the majority of such EOS was based primarily on two sets

of data, one at low pressures and temperatures and other at high pressures and

temperatures, respectively, and

2. In order the make the EOS reliable for the entire CO2-H2O-NaCl system at

large P-T range, the mathematical formulation is computationally demanding

making its application to reservoir scale simulations impractical.

As it was discussed in this chapter, the necessary accuracy for the overall thermo-

physical behavior of the system CO2-H2O-NaCl can be obtained by properly linking

a set of individual models.

The following are recommended for estimating thermophysical properties of pure

fluids:

• Use the correlations of Altunin [1975] for density, enthalpy and viscosity of

carbon dioxide.

• Use the correlations of IFC [1967] for thermophysical properties of pure water.

The following are recommended for solubility calculations between the H2O-rich liquid

and the CO2-rich vapor:

• Use the Krichevsky-Kasarnovsky equation to compute CO2 solubility in aqueous

phase.

• Consider temperature and salinity dependence of Henry’s coefficient according

to Battistelli et al. [1997].
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• Estimate H2O in vapor phase assuming an evaporation process. This could

be improved if a mutual solubility model between water and carbon dioxide is

considered [Spycher et al., 2003].

The following are recommended for estimating thermodynamic properties of fluid mix-

tures:

• Assume ideal mixtures for the vapor phase for the calculation of densities, vis-

cosities and enthalpies.

• Calculate liquid phase density according to Garćıa [2001].

• Assume ideal solution for the calculation of liquid phase enthalpy.

• Use the model of Kumagai and Yokoyama [1999] for liquid viscosity, pending

availability of additional data to confirm its accuracy. Otherwise, changes in

water viscosity from CO2 dissolution could be ignored.
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Chapter 3

Mathematical model and

implementation

3.1 Introduction

The numerical simulator for carbon sequestration into saline aquifers, which will

be referred to as TOUGH2/ECO2, is presented in this chapter. TOUGH2/ECO2 is an Equa-

tion Of State (EOS) module based on a general integral finite difference code known

as TOUGH2 [Pruess et al., 1999]. TOUGH2 (Transport Of Unsaturated Groundwater and

Heat) is a three-dimensional simulator for non-isothermal flows of multicomponent,

multiphase fluids in porous and fractured media. Most of ECO2’s features, capabilities,

and functionality are inherited from TOUGH2’s module EWASG [Battistelli et al., 1997],

of which it is a descendant. The EWASG (WAter-Salt-Gas) fluid property module was

developed for modeling geothermal reservoirs with saline fluids and non-condensible

gas (NCG). EWASG addresses higher temperatures and lower CO2 partial pressures

than would be encountered in aquifer disposal of CO2. The modeling capabilities for

CO2 injection into saline aquifers presented in this chapter include realistic repre-

sentation of thermophysical properties of sub- and supercritical CO2. Nevertheless,
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the present version of the simulator only handles supercritical pressures. The current

implementation includes only two fluid phases (in addition to solid salt): an aqueous

phase, and a single CO2-rich phase. A numerical methodology for simulating three

fluid phases (Aqueous-Liquid-Gas) is currently under development (for additional

details see Pruess [2003]).

Most of the material related to governing equations and numerical implementation

presented in this chapter (Sections 3.2.1, 3.2.2, 3.2.3 and 3.3) follows closely the

presentation of Pruess [1987] and Pruess et al. [1999] (TOUGH2 user’s guide). A major

part of the development of TOUGH2/ECO2 was carried out by Pruess and originally

presented in Pruess and Garćıa [2002]. The ECO2 version discussed in this chapter

includes additional enhancements in the phase equilibria model and thermophysical

properties of fluid mixtures.

3.2 Governing equations

Here we present the mathematical model on which the simulator TOUGH2/ECO2 is

based under the following assumptions:

1. Multiphase flow extension of Darcy’s Law.

2. All the dependent variables are volumetric averages over a representative ele-

mentary volume (REV) [Bear, 1972].

3. No chemical reactions take place other than partitioning of mass components

(species) among phases.

4. The phases are in local chemical and thermal equilibrium. The assumption of

local chemical equilibrium presupposes that the component mass fraction in

one phase determines the mass fraction in all other phases, and that component

transport equations may be summed over all phases.
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5. Neglect effects of mechanical stress.

3.2.1 Continuum balance equations

The general balance equation for multiphase, non-isothermal, multicomponent

system is

∂

∂t

∫
Vn

M (κ)dVn =

∫
Γn

F(κ) · ndΓn +

∫
Vn

q(κ)dVn (3.1)

where κ = 1 for water, κ = 2 for salt, κ = 3 for CO2, and κ = 4 for heat. The

integration is over an arbitrary subdomain Vn of the flow system under study, which

is bounded by the closed surface Γn. For κ = 1, 2, 3, the quantity M (κ) is the mass

of component κ per unit of reservoir volume, F(κ) denotes the mass flux, and q(κ)

denotes sinks and sources. For κ = 4, M (κ) is the amount of energy (heat) per unit

reservoir volume, F(κ) is the heat flux, and q(κ) is the rate of heat generation per unit

volume. n is a unit vector on the surface element dΓn, pointing inward into Vn.

3.2.2 Accumulation terms

The general form of the mass accumulation for water, salt and CO2 (κ = 1, 2, 3)

is

M (κ) = φ
∑

β

ρβSβX
(κ)
β (3.2)

where the summation extends over all fluid phases β (β = 1, 2, 3 indicates the gas

(G), liquid (L) and solid salt (S) phases, respectively), because each of the mass com-

ponents may partition and be present in more than one fluid phase. Other parameters

appearing in Equation 3.2 are as follows: φ is the porosity, ρβ is the density of phase
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β, Sβ is the saturation of phase β (i.e., the fraction of pore volume occupied by phase

β), and X
(κ)
β is the mass fraction of component κ in phase β. The heat accumulation

term (κ = 4) includes contributions from both solid and fluid phases

M (4) = φ
∑

β

ρβSβuβ + (1− φ)ρRCRT (3.3)

where ρR and CR are density and specific heat of the rock grains, respectively, T is

the temperature, and uβ is the specific internal energy of phase β.

3.2.3 Flux terms

A separate momentum balance equation is not typically included in balance equa-

tion formulations of multiphase systems. It is customary to substitute a multiphase

form of Darcy’s law into the flux terms in Equation 3.1 (advective mass flux). In addi-

tion, the mass flux F(κ) may include a diffusive-dispersive component. The advective

mass flux is

F(κ)|adv =
∑

β

X
(κ)
β Fβ (3.4)

where the individual phase fluxes Fβ are given by a multiphase extension of Darcy’s

law.

Fβ = ρβuβ = −ρα
kkrβ

µβ

(∇Pβ − ρβg) (3.5)

where uβ is the Darcy velocity (volume flux) in phase β, k is the intrinsic permeability

tensor, krβ is the relative permeability of Phase β, and g is the vector of gravitational

acceleration.
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The diffusive-dispersive flux is written [de Marsily, 1986]

F(κ)|dis = −
∑

β

ρβD
(κ)

β ∇X
(κ)
β (3.6)

where the hydrodynamic dispersion tensor is given by

D
(κ)

β = D
(κ)
β,T I +

(
D

(κ)
β,L −D

(κ)
β,T

)
u2

β

uβuβ (3.7)

Here I is the unit tensor, and uβuβ operates on a vector to the right in the

sense of dot product, i.e, it contributes a term uβ(uβ · ∇X
(κ
β )) in Equation 3.6. The

longitudinal and transverse dispersion coefficients are

D
(κ)
β,L = φτ0,βd

(κ)
β + αβ,Luβ (3.8)

and

D
(κ)
β,T = φτ0,βd

(κ)
β + αβ,T uβ (3.9)

respectively, where d
(κ)
β is the molecular diffusion coefficient for component κ in phase

β, τ0,β = τ0τβ is the tortuosity which includes a porous medium-dependent factor τ0

and a coefficient which depends on phase saturation Sβ, τβ = τβ(Sβ), and αL and αT

are the longitudinal and transverse dispersivities, respectively.

The heat flux includes both conduction and convection

F(4) = −K∇T +
∑

β

hβFβ (3.10)

where K is the overall porous media thermal conductivity, hβ is the specific enthalpy

of phase β.
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Considering that the solubility of NaCl in the gas phase has been neglected and

that solid salt phase is not mobile, the accumulation terms (Equation 3.2) and mass

flux terms (Equation 3.4) for NaCl component (κ = 2) are written as follows:

M (2) = φSSρS + φSLρLX
(2)
L (3.11)

F(2) = −k
krL

µL

ρLX
(2)
L (∇PL − ρLg) (3.12)

where SS is the “solid saturation”, defined as the fraction of pore volume occupied

by solid salt.

3.2.4 Closure relations

Closure of the system of balance equations requires a sufficient number of equations

such that all unknowns can be determined. Closure can be accomplished by providing

equations of state (EOS) and constitutive relations. For a non-isothermal system in

which there are 3 components (water, salt, carbon dioxide), there are 4 equations (one

equation per component plus one energy equation). However, there are many more

dependent variables. After considering several simplifying assumptions regarding the

NaCl component, a list of dependent variables is presented in Table 3.1. For example,

the assumption that the solid phase (solid salt) is immobile (uS = 0) eliminates three

unknowns (krS, PS, µS) and the need to specify a constitutive relation to express its

motion.

Independent variables total 28, therefore, to close the system of equations an

additional 24 independent relationships are required. Equations to close the system

are:
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Table 3.1: List of all dependent
variables

Variables Number

SL, SS, SG 3

X1
L, X1

G, X2
L, X3

L, X3
G 5a

krL, krG 2b

PL, PG 2

ρL, ρS, ρG 3

uL, uS, uG 3

HL, HS, HG 3

µL, µG 2

φ 1

K 1

τ0,G, τ0,L 2

T 1

TOTAL 28

a Assumptions for NaCl com-

ponent and solid salt phase:

X1
S = 0, X2

G = 0, X2
S = 1,

X3
S = 0

b Immobile solid phase krS = 0

1. Phase saturations sum to unity [one relationship]

SG + SL + SS = 1 (3.13)

2. Mass fractions in each phase sum to unity [two relationships]

X
(1)
L + X

(2)
L + X

(3)
L = X

(1)
G + X

(3)
G = 1 (3.14)
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3. Relative permeability functions and capillary pressure are assumed to be func-

tion of phase saturations. This approach, although supported by an abundance

of experimental data is still subject of debate [Juanes, 2003; Yortsos and Huang,

1986]. Hysteresis phenomena that may be of considerable importance will not

be considered in this work. [three relationships]

krG = krG(SG, SL) (3.15a)

krL = krL(SG, SL) (3.15b)

PcGL
= PG − PL = PcGL

(SL) (3.15c)

4. Equations of state (equilibrium relationship between pressure, volume, tempera-

ture, and composition) and correlations for u, h, and µ [eleven relationships].

ρG = ρG(P, T,X
(1)
G , X

(3)
G ) (3.16a)

ρL = ρL(P, T, X
(2)
L , X

(3)
L ) (3.16b)

ρS = ρS(P, T ) (3.16c)

uG = uG(P, ρG, HG) (3.16d)

uL = uL(P, ρL, HL) (3.16e)

uS = uS(P, ρS, HS) (3.16f)

HG = HG(P, T,X
(1)
G , X

(3)
G ) (3.16g)

HL = HL(P, T, X
(1)
L , X

(2)
L , X

(3)
L ) (3.16h)

HS = HS(P, T ) (3.16i)

µG = µG(P, T,X
(1)
G , X

(3)
G ) (3.16j)

µL = µL(P, T, X
(2)
L ) (3.16k)

5. Solubility and phase equilibria models [three relationships].

X
(2)
L = X

(2)
L (T ) (3.17a)
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X
(3)
L = X

(3)
L (P, T, X

(2)
L ) (3.17b)

X
(1)
G = X

(1)
G (P, T ) (3.17c)

Equation 3.17a describes the solubility of NaCl in water, which is considered

only a function of temperature (see Chapter 2). Equation 3.17b represents the

solubility model presented in Section 2.4.2. Finally, the mass fraction of H2O

in gas phase, modeled as an evaporation process, is represented by Equation

3.17c.

6. Porosity is a function of pressure and solid saturation [one relationship].

φ = φ(P, SS) (3.18)

7. Overall thermal conductivity is a function of fluid phase saturations [one relationship].

K = K(SG, SL) (3.19)

8. Tortuosity is function of porosity and phase saturation [two relationship].

τ0,G = τ0,G(φ, SG) (3.20a)

τ0,L = τ0,L(φ, SL) (3.20b)

The previous 24 closure functions or independent relationships constitute the fun-

damental building blocks of the ECO2 module. Formulation of these functions was

discussed in Chapter 2.
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3.3 Numerical implementation

3.3.1 Space and time discretization

The integral finite difference (IFD) method [Narasimhan and Witherspoon, 1976]

is used to discretize the mass and energy balance Equation 3.1. In the IFD method,

we introduce volume average as:

∫
Vn

MdV = VnMn (3.21)

where Mn is the average value of M over Vn. Surface integrals are approximated as

a discrete sum of averages over surface segments Anm:

∫
Γn

F · ndΓ =
∑
m

AnmFnm (3.22)

where Anm is the interface area between grid blocks n and m, and Fnm is the average

value of the (inward) normal component of F over Anm (see Figure 4.1).

After appropriate volume and surface area averages are taken in Equation 3.1, a

set of first-order ordinary differential equations in time is obtained.

dM
(κ)
n

dt
=

1

Vn

∑
m

AnmF (κ)
nm + q(κ)

n (3.23)

The summation is over all grids blocks m that are connected to n. F
(κ)
nm is the flux of

component κ between grid blocks n and m. Moreover F
(κ)
nm is the summation of fluxes

over all mobile phases (NPH).

F (κ)
nm =

NPH∑
β=1

F
(κ)
β,nm (3.24)
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Figure 3.1: Space discretization in the integral finite difference method

Individual phase fluxes are expressed in terms of averages over parameters for elements

Vn and Vm. A finite difference approximation for the basic Darcy flux term (advective

flux, Equation 3.4) is given by:

Fβ,nm = −knm

(
krβρβ

µβ

)
nm

(
Pβ,n − Pβ,m

Dnm

− ρβ,nmgnm

)
(3.25)

where the subscripts (nm) indicate that the quantities knm,
(

krβ

µβ

)
nm

, and ρβ,nm (per-

meability, mobility and density, respectively) are evaluated at the interface between el-

ements m and n using a suitable averaging technique (interpolation, harmonic weight-

ing, upstream weighting). Finally, Dnm is the distance between the nodal points n

and m, and gnm is the component of gravitational acceleration in the direction of m

to n.

Time is discretized fully implicitly as a first order finite difference, and the flux

and sink/source terms on the right-hand side of Equation 3.23 are evaluated at the

new time level, tk+1 = tk + ∆t. This ensures the numerical stability needed for an
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efficient calculation of multiphase flow [Peaceman, 1977]. The time-discretized version

of Equation 3.23 can be written in terms of mass components and energy residuals

as the following set of coupled non-linear, algebraic equations.

R(κ),k+1
n = M (κ),k+1

n −M (κ),k
n − ∆t

Vn

{∑
m

AnmF (κ),k+1
nm + Vnq

(κ),k+1
n

}
= 0 (3.26)

For each volume element (grid block) Vn there are four equations (κ = 1, 2, 3, 4)

so that, in a flow domain with NEL grid blocks, Equation 3.26 represents a total of

4×NEL coupled non-linear equations.

3.3.2 Solution method

The unknowns in Equation 3.26 are the 4×NEL independent primary variables

(xi; i = 1, · · · , 4×NEL) which are obtained by Newton-Raphson iteration. Newton-

Raphson iteration is implemented in TOUGH2 as follows. A Taylor series expansion

of the residuals R
(κ),k+1
n in equation 3.26 about an assumed solution xi,p+1 (iteration

step p + 1) is performed:

R(κ),k+1
n (xi,p+1) = R(κ),k+1

n (xi,p) +
∑

i

∂R
(κ),k+1
n

∂xi

∣∣∣∣∣
p

(xi,p+1 − xi,p) + · · · = 0 (3.27)

Retaining only first order terms, we obtain a set of 4×NEL linear equations for the

increments (xi,p+1 − xi,p):

−
∑

i

∂R
(κ),k+1
n

∂xi

∣∣∣∣∣
p

(xi,p+1 − xi,p) = R(κ),k+1
n (xi,p) (3.28)

All terms ∂Rn/∂xi represent entries of the Jacobian matrix that are evaluated

by numerical differentiation. The system of simultaneous equations is solved with

preconditioned conjugate gradient methods [Moridis and Pruess, 1998]. Iteration is

continued until all residuals R
(κ),k+1
n are reduced below a preset convergence tolerance.

Typically, we demand
∣∣∣R(κ),k+1

n /M
(κ),k+1
n

∣∣∣ ≤ 10−5.
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3.4 ECO2 module description

For a non-isothermal system of three mass components, four independent thermo-

dynamic parameters or primary variables are necessary to identify the thermodynamic

state. The natural choice for a primary variable dealing with the heat balance equa-

tion is the system temperature T . The choice of the remaining primary variables

must allow for a recognition of the phase composition of three-component mixtures

of water, salt and CO2, and must be able to deal with the possibility that any of the

three phases (liquid (aqueous), gas, solid) may appear or disappear in the course of

a simulation. Phase changes and the choice of primary variables has been the topic

of extensive research and continue to be the subject of debate [Crone et al., 2002;

Miller et al., 1998]. We adopt the selection of primary thermodynamic variables

implemented in the geothermal reservoir simulator TOUGH2-EWASG [Battistelli et al.,

1997]. Depending on fluid phase conditions, the primary thermodynamic variables

are chosen as follows.

• Single-phase fluid (only liquid, or only gas): P , Xsm, Xn, and T , where P is

pressure, Xsm is the salt mass fraction (X
(2)
L or X

(2)
G ) or solid saturation plus

ten (SS +10), Xn is the CO2 mass fraction (X
(3)
L or X

(3)
G ), and T is temperature.

• Two-phase fluid (liquid and gas): PG, Xsm, SG + 10, and T , where PG is gas

pressure, Xsm is the salt mass fraction (X
(2)
L ) or solid saturation plus ten (SS +

10), SG + 10 is gas phase saturation plus ten, and T is temperature.

The reason for having the solid saturations plus ten as a primary variable is that

this allows to distinguish conditions where solid salt is present from those where is

not. A similar reason follows for the third primary variables.
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3.4.1 Program structure

The equation of state module ECO2 is incorporated into the numerical simula-

tor taking full advantage of TOUGH2’s modular architecture MULKOM (see Figure 3.2).

We use the term MULKOM to refer to the general architecture of the code. In fact,

such an architecture was first implemented in a research code known as MULKOM in

the early’s 80s, and later formed the basis of TOUGH, a more specialized multiphase

code for water-air-heat [Pruess, 1987]. Figure 3.3 shows how ECO2’s equation of state

(EOS) subroutine and all its satellites are linked into TOUGH2 (From Fujitsu Visual

Analyzer c©). EOS is responsible for handling phase diagnostic and obtaining thermo-

physical properties and constitutive relations from its satellites (See Figure 3.3 and

Table 3.2).

Data Input

and

Initialization

?
Solution of

Linear

Equations

-

�

Assembling and

Iterative Solution

of Flow Equations

-Primary
Variables

�Secondary
Variables

?

Equation

of

State

Printed

Output

ECO2-Module

Figure 3.2: Modular Architecture MULKOM of TOUGH2-ECO2 (FromPruess et al.
[1999])
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3.4.2 Phase diagnostic

To check for possible phase change to two-phase condition, we test whether the

“bubble pressure” of the fluid mixture exceeds the total pressure. If

Pbubble(T,X
(2)
L , X

(3)
L ) > P (3.29)

then the gas phase appears and the appropriate primary variable is switched. For

single-phase liquid conditions, the bubble pressure is given by

Pbubble = PCO2(T,X
(2)
L , X

(3)
L ) + Psat(T, X

(2)
L ) (3.30)

where PCO2 is the CO2 partial pressure obtained from the solubility model describe

in Chapter 2 (Subroutine HENRY), and Psat is the brine saturated pressure. For single-

phase gas conditions, we calculate partial pressure Pv of water vapor, and compare

with saturated vapor pressure Psat. If Pv > Psat, a liquid phase evolve.

Solid salt precipitation starts if the salt mass fraction in the liquid phase exceeds

the halite equilibrium solubility (X
(2)
L > X

(2)
eq (T )). If this occurs the primary variable

is switched to SS + 10. Disappearance of the solid phase is recognized by SS < 0.

Additional details about phase diagnostic is given by Battistelli et al. [1997] and

Pruess and Garćıa [2002].

3.4.3 Modeling of permeability reduction

As mentioned before, the presence of salt in the system induces additional pro-

cesses, particularly salt precipitation. The volume fraction of precipitated salt in the

original pore space φ0 was termed “solid saturation” (Section 3.2.2) and denoted by

SS. A fraction φ0SS of reservoir volume is occupied by precipitate, while the remain-
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ing void space φf = φ0(1−SS) is available for fluid phases; φf is referred to as “active

flow porosity”. The reduction of pore space reduces the permeability of the medium.

The current version of ECO2 adopted the models for permeability reduction from the

EWASG module [Battistelli et al., 1997]. The change of permeability due to porosity

reduction is a complex process and a variety of models have been proposed in the

literature Verma and Pruess [1988] and Pape et al. [1999]. Reduction in permeability

depends not only on the overall reduction of the pore space but on pore space ge-

ometry and distribution of the precipitate. In general the overall relative change in

permeability can be expressed as function of relative change in active flow porosity

k

k0

= f

(
φf

φ0

)
≡ f(1− SS) (3.31)

Additional details on the functional form of Equation 3.31 are provided in Verma and

Pruess [1988], Battistelli et al. [1997], and Pruess et al. [1999].
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Table 3.2: Short description of subroutines in Figure 3.3

Subroutine Description

EOS Performs phase diagnostic

Computes all thermophysical properties of gaseous, liquid, or two-phase

mixtures of H2O-NaCl-CO2. Calls the following satellite

PCAP Computes capillary pressure as a function of liquid saturation

and temperature

HALITE Equilibrium halite solubility

HENRY Calculates the phase partitioning of CO2 between aqueous and gas phases

or CO2 bubbling pressure

COBRI Density and enthalpy of liquid brine as a function of pressure,

temperature, and salt mass fraction

VISB Viscosity of brine as function of pressure, temperature,

and salt mass fraction

SOLUT Heat of solution of CO2 as function of temperature and salt mass fraction

COCO2 Density of aqueous solution as function of pressure, temperature,

and CO2 mass fraction

RELP Relative permeability for aqueous and gaseous phases

AKREL Permeability reduction factor as a function porosity reduction

DHAL Halite density as function of pressure and temperature

HHAL Halite specific enthalpy as function of temperature

PP Vapor partial pressure, density and internal energy as function of

pressure, temperature, and mass fraction

VISCO Viscosity of vapor-air mixtures

VISGAS Viscosity of CO2 as function of pressure and temperature, overwritten

in NCG with values from table

SIGMA Surface tension of water as function of temperature

SATB Vapor pressure of brine as a function of pressure, temperature,

and salt mass fraction

TCRIT Critical temperature of NaCl solutions as a function of salinity

BRINEN Deviation of brine enthalpy as function of temperature

and salt mass fraction

VISH2O Viscosity of liquid water or vapor as function of pressure, temperature,

and density (ASME, 1977)

SUPST Vapor density and internal energy as function of pressure and temperature

NCG Specific enthalpy, density, and viscosity of gaseous CO2

COVIS Coefficient for gas phase viscosity calculation

COWAT Liquid water density and internal energy as function of

pressure and temperature

SAT Steam table equation: saturation pressure as function of temperature
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Chapter 4

Code verification and applications

4.1 Introduction

Carbon dioxide can be sequestered in aquifers by three principal mechanisms.

First, CO2 can be trapped under a low-permeability caprock, similar to the way that

natural gas is trapped in reservoirs or stored in aquifers. This mechanism, called hy-

drodynamic trapping, relies on the physical displacement of pore fluids. Second, pore

fluids can accumulate dissolved CO2 through aqueous or solubility trapping. Finally,

dissolved CO2 can react with divalent cations to form carbonate mineral precipitates.

This mechanism is called mineral trapping. The results of analyzes of hydrodynamic

and solubility trapping using TOUGH2/ECO2 are presented in this chapter. The discus-

sion emphasizes the physics of multiphase flow in one- and two-dimensional domains.

The aim here is to provide a better understanding of the fundamental physical flow

processes that are related to CO2 disposal into brine formations.

Even though the issues of chemical and mechanical effects are neglected herein,

earlier versions of TOUGH2/ECO2 have been successfully incorporated into numeri-

cal simulators that address coupled hydro-chemical and hydro-mechanical processes.

Pruess et al. [2003] and Xu et al. [2003] performed reactive geochemical simulations to
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study mineral trapping for CO2 disposal in deep formations, and a study of caprock

hydro-mechanical changes associated with CO2 injection into brine formation was

presented by Rutqvist and Tsang [2002]. Finally, actual field applications in hetero-

geneous formations, have been carried out with an earlier version of TOUGH2/ECO2 by

Doughty and Pruess [2003].

An outline of this chapter is as follows. In section 4.2, the basic problem of CO2

injection into a radially symmetric brine aquifer is presented. Because the simplified

radial flow allows a similarity solution, this problem will be used to check that the

governing equations of the mathematical model have been correctly implemented, and

that the numerical solution confirms the similarity property. Accordingly, radial flow

from an injection CO2 well serves as our “code verification” problem. A more complex

flow problem is considered in Section 4.3, representing the CO2 injection project at

the Sleipner Vest Field in the Norwegian sector of the North Sea. Finally, issues

regarding enhanced CO2 dissolution by convective mixing are presented in Section

4.4.

4.2 Radial flow from a CO2 injection well

Radial flow and pressure behavior of an injection well is a problem of fundamental

importance in the reservoir engineering of CO2 aquifer disposal. An idealized CO2

injection well problem is solved to examine two-phase flow of carbon dioxide and

water for simplified flow geometry and medium properties. The aquifer into which

injection is made is assumed infinite-acting, homogeneous, and isotropic. Gravity and

inertial effects are neglected, injection is made at a constant rate, and flow is assumed

1-D radial (line source). The list of processes being studied includes:

• Two-phase flow of CO2 and H2O subject to relative permeability and capillary

effects.
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• Change of fluid density, viscosity, and CO2 solubility with pressure and salinity.

• Formation dry-out with precipitation of salt.

• Permeability reduction due to salt precipitation.

An important advantage of the simplified radial flow is that it allows a similarity

solution. The solution depends on radial distance R and time t only through the

similarity variable ξ = R2/t. This holds true even when taking into account all the

non-linearities due to PVT properties and due to two-phase flow [Doughty and Pruess,

1992; O’Sullivan, 1981]. In radial coordinates the non linear partial differential equa-

tions governing mass and energy transport (Equation 3.1) can be reduced to simpler

ordinary differential equations by the use of the similarity variable R2/t. Based on

this variable substitution, known as the Boltzman transformation in heat conduc-

tion problems, the resulting system of non-linear ODE’s can be solved numerically

by using standard techniques [O’Sullivan, 1981]. The space discretization employed

for finite difference simulation will violate the rigorous R2/t invariance, so that the

similarity property will be maintained only approximately. Accuracy of the numeri-

cal simulation can be checked by plotting the results as a function of the similarity

variable R2/t.

4.2.1 Definition of the problem and input data

Specifications for the 1-D radial flow problem were chosen representative of con-

ditions that may be encountered in brine aquifers at a depth of order 1.2 km. The

aquifer is assumed to have salinity of 10-wt % dissolved NaCl, and initial pressure

and temperature conditions of P = 120 bar and T = 45 oC. Problem parameters are

summarized in Table 4.1. The numerical grid extends to a large distance of 100 km,

so that the system acts as infinite for the time period simulated (10,000 days, 27.38

years). The well is modeled as a circular grid element of R = 0.3 m radius into which
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CO2 is injected uniformly at a constant rate of 100 kg/s, which corresponds to the

CO2 emission rate of a 288-MWe (MegaWatt electric) coal-fired power plant [Hitchon,

1996].
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Figure 4.1: Schematic of radial flow from a CO2 injection well

4.2.2 CO2 injection into a radial aquifer (no salinity)

Figure 4.2 shows the evolution of the gas saturation front up to a time of 10,000

days. Figure 4.3 shows the results for pressure as a function of the similarity variable.

Simulated results are presented for four different times (t = 30, 100, 1000, 10000 days)

and two fixed locations (R = 25.25, and 1011 m). The agreement is good, confirming

the similarity property of the numerical solution. Figures 4.4 and 4.5, show simulated

results for gas saturation and dissolved CO2 mass fraction plotted as a function of

the similarity variable. Gas saturation results show three distinct regions emerging

from the CO2 injection process. The first region, R2/t ≤ 5× 10−7 m2/s, corresponds

to a zone where complete dry-out of aqueous phase has occurred. This region is
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Table 4.1: Hydrologic parameters for one-dimensional radial flow simulations

Permeability k = 10−13 m2

Porosity Φ = 0.12

Pore Compressibilty c = 4.5× 10−10 Pa−1

Aquifer thickness 100 m

Relative Permeability

liquid: van Genuchten [1980]

krl =
√

S∗
[
1−

(
1− [S∗]1/m

)m]2

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.30

exponent m = 0.457

gas: Corey [1954]

krg =
(
1− Ŝ

)2 (
1− Ŝ2

)
Ŝ = (Sl−Sr)

(1−Slr−Sgr)

irreducible gas saturation Sgr = 0.05

Capillary pressure

van Genuchten function

Pcap = −P0

(
[S∗]−1/m − 1

)1−m

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.0

exponent m = 0.457

strength coefficient P0 = 19.61 kPa

Initial Conditions

Salinity 10 wt.-%

Pressure 120 bar

Temperature 45 oC

Injection (constant rate) 100 kg/s

followed by an intermediate region extending to R2/t ≈ 10−2 m2/s, where liquid and

gas phase coexists. Finally, there is an outer region with R2/t ≥ 10−2 m2/s in which

liquid phase conditions prevail.
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Figure 4.2: Simulated gas saturation front (no salinity).
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Figure 4.4: Simulated gas saturation (no salinity).

10-8 10-7 10-6 10-5 10-4 10-3 10-2 10-1 100 1010

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

Similarity variable ξ = R2

t (m2/s)

D
is

so
lv

ed
C

O
2

m
as

s
fr

ac
ti

on

t = 30 days
t = 100 days
t = 1000 days
t = 10000 days

m

Figure 4.5: Simulated dissolved CO2 mass fraction (no salinity).
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4.2.3 CO2 injection into a radial saline aquifer

The presence of salt in the system induces additional processes, particularly salt

precipitation near the injection well. The volume fraction of precipitated salt in the

original pore space φ0 is termed “solid saturation”, and denoted by SS. A fraction

φ0SS of reservoir volume is occupied by precipitate, while the remaining void space

φf = φ0(1−SS) is available for fluid phases; φf is referred to as “active flow porosity”.

The reduction of pore space reduces the permeability of the medium. The change of

permeability due to porosity reduction is a complex process and a variety of models

have been proposed in the literature [Pape et al., 1999; Verma and Pruess, 1988]. We

use the tubes-in-series model to represent permeability changes from precipitation

which includes effect of pore throats [Verma and Pruess, 1988]. Permeability reduction

is given by

k

k0

= θ2 1− f + f/ω2

1− f + f [θ/(θ + ω − 1)]2
(4.1)

Here,

θ =
1− SS − φr

1− φr

(4.2)

depends on the fraction 1− SS of original porosity which remains available for fluid

flow, and on a parameter φr which denotes the fraction of original porosity at which

permeability is reduced to zero. f is the fractional length of the pore bodies, and the

parameter ω is

ω = 1 +
1/f

1/φr − 1
(4.3)

Therefore, only two independent geometric parameters need to be specified to

calculate permeability reduction using equation 4.1. With φr = f = 0.8, the results
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show that a modest amount of precipitation of SS = 2 % produces a reduction in

permeability of 18 %.

Simulated results (Figures 4.6, 4.7, and 4.8) show that the overall behavior is very

similar to the simulation run without salinity. As expected, the three distinct regions

developed during CO2 injection occur at about the same R2/t locations. A 8 % higher

pressure buildup occurs in the vicinity of the injection well, due to larger viscosity of

brine compared to fresh water. Comparing Figure 4.8 with Figure 4.5 it is seen that

dissolution of CO2 in the aqueous phase is reduced by 40 % due to salinity effects

(“salting out”).

The figures for pressure, saturation and dissolved CO2 mass fraction demonstrate

that the similarity property is well maintained. The results for solid saturation show

considerable variations at small values of R2/t where discretization errors are signif-

icant (Figure 4.9). Salt precipitation occurs only in the vicinity of the injection well

(first 20 meters). In order to reduce discretization errors when calculating solid salt

saturation, we performed another simulation with a finer grid, using small increments

of constant δR = 0.05 m near the injection point. This prevents large jumps in solid

saturation at elements near the injection well, and provides excellent preservation of

the similarity property (Figure 4.10).
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Figure 4.6: Simulated pressure (10 wt.- % salinity).
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Figure 4.7: Simulated gas saturation (10 wt.- % salinity).
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Figure 4.8: Simulated dissolved CO2 mass fraction (10 wt.- % salinity).
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Figure 4.9: Simulated solid salt saturation (10 wt.- % salinity).
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Figure 4.10: Simulated solid salt saturation using a finer grid near the injection well

4.3 CO2 injection into a 2-D layered brine forma-

tion

This problem was designed after the CO2 injection project at the Sleipner Vest

field in the Norwegian sector of the North Sea, where approximately 106 tonnes of

CO2 per year are injected through a horizontal well into sands of the Utsira formation.

Figure 4.11 shows a schematic representation of the Sleipner storage system. Well

data and seismic data prior to the injection shows that the sand is divided by nearly

horizontal, discontinuous shales [Lindeberg et al., 2000]. Time lapse surveys show

that the transport at Sleipner is dominated by buoyancy effects and that shale layers

control vertical migration of CO2. The list of processes being studied includes:
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• Gravity-driven advection in response to strong vertical and lateral density gra-

dients induced by injection of CO2 into saline aquifers.

• Change of fluid density, viscosity, and CO2 solubility with pressure and salinity.

2

Figure 4.11: Schematic representation of the Sleipner storage system (From Zweigel
et al. [2000]).

4.3.1 Definition of the problem and input data

The simplified 2-D vertical section modeled is presented in Figure 4.12. The

system geometry and problem specifications are taken from the code intercomparison

study designed by Lawrence Berkeley National Laboratory (LBNL) in the framework

of the GeoSeq project [Pruess et al., 2002] (see Table 4.2). The system is idealized as

a two-dimensional symmetric domain perpendicular to the horizontal injection well.

The thickness of the formation at the injection site is 184 meters. The injection point

is 940 meters below the sea floor, while the ocean depth at the site is 80 meters.

The formation is assumed to consist of four lower permeability shale units 3 meters

thick which are distributed within the high permeability sand. Each shale unit is
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separated by 30 meters. The well is 30 meters below the lowest shale unit, while the

bottom of the aquifers is another 22 meters below the well. The vertical boundary

at 6,000 meters from the injection well is fixed at hydrostatic pressure, the remaining

boundaries are no flux.
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Figure 4.12: Simplified 2-D vertical section of the Sleipner storage system

The grid was designed to provide “adequate” spatial resolution near the injection

well, and near the shale layers. Grid intervals in the horizontal direction (x-direction)

start with 1 meter increments near the well and gradually increase to 250 meter

increments at the hydrostatic pressure boundary (6,000 m from the injection well).

The vertical grid increment (z-direction) for layers below, above, and at the well is

1 m. The shale layers are represented by two grid layers of 1.5 m height, with 2

layers of 1.5 m height overlying and underlying the shales. The thickness of the grid

(y-direction) is 1 m. The overall domain is discretized into 3,445 grid blocks (53

horizontal, 65 vertical).
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Table 4.2: Hydrologic parameters for two-dimensional layered brine formation

Permeability Sands: k = 3× 10−12 m2; Shales: k = 10−14 m2

Porosity Sands: Φ = 0.35; Shales: Φ = 0.1025

Aquifer thickness 184 m

Relative Permeability

liquid: van Genuchten [1980]

krl =
√

S∗
[
1−

(
1− [S∗]1/m

)m]2

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.20

exponent m = 0.400

gas: van Genuchten [1980]

krg =
√

S∗g

[
1−

(
1−

[
S∗g

]1/m
)m]2

S∗g = (Sg − Sgr) / (1− Sgr)

irreducible gas saturation Sgr = 0.05

exponent m = 0.400

Capillary pressure

van Genuchten [1980]

Pcap = −P0

(
[S∗]−1/m − 1

)1−m

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.20

exponent m = 0.400

strength coefficient Sand: P0 = 3.58 kPa; Shale: P0 = 62.0 kPa

Initial Conditions

Salinity 3.2 wt.-%

Pressure Hydrostatic

Temperature 37 oC

Injection (constant rate) 0.1585 kg/s
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4.3.2 CO2 injection results

The problem was analyzed in several steps to first obtain the initial and boundary

conditions, and then inject CO2 according to specifications. Initial conditions are

generated in two stages by gravity equilibration simulation. The first simulation

involved just the boundary at 6,000 meters. Thermodynamic properties are specified

as given by Table 4.2. Pressure is held constant at P = 110 bar at the elevation of

the injection node (22 m) and the system is run to gravity. Then, a second simulation

with the complete two-dimensional grid was performed maintaining the 1-D gravity

equilibrium as a boundary.

Figure 4.13 and 4.14 show contours of gas saturation and CO2 mass fraction dis-

solved in the aqueous phase after one year and two years of CO2 injection respectively.

The shale layers control the vertical migration of CO2, causing the plume to spread

laterally. Large gas saturations beneath the shale layers show the importance of buoy-

ancy effects. CO2 mass fraction dissolved in the aqueous phase ranges from 5-6 % in

the two-phase zone to smaller values beyond the two-phase region.
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Figure 4.13: Simulated gas saturation (top) and dissolved CO2 (bottom) after 1 year.



84 Chapter 4. Code verification and applications

0 500 1000 1500 2000 2500
0

20

40

60

80

100

120

140

160

180

0.06
0.05
0.04
0.03
0.02
0.01

0 500 1000 1500 2000 2500
0

20

40

60

80

100

120

140

160

180

0.60
0.55
0.50
0.45
0.40
0.35
0.30
0.25
0.20
0.15
0.10
0.05

Distance (m)

Distance (m)

E
le

va
ti

on
(m

)
E

le
va

ti
on

(m
)

SG

X
(3)
L

m

Figure 4.14: Simulated gas saturation (top) and dissolved CO2 (bottom) after 2 years.
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4.4 Enhanced CO2 dissolution

Disposal of CO2 into geological formations requires, among other conditions, the

presence of a regional caprock for confinement. Under supercritical conditions, CO2

is less dense than water and would tend to migrate to the top of the formation as

was demonstrated in the previous section. After a relatively long time (decades after

ending injection) almost all gas would be stored at the top, underlying the caprock.

Because the density of CO2 saturated water is slightly higher than the density of pure

water, density-driven flow will occur enhancing the dissolution process by convective

mixing. In this particular case the heavier CO2 saturated water will flow downward

and will be replaced by water with lesser CO2 content. In such flow problems, numer-

ical simulation capabilities that take into account variable density brines are crucial

[Oldenburg and Pruess, 1995]. The simulator TOUGH2/ECO2 considers the effect of

CO2 content on brine density through a correlation for the partial molar volume

of CO2 in water and the calculation of the corresponding aqueous solution density

(see Section 2.5). In typical underground storage conditions, CO2 saturated brine

is approximately 10 kg/m3 denser than brine with no CO2. Even with this small

increment the CO2 saturated brine creates a density instability, and on long time

scales this causes convective mixing, greatly increasing the overall rate of dissolution

compared to a purely diffusive mechanism. The list of processes studied includes:

• Diffusive transport of CO2 in the aqueous phase.

• Change of aqueous phase density with CO2 content, pressure and salinity.

• Gravity driven flow and convective mixing.
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4.4.1 Definition of the problem and input data

The role of convective mixing on CO2 dissolution is explored here by simulating

density instabilities in a simple 2-D flow geometry (500 m wide and 400 m vertically).

Initial conditions before gravity equilibration involve a uniform two-phase layer with

constant 50 % gas saturation (10 m thick), pressure of 180 bar, salinity of 3.2-wt

%, and temperature of 50 oC. Problem parameters are summarized in Table 4.3.

Gridding in the horizontal direction is uniform with 50 increments of 10 meters. The

grid in the vertical direction is refined at the top 20 meters (0.5 m increments) and

gradually coarsened towards the bottom. The overall domain is discretized into 6,000

grid blocks (50 horizontal, 120 vertical), and gridding is considered rather coarse.

In fact, a slightly finer grid in the horizontal direction produced some differences in

the plume patterns that will be presented in the following section. Nevertheless, the

role of convective mixing in CO2 dissolution can appropriately be studied using this

coarse grid. In order to obtain a more meaningful quantitative description, issues of

grid convergence, boundary conditions and domain size need to be addressed.

4.4.2 Simulation Results

Figure 4.15 shows the evolution of gravity driven fingers at t = 100, 300, 500,

800, 1200, and 1800 years, when 12, 13, 16, 21, 24, and 27 % of CO2 has dissolved.

Ennis-King and Paterson [2003] provided an excellent review of the theory of con-

vective stability in porous media. The mathematical formulation of the solute-driven

convection is related to the case of temperature-driven convection which has been

extensively studied. From scaling analysis of transient heat problems, Ennis-King

and Paterson [2003] proposed the following relation for the critical time tc at which
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Table 4.3: Hydrologic parameters for convective mixing simulations

Permeability kh = 10−13 m2, kv = 10−14 m2

Porosity Φ = 0.12

Pore Compressibilty c = 4.5× 10−10 Pa−1

Aquifer thickness 400 m

Diffusivities for all components in gas phase: D = 1.0× 10−6 m2/s

in aqueous phase: D = 1.0× 10−9 m2/s

Relative Permeability

liquid: van Genuchten [1980]

krl =
√

S∗
[
1−

(
1− [S∗]1/m

)m]2

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.30

exponent m = 0.457

gas: Corey [1954]

krg =
(
1− Ŝ

)2 (
1− Ŝ2

)
Ŝ = (Sl−Sr)

(1−Slr−Sgr)

irreducible gas saturation Sgr = 0.05

Capillary pressure

van Genuchten function

Pcap = −P0

(
[S∗]−1/m − 1

)1−m

S∗ = (Sl − Slr) / (1− Slr)

irreducible water saturation Slr = 0.0

exponent m = 0.457

strength coefficient P0 = 19.61 kPa

Initial Conditions

Salinity 3.2 wt.-%

Pressure 180 bar

Temperature 50 oC
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instability occurs

tc =
c1(µφ)2D

(g∆ρkh)2
(4.4)

where c1 is a numerical constant in the range of 80-100. Ennis-King and Paterson

[2003] also proposed that the critical wavelength λc of the instability can be approx-

imated by:

λc =
c2µφD

g∆ρkh

(4.5)

where c2 is again a numerical constant in the range of 100-120. Using the parameters

in Table 4.3, Equations 4.4 and 4.5 give values for tc ∼ 1 year and λc ' 6.7 meters.

This preliminary calculation shows that the numerical results presented in Figure 4.15

reveal fingers at later time and with larger widths. Therefore, a sufficiently refined

grid is required refinement to properly represent the finger structure. Finally, Figure

4.16 shows that convective mixing considerably enhances the dissolution process.
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Figure 4.15: Dissolved CO2 in the aqueous phase contours at t = 100, 300, 500, 800,
1200, and 1800 years
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Chapter 5

Fluid dynamic instabilities

5.1 Introduction

The process of carbon dioxide (CO2) injection into saline aquifers can be classified

as immiscible displacement of an aqueous phase by a less dense and less viscous gas

phase. Under disposal conditions (supercritical CO2) the viscosity of carbon dioxide

can be less than the viscosity of the aqueous phase by a factor of 15. Because of the

lower viscosity, the CO2 displacement front will have a tendency towards instability so

that waves or rounded lobes of saturation may appear and grow into fingers that lead

to enhanced dissolution, bypassing, and possibly poor sweep efficiency. Mechanisms of

viscous fingering and fluid displacements in porous media have been experimentally

described by the early work of Hill [1952], van Meurs [1957], Saffman and Taylor

[1958] and Chuoke et al. [1959].

Viscous fingering has been extensively studied for the case of miscible displace-

ment. Sahimi [1993] and Homsy [1987] provided excellent reviews of the theory of

viscous fingering in porous media. Zimmerman and Homsy [1992] studied the ef-

fects of viscosity contrast and dispersion in three-dimensional finger propagation.

Tchelepi and Orr [1994] addressed issues of viscous fingering with high-resolution
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two- and three-dimensional simulations of flow in homogeneous and heterogeneous

porous media. More recently, De Wit and Homsy [1999a,b] studied viscous fingering

in reaction-diffusion systems. Pankiewitz and Meiburg [1999], Ruith and Meiburg

[2000] and Camhi et al. [2000] performed high resolution numerical simulations of

miscible displacements with gravity override. On the other hand only a few previous

numerical studies have examined viscous fingering due to immiscible displacement in

porous media. Christie [1989] and Blunt et al. [1992] performed a series of viscous

fingering simulations for compositional and immmiscible flows to investigate the effect

of instabilities on oil recovery.

Figure 5.1 shows the calculated CO2 viscosity profile and the corresponding vis-

cosity ratio (µH2O/µCO2) up to a depth of 2000 m. For this calculation a temperature

gradient of 3oC/100 m and surface temperature of 10 oC was assumed. Below 800

m, approximated minimum depth required to sustain CO2 supercritical conditions,

the viscosity contrast between carbon dioxide and water is moderate with a viscosity

ratio ranging from 22 at 800 m, to 10 at 2000 m.

Results of high-resolution numerical simulations of the onset of instabilities (vis-

cous fingering) during injection of CO2 into saline aquifers are presented in this chap-

ter. Specifically, the influence of viscosity ratio, relative permeability functions, and

capillary pressure on finger growth and spacing is explored. In addition, the issues of

finger triggering, convergence under grid refinement and boundary condition effects

are considered also.
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5.2 Mechanisms of Viscous Fingering

For illustration purposes consider a rectilinear fluid displacement where a fluid of

viscosity µ2 and density ρ2 is displacing a fluid of viscosity µ1 and density ρ1 (Figure

5.2). Darcy’s law holds for each fluid phase separately:

dp

dx
= −µU/k + ρg (5.1)

Now consider a sharp interface or zone where density and viscosity all change

rapidly, e.g. a zone such as that shown in Figure 5.2. Suppose that a small pertur-

bation C-D, of depth δx, develops in the interface A-B. Let P0 be the pressure at the
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level A-B, P1 the pressure just above C-D and P2 the pressure just below C-D. The

depression will disappear if P1 > P2, and will increase if P2 > P1, with P1 and P2

given by:

P1 = P0 + ρ1gδx− v
µ1

k1

δx (5.2)

P2 = P0 + ρ2gδx− v
µ2

k2

δx (5.3)

where k1 and k2 are the effective permeabilities and v is the Darcy velocity of the

interface. Therefore, the condition for unstable flow is:

P2 − P1 = g(ρ2 − ρ1)δx− v

(
µ2

k2

− µ1

k1

)
δx > 0 (5.4)

leading to an expression for the critical Darcy velocity (vcrit):

vcrit >
g(ρ1 − ρ2)(

µ1

k1
− µ2

k2

) (5.5)

The above simplified analysis was first presented by Hill [1952] for the simple

case of quasi two-dimensional miscible fluid displacement where k1 = k2 = k. If the

displacement velocity exceeds the critical value, the perturbation will be amplified,

leading to development of fingers. Consider now the case where CO2 displaces H2O.

For ρCO2 > ρH2O and µCO2 < µH2O the critical velocity is less than zero, so that the

system is unstable even when v = 0. Both gravity and viscosity tend to destabilize

the interface. This extreme case can only be possible at higher pressure and low

temperatures that are not encountered in aquifer disposal conditions. Under disposal

conditions µCO2 < µH2O and ρCO2 < ρH2O. Thus, gravity is a stabilizing force, while

viscosity is destabilizing.
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Figure 5.2: Viscous fingering in rectilinear flow

5.3 Problem Formulation

A description of the base problem used to study the possible outcome of viscous

fingering is presented in this section. The analysis is based on two-phase flow in

two-dimensional, isotropic systems that imply the absence of gravity override.

5.3.1 Governing Equations

In this formulation we assume, (1) zero mass transfer between fluid phases, (2)

negligible rock compressibility, (3) immiscible flow, (4) incompressible fluids, (5) zero
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sources and sinks, (6) multiphase flow extension of Darcy’s Law and (7) all the de-

pendent variables are volumetric averages over a representative elementary volume

(REV) [Bear, 1972]. Less restrictive assumptions will be made in the numerical simu-

lations below. Under assumption (1), the mass balance equation for each fluid phase

α may be written as

∂

∂t
(φραSα) +∇(fα) = 0 (5.6)

where ρα is the density of phase α, Sα is the saturation of phase α and φ is the

porosity, with α ≡ g for gas and α ≡ l for liquid; fα is the flux of phase α. The flux of

each phase, fα, is related to the pressure gradient in terms of an extension of Darcy’s

law.

fα = ραvα = −ρα
kkrα

µα

(∇Pα − ραg) (5.7)

where vα is the volumetric flux of phase α, k is the intrinsic permeability tensor, krα

is the relative permeability of phase α, and g is the gravitational vector (the vertical

coordinate is oriented positive downward). The pressures of the two phases are related

through the capillary pressure, Pc = Pg − Pl. Relative permeability functions and

capillary pressure are assumed to be functions of phase saturations. Equation 5.6 is

subject to the constraint that the two fluids jointly fill the void space, Sg + Sl = 1.

5.3.2 Flow system

The flow system under consideration (Figure 5.3) consists of a two dimensional

porous medium domain with a constant cross-sectional area. The porous medium is

considered homogeneous and isotropic and the effects of gravity are neglected. The
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system is initially at uniform liquid saturation Sl and gas is injected along the left

boundary. The top and bottom boundaries are initially assumed no flow boundaries,

and the domain is considered sufficiently long in the x direction so that the system

would be infinite-acting for the time periods simulated.
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Figure 5.3: Schematic of flow system.

The governing flow equations 5.6 and 5.7 are a set of coupled, nonlinear partial

differential equations. These basic equations can be mathematically manipulated

into several alternate forms with choices of primary dependent variables [Binning and

Celia, 1999]. For simplicity, consider the unidirectional flow with constant porosity

and fluid densities. Then the flow is described by the gas saturation equation:

φ
∂Sg

∂t
+ vT

∂fg

∂x
= +

∂

∂x

[
λl fg

dPc

dSg

∂Sg

∂x

]
(5.8)

where vT = vg + vl is the total Darcy velocity (volumetric flux),

fg =
λg

λT

(5.9)

is the fractional flow of the gas phase [Buckley and Leverett, 1942],

λα =
krα

µα

(5.10)
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is the relative mobility of phase α, and λT = λg+λl is the total mobility. In the absence

of flow perturbations, a steady one-dimensional (1D) solutions develops moving along

the direction of displacement, x, with a constant velocity, v. The velocity and shape of

this front is dictated by the variation of relative permeabilities and capillary pressure

as a function of saturation. For the typical displacement where capillary effects are

assumed negligible, the saturation equation reduces to the Buckley-Leverett equation

which may be solved analytically.

φ
∂Sg

∂t
+ vT

∂fg

∂x
= 0 (5.11)

The Buckley-Leverett solution gives a saturation profile with a sharp front along

the flow direction. When the initial saturation is uniform, the graphical approach

developed by Welge [1952] can be used to determine the saturation front [Wu et al.,

1990].

5.3.3 CO2-H2O case

As an example, the relative permeability functional forms determined by van

Genuchten [1980] and Corey [1954] are used to derive the fractional flow function and

the Buckley-Leverett Solution.

krl =
√

S∗
{

1−
(
1− [S∗]1/λ

)λ
}2

(5.12)

S∗ =
Sl − Slr

1− Slr

(5.13)

krg = (1− Ŝ)2(1− Ŝ2) (5.14)
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Ŝ =
Sl − Slr

1− Slr − Sgr

(5.15)

For CO2 and water, µg = 4.0 · 10−5 N s m−2 and µl = 7.5 · 10−4 N s m−2 at

(T, P ) = (82 bar, 33 oC), and relative permeability parameters λ = 0.85, Slr = 0.25,

and Sgr = 0.05 we obtain the fractional flow curve fg shown in Figure 5.4. Also shown

in the figure is the tangent that originates at the initial gas saturation. The point

of tangency defines the gas saturation at the displacement front and the slope of the

Welge tangent gives the speed of the shock.
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Figure 5.4: Fractional Flow Function.

Figures 5.5 and 5.6 show the total mobility and the Buckley-Leverett solution

together with a numerical solution obtained with a front-tracking version EOS3f of

TOUGH2’s module EOS3 [Pruess et al., 1999]. On the continuum level, the severity of the
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instability is controlled by the ratio of the total mobilities upstream and downstream

of the front:

λshock =
λup

T

λdown
T

(5.16)

where upstream and downstream shock saturation and mobility values are denoted

by Sup
g and Sdown

g , λup
T and λdown

T . Instabilities may occur when λshock > 1 while

displacements whith λshock ≤ 1 will proceed stably.

The general view is that because the viscosity ratio µH20/µCO2 is larger than unity,

hydrodynamic unstable displacement will occur, no matter the injection conditions.

The previous misleading assertion is often based on a large amount of immiscible flow

observations in Hele-Shaw cells, and on past porous media investigations based on

the assumption that single-phase flow regions are separated by an abrupt macroscopic

interface. The approximation that only one phase flows upstream of the front, and

only the other flows downstream is not valid for real porous materials. Immiscible

displacement in porous media is characterized by simultaneous flow of both phases.

In this case, it is the total mobility ratio, the sum of the mobilities of the two phases

behind the front divided by the sum ahead that dictates the frontal instability: ratios

larger than unity indicate instability and less than unity, stability. Thus, it is not

only the viscosity ratio that is crucial to assert the stability but its interplay with the

relative permeability functions through the fluid mobilities.

Figure 5.7 shows the variation of mobility shock (λshock), evaluated on the basis

of a Buckley-Leverett shock front, with viscosity ratio. For illustration purposes we

considered quadratic and cubic relative permeability functions as well as those given

by Equations 5.12 and 5.14 with Slr = 0.25 and Sgr = 0.05. Mobility ratios are seem

to be substantially smaller than viscosity ratios, indicating that flow instabilities in

porous media will be weaker than for fluid displacements in “free” space. For CO2 and
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H2O (viscosity ratios between 10 and 100) the use of quadratic and cubic equations

predicts always unstable displacements. Instability when using van Genuchten [1980]

in conjunction with Corey [1954] relative permeabilities depend on the shape factor

λ. For λ values lower than 0.6, we expect stable displacements.
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Figure 5.7: Stability of immiscible displacement for different relative permeability
functions. Curves 1, 2, 3, 4, and 5 refer to values of m=0.9, 0.8, 0.7, 0.6, 0.5 respec-
tively in the van Genuchten [1980] relative permeability function.

Figure 5.8 shows calculated mobility shock profiles obtained from the Buckley-

Leverett solution using the viscosity ratio profile shown in Figure 5.1. For this calcu-

lation, we considered the relative permeability functions described above with shape

factors λ = 0.7, 0.8 and 0.9 for equations 5.12 and 5.14. For λ = 0.7, we expect

stable displacements at all depths. When λ = 0.8 or λ = 0.9, instability would oc-

cur above 1000 m or 1900 m, respectively. The use of quadratic equations predicts

always unstable displacements, whereas the use of cubic equations predicts unstable

displacements above 1400 m.
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5.4 Numerical implementation

Viscous fingering was simulated using the TOUGH2 modules ECO2 (two phase flow

of brine and gas with three mass components,water, salt and carbon dioxide, Chapter

3) and EOS3 (two-phase flow of water and air, [Pruess et al., 1999]). Minor changes

to EOS3 module were necessary in order to incorporate a set of fluid properties for

different gas and liquid phases. A summary of the changes and a description of the

computer platforms used is presented in Table 5.1.

When using EOS3 module, CO2 is treated as an air-like gas as we do not attempt

to capture all the fluid flow dynamics features due to the injection of CO2 into water.

Instead, our intent is to explore the possible outcome of instabilities when a fluid

with CO2 viscosity displaces water, and this can be accomplished with the modified

version of EOS3.

5.4.1 Methods of triggering fingering

Several approaches can be used to trigger viscous fingers. Truncation and round-

off errors seem to be the most tempting approach to perturb the displacement front

and for that purpose one can reduce the convergence tolerance. Although successful in

triggering fingers, this approach is not recommended as it does not allow to ascertain

convergence under grid refinement. In our study we trigger fingers by one of two

methods:

1. A random permeability field.

2. A finite amplitude perturbation of the inlet conditions during the first time

step.
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A mild random modifications of the permeability field, usually in the order of 4

% (0.96×k ≤ kmod ≤ 1.04×k), was made using the permeability modification capa-

bilities already incorporated in TOUGH2. The simulations show that the same finger

structure is preserved whether the entire domain is perturbed or the permeability

modification is localized in a strip after the injection boundary. Figure 5.9 shows

that for a mobility shock, λshock = 3.25 fingers are triggered when the permeability is

modified; the displacement is uniform otherwise.

5.4.2 Convergence under grid refinement

Simulation results show that finger growth and finger wave length are strongly

affected by grid size. When the capillary diffusion effect is ignored in the gas satu-

ration Equation 5.8, short wave length fingers are damped by the mesh size, and the

solution obtained depends on the grid size no matter how much the grid is refined.

When capillary effects are considered, it is possible to obtain solutions that converge

under grid refinement. Our simulations show that for some cases an extremely fine

grid (more than 100,000 grid blocks) is required (Figure 5.10). This requires sim-

ulation with the massive parallel scheme developed by Zhang [2003] and Wu et al.

[2002].

Figure 5.11 shows viscous fingering predictions obtained from a relative coarse-

grid calculation on a scalar machine (Alpha-EV6.8AL, Table 5.1) and from a high-

resolution simulation using a massively parallel scheme (IBM-SP, Table 5.1). The fine

grid results, or “converged” solution, show finger widths of 1 dm. A similar finger

pattern is observed for coarse-grid simulations, demonstrating that calculations on

scalar machines could be used for approximate finger predictions.
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5.4.3 Boundary effects

As mentioned before, the onset of instabilities is influenced by truncation and

round-off errors. This problem becomes particularly relevant for no-flow boundary

conditions. Figure 5.12a shows that fingers tend to grow more rapidly along such a

boundary, creating an artificial, not realistic flow behavior. In order to avoid prefer-

ential flow along these boundaries they are “glued” together and linked by providing

additional connections. The result is a two dimensional grid that is wrapped around

the mantle of a cylinder, without no-flow boundaries (Figure 5.13).

5.4.4 Computer Performance

The simulations show that the overall computer performance depends primarily

on the following aspects: (1) problem size (domain and gridblock size vs. injection

rates); (2) mobility ratio; (3) the magnitude of the capillary effects. Single processor

simulations proceed in a matched fashion on the three platforms. Finger evolution was

tracked by obtaining printouts at specified times using the TOUGH2’s keyword TIMES.

This option is not available in the parallel version because the size of the problem

implies very big output files. The progression of fingers at different times in the

multiple processor version was captured by restarting the TOUGH2-MP run providing

the file SAVE generated in the previous run as file INCON. Results obtained from the

single (Platform B) and multiple processor versions (Platform C) are almost identical.

Minor differences in convergence behavior, time step size and number of iterations, are

due to the use of different solvers. A 308×120 grid was used to compare the numerical

results obtained with the two versions. In all the cases a similar finger structure is

preserved. When using 16 processors, CPU times in the parallel implementation are

reduced by a factor of 40. Because this problem is of modest size, the addition of more

processors provides only a marginal gain in speed up. For larger problems though,



5.4. Numerical implementation 111

the parallel-code simulations show a better than linear speedup until they reach a

saturation point. Speedup here is defined to be relative to the performance with 16

processors. For additional information on the computer performance of the TOUGH2

parallel version the reader is referred to Wu et al. [2002].
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Figure 5.13: No flow boundary conditions (left) can be eliminated by creating artificial
2-D horizontal cylinder type grids (right).
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5.5 Results and applications

Chuoke et al. [1959] were the first to provide a theoretical analysis of the onset

of fingering, using linear stability analysis. They assume that capillarity acts on a

single macroscopic interface, in other words, that there is complete displacement of

one fluid by other. An effective interfacial tension, σ∗ was introduced to account for

the pressure change across the interface.

5.5.1 Finger spacing

For the purpose of the analysis presented in this section we will consider the

horizontal displacement of a gas-liquid interface as described by Chuoke et al. [1959].

The region of the invading gas is labelled “1”, the region of the invaded liquid “2”.

Because of the lower gas viscosity the displacement will be unstable. The frontal

instabilities will continue to grow at a rate that is dependent on the wavelength of

the perturbation. The expected finger spacing is given by the wave length of maximum

growth rate,

γm =
√

3γc (5.17)

where γc is the wave number of marginal stability, given for horizontal flow by

γc = 2π

 σ∗(
µ2

k2
− µ1

k1

)
v

1/2

(5.18)

For the flow system under consideration (Figure 5.3) we have k1 = k2 = k, so that

Equation 5.17 can be written as

γ2
m =

12π2k

Ca
(5.19)
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Here, Ca is the local capillary number given for large viscosity ratio (µ2 � µ1) by

Ca =
µ2v

σ∗
(5.20)

The effective interfacial tension, σ∗, provides a link between the pore and the porous

media continuum level. It is important to remind the reader that the previous analysis

is based on the assumption that two macroscopic flow regions exist and furthermore

that they are separated by an abrupt macroscopic interface. σ∗ allows the pressure

in the two regions across the interface to be related to the curvature of the interface.

The effective interfacial tension is generally assumed to be directly proportional to

the true interfacial tension σ.

In order to explore the validity of Chuoke’s approximation a series of numerical

simulation was performed with two hypothetical fluids, µl/µg = 5500, so that a high

mobility shock can be obtained and maintained due to capillary effects. Again, the

relative permeability functional forms given by equations 5.12 and 5.14 are used.

Figure 5.14 shows the expected finger width using Equation 5.19 for an intrinsic

permeability of k = 10−10 m2. The symbols represent the average finger width

obtained from numerical simulations, showing good agreement between Equation 5.19

and simulated results. More analysis is required though to assess the validity of

Chuoke’s model on a more general continuum model.
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5.5.2 Finger growth

Figure 5.15 shows gas saturations at three different times in a two-dimensional dis-

placement obtained on a 616×240 grid. Viscous fingering is triggered by variations in

the permeability with a maximum modification of 5 % (0.95× k ≤ kmod ≤ 1.05× k,

with k = 10−10). Figure 5.16a shows the location of the saturation front (Xf (t))

calculated as a uniform displacement according to the Buckley-Leverett solution to-

gether with the absolute finger length (Ω(t)) obtained from the simulation results at

11 times. The relative finger length is calculated as:

ω(t) =
Ω(t)

Xf (t)
(5.21)

The relative finger length shown in Figure 5.16b increases at first, and later ap-

pears to reach an asymptotic value.
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5.6 Viscous fingering simulations with ECO2

Figure 5.17 compares fingering predictions obtained from ECO2 (top frame) with

results from EOS3 (bottom frame). Ignoring capillary effects (i.e assuming a Buckley-

Leverett solution), the location of the saturation front at time t is given by:

Xfront =
qtt

Aφ

(
∂fg

∂Sg

)
Sf

(5.22)

where qt is the volumetric gas flow rate, A is the cross-sectional area, and
(

∂fg

∂Sg

)
Sf

is

the partial derivative of the gas fractional flow function with respect to saturation,

evaluated at the frontal saturation. Simulations with ECO2 and EOS3 use the same

grid and injection parameters. Because the injection was given in terms of mass

rates the actual front location in the simulations has to be scaled by the ratio of the

densities (ρco2

ρair
). The results show that fingers are more defined in simulations with

EOS3 than with ECO2. The saturation front is more spread when simulations are made

with ECO2.



5.6. Viscous fingering simulations with ECO2 117

0 2 4 6 8
0

1

2

3

4

5

6

7

8

0 2 4 6 8
0

1

2

3

4

5

6

7

8

SG
0.48
0.44
0.40
0.36
0.32
0.28
0.24
0.20
0.16
0.12
0.08
0.04

X (m)

X (m)

Y
(m

)
Y

(m
)

(b)

Figure 5.17: Viscous fingering predictions obtained from ECO2 (top) and EOS3
(bottom).





119

Chapter 6

Conclusions

An initial exploration of the fluid dynamics of carbon dioxide disposal into saline

aquifers is presented in this dissertation. Newly developed simulation capabilities are

used to analyze the overall multiphase flow behavior under a variety of simplified

geohydrologic conditions. The work was motivated by the need for engineering tools

for evaluating the feasibility of geologic disposal of CO2, screening favorable and

unfavorable conditions, and designing and operating future disposal systems.

In the first part of this work, a detailed study of thermodynamics and thermo-

physical properties of water, carbon dioxide and of mixtures of CO2 with saline waters

was conducted. From this study, a set of simple, yet accurate correlations for fluid

property description were proposed (Chapter 2). Then, those numerical representa-

tions of thermodynamic properties were incorporated into the new equation of state

module for TOUGH2 presented in Chapter 3.

The model was validated using the basic problem of CO2 injection into a radially

symmetric brine aquifer (Chapter 3). This problem was also used to study a vari-

ety of processes including: (1) Two-phase flow of CO2 and H2O subject to relative

permeability and capillary effects, (2) change of fluid density, viscosity, and CO2 sol-

ubility with pressure and salinity, (3) formation dry-out with precipitation of salt,
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and (4) permeability reduction due to salt precipitation. A prototypical problem for

CO2 injection into a layered heterogeneous formation from a horizontal well was ana-

lyzed using a simplified 2-D vertical section of the Sleipner Vest field storage system.

Simulation results show that the transport in this kind of system is dominated by

buoyancy effects and that low permeability layers control vertical migration of CO2.

In addition, the model was applied to study the role of enhanced CO2 dissolution by

convective mixing (Section 4.4).

Chapter 5 described flow simulations exploring hydrodynamic instability during

immiscible displacement in porous media. Simulation results show that TOUGH2 is

capable of capturing viscous fingering when there is a displacement of a viscous fluid

by a less viscous one. Furthermore, the preliminary results obtained show agreement

with classic instability analysis of immiscible displacements in porous media [Chuoke

et al., 1959]. Capillary effects act to stabilize the displacement at higher wavelengths.

Thus, for higher capillary numbers smaller finger widths are expected.

The analysis was based on two-dimensional (2D) high-resolution numerical simu-

lations that imply the absence of gravity override; hysteresis in relative permeability

and capillary pressure was not considered. Some of the simulations assumed an

air-like gas with CO2 viscosity rather than CO2 itself. This is of course a rough

simplification of the real CO2-H2O system and does not accurately represent certain

processes. For example, CO2 dissolution into the water phase that counters the ten-

dency for fingering is underestimated, as was shown in Section 5.6. Nevertheless, the

onset of instabilities, finger width and growth can appropriately be studied using this

approach.

The simulations examined the injection of CO2 into a domain originally saturated

with water. For aquifer disposal conditions, the use of common relative permeability

functions gives a mobility ratio less than unity (λshock < 1), resulting in a stable

displacement. When quadratic and cubic relative permeability functions are used, or
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when extreme shape factors are applied to other conventional relative permeability

functions such as the van Genuchten [1980], an unstable displacement may occur with

moderate mobility ratios of up to 2.5. In addition, both capillary effects and disso-

lution of CO2 in the aqueous phase will counter the tendency for fingering. Tchelepi

and Orr [1994] found that, for miscible displacement in reservoirs, the distribution

of permeability rather than hydrodynamic instability dominates fluid displacement.

This will likely also be the case for CO2 injection into saline aquifers. Low-viscosity

CO2 will find preferential flow paths easily and the heterogeneity structure of the

aquifer will determine the extent of channelling and by-passing.

Several issues considered in this investigation deserve further investigation and

should be subject of future research as follows:

1. Enhancements of phase equilibria models. Integral consideration of the complete

CO2-H2O-NaCl system.

2. Thermophysical properties of gas mixtures. Flue gases originating from com-

bustion of fossils fuels will in addition to CO2, oxygen and water vapor contain

other gases such as N2, NOx, SOx and noble gases.

3. Field tests. Our research was focused on the physics of flow, site-specific data

from aquifers will be required to explore numerous important issues concerning

CO2 sequestration. Thus, case studies will be an important element of future

research.

4. Higher resolution simulations. Definite answers to the viscous fingering problem

using the module ECO2 will require high resolution 3-D grids at a high compu-

tational cost. Explore the possibility of upscaling or ways to compute average

behavior in coarser grids.

5. 3-D simulations in heterogeneous systems.



122 Chapter 6. Conclusions

6. Fully coupled hydro-mechanical3-D simulations in heterogeneous systems.

7. Laboratory scale experiments.

In this dissertation a better understanding of the fundamental flow processes and

mechanisms that are related to CO2 disposal into brine formations was provided

through the application of the numerical simulator TOUGH2 to simple, suitable and

relevant test problems. A complete evaluation of the feasibility of geologic carbon

disposal in aquifers will require the study of several other issues that are beyond

the scope of this work including chemical and hydro-mechanical coupled processes.

In addition, it is not yet possible to predict with confidence storage volumes and

integrity over long time periods of the target formations, and many additional issues

must be addressed to reduce costs, gain public acceptance and ensure safety.
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Nomenclature

What follows is a partial list of symbols used in the dissertation. The same symbol

may be used in different contexts to denote different variables. The equation and

page numbers refer to the first time the variable is introduced in the text.

Greek symbols

δ Increment, Eq. (2.8), p. 22.

γc Wave length of marginal stability [m], Eq. (5.18), p. 112.

γm Wave length of maximum growth rate [m], Eq. (5.17), p. 112.

λc Critical wave length [m], Eq. (4.5), p. 88.

λT Total mobility [(m · s)/kg], Eq. (5.10), p. 98.

λα Mobility of the α-phase [(m · s)/kg], Eq. (5.10), p. 98.

µα
i Chemical potential of ith component in phase α [J/mol], Eq. (2.40), p. 36.

µβ viscosity of the β-phase [kg/(m · s)], Eq. (3.5), p. 52.

ω Pitzer’s acentric factor, p. 17.

φ Fugacity coefficient, Eq. (2.46), p. 37.

φ Porosity, Eq. (3.2), p. 51.

φf Active flow porosity, Eq. (3.31), p. 64.

ρ Mass density [kg/m3], p. 14.

ρβ Density of the β-phase [kg/m3], Eq. (3.2), p. 51.

σ∗ Effective interfacial tension [N/m], Eq. (5.20), p. 113.

τβ β-phase tortuosity, Eq. (3.9), p. 53.
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Roman symbols

V̄ Partial molar volume [m3/mol], Eq. (2.48), p. 39.

g Vector of gravitational acceleration [m/s2], Eq. (3.5), p. 52.

k Intrinsic permeability tensor [m2], Eq. (3.5), p. 52.

D
(κ)

β Hydrodynamic dispersion tensor [m2/s], Eq. (3.6), p. 53.

A Molar Helmholtz Energy [J/mol], p. 19.

a Coefficient of the van der Waals equation of state [bar, Pa], Eq. (2.5), p. 17.

A∗ Coefficient of cubic equations of state, Eq. (2.6), p. 17.

b Coefficient of the van der Waals equation of state [m3/mol], Eq. (2.5), p. 17.

B∗ Coefficient of cubic equations of state, Eq. (2.6), p. 17.

C∗ Coefficient of cubic equations of state, Eq. (2.6), p. 17.

Cp Heat capacity [J/(mol ·K], Eq. (2.18), p. 24.

CR Specific heat of the rock grains [J/(kg ·K)], Eq. (3.3), p. 52.

Ca Local capillary number, Eq. (5.19), p. 113.

d Differential, Eq. (2.8), p. 22.

d
(κ)
β Molecular diffusion for component κ in the β-phase [m2/s], Eq. (3.9), p. 53.

Fg Gas fractional flow, Eq. (5.9), p. 97.

fα
i Fugacity of ith component in phase α [bar, Pa], Eq. (2.45), p. 37.

G Molar Gibbs energy [J/mol], Eq. (2.14), p. 23.

H Molar Enthalpy [J/mol], p. 21.

h Enthalpy [J/kg], p. 21.

Hsol Heat of dissolution [J/kg], Eq. (2.56), p. 43.

KHi
Henry’s coefficient [bar, Pa], Eq. (2.36), p. 35.

krβ Relative permeability of the β-phase, Eq. (3.5), p. 52.

M (κ) Mass of component (κ) [kg], Eq. (3.2), p. 51.

n Number of chemical species , Eq. (2.1), p. 12.

n Number of moles, Eq. (2.8), p. 22.
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NPH Number of phases, Eq. (3.24), p. 59.

P Thermodynamic pressure [bar, Pa], p. 14.

PCO2 CO2 partial pressure [bar, Pa], Eq. (3.30), p. 63.

Q Heat [J ], Eq. (2.8), p. 22.

R The universal gas constant [bar · cm3/(mol ·K)], Eq. (2.3), p. 16.

r Number of phases , Eq. (2.1), p. 12.

S Molar entropy [J/(K ·mol)], Eq. (2.10), p. 22.

Sβ Saturation of the β-phase, Eq. (3.2), p. 51.

Sgr Irreducible gas saturation, p. 70.

Slr Irreducible water saturation, p. 70.

T Temperature [oC, K], p. 14.

U Molar internal energy [J/mol], Eq. (2.8), p. 22.

uβ Specific internal energy of the β-phase [J/kg], Eq. (3.3), p. 52.

V Molar volume [m3/mol], Eq. (2.5), p. 17.

W Work [J ], Eq. (2.8), p. 22.

Xi Mass fraction of ith component in the liquid phase, Eq. (2.56), p. 43.

xi Mole fraction of the ith component in the liquid phase, Eq. (2.35), p. 35.

Yi Mass fraction of the ith component in the gas phase, Eq. (2.54), p. 42.

yi Mole fraction of the ith component in the gas phase, Eq. (2.35), p. 35.

Z Gas compressibility factor, Eq. (2.4), p. 16.

Subscripts

b Brine, Eq. (2.55), p. 43.

c Critical property, p. 17.

g Gas phase, Eq. (2.53), p. 41.

l Liquid phase, p. 14.

p Iteration level, Eq. (3.27), p. 60.

r Reduced property, Eq. (2.4), p. 16.
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v Vapor phase, p. 14.

Superscripts

0 Thermophysical property of pure CO2 as an ideal gas, Eq. (2.24), p. 24.

∞ Thermophysical property at infinite dilution, Eq. (2.51), p. 39.

k Time step level, p. 60.
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