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A design protocol utilizing common elements for bulk metallic glass foomat
has been employed to develop novel, low cost Fe-, and Ti- based bulk metallic glasses.
A critical obstacle that was successfully overcome in this work is theiomisis
beryllium in these alloys. Beryllium is of vital importance in many bulkatftietglass
forming systems, but it is expensive and poses considerable health risks.

Bulk metallic glasses in these novel Fe-, and Ti-based systems extigmhely
high mechanical strength and excellent thermal stability. Devdtifioc and cooling rate
experiments were used to identify crystalline phase formation and astigation
energy for crystallization, as well as to explore and develop ductile BMG caegos

To better control microstructure in these BMG composites, a novel processing
technique, called semi-solid forging was developed, wherein the alloysnngaied to

above the melt temperature of the glass, but below the melt temperature oftilkee duc
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crystalline phase. Such an approach permits the maintenance of a glassy, or
nanocrystalline matrix phase, while simultaneously coarsening and homagehei

ductile, secondary phase. This processing approach leads to enhanced ductility in the
alloys, which, to this point, has not been observed using conventional casting methods.
The combination of novel, low-cost, alloy compositions with semi-solid forgindpéas
successfully utilized to develop new high strength structural materidgdsenhanced

ductility and toughness.

Microstrutural and mechanical properties of these novel, toughened, BMG
composites are presented. A comprehensive analysis of the relationship between
deformation mechanisms and microstructure reveals that enhanced dsqtifiedicated
on matching fundamental mechanical and microstructural length scales-Mi-&iFMo
BMG composite. Under optimized microstructural conditions, a maximum essige
strength exceeding 2400 MPa with ~ 30% total strain to failure was achieved.
Furthermore, a 400% increase in fracture toughness over the monolithic glasesded te
ductility of 3.5% were observed.

The design of conventional, crystalline, high-performance structuraliadatisr
governed by optimizing combinations of mechanical properties such as strength,
ductility, toughness, and elasticity. In general though, high strength comhesexipense
of ductility. The development of ductile BMG composites represents the dawreaf a
era in structural materials that couples ultra high strength with consielehadtility and

enhanced fracture toughness.

XXVi



Chapter 1: Motivation and Objectives

Amorphous materials have long been of interest to the scientific community.
Amorphous polymers and various inorganic and organic glasses have been the subject of
research for nearly a century. The development of bulk metallic glad€é€3) (Bith
dimensions on the order of centimeters, however, is rather new, and has only gained
momentum in the past 15 years.

Conventionally, amorphous materials have very little structural symraethgan
be made amorphous even at cooling rates below 0.1 K/s. Upon cooling, there is a rapid
increase in viscosity coupled with extremely small intramolecularaiegement such
that atomic mobility is retarded, and the formation of a crystallineegpisas
correspondingly difficult. Metallic glass, on the other hand, is highly metastabl
extremely difficult to form in most alloy systems, which tend towards #epitlibrium,
crystalline state. There is no singular, universal rule for predicting fglamsg ability
for a given metallic system. The discovery of the first metallicsgbgsDuwez at
Caltech in 1960 actually came about unexpectedly in a study of binary solubility in a 25
at% Si-Au alloy [1]. Amorphous flakes were reported with a thicknessohl10
Metallic glass production has since evolved from melt spinning of binarytieladoys
into thin ribbons, to casting centimeter diameter bulk amorphous alloys. The prfspect
using metallic glass for structural applications did not come about until the 1990is whe
the development dfulk metallic glass was reported by Inoue at Tohoku University in
Japan [2], and Johnson at Caltech in the US [3]. BMGs differ from their metaik g

forerunners in that they often are multicomponent alloys, sometimes requoregiman



7 distinct atomic constituents of varying atomic radii and distinct chereiatlres to
enhance glass forming ability.

The unique physical and mechanical properties exhibited by metallieglassa
reflection of their amorphous structure. Metallic glasses exhibemely high strength,
in excess of 4 GPa, high hardness [4], large elastic limit, excellentawdarorrosion
resistance, and net-shape formability [5]. The lack of defects such aatiiscas in
crystalline materials, leads to vastly different mechanisms for defimman crystalline
materials, macroscopic plastic deformation is the result of movement aratctidn of
numerous dislocations having defined slip systems in addition to other mechanisms like
twinning. Furthermore, dislocations interact with other dislocations, grain boesmda
and second-phase patrticles in polycrystalline materials, givingoriserk hardening.
Despite the immensely high strength of BMGs, their use as structuralatsat@s been
limited due to the fact that fully amorphous alloys invariably suffer bfdtflare.

Ductility in BMGs is limited at room temperature and at low strain ratsttain
localization resulting from shear band formation; all of the deformation isneahf
within a few active shear bands. Ductility enhancement is predicated on déhgcaliz
strain by increasing shear band density. This work will explore pathwagsds
achieving enhanced ductility in BMG derived materials.

To date, BMGs and BMG composites have largely depended on very expensive
alloying elements that prohibit their use as structural materialselMitglasses are the
most stable BMGs, however, zirconium is the solvent atom, and as much as 35 atomic %
beryllium is required for optimized glass formation [3, 6, 7]. Both of these elesu@ents

expensive, and beryllium presents considerable health risks. Alternativelygotier



glass forming systems require elements like lanthanum, promethium, pallgttiimm,
erbium, gadolinium, and other rare earth metals [8-13]. While these elementticake cr
for enhancing the glass forming ability (GFA) in many bulk metalksgsystems, the
associated cost and health issues have hindered the development of BMGs for
commercial use.

The discovery of new glass forming compositions has been the result of both
significant trial and error, and improved understanding of vitrification behavioetalsm
Numerous theoretical models have been proposed to explain vitrification using
phenomena thought critical to glass formation. However, no single model Imas bee
unanimously accepted. This dissertation explores the potential of two novel, low-cost
glass forming systems; one Fe-based and one Ti-based, which were devedaped vi
combinatorial modeling approach pulling from multiple theoretical models, and then
experimentally optimized via comprehensive thermal analyses. This wor&edksls
how the discovery of stable, low cost amorphous alloys can be used to develop ductile
BMG composites.

Chapter 4, Section 1 details the design and production of novel Fe-based metallic
glass compositions. Many studies involving “amorphous steel” researatmréte use
of rare earth elements as solute atoms to stabilize the glass formingrims study
explores a BMG formation utilizing elements common to the current steelinddste
mechanisms for glass formation in a Fe-C-B-Mo-Cr-W alloy syseambe evaluated by
systematically varying solvent-solute ratios in the alloy syst@g,4€10BoM07.xCrsW3
(x =1-7 at. %), and correlating these compositional changes with the trstatmiéity of

the alloy. Extensive X-ray diffractometry and thermal analyses can deaise



characterize a glass forming alloy’s resistance to crystailias well as identify what
phases form upon devitrification during heat treatments. A better understandiagsof g
stability and devitrification facilitates the design of new metaillasses, and highlights
the ability to precisely tune mechanical properties through controlled ltpgtan from
the glassy state.

Chapter 4, Section 2 probes deeper into the ability to control microstructure and
mechanical properties of Fe-based BMGs and BMG-derived composieaghihhermal
analysis and alternative alloy processing techniques appliedAG;BgMo1,CrgWs; a
compositionally different amorphous steel featuring improved thermal sgabilitermal
analysis can be used to identify the phase evolution of BMGs upon heating. The glass
transition is an intrinsic feature of amorphous materials around which stactusal
changes occur. Metallic glasses become inherently less stablepasdbgsing
temperature approaches the glass transition, ultimately resultingstalization of the
glass. Stronger glass formers are better able to resist izgsiiah at elevated
temperatures. It is imperative to perform thermal experiments above amdthelglass
transition to understand how well a glass resists crystallization, and wipernsaonce
crystallization does occur. Above the glass transition, devitrification qagbesein the
glass devolves into one or multiple crystalline phases. The identification efghases,
the processing conditions under which they can be nucleated, and their effect on the
properties of the alloy provide a means to tailor the mechanical propertiessefalloys.

Heat treatments from the glassy state yield slow reaction kinkeatgérmit
precise tuning of crystal size and volume fraction, however, the kinetieg atew that

crystal size is limited to the nanocrystalline regime even aftendgtd exposure to



elevated temperatures. As part of this dissertation, a novel processing techaigaerha
developed that permits the coarsening of the crystalline microstructureylnf wawer
modulated induction melting. The new processing technique is called semi-solndforgi
This processing technique significantly expands the tunability of glassrig alloys
developed in this work. The same alloy composition is prepared via both methods to gain
a better fundamental understanding of how crystallization induced by heatimghe

glassy state differs from crystallization resulting from slow ecapfrom the molten state.

The collective understanding gained from these experiments allows fooltmhgrowth

of preferred crystalline phases in order to optimize mechanical propetadsmlidness,
strength, and toughness.

Chapter 5, Section 1 presents a detailed investigation of a novel titanium based
bulk metallic glass forming system. Conventional titanium alloys are knowave high
specific strength, low density, and excellent chemical stability. elfesdures make
titanium alloys excellent candidates for advanced aerospace, shaetdrbiomedical
applications. The inherently superior strength and corrosion resistanceGs Blédr
their crystalline counterparts provide ample motivation for developing asEedbBMG
to compete, if not surpass, current titanium alternatives. A novel Ti-based amorphous
alloy is developed using a combinatorial modeling approach to promote enhaassed gl
forming ability without the use of expensive alloying elements. This TGINSI-Sn
alloy system features a large supercooled liquid region indicative of stadlg glass
former. The large SCLR permits ample incubation time for crystabizatuch that more
intricate isothermal and non-isothermal heat treatments can be perforgladitiate

how crystalline phases form from the destabilized glassy state, lessviigw quickly



these phase grow. Less stable glasses cannot be subjected to the axiend ti
temperature necessary to conduct these experiments without crysjattinnediately.

In fact, this Ti-Ni-Cu-Si-Sn glass forming system is the first-heryllium containing Ti-
based glass stable enough for these experiments. Furthermore, develgsesg gith
extremely slow crystallization kinetics is critical for identifgidiable BMG candidates
for ductile BMG matrix composite design.

Chapter 5, Section 2 explores the conditions necessary to utilize stable glass
forming compositions in commercially viable combinations of strength anditjucti
Despite their immense strength, monolithic BMG will fail with zero fptastrain under
an applied load. Brittle failure is the critical obstacle preventing Bi&s becoming a
viable alternative in aerospace, structural, and biomedical applicatiotisis kection, a
new design methodology targeted at incorporating a second phase in a glassismatri
introduced. The effect of compositional variation on glass stability is explored.
However, unlike Chapter 4, the objective in compositional variation is not optimizing
glass stability, but rather, in maintaining glass stability, whileikameously promoting
the nucleation of a ductile, crystalline, secondary phase embedded within #ye glas
matrix. The constraints on compositional variation and processing conditions as they
pertain to microstructure and mechanical properties are discussed. The gachani
properties of a Ti-Ni-Cu-Si-Sn-Mo nanoeutectic matgix[i stabilized composite are
reported.

Chapter 5, Section 3 is an extension of the discussion on amorphous matrix
composites to larger sample geometries. A simplified glass formingrsistiesigned

with the intention of minimizing heterogeneous nucleation at the glassddnstrface in



a BMG composite. A reformed semi-solid forging protocol is proposed to better
maintain amorphous structure in the matrix, while simultaneously coarsening and
homogenizing the b.c.c. phase. The Ti-Ni-Si-Mo alloy introduced in this studydeatur
2-phase microstructure consisting of a glassy matrix and a crystaltime phase. The
observation of ductility in BMG composites hinges on the ability to delocalizerthe st
by increasing the shear band density. Shear band density is increasedity area
microstructural landscape in which there are features to obstruct shear dyseghgtion.
Each time a shear band is arrested by an obstacle, a new one must form, arat the she
band density increases. A series of different semi-solid processing cosdite
employed to demonstrate the ability to control the size of the b.c.c. phase armdbittig st
of the glassy phase. Mechanical testing is performed on alloys maddiagdoreach
condition and the results are correlated with the microstructure. The detormati
mechanisms are explored through stepwise mechanical testing such thatuherewbl
shear bands can be observed as the deformation increases. A correlation betwee
microstructure and the degree of ductility and toughness enhancement isdedme
composites developed in this work feature higher specific strength, greatesian

resistance, and comparable fracture toughness to conventional titaniusn alloy



Chapter 2: Background

2.1 Metallic Glass and Glass Formation

In general, a glass can be described as an amorphous solid, or a vitrified liquid
lacking any long range order. It is formed by quenching a liquid at a Gemtiical
cooling rate such that a viscosity of-1foise is achieved. This commonly quoted
threshold viscosity sufficiently slows the kinetics of solidification so thaigrofeant
atomic reconfiguration is possible on cooling to the solid state [14]. Metaises are
a sub-class of glasses consisting primarily of metallic bonding, andrdagtenetal and
metalloid elements. Metallic glasses exhibit many charactepisiperties associated
with crystalline metals in terms of electrical, optical and magnetiawer [15]. Many
metallic glasses have fairly good electrical and thermal conducti@igytain Fe-based
metallic glasses have exhibited good soft magnetic properties [16]. Undoubtedjly,thou
the most fascinating aspect of metallic glass is their immensgireUnlike traditional
high strength crystalline alloys, as-cast BMGs do not require anypéneechanical
treatment to enhance their mechanical strength.

In cooling a liquid from above its melting temperature, three fundamental
solidification possibilities exist. (1) The melt cools sufficiently slosdythat
crystallization occurs and a crystalline solid results, (2) the undercoolegsmel
configurationally frozen in place, resulting in a fully amorphous solid (netdiss),
and (3) some intermediate state comes about where an amorphous state ciblexists w

some interdispersed crystalline inclusions. This last possibility is a€ylartinterest



because it permits the harnessing of the metallic glass strengthatvhieesame time

offering the potential for ductility due to the presence of the crystadhiase.

2.2 Factor s effecting metallic glass formation

A glass is a metastable phase in which the evolution towards equilibrium is
retarded by a kinetic barrier [6]. This barrier is characterized byrp shange in atomic
mobility over a relatively small range in temperature. This temperateneahis called
the glass transition. The presence of this kinetic barrier in a glassfpommposition
primarily depends on the nature of the atomic or molecular units comprising the liqui
For instance, the covalent or complex bonding typical in polymer and oxide melts tend
not to form nuclei on account of the prolonged relaxation behavior and very high
viscosity typical of strong liquids such as these. In strong liquids, cryateihzcannot
occur on a laboratory time scale. Metallic glasses, with very fewpgans, fall into the
fragile class of liquids. The nucleation units are only a few times the sizdiafiual
atomic constituents, thus facilitating atomic diffusion, and ultimatelytaligstion.

This tendency is reinforced by the fact that even the best metallecfgtasers exhibit

significantly lower viscosity at normalized undercooled temperaturésrespect to its
glass transition temperature. In polymer and oxide melts, however, the ogpssiie
true [17].

The critical cooling rate of a metallic glass determines the manxithickness
which it can be fabricated to, while maintaining a fully amorphous structweeallRhat

the first metallic glass was a binary Si-Au alloy. This metalbsglwas formed by rapid
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quenching using the “gun” technique [18], and resulted in a cooling raté gfd@nd a
critical thickness of only 1@m [1]. Current bulk metallic glasses have reported critical
cooling rates as low as 0.1K/s and a maximum thickness of 70mmt@uBNi1oP20
[19].

There have been several explanations put forth to describe potential requirements
for glass formation. From these assertions, several modeling techniquestdioting
glass forming compositions have been developed. The most empirical and widely
accepted requirements for metallic glass formation were firgbledted by Inoue in
1995. It was determined that bulk metallic glass formers typically: €lnaiti-
component systems consisting of at least three unique atomic constituents, (8) contai
atomic constituents exhibiting a significant difference in atomicrsities; above about
12% among the three main constituents, and (3) have a negative mixing enthaggnbetw
the three main constituent atoms [20]. These fundamental guidelines forawgthak
formation are described in detail by several comprehensive studies diotdals
formation that combine the thermodynamics, kinetics, and topological effectsatisd
with vitrification [21-24].

Fundamentally, predictive models need to establish compositions that favor the
formation of densely packed clusters that lack long range order and are ligyiniy
such that crystal nucleation and growth is inhibited. To achieve the tightest packing
atomic clusters; the building blocks of metallic glasses, it is necesshay¢ a large
ratio of atomic radii between atomic constituents. Such topological considei@gons
best accounted for in Miracle’s packing model [23, 24]. A kinetic treatmentsd gla

formation is described well by Cowley’s chemical short rang order edions, which
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help to predict alloy interactions that result in extremely slow atorarcaegements

upon cooling [22]. A third and final critical approach to glass forming compositions
deals with the thermodynamics of glass formation. In the infancy oflimefass

research, Cohen and Turnbull identified the correlation between deep eutectiaasand gl
forming compositions [25, 26]. Currently, the most comprehensive model for describing
the coincidence between the compositional location of deep eutectics and glasg form
alloys is Cheney’s liquidus model [21, 27, 28]. The following sections will describe

these three models in detail.

2.2.1 Miracle Packing Model

Miracle’s primary assertion is that local order in glass forminggysis
composed of a single solute atom surrounded by solvent atoms [23]. From this building
block, atomic clusters are formed. The efficiency with which these atdusiers are
packed plays a critical role in the dense random packing of the bulk sample, and thus its
glass forming ability. A system of coordination numbers was developed¢o tassify
which solute atoms pack most efficiently with particular solvent constit{3t24].
The coordination number, Nfor the solute-solvent type cluster is described by Equation
(2.2-1). N describes the ratio of the solute radius to the solvent radius, where a higher

ratio allows for a larger coordination number and therefore, a higher packitigrfrac



12

4r 7 for0.225¢ Re 0414
6 arcco{ sifiz /){ 1 /{R+ )i} 2}—7:
NT = 4z - for0.414<R< 0.90;  (2.2-1)
8 arcco{ sifiz /}{ 1 /{R+ )i} 2}— 2
4r }/ for 0.902< R
10 arcco{ sifvr /){ &/JLR+ )i} 2}— B3

The packing arrangement is dictated by Equatid®12. and is at a maximum
when the boundary solvent atoms are touching b&tlténtral solute atom and
neighboring solvent atoms. According to Miracleiedel [23], this condition is
optimized when the coordination number is equartanteger value. Ildeal glass forming
compositions can then be determined using Equé2i@32) once the coordination

number for various different solute atoms with snl/ent species has been determined.

S, =NT/L+[12/N7))| (2.2-2)

S, is the number of solvent atoms per solute atofre dlobal density of the
amorphous structure is at a maximum if there awe tmpologically distinct atomic
species. In other words, with Miracle’s model omtimized amorphous alloy design will
have three solute atoms with different, integeugatoordination numbers for a
particular solvent species. Even the metallicgtasmpositions with the highest global
densities do not achieve packing fractions as agythose of the crystalline state. The
dense clusters that form in the amorphous strucgmesent the maximum packing
fraction at the local order of several atomic spgsi The high density of these atomic

clusters is energetically favorable at lower terapees, promoting the formation of
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more clusters and minimizing the driving force tosgacrystallization by retarding the
kinetics of crystallization. Furthermore, a straigmical short range order exists
between atoms within a dense cluster, and the tigynamics and kinetics of atomic
interaction within these clusters work in concerstiow all aspects of crystallization
down such that the disordered, metastable, amogpstate is frozen in place.

The natural tendency for alloys is towards theuigrium crystalline state.
Crystallization involves nucleation first and thgnowth. Nucleation comes about as
compositional and thermal fluctuations yield anrgegcally favorable situation for
embryos to emerge from the liquid state. If thitheyo reaches a sufficiently large size,
where the free energy decrease due to reductieolime outweighs the interfacial
enthalpy generated at the solid-liquid interfabe, ¢rystal will become stable and grow.
In the case of bulk metallic glass forming composeg, many different sized atoms are
present, and the embryo must accommodate atomsofatthed size into its lattice.
The result of squeezing atoms, either too large@small, into a crystalline lattice is the
generation of elastic strain; another critical comgnt to metallic glass formation.
Elastic straing;, increases the energy required to form a cryatal,is shown in Equation
(2.2-3). It was determined that glass formatioog8mized with respect to elastic strain
wheng; is at least 0.54%, a value linked to the densifgm@nce between the amorphous
and crystalline states, which ranges from 0.3-0.529% It should be noted however
that this model does not take into account the atednmteraction between neighboring
atoms in the melt. This model assumes the malradomly dispersed liquid, which in

the case of a glass forming melt with extensivetstamge order, is clearly not the case.
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In Equation (2.2-3) for the elastic strain, C is #olute composition in atomic
percenty = (1-4ui/2K;)(1+4wi/3K;) wherey; and K are the shear and bulk modulus

respectivelyg is the coefficient of compaction in close-packatti¢ce ¢=0.74 for f.c.c),
and Xf“b and X}”t', described by Equation (2.2-4) and (2.2-5)thaesfractions of solutes

occupying the substitutional sites and interstgitds in the lattice, respectively. In
Equations (2.2-4) and (2.2-5),= av(1-°)/KT, B = exp[2(1-n°)/kT], a = 2Ce/3, Gs=
3Ki/(3Kj+4w), n is the volume of an undeformed interstitial sit¢lie matrixn=0.414
for an octahedral site in a close packed structuiethe atomic volume, andandj

denote the solvent atom and solute atom, respéctive

7-1

X s {H%/Rﬂ (2.2-4)

-1
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2.2.2 Chemical Short Range Order (CSRO) Model
The governing equations of the chemical short ramger model are given in
Equations (2.2-6)-(2.2-8). In Equation (2.246)s the chemical short range order

between two species in a given melt, whejeandk are indices for the different atomic
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species in a ternary liquid. The atomic composibbelement is x, m, n and p are
intermediate variables, z is the coordination nunfflsem Miracle), T is the temperature,
R is the ideal gas constant, @nd., andv are the functions of the binary enthalpigs

gk, andsi.. These equations require a numerical solutiof [30

P = —1' . el —L' . = —L 2.2'6
mij =1 xixj’ M =1 xjxy’ M =1 XpXi ( )
()
(x;—m—p)(xj—n-m) = exp zRT)’ (xj—n-m)(k—-p—n) - (2 2_7)
exp (- 21); . = exp(~2) |
p ZRT/)’ (xj—m-p)(xp—p-n) p ZRT
EijtEiji EiktEri iktEki
() (50, =) o

As it has been previously discussed, the classivalgy barrier for nucleation can
be increased in multicomponent liquids, where griogteroatomic bonding,
corresponding to large negative mixing enthalpessts. The above equations simply
combine the net effect of the binary mixing entregof the three unique atomic species
in a ternary melt to give a broader picture of¢hemical interaction between atomic
constituents in a ternary melt. This same appreaahbe extended to higher order melts

[22].

2.2.3 Liquidus Model
This model is an extension of the well establistedationship between metallic
glass formation and compositions featuring deepatiass, set forth by Cohen and

Turnbull [25, 26]. Further work along these lires focused on developing theoretical
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methodologies for glass prediction utilizing bingtyase diagrams to produce binary
metallic glasses or for extrapolating binary infatian in order to construct a ternary
system [31]. More recent efforts have establigheccorrelation between the
compositional location of deep eutectics and gdadsgforming ability. Using liquidus
profiles to locate deep eutectics is a reliableapgh to novel metallic glass design [32].
The current model developed by Cheney and Vec@&iih however, can be extended not
just to ternary metallic glass forming systems,ddsb the higher order compositions
commonly necessary for bulk glass formation. Tleggied liquidus temperature of
each component of an alloy is normalized by theidigs temperature of the whole alloy
to give a ratio that is a strong indicator of ttesg forming ability of a particular alloy.
The ratio is a parameter termed This parameter quantifies the relative depth of
eutectic in an alloy system. If an alloy has agpdeatectic at a particular composition, it
will have a correspondingly largerparameter, and likely be a strong glass forme}. [21
A deep eutectic will result in solidification at tulower temperatures, which in turn
yields much higher melt viscosities. The high gty hinders atomic mobility and
inhibits crystallization. A reduced liquidus temgieire is indicative of a stable liquid
phase and so this approach inherently takes irouat the thermodynamics which have
already been established as useful to glass piadict

Liquidus profiles can be generated for any mutinponent alloy using
ThermoCalc TCC software, which uses a comprehenisarenodynamic database to
calculate free energies for alloys with up to tweglements. The profiles generated using
this software attempt to describe the highly metastprocess of metallic glass

formation using equilibrium liquidus profiles. Netheless, it has been shown that the
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liquidus modeling approach appropriately identifie®d glass formers from a number of
different metallic glass forming systems [21].

Davies [33] stated that glass forming tendenciest @ the case of abnormally
deep eutectics, corresponding to an actual liquieloiperature far below that calculated
assuming an ideal solution or weighted temperatliteea parameter, described in
Equation (2.2-9), is a measure of the depth oftectic as related to its liquidus
temperature. The atomic fraction of iieelement i, the liquidus temperature of the
ith element is i andn is the number of elements in the alloy.isTthe actual liquidus
temperature of the alloy, and as prescribed by &avhis value will be far lower than the
weighted liquidus in a good glass forming systérherefore o will be large for a
stronger glass former. Cheney and Vecchio [21yv&dbthat a good glass former
typically has arx parameter in excess of 1.5, while marginal glassiérs have an

parameter closer to 1.0.

a=t (2.2-9)

The three methods presented for metallic glassigiren together represent a
comprehensive picture used to design amorphougsalbait numerous other approaches
exist that are viable in their own right. In orderachieve an amorphous structure, the
thermodynamic, kinetic and topological aspectsotitigication, central to each of the
respective modeling approaches described abové,bawsccounted for. The design
methodology employed in this work utilized the #heforementioned models in a

combinatorial protocol to identify and assess gfassing systems.
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2.3 Characterization of Metallic Glass

To date no one unified method exists for quantgymow strong of a glass former
a particular composition is. One can argue thagtieater the maximum achievable
amorphous thickness, the better a glass formbutspften times the other
thermodynamic data commonly associated with goasisglormation do not reinforce
why exactly a particular composition can be made goven thickness. This section will
describe several of the most common methods usglthracterize bulk metallic glass
formation.

The glass transition gJis an inherent feature of glassy structure. @uth
commonly identified as such in the literature, giess transition is not a singular
temperature, but rather, a temperature interval whéch kinetics drastically change; it is
a function of the thermal history of the glass, angarticular, a function of the heating
rate [34]. Irrespective of the heating rate, tlasg transition is a small endothermic
event typically characterized via differential sceng calorimetry. The magnitude of this
event is usually only a small fraction of the magdé of the exothermic peaks associated
with re-crystallization of amorphous alloys above Th general there is an increase in
the onset glass transition temperature as thengeiatie is increased, as shown in Figure
2.3.1, for the very strong glass formenfd;oCw7P20. On account of this, the
convention is to characterize the glass transitiardifferential scanning calorimetry at a
heating rate of 2L/min, and although it is a temperature intervaagicular glass
transition temperature is reported, but it is metlké onset of the glass transition

interval.
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Another important feature of metallic glasses useguantify the stability of th

glass is theupercooled liquid region (SCLR). It is definedias range in temperatu

between the onset of,&nd the onset of the initial crystallizatiory, and is commonl

referred to aaTx. A largeAT, provides a larger incubation time for crystallipatiand

thus promotes the amorphous state. Fig.3.2shows DSC profiles for several-

based metallic glasses witlyand T clearly indicated. Good glass forming compositi

typically haveAT, in excess of 50K, with some exceptiona-based alloys hang

reportedATy in excess of 100t
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Even after the establishment of the supercooladdigegion as a primary mea

to quantify glass forming ability, other parametergjuantify GFA arose. The gl

transition and SCLR no douare good indicators of strong glass forming al, but
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using these parameters independently leads to dmtrepancies. For instance
FeseCorNizZrgNb,B,o has aATx of 86 K and can be made to a maximum thicknBgg,

of 2mm, while FgCaosZropMosW-B15 has aAT of 64 K, yet can be made to a maximum
thickness of 6 mm [20]. Similarly when we compdiigerent bulk glass forming
systems, Clg sZr45Al-GhbAgo s hasDmax= 11mm and\T, = 108 K [35], while
ZresAl 7 sNi10Cl7 5 hasDmax = 16mm, yet a\ T of only 79K [36]. For comparison, the
weak glass former MgNi oNdio can only be made to a thickness of @®0and has a

ATy of just 16 K. Although a strong glass former adtnalways coincides with a large
SCLR orATy, it cannot adequately distinguish which glass farie better because of the
unexplained variation in SCLR values across goadggforming compositions.

Another parameter used to quantify glass formintplotilizes a good glass
former’s close proximity to deep eutectics by ndinag the glass transition
temperature, d with the melt temperature,I The resulting ratio tends to be higher for
good glass formers because a deep eutectic condspma smaller temperature interval
between Jand T,. This is called the reduced glass transitiog,and was adapted from
Turnbull’'s treatment of amorphous solids such ksasé and organic glasses. Table
2.3.1 shows a number of glass forming compositaitis their respective reduced glass
transitions andmax values. Note that good glass formers tend to hakgin excess of
0.6 [26]. The combination of two separate paramsdieown to influence GFA greatly
enhances the accuracy of thg dver the SCLR, although there are still some
discrepancies. Note that several compositionsalel2.3.1 have Jlarger than that of

other compositions, which have been made in latgeknesses.
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The critical cooling rate in metallic glasses ifimed as the slowest cooling rate
necessary to maintain a fully amorphous struct@iécate glasses have critical cooling
rate R as low as 0.001K/s [5]. Designing alloy compasi§i to lower critical cooling
rates is central to achieving large amorphous ti@skes. The relationship between
critical cooling rate and maximum achievable amorghthickness is absolute; a lower
critical cooling rate always corresponds to a largaximum achievable amorphous
thickness. Figure 2.3.3 indicates the relativdingaates of thin foil amorphous alloys,
bulk metallic glasses and silicate glasses. Figudel shows the range in critical cooling
rate for various metallic glass forming systemateNthat in both Figures 2.3.3 and 2.3.4,
there is a very strong correlation between botlcthial cooling rate, R and the critical

thicknessPmaxwith thermodynamic parametersg ind SCLR.
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Table 2.3.1. Various glass forming compositionthvéissociated glass transition and liquidus datae
reduced glass transitiongl(=Ty/Tm) shows good coincidence with maximum achievabiekttess, Rx

[36].

Composition T(K) TaK) T (K) Tq Diax(mm)
MgaoNi1cNdyg 4542  725.8 878.0 0.62579 0.6
Mg7sNi1=Nd;c 450.0 717.0 789.8 0.62762 2.8
Mg7cNi1=Nd;< 467.1 7425 844.3 0.62909 1.5
MgesNiocNd;< 459.3  743.0 8049 0.61817 35
Mg77NieNds 429.4 723.4 886.9 0.59359 0.1
Mge=ClbeY 10 4245 7279 7709 0.58318 4
ZresAl; Cuy7 Ni g 656.5 1108.6 1167.6 0.59219 16
Zrs;TisAl 1¢CUxNig 676.7 1095.3 11452 0.61782 20
TizaZr1:CusNig 698.4 1119.0 1169.2 0.62413 4
LassAl 25Nio¢ 490.8 711.6 941.3 0.68971 3
LassAl 25Ni1sCus 473.6 659.7 899.6 0.7179 10
LassAl 25Ni1oClyg 467.4 662.1 835.0 0.70594 5
LassAl :5C Uy 455.9 672.1 896.1 0.67832 3
LassAl 25NisCuyCos 465.2 660.9 8225 0.70389 9
PdyCuscNiscPag 576.9 741.5 836.0 0.77802 72
P :CU,Shig e 633.0 1008.8 1097.3 0.62748 3
P0ho :CUsSis e 635.0 1019.3 1086.0 0.62298 0.75
Pd;7:CUsSiy = 637.0 1019.4 1058.1 0.62488 1.5
Pd;CusSiy- 642.4 1019.7 1128.4 0.62999 2
Pd;3:CuySiie e 645.0 1019.3 11359 0.63279 2
Pdy; :Cuy;Sisg e 652.0 1019.6 1153.6 0.63947 2
Pdk, :ClycSijg e 640.0 1167.1 1234.3 0.54837 0.1
PrsoFescAl 1 575.0 8734 950.1 0.65835 3
Y scFesAl 10 572.0 10759 12254 0.53165 0.7
PdyoNigcPag 580.0 855.0 991.0 0.67836 25
NdgcAl 1sNi;CuioFes 430.0 709.0 779.0 0.60649 4
Ndg;Al1:NigCosClys 4450  729.0 7440 0.61043 6
Zr41 - Ti136CUpo NijoBey, ¢ 638.0 937.0  993.0 0.6809 50
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Free volume imetallic glasses and glass forming melts playsrgrerative role
in diffusion, viscosity, structural relaxation anghny mechanical propert[37]. Free
volume is defined as excess space between atorasgaey for atomic diffusion to occ
Cohen and Turnbull [25)rovided the first descriptiomnahe role of free volume effec
in glass formation. Argc[38]is credited with the more accurate distribLfree volume
model thought to be more descriptive of metallesglformation. In Argon’s mode
atoms are thought to mc by small, sub-atomisteps as opposed to atomic dista
jumps aiginally proposed b'Turnbull [26] Rapidly cooled glasses tend to have hig
freevolumes and are less stable. Upon annecthe glass experiences structt

relaxation and some of the free volume is annidil Bulk metallic glas formers tend
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to lock in more free volume on solidification tham conventional metallic glasses such
that the specific volume change upon solidificai®amaller for better glass formers
The crystallization process in BMGs is governedh®yreduction in free energy
as dictated by the free volume loss on moving fligond to the crystalline state.
Equations (2.3-1) and (2.3-2) show the volume émergy change\Gy, where r is the
radius of the crystal, Lis the latent heat of fusion is the degree of undercooling, and
Tw is the melting temperature. There is a competitietween the volume free energy
decrease and the surface free energy generateel sltd-liquid interface as the crystal
grows. As shown in Equation (2.3-3), the surfaee £nergy at the interfackGs, is
dependent on the interfacial energy at the saljdidi interfaceys,, and r. The total free
energy change then becomes the sum of the two\eteargs AG¢ystai= AGs+AGy.
Figure 2.3.5 is a schematic illustrating the contioet between surface free energy and
volume free energy with respect to temperaturee Sithrface free energy dominates for
small crystal radii since the surface area is gra&ative to the volume. As the crystal
size grows, the volume free energy begins to damin&ihe maximum in the total free

energy curve, t is the critical radius necessary for nuclei abiize.

AG, = Ag, x %ﬂrS (2.3-1)
AT
Ag, = IWT— (2.3-2)
M

AG = yo x4ar® (2.3-3)
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Figure 2.3.5 gives a very clear illustration of thermodynamic requirements for
vitrification. Namely, it is important to increatiee surface free energy term, while
simultaneously minimizing the volume free energynte Volume free energy is
minimized by designing alloys with dense atomicstdus so that the liquid and glass
state are similar to one another. In effect, glagsing melts are more organized than
the liquid phase of a conventional alloy melt, bpon solidification of the glass forming
melt, no significant atomic rearrangements ocdws tminimizing the volume free
energy change. Metallic glass alloys have pac#lgngsities only slightly less than that of
crystalline alloys. Increasing the surface freergy can be achieved by designing alloys

with liquid structures that are vastly differerarn the initial crystalline phase structures.
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This requires a significant energy contributiomgémerate new surfaces. Imposing these
two thermodynamic constraints permits more stald@liic glasses to form by inhibiting
crystallization, even at larger undercoolings.

In order to form a monolithic metallic glass, calization must be completely
bypassed or severely limited. The nucleation fatis, given in Equation (2.3-4) where
ks is a kinetic factor for surface nucleatioy]) is the temperature dependent viscosity,
AG  is the free energy of nucleation, T is the temipeea and f6) is a shape factor. In
bulk metallic glass formation, it is therefore iwdtl to minimize the nucleation rate
through alloy design and material processing. Erptal determination of many of
the parameters in Equation (2.3-4) is difficult foetallic glasses, making it nearly
impossible to calculate nucleation rate using tighod. From the expression though, it
is clear that increasing the viscosity and decnegitie shape factor are useful steps to
reducing the nucleation rate.

k AG’
| =" _Ab ]
s nmexr{ - (6’)j (2.3-4)

The shape factor is a term related to the hetemmennucleation of a crystal.

Heterogeneous nucleation occurs in the presenasetond surface or particulate.
Thermodynamically, heterogenous nucleation is e#sé& homogeneous nucleation,
which occurs independently within an alloy melfheTinteraction of an alloy melt with a
crucible or mold wall is a common site for hetenogeus nucleation. Another critical
factor in limiting nucleation during vitrificatiois the melting environment. The
presence of oxygen during melting can lead to ofadmation in the melt. The surface

of the oxide particles in the melt are sites faehegeneous nucleation. Crystalline
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phases with similar structure to that of the oxitkey grow from the melt on top of these
particles because the interfacial energy is mualetdhere. The reduction of the
interfacial energy is dependent on the wetting @ofltthe alloy-oxide interface, but it
will always result in smaller critical radius faable nuclei, a lower degree of
undercooling before crystallization, and a faséguired cooling rate for vitrification.
Special precautions must be taken during BMG psgingdo avoid such nucleation from
occurring.

Accompanying the various thermodynamic aspectslaication, the kinetics
also play a critical role in avoiding nucleatiofhe viscosity is the most important and
telling kinetic factor affecting nucleation. Thegtee to which atomic rearrangements
are restricted governs whether or not the liquidcstire can be frozen in place to make a
glass.

When crystallization is kinetically constrainediquid can be undercooled with
an accompanying rapid increase in viscosity orxgglan time. As the relaxation time of
an undercooled liquid becomes comparable to thergrpntal time scale, the
supercooled liquid begins to deviate from equilibriand eventually forms a glass. The
correlation between good metallic glass forminditgtand the composition’s proximity
to a deep eutectic reinforces the correlation betwegh melt viscosity and high GFA.
High temperature viscosity governs the crystalimakinetics close to the melting
temperature, and thus, is of fundamental importéameiee critical cooling rate for
vitrification [39]. Cooling from above the liquidiemperature down tq, yields a
viscosity increase spanning 11 orders of magniftate 10--10"2Pas in some good glass

forming, Zr-based alloys [40]. Conventionallystassumed that the viscosity is4Pas
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at T¢. Beyond glass formation, viscosity of metalliagg forming melts also plays a
critical role in shaping and formability, as wedl @@mposite infiltration. Viscosity data
near the melt temperature is difficult to obtaicdngse of reactions between container
walls and the glass forming melt yielding erronewvissosity data. Levitation
experiments [41] and other customized experime38s42] have been designed to
minimize invalid viscosity data.

The Cohen-Grest model [43] suggests a correldtaween viscosity and free
volume. In Equation (2.3-5), is viscosity, is the free volume per atom abd, is the

critical free volume necessary for flow to occur.

n= noexp(bvm/vf) (2.3-5)
The free volume present in a liquid is indicativehe packing density, and therefore the
atomic mobility. A densely packed liquid tendshtave higher viscosity and smaller
change in volume upon cooling. The volume charigmod glass formers is notably
smaller than that for pure metals during cooling-6].

C.A. Angell [47] developed the concept of fragilib quantify GFA based on the
temperature dependence of viscosity or relaxatioa.t Metallic glass forming melts
follow the Vogel-Fulcher-Tamman (VFT) relationslisipown in Equation (2.3-6), where
Mo IS the viscosity, A is a fitting parameter andsTthe VFT temperature. The VFT
relationship can also be expressed in terms offigeedte according to calorimetric
experiments. Probing fragility via thermal anadyisi an effective alternative to viscosity

analysis, and is employed in Section 5.1.

no = moexp (75) (2.3-6)
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In metallic glass forming systems, the dependefgtass transition onset
temperature on heating rate has an Arrhenius typ&ragility is a measurement of an
alloys deviation from Arrhenius behavior. In Anigetreatment of glass stability, there
are two primary classifications; strong and fragigeids, characterized by Equation (2.3-

7.
m = [dlog ﬂ/d(Tg/T)]|T=Tg (2.3-7)

In Equation (2.3-7)mis the fragility index, and is extracted from thegell plot shown

in Figure 2.3.6. The viscosity of strong liquigads to have a smaller dependence on
temperature compared to fragile liquids. Typicaliyong liquids are better glass formers
[48] . Itis generally accepted that a fragilitglex below twenty corresponds to a strong
liquid, while a fragility index in excess of 100roesponds to a fragile liquid.

The entropic changes associated with glass foomatifer a better theoretical
description of fragility. Figure 2.3.7 is a scheimaepresentation of the entropy changes
as a function of temperature for a glass formiggitd when cooled from an elevated
temperature down to room temperature. In the dragthe entropy of the glass forming
liquid decreases with temperature. At the Kauznmamperature [5], 4, the equilibrium
entropy of the liquid will be equal to that of tbeystal. Below T, the entropy of the
liquid will become smaller than that of the crystat effect, the Kauzmann temperature
is the thermodynamic boundary of the glass tramsitand the liquid ceases to exist
before its entropy becomes smaller than that o€tiistal [48]. The entropy change
depends on both the entropy of fusia, and the temperature interval between the

melting temperature,§ and Tk, over which the entropy is lost. From these refetj@
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thermodynamic description of fragility can be e)xgs@d byAS /(T-Tk). Similar to the

fragility index,m, smaller values correspond to a strong liquid tioam fragile one
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The free volume and viscosity of glass forming sale intrinsic to the atomic
rearrangements experienced by a glass arounddke ansition region. This atomic
rearrangement is called structural relaxation dagspan important role in defining glass
stability and characterizing deformation in metagjlasses. The investigation of
structural relaxation in early metallic glasses waspossible on account of the poor
thermal stability and their tendency to crystalizieen heated to temperatures near the
glass transition. The development of BMG with mgtronger resistance to
crystallization provided the time frame necessarganduct relaxation experiments [49].
The isothermal relaxation of metallic glasses isifieated by the annihilation of free
volume towards an equilibrium value [50]. The fusdume theory insists that the
equilibrium free volume exists in both the supeted@and equilibrium liquids. The
excess free volume present in the as-quenchedgktsswill tend towards a special
thermodynamic state, called the fully relaxed stiteng isothermal annealing. When an
as-quenched glass is isothermally annealed atem g@mperature below,Tthe viscosity
increases with time towards an equilibrium valueoading to the annihilation of
guenched in excess free volume. Structural ralaxa often modeled using the Tool-
Narayanaswamy (T-N) relationship, shown in Equaii-8) fitted with the William-
Watts relaxation function, shown in Equation (2)3@account for the distribution in

relaxation times typical in metallic glasses.

xAH (1—x)AH> (2.3-8)

T = Aexp(RT + RT;

In the T-N relationshipAH is the activation energy for the relaxation tigess the

characteristic relaxation time, T is the tempemtiyis the fictive temperature, ands a
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weighting constant between 0 and 1. The fictivegerature describes the influence of
thermal history on the structural relaxation of ¢gftess. Since the fictive temperature is
directly related to the excess enthalpy and theymume of the system; h essence
represents the degree of departure of the systemtfre equilibrium state. Axvalue of
1 corresponds to relaxation solely dependent opeéeature, while a value of O indicates

a dependence solely on fictive temperature; intyeah intermediate situation is the case.

¢(t) = exp [— (%)ﬁ] (2.3-9)

The William-Watts relaxation function is containedhin the characteristic
relaxation timeA, of the T-N model. In the relaxation functigh,where 08<1,
expresses the breadth of the distribution of thexation times and is sometimes called
the Kohlrausch exponent [51]. A single relaxatiome is denoted bg=1, and as the
distribution becomes broader, the valug @ reduced and the enthalpy recovery spans a
broader temperature range.

The features of metallic glasses that distinguigmt from other glasses are low
activation energy for relaxation, and broad traositemperature range; both a reflection
of the instability of metallic glasses. The widanisition range can be attributed to the
broad distribution in relaxation times and alseéh® complex compositional
heterogeneity typical in bulk metallic glass forgngystems. The T-N model has been
applied with good success to several metallic diassing systems. The validity of the
model is verified by the accuracy with which it gicts peaks in specific heat curves

according to the experimentally fitted relaxatiastiabution in the model [49].
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An alloy melt’s resistance to crystallization upsmiidification is an excellent
indicator of the degree to which its equilibriuratsthas been destabilized. The slow
kinetics of metallic glass forming melts lead twag resistance against crystallization.
The activation energy for crystallization is usedjtiantify the resistance of an alloy melt
to crystallization. The activation energy for dalbzation is determined by the Kissinger

method, shown in Equation (2.3-10),

In(#/T.%) :—%+constan (2.3-10)

p
whereg s the heating ratd,, is the peak temperature (the temperature at vtheeheat
flow during crystallization reaches a maximum dgréhfferential thermal analysidR is
the universal gas constant, &Qds the activation energy for crystallization. The
temperature at which the maximum heat flow is olesstrvaries with heating rate.
Through analysis of several DSC curves generatdifatent heating rates, the kinetic
constants, such as the activation energy can leendieied [52]. Figure 2.3.8 shows how
the activation energ¥, is determined from the data for a;P,Siy5 alloy using the
Kissinger method [53]Q is taken from the slope of the Arrhenius plot gatent from
the Kissinger model. Note that for this alloy, tegparate activation energies are given
for the amorphous alloy in ribbon form (thicknesgGwm) and rod form (diameter ~ 3
mm). This difference indicates a dependence oattigation energy on alloy cooling
rate. A thinner amorphous alloy sample will haveager resistance to crystallization
than a thicker one of the same composition. THéceis less pronounced for a stronger,
more stable glass former, which tends to have greasistance to crystallization at

larger sample thicknesses.
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ribbon amorphous allo [53].

2.4 Propertiesof BMG

Beyond fundamental research, BMGs oexcellent physical and chemic
properties, which make them appealing as a vialiled replacement in a number
different applications. This section will describedetail some properties of bt

metallic glass.

2.4.1 Mechanical Properties

Plastic @formation in metallic glasses is associated wittomogeneous flow i
highly localized shear bands at low temperatur < 0.7T,,), and homogenous flow
elevated temperatures £10.7Ty,). At low temperatures]lebulk metallic glasses sho
nearly zeraluctility in tension, where loading of a samplddaiue to the propagation
a crack evolving frona single shear ba [54]. In contrast, constrained loading suct

compression can resuh global plastic deformation in some metalliagge, up to 3%
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plastic strain [55]. The degree of plastic defdaiorabefore failure varies greatly from
composition to composition among metallic glassés, Pt-, and Pd-based BMGs have
all shown plasticity in compression and fractunegitness as high as 70 M4>[20].

The fracture surface associated with such failnoews characteristic vein patterns with
evidence of high local plasticity arising from iaiilities in the shear band, which
contains lower viscosity. In contrast, Mg- anddased BMGs are both locally and
globally brittle, showing significantly differentdcture surfaces and fracture toughness
less than 5 MPa*?[20].

Figure 2.4.1 summarizes the relationship betweaimys Modulus (E) and
tensile fracture strengtle{;) or Vickers Hardness (jifor typical BMGs. The values are
compared with some common crystalline alloys. fEmsile fracture strength and
Vickers hardness have a roughly linear relationship E, expressed hy;: = 0.002E
and H = 0.06E/9.8, respectively. Note that a lineandrexists for the crystalline alloys,
but the slope is much steeper for the metallicsgigsindicating significantly larger
elastic limits. High elastic limits are a commeture of all metallic glasses and are
attributed to the formation of an ideally homogewizolid solution over the whole
composition range of the glass forming system [bfan be summarized from Figure
2.4.1 that BMGs have much higher tensile strengtitsmuch lower moduli than
crystalline alloys of relatively similar composii®. The difference in these values
between BMG and crystalline alloys is as large@¥%.6 The significant difference in
mechanical properties is a reflection of the déferes in deformation and fracture
mechanisms between BMG and crystalline materi@lastic deformation at low

temperatures in metallic glasses is associatedimliittmogeneous flow in areas of high
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strain localization called shear bands [56]. Faliyorphous Fe- and Co-based BMG

have the highest fracture strengths among all BMiG reported fracture strengths of up

to 4250 MPa and |Has high as 1200 [57].
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Figure 2.4.1. The relations between mechanical gnms of typical BMGs: (a)
tensile fracture strengtlsy) with Young’s modulus (E); (b) Vickers hardness

(H,) with Young’'s modulus (E) [20].

Bulk metallic glasses lack the long range ordes@néin crystalline solids. As

such, dislocations do not exist in metallic glassesslip is not a mode of deformation.

Rather, at low temperatures, metallic glasses defoa highly localized shear bands.

Shear bands yield brittle behavior in both tensind compression. All of the

deformation experienced by the bulk sample is ¢oathwithin these shear bands which

propagate at a 4angle to the loading axis [58].

Despite the a¢gfly brittle behavior of
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metallic glasses, they tend to have extremely fighl stress and mechanical hardness.
BMGs typically have lower elastic modulus, on théew of half that of crystalline
materials of similar compositions. The lower madubbserved in metallic glass is a
result of the more loosely bound atomic structdrihe disordered glass, while the
increased yield strength is a product of the varge elastic strain observed in BMGs.
Small regions of free volume between and withomat clusters are the defects
responsible for plastic flow in metallic glassd@$iese regions of free volume are
distributed randomly throughout the bulk of the enl. Regions of free volume are not
to be confused with vacancies used to describermetmn in ionic solids. Rather, free
volume regions in metallic glasses are of subataizie and move in subatomic steps,
unlike the atomic-sized jumps in network solids][56he free volume defects function
though, in a way similar to a vacancy. Namelyytpevide space for atomic
rearrangement, but it is a collective movement oltiple free volume sites in subatomic
steps that permits atoms to occupy new sites. r@dreangement of atoms facilitated by
free volume can result in shear band initiatioasswithin regions of plastic flow [38].
Upon loading, the strain rate in shear bands a@tekeahead of the surrounding
material, where the strain rate decelerates umigva stable equilibrium state of shear
flow is achieved. The result of this offset inagtrrates is the development of flow
dilatation at the leading edge of the shear balitien a metallic glass is under stress, an
atom may be forced into a region of free volume ihamaller than the atom itself. The
result is the formation of excess free volume, sithe site previously occupied by the
atom is larger than that free volume region whighst moved into. Unlike defects in

crystalline solids, which can only be annihilaté@ dree surface or grain boundary, free
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volume may be annihilated within the bulk of a mialeby a collective diffusion of
several atoms around the free volume site. A mékallic glass undergoing deformation
is constantly experiencing both free volume crematind annihilation in localized regions
of plastic flow, called shear transformation zo(882). At low stresses, free volume
generation and annihilation are in equilibrium, auhigh stresses, the annihilation of
free volume lags and an excess of free volumetsef38]. A single shear band can
evolve to initiate a crack and eventual failurehef material due to this free volume
instability. The global plasticity of a metallitags is entirely contained within a few
shear bands. In a theoretical study, the failtresss of a material was found to coincide
very well with the localization stress requiredriiate and propagate a shear band in an
STZ [58].

The localization of shearing in BMG can sometimegllto such intense energy
released, that local melting is observed (evenwatstrain rates ~I8&™), resulting in a
cup and cone fracture surface, which can be seEigure 2.4.2(a). The fracture surface
shown in Figure 2.4.2(b) demonstrates a vein patikaracteristic of failure in bulk
metallic glasses. Although the bulk material exbibrittle failure, a vein like fracture
surface is observed because failure occurs al@mgée shear band within which
extensive plastic flow occurs [59]. The low tengiare tensile behavior of metallic
glasses is described as elastic-perfectly plastaibse the shear banding mechanism
does not provide any work hardening. It is possibbugh for metallic glasses to
demonstrate some ductility in specific cases rdlatghe number and distribution of

shear bands within the bulk.
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Figure 2.4.2. (a) Cup and cone failure surface ebased BMG tested in
tension indicating localized melting under highastrrate condition. (b) Vein
pattern fracture surface in fracture toughness xeat of Zr-based BMG.
The vein pattern suggests a decrease in glasssitiga@sulting in highly
localized flow process on the crack plane [5].

Melt spun ribbons of metallic glass exhibit besgdductility due to some
interesting geometrical effects. Typically, mgltua metallic glass ribbons are on the
order of ~10Qm thick. The small sample thickness confines treasbands such that
shear band spacings are small. Shear bands tend|eate near the outer surface of a
material in a state of bending; in areas of tensiocompression. Shear bands arrest
within the bulk where no stresses are present [6@F very high ratio of surface to bulk
in a melt spun ribbon leads to a high shear bandityg[61]. Beyond a metallic glass
thickness of about 500m, the shear band density is not high enough totaiaithis
ductile behavior. The critical shear band spatimgluctility to occur varies
significantly with composition. For bulk metallitasses, there are generally few shear
bands with large spacing, resulting in brittledad, since all of the plastic flow is
confined within a very small volume fraction of thelk material; high strain rates are an

exception. Some bulk metallic glasses have exddbimited plasticity at strain rates
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exceeding 1@ s’. Under such conditions, the stress relaxaiate resulting from she:
band propagation cannot accommodate the straimr#te bulk of the material. T
compensate for the deficiency in stress relaxatiwutiple shear bands nucleate ¢
propagate. The higher fraction of shear bands pemoreplastic flow, and, in the case
of the Zr-based Wreloy 1, flastic strains exceeding 5% have bebserve [62]. Some

results fromhis study are shown in Figure 2.
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Figure 2.4.3 (a) Multiple shear bands in-based Vitreloy 1 tested at a strain rate of 2.
(b) True stres§rue strain curve indicating the development ofsptdty above a critice
strain rate in Vitreloy 162].
Indentation tests are an easy to perform methosttmlying flow mechanisms
BMG. The sharp indenters create tremendous disdds at the contact surface with t
metallic glass, leading to shear band activatidnlike other consained deformatiol

tests like uniaxial compression, microhardnessntate®n does not lead to catastrop

failure, thus permitting detailed studies of defation processes beyond the ela

domain [63].
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Mechanical hardnessin BMG

For the same reasons that BMGs exhibit exceptimeahanical strength, namely
high elastic limit and the lack of long range otdley also exhibit high mechanical
hardness. Pd- and Zr-based alloys have reporteldésses in excess of 500 [@4],
while Fe-based metallic glass alloys have repdmsdnesses in excess of 1000[4.
A dependence on indenter load has been observadtallic glass hardness. Low
indenter loads tend to give slightly higher hardneslues. This has been attributed to
the higher resistance to shear band nucleaticowarlloads. Material pile-up is
observed around the edges of the indentation ifotine of semi-circular shear bands as
shown in Figure 2.4.4. The size of the pile-upther distance from the edge of the indent
to the outermost shear band, increases with inoigésad. Furthermore, the size of the
pile-up and the density of the shear bands are ositignally dependent. Zr-based
BMGs have smaller pile-up zones than Pd-basedslinglicating stronger resistance to

deformation [64].

Figure 2.4.4. (a) Representative optical micrograpsemi-circular shear bands around a pyramidcieérs
indentation in a bulk metallic glass. (b) Zoomedinmage of semi-circular shear bands from same sampl
highlighting the step-like nature of the shear lsand
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Formability of BMG

At elevated temperatures, in excess of §.ibmogeneous flow is observed in
metallic glasses. Homogenous flow allows for splaestic flow to occur in metallic
glass forming compositions, which is an importaatéire in the formability of metallic
glasses. Superplastic flow allows for complex sangpometries to be made in a manner
similar to conventional plastics. The nature & sluperplastic flow permits the
formation of very complex, precise shapes necegealMEMS device fabrication [65].
Superplastic forming (SPF) typically takes plac¢hi@ supercooled liquid region
(between Fand Ty), where pressure molding is used to form the sarapparticular
geometries. Recall also that the plasticity ofyfablidified BMG improves significantly

at small dimensions. A BMG MEMS part is shown igufe 2.4.5.

Figure 2.4.5. Complex micro gear fabricated byesplastic
forming of BMG[65].
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Kinetic processes occur faster at elevated temyreat Inhomogeneous
deformation is still observed in metallic glasseslavated temperatures that remain
below Ty, however free volume is eliminated faster on antofi faster diffusive
processes at high T. In contrast to the low-teatpee, high-stress regime, at these
elevated temperatures the elimination of free vausnin equilibrium with free volume
creation up into the plastic regime. The transitemperature from inhomogeneous
deformation to homogeneous deformation is strodglyendent on the strain rate,
indicating that this type of deformation is asstemlawith diffusion/relaxation processes
[66]. By way of homogenous deformation at tempeest between gland T, metallic
glasses can undergo tensile elongations in exd¢d€5@0% [67]. At strain rates below
10° s*, and at temperatures within the SCLR, BMGs belasva Newtonian liquid. As
the strain rate is increased, the glass behaves lilon-Newtonian liquid, likely because
the material reverts back to a state of semi-intgeneous deformation, where the free
volume being destroyed via diffusive processes agkeep up with free volume
creation. The transition to homogenous deformasa@accompanied by significant
softening in the range of 0.470.8Tg, resulting in lower yield stress and more plastic
flow [67].

Fatiguein BMG

Fatigue in metallic glasses is characterized bitdidnplastic deformation. Crack-
growth thresholds are on the lower end of mostairal metallic alloys, typically in the
vicinity of 1.1-1.3 MPan*? [68-70]. The endurance limit in most metallicsglas is only
about 10% of the ultimate tensile stress. Aboltinit, fatigue cracks will propagate.

In some Zr-based metallic glasses, endurance lasitigh as 40% of the ultimate tensile
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stress have been observed [71, 72]. For compassarctural crystalline alloys typically
have endurance limits in the range of 50% of thitimate tensile strength. Due to their
inherent nature towards surface cracking and éffdgilure, extreme care is necessary in
preparing BMG samples with pristine surfaces ftigtee testing, often with RMS
surface roughness in the range of 0.1t0rb The mechanism for fatigue crack growth is
shear band formation. Cracks initiate within sheanrds, but the lack of homogeneous
plastic deformation at low temperatures preverdaslcblunting from occurring as is the
case in crystalline alloys. Due to the lack ofc&ralunting, fatigue lifetime in metallic
glasses is governed not by crack initiation time,ky crack growth time. In a study of
fatigue lifetime in Zr-based metallic glasses, ksainitiate following the Mohr-Coulomb
flow criterion [73, 74], resulting in a 4%&ngle with the loading axis under tension. The
crack will grow until a critical length is reacheghere the crack will abruptly change

direction to an orientation perpendicular to thedimg axis, and fast fracture occurs [75].

Mechanical behavior in BMG composites

It has been widely established that ductility erdesment in BMGs depends on
the suppression of localized strain softening cdseshear bands [76]. The
introduction of crystalline phases into a glassyrm@&an provide dislocation-related
work hardening that functions to suppress therssaftening of a single shear band, and,
in fact, promote the generation of multiple shesnds within an amorphous matrix. The
higher volume fraction of shear banding delocalthesstrain softening, resulting in
enhanced global plasticity, although reduced streisgobserved in some BMG matrix

composites [77]. Deuvitrification of fully amorpheprecursors is one method for
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creating amorphous matrix composites, howeverslhte kinetics inherent to glass
forming compositions limit this method to nanometized crystalline phases and
minimal plasticity enhancement. Slightly alterihg composition away from ideal glass
forming stoichiometry, adding in second phase paldies or fibers, as well as sample
casting under varied cooling rates are all vialalthyays to achieve crystalline
microstructures with a distribution of sizes, whetél, in some cases, maintaining an
amorphous matrix. These latter techniques havweepreffective in enhancing the
plasticity of BMG derived materials. These methailsbe described, using some
examples from literature, in this section.

Initial efforts towards ductility enhancementBMG composites were centered
around the very good Zr-Ti-Cu-Ni-Be glass formeysmonly called Vitreloy [59, 78].
The strong resistance to crystallization permittexladdition of stainless steel fibers
[78], or refractory carbide particulates [59] ke talloy, while still maintaining an
amorphous matrix. These early studies also estaaliBMG as an excellent matrix
candidate because the controllability of the reactvetting process with secondary
particles is very good and the thermal stresser gplidification are minimal.

Choi-Yim [59] investigated the effect of SiC, WA, and Ta addition to Zr-Nb-
Al-Ni-Cu BMG. The mechanical properties of seveBMG matrix composites are
shown in Figure 2.4.6. Various volume fractiongath refractory material were simply
added into the glass forming melt prior to castifigpe distribution of the various
microstructures achieved is shown in Figure 2.4fe very slow kinetics in the glass led

to very little reactivity between the particulatesd the surrounding matrix. In fact, the
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supercooled liquid region of the amorphous phaseuwmaffected by the presence

crystalline phases in the mat
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Figure 2.4.6. (a) Quasikatic compression stre-strain curves of Vit 106 and composites reinforgéth
WC, SiC, W, andra. (b) Qua«-static tensile stressirain curves of Vit 106 and composites reinforaith
WC, SiC, W, and Ta [59].

As shown in Figre 2.4.6(a), the presence of second plpastcles in these BM(
matrix composites leads to an improveme compressiveluctility compared to th
fully amorphaus glass. However, Figure 2.(b) illustrates that no such enhancemer
ductility was observed in tension. The enhancenmedtctility is attributed to th
arresting and deflection of shear bands inducetthé&ypresence of the WC, SIiC, W, ¢
Ta particles. As deformation contin, new shear bands inevitably form, but as
process repeats itself, the volume fraction of shaads increases and the glo

plasticity is enhanced.
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Figure 2.4.7. Optical micrographs of polished acek of (a) ZrNbsAl1(Cus Niqs e alloy (Vit 106)/WC
composites, (b) Vit 106/SiC composites, and (c) Mi6/W composites, showing a uniform distributidn o
particles in the Vit 106 matrix [59].
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More recently, alternative processing has ledetw BMG-derived composites
with hierarchical structures that have demonstratgzerior ductility in both tension and
compression. In order to become a viable structlternative, a compromise between
strength and ductility must be attained. It i®nfthe case that coarse-grained alloys
demonstrating good ductility have low yield strangthile amorphous alloys, exhibit
very high strength, but extremely low plastici®y controlling the cooling rate and
subsequently annealing, both nucleation and groathbe adjusted to achieve a variety
of different microstructural length scales in a BMt@trix composite. The result is an
Fe-based BMG-derived composite alloy {#&0; Ni16Cr11 8CUs 3C14.8Y1.9) With a
structural hierarchy ranging from nanometers tdiméters [79].

Casting and subsequent annealing leads to a catidsirof lathy phase (~0.1 mm
in length and 100-200 nm in width), as well as mbgeneously dispersed dendritic
phase averaging 1dn in length, and nanocrystalline particles ~3 nraize, all
embedded in an amorphous matrix. The hierarcheadostructure is illustrated in

Figure 2.4.8.



49

Figure 2.4.8. a) SEM image of lathy phase. (I: ditiedphase; Il
XRD pattern of the alloy), b) Bright-field TEM imagof alloy. (I:
HRTEM image of the lathy phase, and Il: HRTEM imagfethe
amorphous matrix), ¢) HRTEM image of nanostructumg@ins
embedded in the amorphous matrix, d) Schematictitition of
hierarchical microstructure for the Fe-based atg).

Chemical analysis of the nucleating phases revabhidhe nanocrystalline phase
was rich in Cu and Y, the dendritic phase was Cluand Y scarce, and the lathy phase
is both Cu and Y scarce, and primarily a face ecedteubic Fe(Cr,C). Copious
nucleation was achieved by slightly altering theaidglass forming composition by
adding an excess of Cu. The critical factor i$ tha largest feature in these alloys, the
lath structure, acts as a stiff fiber, while thedigic structure can itself deform because
it is ductile, owing to its Fe and Cu rich compimgit The fact that the dendritic features
are ductile plays a crucial role in the mechanieddavior.

The data from mechanical tests is shown in Figute92 This alloy exhibited a
compressive yield strength of 1.70 GPa and frastafeer 13.1% engineering strain at

3.79 GPa. ltis the first demonstration of exteagilastic deformation and work



50

hardening observed in an Fe-based BMG-derived mhtérhe work hardening

observed is significant because it prevents inh@negus flow and catastrophic failure

typical in monolithic BMGs.
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Figure 2.4.9. Compressive stress-strain curve for
FeyCo7NizeCri; §CUs 3C14.8Y 1.8 at ambient
temperature with inset of true stress-true stragj.[

The fracture surfaces for alloys from this study stnown in Figure 2.4.10.
Transgranular fracture characteristics resultiogifrupture of the lath features (Figure
2.4.10(bl) indicate that energy is distributed asrthe matrix [80]. The presence of the
nanoparticle phase within the glassy matrix resoltee dimple structure typical of
ductile failure observed in Figure 2.4.10(bll). n8®vein patterns were also observed in
Figure 2.4.10(blV) indicating typical, localizedfteming type failure, of the glassy
phase. Figure 2.4.10(c) is a bright field TEM imapowing the interaction between
crystalline grains and microcracks. A large inggnglar crack (marked by large white
arrow) is rechanneled to propagate along the boyr{dzarked by black arrows), and a
smaller crack (marked by small white arrow) is Bleet by nanoparticles (the inset is a
HRTEM image of the grains and matrix in the fraethsample). The extensive

microcracking, and frequent redirection of thesecks is due to the hierarchical
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microstructural features in the alloy. Lastly, trig 2.4.10(d) shows stacking faults
within a crystalline grain. These stacking fawtre not observed in the as-cast sample,
which indicates that deformation is mainly accomated in the crystalline portion of

this unique, hierarchically designed alloy.

The glassy matrix of B8C0;7 INi16Cr1.6CUs 3C14.8Y 1.8 Only accounts for about 5
volume percent of the BMG composite. Accordingly,elastic limit much lower than
typical BMG was observed. However, the elastigtlimh1.3% is still significantly
higher than conventional crystalline materials 2~0.6%). On account of the low
volume fraction of amorphous material in this aJlslgear banding is no longer the
primary mechanism for deformation. Instead, imanglar microcracks are diverted or
blocked by the nanocrystalline phases, and, onuatad the extensive microstructural
development, it becomes very difficult for thesemcracks to coalesce into one crack

resulting in final failure.
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Figure 2.4.10. Fracture behavior and deformati@ehmnisms of
the failed alloy: (a) SEM image of the fracturedfaoe; b) SEM
images showing magnified regions marked by I,Illahd IV in a);

c), Bright field TEM image of the deformed sampig; HRTEM

image exhibiting numerous stacking faults in théodaed sample
[79].

A third approach to achieving ductile BMG compaosiea combination of the
two methods discussed above; specialized processiagmployed using the very stable
Zr-based glasses. However, the composition wasstst] away from the ideal glass
forming composition to induce copious crystallinati The composition was adjusted to
guarantee the nucleation of ductile dendritic ppasethe same length scale as the
predominant deformation mechanism [81]. Namelg,fdature size was tuned to ideally
obstruct shear band propagation in the glass, ,simidée the study on microstructurally

hierarchical Fe-based BMG composites, these Zrebakeys are nearly 50%

amorphous.
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By matching fundamental mechanical and microstrattmechanisms, tensile
ductility in excess of 10% was achieved in a seviear-Ti-Nb-Cu-Be BMG composites
while still maintaining the extremely high strength the monolithic BMG ¢, = 1.2-1.5
GPa), and also achieving very high fracture tougbrigc = 170 MPam) [81]. This
study is the first demonstration of tensile duigtiin a BMG composite. The
fundamental concept used to design these ductil& Bmposites entails tailoring
inhomogeneities in the material properties of tmposite such that microstructural
stabilization mechanisms become possible. Theoapjpremployed is similar to that
used in the toughening of hard plastics by theusioh of rubber particles [82].

Figure 2.4.11(a) shows the uniform distributiorbaf.c. Zr-Ti-Nb dendrites
within an amorphous matrix. The dendrites aretielay soft compared to the matrix.
This first critical feature of the crystalline pleasn BMG composites enables global
plasticity by localizing yielding and deformationtkan the elastically soft dendrites.
Contrary to the case of hard second phase inclsisiamere the sole purpose of the
crystalline phase is to arrest and deflect sheaddaductile phase BMG composites are
designed to both arrest shear band propagatioalaadransfer load and localize
deformation within regions that can plasticallyatet.

The achievement of a uniform distribution of duephases throughout the
amorphous matrix is the second critical featuréasigning ductile BMG composites. In
order to uniformly interrupt shear band propagattbe microstructural length scale must
be in tune with the mechanical deformation leng#ilesthroughout the sample. In
general, standard mold casting cooling rate effesslt in a dependence of

microstructure size with distance from the coppeltdwvall. To avert this, samples were
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only heated to within the se-solid, two-phase regiobetween the liquidus and solid
temperatures, such thatuniform distribution oB-Ti dendrites wasjuenched intche
sample. Figure 2.4.14) shows the microsicture of the composite, whi Figure

2.4.1Xb) shows a HRTEM image of the crystal/glass irtegfwith associated SAD!

Figure 2.4.11(a) SEM micrograph of microstructure achievedZi-Ti-Nb-Cu-Be BMG composite. (k
HRTEM micrograph of glass/crystal interface, SADBeits indicate b.c.c. structure in crystalline phasd
amorphous structure in glassy mz [81].

The observed tensile ductility in these alloysssaxiated with patterns of loca
parallel shear bands thfarm in domains defined by the dendrite size aratsm within
the amorphous matrixThe microstructure constrains primary shear baeslting in
the formation of secondary shear bands within tivagry shear band. Figur.4.12(a)
shows stress-straicurves for the fully amorplus alloy, Vitreloy 1
(Zra1.2Ti13 Ni1oCuz Bexs ), and 3 composites derived from Vitreloyl,
Zr36.6T131.0ND;CUs 9B€19.1, Zr3g.3Ti32.9ND7 3CUs 2BE15.3, and Zgg 6Ti33.INbD76CUs 4B€12.5
(DH1, DH2, and DH3).Ni was found to decrease fracture toughness awodpatsnote
brittle intermetallic formation. The replacemeft\d with Nb promoted the formation «
ductile Zr-TiNb dendrites.All of the BMG composites exhibgignificant tensile

ductility. The degreef ductility is a direct function of the volume @t#gon of dendrite:



55

in the composite. The volume fraction of ductiendrites increases with decreas

beryllium content.Figure Z.4.14b) demonstrates the scaling similarities betwée:

microstructue and shear band si
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Figure 2.4.12 (a) Engineering stre-strain curves for Vitreloyl and 3 different Vitrglt-derived BMG
composites. (b)High magnification SEM image of magtructur-shear band interacti [81].

The introduction of microstructural features eitbgradditicn of second phas
particles,or control over the cooling rate of the al, results in enhanced ductility.
general, ductility enhancement in BMG matrix comfsssis achieved by redirecting
arresting shear bands in the glassy matrix. Sulesggleormation after shear bai
deflection results in #nnucleation of new shear bandshe associated increase
regions of high plastic flow increases the glodabpcity of the whole alloy.
Alternatively, hierarchical microstructural tuniofithe BMG ©mposite can result i
very low volume fractions of amorphous materialrsti@at no shear bands form in
matrix, and all plastic deformation is carried thgh a complex network of crystalli
phases that deflect microcracks. Lastly, ductilage BMCcomposites have be:
created that match fundamental mechanical and straciural length scal. In ductile
phase BMG compositeplasticity is achieved through the formatiomafltiple shea

bands in the glassy mat, in addition to ductile crystallenphases accounting for sol
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of the deformation. No matter what the pathwag,fttndamental approach of using
crystalline phases to obstruct typical deformatiwethanisms in BMGs results in
ductility enhancement that ultimately make the ®adous strength ofBMG-derived

materials a much more viable option as a structuedérial.

2.4.2 Corrosion resistancein BMG

Due to the lack of long range structural and contjgosl variations in metallic
glasses, the corrosion resistance is inherently wgh. The homogeneous structure of
metallic glasses does not allow for galvanic dellbe produced within the material
itself, thus limiting localized or preferential cosion. Furthermore, all metallic glasses
have inherently high reactivity because they aghllgimetastable materials. This
increased reactivity allows for the rapid productad a passivation layer. As with many
other features of metallic glass, corrosion ressas strongly dependent on composition
of the glass and its environment.

Corrosion resistance in BMGs is generally evaluétedeight loss and
electrochemical measurements. This method of atialuis common in many corrosion
analyses. In general, the sample to be analyzadjgcted to a corrosive environment in
the form of an electrolytic solution such as HGINaCI under an applied voltage for a
set duration. After removal from this solutiors, @orrosion resistance is quantified based
on the mass loss due to the electrolyte. The @hamtipe surface finish is also used to
assess corrosion resistance. The compositionhacichess of surface films such as a
passivation layer are often investigated usinggndispersive X-ray spectroscopy

(EDS).
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The best Fe-based BMG alloys exhibit a corrosite t8%10° mm yeat".
Certain alloying elements like Nb and Cr have b&®wn to enhance corrosion
resistance in Fe-based BMG alloys, however, itroftemes at the expense of glass
forming ability [83]. In the glass forming systeRe-C-B-Mo-Cr, corrosion resistance
and glass forming ability are simultaneously enledrzy the substitution of boron for
iron [84]. Figure 2.4.13 shows some corrosion datia for the alloy Fg.
xCrigM016C18Bx. All of the alloys in this system demonstrateyvsirong resistance to
corrosion in aggressive HCI solutions (1M, 6M, &2dM). It is obvious from the data
that the rate of corrosion decreases with incrgasaoron content, irrespective of the

electrolyte concentration.

0.08
Glassy Fe., Cr, Mo, C B
0.07 | ¢=1.2 mm cast rod
T=298K
0.06 Immersion time = 168 h
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| @ 4an8 2 6atye & aamﬂ .
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Figure 2.4.13. Corrosion rates of amorphousgy f&&reMo16CiBx rods 1.2 mm in diameter in HCI
solutions open to air for 168 h at 298K [83].
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Figure 2.4.14 shows SEM images of the outer sarfdd-o«Cr16M016C18Bx
(x=4,6,8 at %). These data reinforce the positle of high boron content in Fe-based
BMGs. Figure 2.4.14(a) shows that pitting corradias occurred in the alloy with x=4
after 168h exposure to 12M HCI. The two high bazontent alloys in Figure
2.4.14(b,c) show no pitting. In Figure 2.4.14(%%§), a roughened surface indicates
some general corrosion has occurred, but no piisiogpserved. In Figure 2.4.14(c)

(x=8) the surface appears very smooth, indicateny gtrong resistance to corrosion.

(a) x = 4 at% (b) x = 6 at% (c) x = 8 at%

Figure 2.4.14. SEM micrographs of the surfacesla$sy Fegy.CrigM016C18Bx 1.2 mm rods in 12 M HCI
for 168 h at 298 K [83].

Another important aspect of corrosion resistandMWGs is the formation of a
passivation layer on the outer surface due tortherent metastability of all BMGs. The
presence of boron in fEeLCrieM016C18Bx promotes the diffusion of Cr to the outer
surface, further enhancing corrosion resistandee cbncentration of boron in the bulk
alloy is directly related to the concentration of ®hich diffuses to the surface. The first

line of defense for a BMG alloy against corrosisthie passivation layer, and although it



59

is the presence of Cr in the passivation layerdbaially improves corrosion resistance,
the amount of boron plays a critical role in thedtics of diffusion processes in the alloy,

since it alters the dense random packing in thesglatate.

2.4.3 Magnetic features of BMGs

The unique structure of bulk metallic glass alseegirise to some intriguing
magnetic phenomenaAs is the case with their crystalline counterpatie,only metallic
glasses exhibiting ferromagnetic properties arsdtantaining Fe, Co, and Ni. To this
point, Ni-based BMGs exhibiting magnetic propertiese yet to be encountered. Fe-
and Co-based BMG have exhibited excellent soft magproperties. Ferromagnetic
BMG systems such as Fe—(Al, Ga)—(P, C, B, Si, 6e}TM (TM = IV=VIII group
transition metal)-B; Fe(Co)—(Al, Ga)—(P, C, Si, Bg—(Co, Ni)-M-B (M = Zr, Hf, Nb,
Ta, Mo, W); Fe—Co—-Ln-B; Fe—(Nb, Cr, Mo, Ni)—(P,®); Co—Fe—(Zr, Hf, Nb)-B are
soft magnetic BMGs.

In a study done by Makino [85], a comparison ofetrapun, Fe-based metallic
glass ribbon with the same composition cast as &BMI with 1.5mm diameter
revealed vastly different magnetic properties, \BiGs showing many advantages.
The bulk glassy alloys had high electrical resistixanging from 200-50Q.Q-cm, which
can be attributed to the fact that no long rangeoexists to provide a pathway for
electrons to travel. This high resistivity leadsdw losses by eddy currents when
subjected to an AC field, making BMGs very appeagfor transformer cores. These
BMGs also exhibited lower coercive field¢H).2-4 A/m, and higher initial and

maximum permeability than the same compositiongssed as a ribbon. These
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differences are attributed to the geometric difiess between the samples; the
constraints of the thin ribbon require greaterdfigirength in order to get the same change
in magnetization. The differences between thegemmetries are represented in the I-H
curves inFigure 2.4.15. Another appealing feature of the@Ms high frequency
permeability. This is an important soft magnetiogerty, which allows rapid switching
from zero to high magnetization states, since tateral can respond quickly to small
changes in magnetic field, H. Good high frequepeymeability is the collective result

of two other features of magnetic BMGs working @amginction with one another; the
low coercive force coupled with the minimal curréogses made possible by the high
resistivity define the permeability characterisidfshese alloys. The impressive soft
magnetic properties of Fe- and Co-based BMG anbuatitd primarily to the well

arrayed domain wall structure aligned in the cirtenential orientation of a cast rod.
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Figure 2.4.15 Comparison of I-H hysteresis loapsiihg
shaped Fe-based BMG with stacked melt spun ribbons
making the same shape.
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Heat treatment may also be used to tune magmetperties in BMGs.
Depending on the annealing time and temperaturall@ynmay exhibit paramagnetic,
soft magnetic or hard magnetic properties [16hnrinvestigation of the alloy
Fes1Co7Zrg sMosW-Bjs 5 the relationship between annealed microstrucntemagnetic
properties was described in terms of domain walhipig and magnetic exchange
interaction.

The XRD spectra for BgC07Zrg sM0sW-B;s s indicate a multi-phased
crystallization and can be seen in Figure 2.4 Atthe highest anneal condition, peaks
corresponding to several different crystalline @sasere observed. This type of multi-
phased crystallization provides a vast canvas pbdpnities to tailor magnetic
properties based on heat treatments and microsteucEach phase can be grown by

isothermally annealing at the appropriate tempegatu
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Figure 2.4.16 XRD spectra for &€0,Zrg sM0osW,B155 annealed for 2h at 873, 908, 933,
968, and 983K.

The evolution of saturation magnetization and dogycof
Fe;1C07Zrg sMosW-,B15 sas a function of annealing temperature is showignre 2.4.17.
The inset on the curve shows the hysteresis lobfheas-cast and annealed samples.
Ms is nearly unchanged below. TFor the anneals abovgfiowever, M increases
rapidly to a maximum of 99.8 emu/g at 983K. Thedafof annealing on lhowever is
slightly more complex. The as-cast alloy had a@wity of 127.0 Oe, but the minimum
of 7.3 Oe occurred at 823 K and then increasegbhtir 196.9 Oe as the temperature
was increased further. This suggests a pronoutheeendence of the magnetic
properties on the microstructure, which can beyasntrolled by heat treatment starting

from the amorphous state. The decrease.ioldderved at 823 K has been attributed to
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structural relaxation of the amorphous phase. WAmmrealing takes place above
glass transition howevenanocrystalline phases farwithin the amorphous matrix al
there is large increase in surface energy assdorath this development. Tt
continuous increase in interfaces and interfaciatgy hinders the movement of dom

walls, leading to the rapid increase ic above T,
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Figure 2.4.17Dependence of i and H with annealing temperature. Inset shc
hysteresis loops for -cast and annealed samples [16] .



Chapter 3. Experimental Methods

3.1 Alloy Méelting and Processing M ethods

The alloys produced for this study were first aretied into ingots from pure
elements, each with 99.9% purity or higher, inraanium-gettered, argon atmosphere.
The ingots were melted several times to ensure genety and weighed both prior to
and after melting to verify no significant metatlonass loss had occurred. The ingots
were then either: (1) arc-melted and splat quenaftedhin foils with a copper block
(Figure 3.1), (2) induction melted and cast intd 3pr 5 mm diameter rods in a water
cooled, copper mold (Figure 3.2), or (3) inductioelted and cast into 1, 2, and 3 mm
thick plates (Figure 3.3). The plates were casiniinduction coil, quartz tube furnace, in
which two separate, water-cooled, copper mold gig@assing through the induction coil
were pressed together to quench the sample; onaiioig a copper quenching block,
the other containing the mold piece (Figure 3 B)is parallel plate copper mold casting
set-up is the first iteration of a versatile newl tir tuning microstructure via power
modulated induction heating.

Significant attention has been given to this neacpssing technique, termed
semi-solid processing, in which alloys are heatea temperature between the melt
temperature of the glass and the melt temperafiaesecondary crystalline phase. In
this fashion, the glass forming behavior can bentamed, while the more stable, and
thus higher-melting, crystalline nuclei remain gmswithin the glassy matrix. By

holding the melt in this two-phase region, the tal$es can coarsen to improve the

64



65

properties of the BMG matrix composite. Such pssagg requires extremely stable
glass forming compositions, and to date, has oegnisuccessfully employed in the
processing of expensive Zr-Ti-Be-based alloys.tHarmore, this type of processing
does not currently allow net-shape casting of apfibn specific parts. Instead, large
ingots of BMG composites are created and later madrinto parts, which is costly, and
time consuming.

The power modulated, parallel plate copper moldimgs$echnique presented in
this work permits an alternative means to genggatmorphous matrix composites in
less stable glass forming compositions. Modifitsg forming compositions designed to
promote ductile phase nucleation can be heateeéypnl the liquidus temperature of the
glass, and then quenched into a mold. The resudtiry has a glassy matrix, with
embedded crystallites of the primary phase, whitfas been designed to contain. The
duration and temperature at which the alloy metielsl will dictate the size of the ductile
crystalline phase. Furthermore, bulk metallic glamtrix composites (BMGMCs) can
be heated just above the glass transition temperanhd then formed into net shape parts.
A schematic of the parallel plate design used éomissolid processing is shown in Figure

3.4, while an image of the chamber and coil arevshio Figure 3.5(a) and (b).
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Figure 3.1. Assembly for splat-quenching alloys. iguFe 3.2. Copper mold featuring several
different rod diameters.
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Figure 3.3. (a) Parallel pipe copper mold asserhielting 10 g sample of Ti-based BMG composite, (b)
parallel plates in opened and closed positions,a(d)i-based BMG-derived composite cast using the
parallel plate copper mold assembly. This setsugapable of melting 15 g samples.
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Figure 3.4. Schematic of semi-solid processing wihallel plate copper mold and induction coil. 8and

red represent ingoing and outgoing cooling watespectively. (a) an ingot is prepared by arcmelforg

the two part cylindrical mold piece. Each coppkatep has a semi-cylinder mold machined into it.eTh
brass posts in the bottom plate ensure properrabgh during quenching.. (b) The ingot is placedveen

the two copper plates. (c) The induction coil isned on and the alloy is heated up to the two-phase
temperature range. (d) Once sufficiently procesties top copper mold piece is lowered and the isoil
turned off. (e) The molten alloy has been preéss® the mold and quenched sufficiently to freezéhe
desired microstructure. (f) A semi-solidly procaggylindrical rod is removed from the copper mold.
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Figure 3.5. Second iteration of parallel plate papmold assembly inside of large
vacuum chamber. Inset shows close-up of inductwih and copper plates with 25 g
sample being heated. This set-up is capable dfrgel50g samples.
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3.2 X-Ray Diffractometry

The amorphous structure of the alloys was verifigidg an X-ray diffractometer
(XRD) with monochromatic Cu & radiation. XRD-based identification of the
crystalline phases required extended dwell timemdwacquisition for improved peak
intensities; phase identification and crystalliteesapproximations were assisted by MDI
Jade software. Samples were cut to roughly 10 n7nmxn size for all phase

identification and peak comparisons in the XRD.

3.3 Thermal Analysis

Thermal analysis was carried out using a diffeedisttanning calorimeter (DSC)
at a heating rate of 20 K/min to determine bothglass transition temperature, &nd
crystallization temperatures,.TDSC was also used for the isothermal and contisu
heating experiments with heating rates ranging fie2®0 K/min, as well as for crystal
volume fraction experiments. 50 mg samples weed @3 all crystal volume fraction
experiments to ensure properly indicative peak nreasents. A thermo-gravimetric
differential thermal analyzer (TG/DTA) was used fioelting and liquidus temperature
determination. Heating rate experiments used terone the activation energy for

crystallization were also performed with the TG/DTA

3.4 Corrosion Testing
Corrosion tests were carried out in sea-water,elsas 1M and 3M HCI
solutions for at least 120 hours. Corrosion ratee calculated based on mass-loss of a

parallel-piped sample of exactly known dimensiomg density.
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3.5 Mechanical Testing

Micro-hardness tests were performed under a lod®6®mN and 15s time
interval. A minimum of 10 hardness tests weregrened on each sample, otherwise a
sufficient number of tests were performed to achi@standard deviation of less than
2%.

Compression samples were made from as-cast, fuby@hous 3 mm diameter
rods, as well as semi-solidly processed platesM&Romposite. Compression samples
were prepared in a roughly 2:1 height to diametgoyand tested using a servohydraulic
load frame under an applied strain rate ot $6.-10* s*. Elastic modulus and poisson’s
ratio were determined via wavespeed measuremepis. point bending was carried out
at an extension rate of 0.5 mm/min. Samples wezpgped according to the ASTM
standard 1421. Tension samples were cut from seldily processed plates via electron
discharge machining (EDM) with a rectangular gacigss section of 3mm by 3mm and

a gauge length of 20mm at a strain rate 6120

3.6 Microstructural and Chemical Characterization

Microstructural characterization was done usinganging electron microscope
(SEM) operated at 20kV. Chemical characterizatvas carried out with an energy
dispersive X-ray spectrometer (EDS). A scanniagdmission electron microscope
(STEM) operated at 200 kV was employed for cryséaflize and morphology

identification.



Chapter 4: Iron-based Bulk Metallic Glasses and BM G-derived Composites

4.1 Effect of Mo-Fe Substitution on Glass Forming Ability and Ther mal Stability of
Fe-C-B-Mo-Cr-W Bulk Amorphous Alloys

4.1.1 Abstract

Amorphous FgC10BgM07.XCrsWs3 (X = 1-7 at. %) plates with 640m thickness
were prepared by copper mold casting. The thepnogderties and microstructural
development during heat treatments were investigaite glass forming ability (GFA)
and activation energy for crystallization have stidct dependence on molybdenum
content which has been attributed to the optimoratif elastic strain imposed by the
large atomic radius of molybdenum atomssE@BsM01.CrsW3 was the best glass
former in this study, demonstrating a super-cotitpdd region,AT, = 51K, and an
activation energy for crystallization, Q = 453 kdlmHeat treatments were performed to
demonstrate resistance to crystallization undec#yprocessing conditions. Alloys in
this system exhibited a 3 phase evolution duriygtetlization. A second set of heat
treatments was performed to identify each of tipdseses. Hardness data was collected
at each of the heat treatment conditions, and a Bl&/ed composite containing a
molybdenume-rich phase exhibited Vickers Hardnesxuoess of 2000. The fully

amorphous alloys had an average hardness apprgad3o0.

4.1.2 Introduction
Investigation of crystallization behavior in meialjlass has been the focus of

much attention due to its implications towardsstability of amorphous alloys and the
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processing of nanostructured and amorphous matdoiaindustrial applications.
Metallic glasses have been extensively studiedtaltieeir potential for a variety of
technological applications. Specifically, iron-bdsmetallic glasses are of importance
due to their relatively low cost compared to mdkeo bulk metallic glasses, and their
unique properties as compared to conventional masteriron-based amorphous alloys
have evolved from binary Fe-B glasses [86], whictld be made into thin foils, to
multi-component amorphous steels with dimensiongpao 12 mm [87-93]. Iron-based
glasses have been successfully produced with casipeefracture strengths of over 4
GPa [57], among the strongest of metallic glaséesthermore, metallic glasses have
demonstrated significant improvements in magnetecraechanical properties when
nano-scale particles are introduced into the anmrpimatrix by means of heat treatment
[94].

Designing cost effective amorphous alloys, or nanotured amorphous
composites, requires a sufficient understandingystallization kinetics of metallic
glasses, to properly define processing parameétatsill yield the desired properties
and microstructure. This chapter discusses thé&datjpns towards application-specific
processing of iron-based bulk metallic glassesutjinahe analysis of the thermal
stability of a series of Mo-Fe substituted amorghsieels. Intrinsic to the BMG field is
the relationship between alloy thermal stabilitystnnotably, the width of the
supercooled liquid region, and the critical sizg,dthe maximum achievable thickness
of a sample along its smallest dimension). Theetnéfd between cost and critical size are
also important in moving bulk metallic glasses tadgawvidespread application. In order

to compete commercially with conventional materibldk amorphous alloys need to be
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made of relatively inexpensive components, whiléntaéning a sufficiently large critical
size for a given application. Producing metallasges closer in composition to
conventional engineering materials, such as conste®ls, is a viable method toward

achieving this goal.

Table 4.1.1. Listing of some iron-based bulk mitaylasses from literature. [ is the maximum
thickness at which a fully amorphous structure lmamchieved.

Alloy Composition Dma» (Mmm)
[(Feo.cCu £).7:Bo.2Slo =] 0eNby4 5
FessCosNisZrigMosW,B s 3
Fés5.:CryM0osGayP1:CsBs 5 4
(Fe44:CrsCosM012.eMN11.:C15.Bs c)ogeY 1. 12

Fes1Y 2ZrsCosCroMo7B = 5
F&5cMn1cM014CrsCi6Be 4
FeyeCrisMo14ErCq5Bg 12

In this study, a series of Mo-Fe substituted amougtsteels were created of the
form Fe&7-xC10BoM07+XCrsW3 (x=1-7). Of note is the absence of rare eartralseaind
other expensive elements from this study, here otillging elements common to the
conventional steel industry. The majority of anps steels reported in literature to
date rely on alloying elements such as Y, Ga, had_anthanides to enhance glass
forming ability [53, 90, 95]. Whether expensivioging elements are present or not,
amorphous steels are among the more complex noegidkses, typically consisting of 5
or more elements, with a significant atomic fractamming from metalloid additions. A
listing of the most successful current iron-basellt metallic glasses (BMG) is given in

Table 4.1.1.
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The primary goal of this study is to investigate tihanges in thermal stability of
amorphous steels through a stepwise compositioatisution of molybdenum for iron.
The intention is to explore the composition spaweidentify alloys that show good glass
forming ability, strong resistance to crystallipatin the supercooled liquid region and
high hardness, while limiting the necessary amofiexpensive alloying elements
known to enhance these properties. This studgdotes a set of amorphous steels
containing> 60 atomic % iron, with all other alloying elementsrently utilized in the
steel industry. This composition space is notentty represented in the literature, and is
an attempt at improving the cost effectivenesswdr@hous steels. In this section the
thermal behavior of Fe-Mo-Cr-W-C-B amorphous alidgtes, prepared by copper mold
casting, are assessed by means of X-ray diffradtgraad thermal analysis. Amorphous
alloys were annealed for various times at tempegatwithin and above the supercooled
liquid region to investigate aspects regardingtediization kinetics and identification of
crystalline phase formation. For further comparjgbe activation energy for
crystallization was calculated for these alloys aeochpared with other iron-based
amorphous alloys. Hardness tests reveal thatsifothis glass forming system are
superior to other glass forming systems, and tloéeation of crystalline phases offered
more versatility in tuning the mechanical properiie extremely hard BMG derived

composites.
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4.1.3 Results and Discussion
Design Principles

In this study, the first principle of alloy desigras the maximization of tl o
parameter. The parameter alone, however, was not sufficient tdipteood glas:
forming ability because it is a purely thermodynamaramete [21]. Other factors like
kinetics and local topology also play a criticdk [23, 24, 96, 97] In light of this,
additional constituents were added by taking imimoant fictors such as atomic si
mismatch and elastic stre A comparison othe equilibrium liquidus temperature a

alpha parameter is shown in Fig4.1.1.
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Figure 4.1.1. Variation in equilibrium liquidus teerature and alpha parameter with-Mo
substitution in Fg.C1cBoM07,,CrsW3.
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It is well known that boron is a required constitum iron-based BMGs because
of its contributions to dense random packing [53,85, 96, 98]. Although both carbon
and boron possess eutectic compositions in iroeebaloys, the presence of boron in
particular is critical to the development of atordligsters in the liquid state. Evteetal
[86] determined via computer simulations that Few@ts have a distinctly different
topology compared with its crystalline state, wiasree-C melts form identical local
topologies in the liquid and crystalline statesie presence of boron therefore creates a
greater hindrance to crystal formation, since aifigant change in topology is required
for crystallization to occur. Inoue’s empiricales for metallic glass formation state that
a good metallic glass forming alloy must also hatvieast three distinct atomic
constituents to generate atomic radius mismatchj8tacle has shown that atomic
radius mismatch can generate elastic strains, wWhiater crystallization [23, 24, 29]. To
generate atomic radius mismatch, the large atoadiicis of molybdenum was utilized in
the glass forming system &gC10BgM07.+xCrsW3 (X = 1-7 at. %) of this study to optimize
dense random packing and improve glass-formingtyaby generating elastic strain.

The concentration of molybdenum was directly reldtethe GFA of the alloys in this
study. Using this understanding of iron-based tieglass formation coupled with the
utility of the a. parameter, a range of amorphous compositions hese identified and
can be tuned for specific applications. This alggtem exhibits large supercooled

liquid regions across a broad compositional range.
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Glass Characterization

Figure 4.1.2 shows XRD spectra for thg &€10BoM07.xCrsW3 (X = 1-7) system.
Alloys corresponding to x = 2-7 in this study yietta single, broad peak, indicating a
fully amorphous structure with no distinct crystadl peaks present. For x =1,
crystalline peaks corresponding to the phase(EdB)s are superimposed on a broad
peak, indicating the presence of the crystallineselembedded in an amorphous matrix.
The DSC curves in Figure 4.1.3 indicate a cleapolved glass transition for each of the
6 fullyamorphous alloys (x = 2-7). The glass tiaos temperature, Jand
crystallization temperature,Tboth decrease as the molybdenum content is dextea
The thermal data from the DSC scans are summairiZeable 4.1.2. The supercooled
liquid region achieves a maximum of 51K in the cosipon Fg,Ci0BgM01,CrsWs.
Furthermore, each of the alloys in this study ekl regions in excess of 40K. The
width of the supercooled liquid region is thoughptovide longer incubation time for
nucleation and growth of crystalline phases, ang th indicative of an alloy with better

glass forming ability [99].



Intensity (arbitrary units)

Figure 4.1.2. XRD patterns for as-quencheg; & B9Mo,.,Cr,W3 (x = 1-7) alloys.
Only the composition for x=1 yielded crystallineajgs in XRD.
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Table 4.1.2. Glass transition, crystallizatioguidus temperatures and reduced glass transititm fox
Fes7.,C1cB9MO7,,Cr,W; determined via DSC and DTA.

Composition TK)  Tx(K) AT(K) Ti(K) Ty
F%QC]_QBQM014CI'4W3 844 884 40 1385 0.609
Fe;1C10BoM013Cr W3 832 875 43 1382 0.602
Fe;2C10BoM01,CraW3 820 871 51 1379 0.595
F%3C1089M011CI'4W3 818 862 44 1375 0.595
F&54C10BoM010CrsW3 812 853 41 1372 0.592
Fe;5C10BoM0gCrsW3 808 848 40 1371 0.589
F%sC]_oBgMOsCMWg - 839 - 1366 -
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The DTA scan for RgC,0BsM01,CrsW3 in Figure 4.1.4 shows 3 distinct
exothermic peaks at 871, 915, and 980K, respeygtieelresponding to the nucleation of
three separate crystalline phases upon reheafiaple 4.1.2 shows that the liquidus
temperature decreases as the molybdenum conteedes. According to analyses by
Marcus and Turnbull [31], and also in accordandé wur previously described alpha
parameter [21], glass forming ability is enhancgdiépressing the liquidus temperature.

The optimum composition in this study however, ooed in the middle of the
substitutional system, where the supercooled ligegion was greatest, yet had a
liquidus temperature intermediate amongst the 6Grphoas alloys studied. It is thus
concluded that the ideal composition is determimgthe ratio of molybdenum to iron in
the system necessary to create sufficient elastimdor optimized dense random
packing. The relative success of this glass fogmsiystem is attributed to the base
composition’s proximity to a deep eutectic, but diptimization of the alloy at 12 at.%
molybdenum comes about through consideration oélsgtic strain requirements for

dense random packing.
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significant thermodynamic ever

Increasing thenolybdenun concentration only marginally increased liquidus
temperature. FgCi10BsM0sCr,W3 had a liquidus temperature of 137 Wwhile
Fe;0C10BoM014CrsW3 had a liquidus temperature of 1385K. The alloyhwite larges
supercooled liquid region in this study,s:C10BsM01:,CrsW3 had a liquidu temperature
of 1379K. From the liquidus and glass transitiateg the reduced glass transition \
calculated to be 0.596r FesC10BgM01.CrsWs. This reduced glass transitior
comparable t@ther documenteiron-based BMGs [4], and this studgrifies the

versatility and robustness of alloys throughous timpositional syster As the
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molybdenum content is increased within the systberg is a corresponding increase in
liquidus temperature. Sincgificreases more rapidly thands molybdenum content is
increased, a corresponding increasenslobserved, which can be seen in Table 4.1.2.
The trend in Ty does not coincide with improving glass formingligpas expected. The
GFA optimization must therefore be governed by othetors in addition to the
thermodynamics of solidification. Kinetic constits clearly play a role in the
suppression of crystal formation. This study usderes the importance of elastic strain
optimization through molybdenum substitution farnr The large atomic radius of
molybdenum atoms serves as a barrier to atomicomdcilitating the maintenance of
only short to medium range order in the alloy méithowever, the molybdenum is
present in too high a concentration, there aresufficient numbers of sites to
accommodate all molybdenum atoms, and glassy bathgeis destabilized in favor of
crystalline phases above 14 at.% molybdenum. elitiblybdenum content is less than
the optimum value, a destabilization of the glagtsye occurs at increasingly lower
temperatures as the molybdenum content is decred$erldestabilization of the glassy
state is reflected by the decrease in the supexddigjuid region with decreasing
molybdenum content. Below 9 at.% molybdenum, gi&#&havior cannot be achieved in
this system. Despite having slightly smaller sapeled liquid regions, the alloys in this
study with less molybdenum are appealing becawsettave lower Jmaking them

processable at lower temperatures, as well asfisigmily lower cost.
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Heat Treatments

Alloy resistance to crystallization and crystalliplease evolution were
investigated via various heat treatmenie resistance to crystallization within the
supercooled liquid region was investigated by Imgagiach alloy up togF20K, Tg+30K,
T4+40K, and F+50K, and then holding for 10 minutes at each daordi Shaping and
forming of BMGs for specific applications is domethis temperature range. The anneal
time for these experiments represents more tharteaimpe for shaping processes
employed in BMGs such as thermoplastic forming (TJRBO0], aerodynamic levitation
[101], and conventional mold casting. Each efaloys demonstrated a strong
retention of amorphous behavior up t9 XRD spectra demonstrating this behavior are
shown in Figure 4.1.5. The best glass formeg (F:6BosM01,CrsW3) is shown along
with the amorphous compositions on either extrefritbedcompositional spectrum
(Fes0C10BoM014CrsW3 and FesCi10BsM0ooCryW3). Those alloys withATy regions less
than 50K experienced some loss of amorphous behatvibe F+50 anneal condition.
The crystalline peaks beginning to form coincidéhwihe composition dependent initial
crystalline phase, which will be discussed withnlegt set of heat treatments.
Fes2C10BoM012CrsW3 had aAT of 51K and retained its fully amorphous structimeugh

the Tg+50 anneal treatment of 10 minutes.
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Figure 4.1.5. XRD spectra demonstrating resistance
crystallization in the supercooled liquid region irFeg;.
«C10BOMo7,,CrW3 (x = 2, 5, 7). T was 808K, 820K, and 844K fi
compositions corresponding to x = 2, 5, and 7,eetpely

It is worthwhile to note th. the formability of a BMG is greatly enhanced wt
forming occurs at the upper extreme of the supéecoayuid regiol [100]. Above T

there is a steady increase in atomic mobility ssgbeiated decrease in viscosity, mak
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the alloy softer [102]. For this reason, alloysndastrating good resistance to
crystallization, even near,Tare ideal for industrial applications.

The second set of heat treatments was performieiéndify the crystalline phases
that evolve from the amorphous state upon heat8eparate DSC anneals were
performed to grow each crystalline phase that farpen heating. All alloys from the
Fes7-XC10BoM07:+xCrsW3 (X = 1-7) system exhibit three distinct exothermgaks in DSC
corresponding to three separate crystalline phases.DTA curve for
Fes2C10BoM012CrsW3 in Figure 4.1.4 shows the 3 characteristic exotihepeaks for
these alloys (peak onsets labelgg Ty, and Ts3). To identify these phases, 2 hour
anneals were performed at 5K below, Bnd at the offset temperatures of each
crystalline phase. Offset temperatures were usther than onset temperatures to ensure
more complete crystallization of each phase. Hmepdes were then analyzed by X-ray
diffractometry, and the peaks identified.

The phase evolution for kg€10BoM014CrsW3, Fe;2Ci10BsMo1,CrsW3, and
Fe;sC10BoM0ogCrsW3 has been identified via XRD shown in Figure 4.18ven after 2
hour heat treatments just before the onset ofitbiecikystallization, each of these alloys
demonstrates completely amorphous behavior, indgaicellent thermal stability
across the compositional spectrum of this studye ifitial crystalline phase ()
identified for all alloys in this study was &6C,B)s. Although the evolution of the
topology of Fe-B and Fe-C are vastly different frone another on cooling from the
liquid state [86], upon reheating, it was obserthed both carbides and borides nucleate
concurrently. The characteristic Bragg peaks efBzand Fe:Cs are very close

together. The crystalline peaks from the initiaape of this study are not exclusively
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from the boride or carbide, but rather lie in bedweindicating that the ternary phase iron
borocarbide, Fg(C,B)s, exists. Most iron-based BMGs in the literatupatain only

boron and feature an initial crystalline phase @§Bs [53, 57, 84, 87, 88, 103]. Iron-
based BMG containing carbon as the only metallasitot been realized. Instead all
iron-based BMG in the literature containing carlatso contain boron [89, 91, 93].

Boron, therefore, is required to facilitate amogaition in these Fe-based BMGs. Carbon
provides additional small atoms to promote atore sitismatch while also minimizing
material costs. Good glass forming ability carrétained with carbon present so long as
a critical amount of boron is kept in the alloyat%% in this study). The second
crystallization corresponds to the phasg/¥£B,C), while the third crystallization

corresponds to (Mo,Wje;Mo(B,C).
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Figure 4.1.6. XRD spectra for 120 min annealsubtE,, at T,q, at Ty,
and at Ts; offsets for compositions &&,0BoM01,CrsW5 (X = 7),
Fe;,C1:BgM01,Cr,W3 (X = 5) and FeC,;:BgM0ooCr,W4 (X = 2)

Although the same three crystalline phases nucta#tef each composition,
there is one distinct difference in the phase eimiuhat arises from the compositional
variation in Fg7.,C10BsM07:4CraWs. There is a transition from a two-phase primary

crystallization at high molybdenum content, toragi-phase primary crystallization at
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lower molybdenum concentration. A comparison ef ¥iRD spectra for & anneals,
seen in Figure 4.1.6, shows a peak correspondingr®(Mo) observed in the
molybdenume-rich RgC10BoM014CrsW3, in addition to Fg(C,B)s. No sucho-Fe(Mo)
peak is observed in the spectra fogEgBoM01,CrsW3 or FgsC10BoM0gCraWs. A
similar two-phase primary crystallization was obserin a study of Fg.
xC7.0513.3B5 5Ps 7Cr2. 3Al . 0MOy (X = 0-6.5 at.%) [104].

An analysis of the peak widths from the X-ray as&\also revealed a distinct
difference in crystallite size after 2 hour anngallich reinforces the compositional
dependence of GFA and the resistance to crystadiizaPeak broadening was
approximated using a Pearson-VII distribution aggblio XRD spectra for,§ anneals,
and crystallite size was estimated using the Wiilian Hall method with MDI's Jade
software. The crystallite size measurements wieceia good agreement with those
values determined via Scherrer's method [105]e fiost significant peak-broadening
was observed in B&£10BosM01,CryW3, which had an average crystallite size of 35 ngn
nm. FgoCi0BoM014CrsW3 and FesCi10BsMoyCrsW3 exhibited less peak-broadening,
resulting in calculated crystallite sizes of 60 fifh nm and 55 nm £ 2 nm, respectively.
These differences are related to the optimizatfelastic strain as dictated by the
molybdenum content in each allédn optimum molybdenum content kinetically hinders
the tendency for Fe-B and Fe-C ordering, thus sggimg Fg(C,B)s for longer times.
When the molybdenum content is greater than thienopt value of 12 at.%, a slightly
different phase evolution is observed. Molybdennreffect supersaturates the
disordered structure and upon reheating, the exasesdbdenum comes out leading to a

primary crystallization featuring a mixture @fFe(Mo), and Fg(C,B). The phase
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evolution for FgsC10BsM0ogCrsWs is identical to that of kgCi0BoM01,CrsW3, however a
notably larger crystallite size was observed. Bineatomic mobility of molybdenum
minimizes crystallite size in the optimum compasitiand as the molybdenum content is
decreased, atomic mobility increases, permittiygtatlites to grow larger in size upon
annealing. The stepwise adjustment of molybdenomtenit leads to a stepwise change
in elastic strain and thus a variation in constramcrystallite size.This type of
complexity in crystalline phase evolution offergsatility in microstructure type and size

that can be utilized in a multitude of applications

Activation Energy for Crystallization

The kinetics of the amorphous to crystalline traosiwere studied via
differential thermal analysis. The Kissinger metfig2] utilizes DTA with varying
heating rates to calculate the activation energgrystallization in a glass. The
Kissinger Equation describes the shift of the geakperature, Jwith the change in

heating rated, where Q is the activation energy:

In(p/T,%) = —R&T+constan (4.1-2)

p
The peak temperatures are found at the maximumedi¢at flow exotherm of the first
crystallization at each heating rate shown in Fegud.7. Using the peak temperatures
and the Kissinger relationship, an Arrhenius plot be used to calculate the activation
energy for crystallization, Q, as shown in Figure.8. The activation energy for
crystallization in this system compares favorablyhat of other high iron content BMGs,

and numerous other documented BMG systems. In cassts, activation energies are
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calculated using melt spun ribbons with thicknessss than 10@m. Chen [53] reported
higher activation energies for melt spun ribborantim bulk rods, with @pon= 289.2
kJ/mol for a 7@m thick ribbon, and @y = 201.9 kJ/mol for a 3mm diameter rod of
Fes1CosZrsY ,CroMo7B1s.  Shapaan [106, 107] reporteghgdn = 405 kd/mol and pon=
471 kJ/mol for 35um thick ribbons of (RgC033)s2NbgB3o and FeNbgZr,Bso,

respectively. A study of the effect of small iradditions on the crystallization of
Vitreloy showed that a 30n thick ribbon of ZgsCugpAl 10NisFe had Qppon= 231.7

kJ/mol [108]. A maximum activation energy ofi£ = 453 kJ/mol was calculated for
Fes2C10BoM012CryWs3 in this study. The values presented in this stuese generated
based on 0.64 mm thick plates made via copper padting. Although there is no direct
method to correlate activation energies for diffitia@loy geometries, Chen clearly
showed that there is a dependence of the activatiergy on the alloy’s cooling rate.
The fact that the alloys in the current study heweh high activation energies in the plate
geometry is indicative of an alloy system with tesrdous resistance to crystallization.
These alloys compare even more favorably due tsigmficantly lower materials costs.
A listing of the peak temperatures and activatioergy for each alloy in the current

study is shown in Table 4.1.3.
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Figure 4.1.8. Kissinger plot of DTA data forgb@;(BgM01,CryWs.

Table 4.1.3. Peak temperature for each alloy bsstutional system with calculated activation eyefor
crystallization.

Peak Temperature glin K at various heating rates

10K/min  20K/min 30K/min 40K/min  50K/min | Q(kJ/mol)
Fe;0C10BoM014CrsW3  903.1 914.8 922.4 931.4 938.4 305
Fe1C10BgM01:CrW3  898.9 912.7 920.5 925.9 932.8 324
Fes2C10BgM0O1.CriW3  891.0 899.9 906.7 910.0 914.4 453
Fes3C10BgM01:CrW3  884.1 891.6 899.9 904.6 909.3 402
Fe&54C10BoMO1oCrsW3  879.6 887.8 895.2 901.3 905.6 388
FessCi0BoM0OgCrW3  869.3 879.7 888.2 892.4 896.5 364
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The activation energy shows a unique trend thatliedés the changes in the
supercooled liquid region. As described earlievdeling predicted a minimization in
molybdenum content for the best GFA. Experimeetvgaled however, that there is an
ideal molybdenum content that optimizes elast@istin the amorphous structure
resulting in a peak in the GFA at 12 at.% molybdenrhis peak also coincides with a
maximum in activation energy significantly highkat the amorphous compositions
surrounding it. Above this critical molybdenum temt, GFA decreases, and there is a
corresponding decrease in activation energy. Apasison of the alloys at the extremes
of this substitutional system reveals that the toalybdenum content alloys investigated
(x = 1-4) have a significantly better resistancerystallization than the alloys at the high

end (x = 6,7) of the molybdenum substitutional speo.

Hardness Testing

Thermal aging below the glass transition tempeedbas been shown to alter
mechanical properties, such as plasticity and nrecabhardness, via structural
relaxation [109]. As an extension of this concéprdness testing was performed on
samples annealed within the supercooled liquicoregvhere a strong retention of
amorphous behavior was observed in this glass fayisystem. Hardness tests were
performed on various samples in accordance witihélag treatments from this study
(alloys corresponding to x = 2, 5, and 7 from/5€10BoM07.4xCrsW3 (X = 1-7 at. %).
Namely, hardness data was gathered for samplegladrfer ten minutes at 10K

intervals throughout the supercooled liquid regiemd at each of the crystallization
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temperatures,I, Ty, and 3. Additionally hardness data was gathered on sesnpl
annealed for 2 hours ai] Ty, and Ts; Table 4.1.4 summarizes the hardness results.

There is a slight increase in hardness as theeratype is increased within the
supercooled liquid region in each alloy. RecalhirFigure 4.1.5, it was shown that
alloys corresponding to x = 2, 5, and 7 retainyfalinorphous structure throughout the
supercooled liquid region. Thus, the increaseamlhess in the supercooled liquid region
is likely on account of densification due to sturel relaxation and free volume
annihilation. Alloys on the outer extremes of substitutional spectrum tended to
crystallize at §+ 50K. This crystallization manifests itself ameger jump in hardness
at Ty+ 50, observed in alloys (x = 2) and (x = 7) thaaswbserved in (x = 5), where the
alloy remained fully amorphous after the same treatment, because the initial
crystalline phase, E€C,B)s, proved to be harder than the fully amorphousyallo

The nucleation of the initial crystalline phase;sfC,B)s, results in a marked
increase in hardness over the fully amorphous alldye data for the three different
alloys indicate that while the nucleation otL¥€,B)s does increase the hardness, there is
an additional dependence on the molybdenum coofehe alloy as well. The second
crystallization, corresponding to the nucleatiorrefV,C imparts tremendous structural
reinforcement to the surrounding matrix.sf&&0BgM01,Cr)Wshad an average hardness
of 1932 after the f heat treatment. The high tungsten content inphése likely
accounts for its high hardness. For each of tlegsaln this study, J corresponded to
the nucleation of the phase (Mo MBe1Mo,(B,C). This phase further enhanced the
hardness of the alloys in this system, resultingardness exceeding 2000 Vickers for

alloys containing more than 12 at.% molybdenume @Gtystal size of these precipitated
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phases was not large enough to resolve via optizabscopy or scanning electron
microscopy, and therefore hardness testing waperfirmed on individual phases. The
data clearly indicates that the nucleation of gathse results in a marked change in the
hardness of each alloy, and there is a clear depeedf hardness on the molybdenum
content of the alloy. The high fraction of molybden present in the phase
corresponding to ;g results in the exhaustion of available molybdemutine matrix at
successively lower volume fractions of (Mo #Pe,1Mo,(B,C), as molybdenum content
is decreased. The effect of this is the succdydiower hardness observed in
Fes0C10BoM014CraWs3, Fe2C10BgM012,CrsW3, and FesCioBgMogCryWs. Since less
molybdenum is available for phase formation, adaskglume fraction of the
molybdenum depleted matrix, with presumably lowerdness, is present. It can
therefore be inferred that (Mo, ¥re1Mo,(B,C) is in fact even harder than the 2000
Vickers hardness values would indicate, sincerthist also incorporate the

molybdenum-depleted matrix.
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Table 4.1.4. Average Vickers hardness data for7Fe6
XC10B9Mo7+xCrdW3 (x=2,5,7) within the supercooled
liquid region and after the nucleation of each taline

phase.
Fes7xC10BoM07.,,CraWy
H, L=1960mN
X=2 X=5 xX=7

T4+20 K 1452 1466 1576
T4+30 K 1474 1493 1607
T4+40 K 1489 1524 1671
T4+50 K 1503 1545 1711
subT,; 10m 1521 1533 1703
Ty 10m 1597 1667 1774
Ty 120m 1574 1654 1753
Tyo_10m 1659 1932 1862
Tyo 120m 1627 1864 1846
Ty3_10m 1890 2009 2104
Tys_120m 1858 1911 1953

4.1.4 Conclusion

Amorphous alloys from the systemgh-gC10BgM07.xCrsW3 (X = 1-7 at. %)
demonstrate supercooled liquid regions as higHLKs &d activation energies for
crystallization as high as 453 kJ/mol. Througle@es of heat treatments, it was
determined that each amorphous alloy in this sy$tasrexcellent resistance to
crystallization even at the upper threshold ofgheercooled liquid region. Furthermore,
there is an optimum molybdenum content for glass&bion in this system, governed by
the elastic strain that large molybdenum atoms itrgrathe alloy melt. Departure from
this optimum value alters the phase evolution detracts the kinetic pathway to
amorphous structure. Heat treatments also revéladedhere is a 3 stage phase
evolution, offering a versatile template for thenfi@tion of nanostructured materials.

The nucleation of secondary phases via devitribbcatesults in tremendously hard
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BMG-derived nanocrystalline reinforced compositdenals, with H in excess of 2000.
The results obtained in this investigation comgaverably to other iron-based BMG,

and reinforce the potential for low cost amorphallsys for industrial applications.

Chapter 4, section 1 in part, is a reprint of thaterial as it appears in
“Materials Science and Engineering A,” Volume 48%3%ues 1-2, August 2008, Pages
221-228 and “Journal of Non-Crystalline Solids,” Mme 354, Issues 40-41, October
2008, Pages 4550-4555, written by Hesham E. Khalifatin L. Cheney and Kenneth S.
Vecchio. The dissertation author was the primamestigator and author of both of these

papers.
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4.2 Devitrification and cooling rate effects on microstructure and mechanical
propertiesin Fes;CoB11M 01,CrgW3 metallic glass

4.2.1 Abstract

The bulk metallic glass (BMG), E£9B1:M0:,CrgWS3, has been studied in terms
of its devitrification behavior and kinetics, aslhas its crystallization during slow
cooling processes. The thermal properties andostizrctural development during
devitrification heat treatments or controlled nwlbling were investigated by a
combination of differential scanning calorimetryfferential thermal analysis, X-ray
diffractometry, scanning electron microscopy androhardness. This Fe-based BMG
exhibited the same 3-phase evolution during cryastilon, whether via devitrification of
the amorphous solid or through crystallization frelew cooled melts. The
crystallization leads to markedly increased hargnas well as marginal fracture
toughness enhancement, compared to the amorphodgion. It was found that due to
the slow crystallization kinetics, the volume fiaot phase size, phase morphology, and
the type of phase could be controlled and optimtpedeld useful combinations of

hardness and toughness in BMG matrix composites.

4.2.2 Introduction
Thein situformation of crystalline phases in bulk metalliagges is of
importance for two primary reasons: (1) an undeditay of how, when and which

crystalline phases form is paramount in achieviMf@Bcomposites exhibiting enhanced
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mechanical and magnetic properties [110, 111],(ah&nowledge of the crystalline
phases competing with the amorphous structurdtttes the design of better metallic
glass forming compositions.

There are several different pathways to achieinrgjtu BMG composites. One
pathway is the annealing of as-cast, fully amorgH®MG samples, which leads to
devitrification and resultant nanocrystalline pleasmbedded in an amorphous matrix
[112]. A second pathway is through variation ia tooling rate so as to achieve a
spectrum of different states ranging from fully aptwus, to nanocrystalline-amorphous
matrix composites, to fully nanocrystalline allogsd finally complex crystalline
microstructures, which may be a combination of sgdifferent crystalline phases. This
latter pathway has been investigated extensivelydser in Zr-based [113] and Zhang in
La-based [114] glass forming systems, but no stigfyshas been performed on low cost
Fe-based glass forming systems to date. Othewpgthtowards the formation of
crystalline phases in metallic glass forming systémslude compositional variation and
processing conditions [115], however, these ldtteroptions will not be included in this
investigation. Recent studies have shown that thatllype and size of nucleating phases
play a critical role in enhancing plasticity in BMigrived composites [79]. It has been
shown that when microstructural feature sizes arthe same order as the shear band
spacing in an amorphous matrix composite, plagtisitmore likely to be enhanced.
Furthermore, these crystalline features must beerdoctile than the matrix surrounding
it [77].

In this study we investigate the microstructuradlation in F&7CgB11M01,CrgW3

along both a devitrification pathway and a cooliate controlled pathway. Of note is the
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high iron content and absence of expensive alloglagients in this composition. All of
the alloying elements utilized in this study arenooon to the conventional steel industry.
Controlled devitrification is used to identify tblases associated with the crystallization
cascade of this alloy. The various phases andostitictures associated with each of the
cooling rate conditions are identified. The effetthe microstructure on mechanical

properties is discussed.

4.2.3 Results and Discussion

The Fg/CgB11M01,CrsW3 alloy was successfully cast into amorphous roos8
in diameter, which were used for mechanical testifilgis alloy demonstrates a very high
compressive strength of 4.2 GPa, and elastic stfedrb%, but exhibits no notable
plasticity (Figure 4.2.1). Figure 4.2.2 showseadly resolved glass transitiongfTn
Fe;7CoB11M01.CrsW3 at 814K and primary onset crystallization at 87k). The
thermal analysis shows a large super-cooled ligeggbn (Tu-Tg) of 53K. Figure 4.2.2
also indicates that crystallization insiZ&yB1:M01,CrsW5 follows a 3-stage evolution.
Based on this result, a series of heat treatmesits used to nucleate and grow phases
coinciding with the onset crystallization temperasj K1, Tx2, and Ts. To identify these
phases, 2 hour anneals were performed at 5K belgvaid at the offset temperatures of
each crystalline phase. Offset temperatures wsd tather than onset temperatures to
ensure complete crystallization of each phase. offset temperatures for
Fes7CoB11M012,CrgW3 were 903K, 972K, and 1041K for the first, second third
crystallization events, respectivelyhe samples were then analyzed by X-ray

diffractometry, and the diffraction peaks were itfeed.
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Figure 4.2.1. Stre-strain curve of ReCoB1:M01,CrsW; rod with 3mm
diameter tested in compression under strain ra1€>s*,
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Figure 4.2.2. TG/DTA scan of amorpholFe;CyB11M0,,CrgWs, indicating glas:
transition temperature o), 3-phase crystallization (I, T., Ty), melting temperatur
(Tm), and liquidus temperature)).
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The phase evolution for F€£¢B11M01,CrsW3, as determined by XRD is shown in
Figure 4.2.3.The sub T; anneal indicates a full retention of amorphousavedr,
suggesting very good thermal stability, and sloystailization kinetics in this alloy.

Slow crystallization kinetics are useful for cregtiamorphous matrix composites and
fully nanocrystalline BMG-derived composites, sitice long incubation time for the
nucleating phases provides a window to tune mechbbehavior by precisely
controlling crystal volume fraction and microstu@l development. Furthermore,
thermal aging at temperatures near the glass ti@msegion results in structural
relaxation [109]. The associated destruction @ frvolume results in densification of the
material and an improvement in hardness comparttetas-cast, fully amorphous
material. Hardness tests onsf&&B11:M01,CrgW3 revealed an average Vickers hardness
of 1455 for the alloy annealed for 2 hours at 8§2kb T;), compared to an average
hardness of 1360 for the as-quenched, fully amarplatioy. Furthermore, there was a
correlation between mechanical hardness and fesdtrtents below the onset
crystallization temperature. A more complete itigagion of hardness in the super-

cooled liquid region will be discussed in the ngattion.
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Figure 4.2.3. XRD spectra of heat treated;EgB;,;M0,,CrgW; at 5K below Tx1, and
Ta«, Tx2, and Tz offset (2 h anneals). Identified crystalline pFmsare indicated by
symbols above Bragg peaks.

The Ty, anneal resulted in the nucleation of body centeudico-Fe. This
primary phase nucleation afFe has been observed in several Fe-based BMA124,
116]. An average Vickers hardness of 1484 coirttiglith the nucleation ai-Fe. The
Tx2 anneal in this study corresponded to the nucleatid-e3(B,C)s. The average
Vickers hardness observed in the devitrified attogitaining Fg;(B,C)s was 1634. The
nucleation of FgBy type phases has been observed in several otheadeel BMG [4, 28,
94, 96, 103, 116]. The presence of carbon andbmgether in FeCyB11M01,CrsW3 is
uncommon amongst Fe-based glasses and leadsriodieation of combined

borocarbide phases of the form@sC),.
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The T3 anneal resulted in the identification of the coexgron-molybendum-
tungsten borocarbide, (Mo, ¥re1Mo,(B,C) as the final phase in the crystallization of
Fes7CoB11M01.CrsW3. The final phase in the crystallization cascalde o
Fes7CoB11M012,CrgWs led to a further enhancement of the mechanicalress up to an
average of 1753 Vickers.

Peak width measurements made on the XRD spectihe shmples annealed for
2 hours at Ty, Txp, and Tz indicate average crystal sizes ranging from 4ou8Cor all
nucleating phases. The XRD spectra indicate Heattystalline phases formed via
devitrification did not get completely convertedamew phase upon subsequent phase
nucleation. All of the nucleating phases coultl Is& identified in the XRD spectrum
after the JTzanneal. The crystallization cascade was instesiedmvise decomposition of
the metastable amorphous precursor first inteée, then to a combination afFe and
Fexs(B,C)s, and finally, on account of excess molybdenumtandsten due ta-Fe and
Fexs(B,C)s formation, to the end state, consisting of stablkee, Fe;(C,B)s, and
(Mo,W),3Fe1Mo,(C,B)i2. The fact that enhanced hardness was obsensgiténof the
persisting presence ofFe after T, and T3 anneals indicates that the nucleating phases
corresponding to these heat treatments are irefast harder individually than the
reported hardness values suggest.

The viability of single-phase nucleation in mulikge BMG derived
crystallization processes is dictated by the chyzsstion peak separation in thermal
analysis. In order to nucleate out one phaseyatg, the peak-to-peak difference

between T1 and o, ATya,2ymust be at least 30 K [112]. ForsHeyB11M012CrgWs,
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ATpa,2= 932K-884K = 48K, andATp2,3) = 1013-932 = 81K. The XRD spectra used for
phase identification verify that individual phasesre indeed successfully nucleated for
each of the crystallization events identified ia IDTA scan (Figure 4.2.2). The 3-stage
crystallization process in E€£¢B11M01.CrgW3, and the associated enhancement in
mechanical hardness with each nucleating phaseigsea versatility unique to this Fe-
based glass forming system.

A second set of shorter heat treatments was peefbon Fg,CoB1:M01,CrsW3 to
investigate how heat treatment within the supetembbquid region affects mechanical
hardness. The volume fraction of crystals in ameated amorphous alloy can be
calculated through calorimetric measurements dtatlyzation enthalpies in the fully
amorphous and patrtially crystallized material adogg to the equation,

__ AHp—-AHy

AT (4.2-1)

Ve

where Vf is the volume fractiom\Ha is the crystallization enthalpy of the fully
amorphous alloy, antiHy is the crystallization enthalpy of the partiallystallized
alloy.

It has been noted in previous studies that theagialg results in structural
relaxation and phase separation in the under-cdiojeid state [117]. In turn, the
primary crystallization observed in metallic glasgetriggered by the diffusion
controlled decomposition of the alloy. This timependent process is the result of local
atomic rearrangements that slowly facilitate thenfation of the primary crystalline
phase. Accompanying local atomic rearrangemeeitetis a continuous change in the

mechanical properties of the alloy. Similar taistural relaxation observed in sug-T
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anneals of bulk metallic glasses, the local ataeéecrangements leading up to
crystallization result in a densification of thitog, and increased mechanical hardness
[109].

Anneals were performed for 5 min at 10K intervadsaeen | and T, (824K,
834K, 844K, 854K, 864K) and at 7K above(874K). In Figure 4.2.4, XRD spectra of
the samples annealed within the super-cooled lipgtbn show that amorphous
structure was maintained throughout the super-ddajeid region. Heat treatments
above T (867K) resulted in partial crystallization of thikog. Although XRD analysis
indicate that fully amorphous character was manmetdj DSC analysis shows a decrease
in crystallization enthalpy as the anneal tempeeatiincreased throughout the super-
cooled liquid region. This trend was attributeddcal atomic rearrangements arising on
account of the short exposure time to elevated ¢éeatpre. These atomic rearrangements
destabilized the amorphous state, such that lesgemwas required to achieve primary
crystallization for alloys annealed at successivéder temperatures within the

supercooled liquid region.
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Figure 4.2.4. XRD spectra of £€4B:;M01,CrsW3 after 5 min
anneals at successive step 10K intervals abg8I#K). The 874K
anneal is 7K above,J (867K).

Figure 4.2.5 shows the change in crystallizatiaiha&py peak magnitude
measured with DSC, and Table 4.2.1 tabulates gstatvolume fraction (VW and
mechanical hardness (Hesults for the super-cooled liquid region hesatments. V
increases with annealing temperature throughousupercooled liquid region. Even
after annealing atgF60, above the onset crystallization temperatune5 fminutes, a
glass transition can be resolved, indicating thenteon of some amorphous character.
It is possible that the super-cooled liquid regimmeals actually result in very fine scale
nanocrystallization beyond the resolution limitloé X-ray diffractometer, however, the
larger jump in crystal volume fraction and hardnessveen §+50 and +60 suggest a
transition from local atomic rearrangement depehtardness enhancement to
crystallization dependent hardness enhancementtbe@nneal temperature exceeds the

onset crystallization temperature.
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Figure 4.2.5. DSC scans of §#&B:;M01,CrsW3 annealed for 5 minutes at 10K
intervals throughout supercooled liquid regiog+I0 to T;+50) and 7K above I
(T4+60).

Table 4.2.1. Crystallization enthalpy, volume fraat and average Vickers hardness
values at each of the supercooled liquid annealitions.

L=200gf, t=15s AHa x (J/9) Vi H,
As-cast AHp 20.93 0.000 1360
T4+10 AHy 18.90 0.097 1388
T4+20 AHy 16.77 0.199 1418
T,+30 AHy 15.16 0.276 1425
T4+40 AHy 13.55 0.353 1435
T4+50 AHy 11.47 0.452 1442

T4+60 AHyx 8.64 0.587 1477
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Cooling rate controlled microstructural evolution.

In addition to devitrification, controlling the clixg rate during solidification of
bulk metallic glass melts is a viable pathway tate BMG derived composite materials.
Fes7CoB11M012CrgW3 was cast at different cooling rates to achieveoadb spectrum of
different microstructures, and the results werdyaea. The various microstructures
were achieved by controlling the cooling rate viavpr modulation of an induction
melting coil during the casting process. Samplesewveast under four separate cooling
conditions. The four different cooling conditionsre used to make both 1 mm and 3

mm thick plates.

3 mm thick plate geometry

Backscatter electron images generated via scamt@atyon microscopy showing
the 4 different states achieved in the 3 mm thlekepgeometry are presented with
corresponding XRD spectra in Figure 4.2F&r each microstructural state, an ingot of
Fe;7CoB11M01,CrgW3 was first heated until fully molten for severatseds to ensure that
all crystalline phases melted into the solutiom athieve the microstructure in Figure
4.2.6a, the sample was rapidly quenched as thetiodglcoil was simultaneously turned
off. This rapid quench condition will be denote@ for both 3mm and 1 mm geometries
from this point on. For the condition in Figur@ 4b, the sample was quenched and the
induction coil power was lowered from 100% to 75840 &eld for 15s before being
turned off. This first intermediate condition wile denoted I1. The condition in Figure
4.2.6¢ was achieved in a similar fashion to 11thetpower was reduced to 50% and held

for 30s. This second intermediate condition waldenoted I2. To achieve the final
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condition, shown in Figure 4.2.6d, the sample wanghed in the copper mold and the
induction coil power was continuously reduced frb@©% down to 20% over a 60s
interval. This final, slow cool condition, will ldenoted SC.

In Figure 4.2.6a, the Bragg peaks indicate sinpitase nucleation to the
devitrification experiments. The phases were wsdied via EDS and are labeled in the
SEM image. The largest features observed in thed@ition were the hard
(Mo,W),3Fe1Mo,(B,C), typically Jum in size, while the surrounding nanocrystalline
matrix exhibited two compositionally distinct reggd Within 10um of the
(Mo,W).3Fe1Mo4(B,C), there is a region deficient of molybdenurd &uimgsten (darker
in backscatter mode). Within this region, nano@lise a-Fe and Fg(B,C)s have
nucleated, while the lighter gray regions of thaowystalline matrix have a composition
similar to that of the nominal glass forming compos. The I1 condition resulted in a
denser, more uniform distribution of microstructdeatures (Figure 4.2.6b), but the
crystalline phases are identical to those nuclgatirthe RQ condition, namely;-Fe,
Fes(C,B) and (Mo,W)sFe1Mo,(B,C),now with an average feature size aroupnth3
The 12 condition (Figure 4.2.6¢) resulted in a seaing of the microstructure, averaging
5-20um in size, with finer featured intermetallic compds similar in composition to
the nominal amorphous alloy comprising the surraumdhatrix. Concurrent with the
coarsening of the larger features, a precipitabiosub-micrometer scale
(Mo,W),3Fe1Mo,(B,C) was observed within the surrounding matitkhe SC condition
(Figure 4.2.6d) resulted in a further coarseninthefmicrostructure, exhibiting a eutectic

morphology ofa-Fe and Fg(B,C)s (dark regions in backscatter image) and
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(Mo,W),3Fe1Mo,(B,C) (white regions in backscatter image) combiwétl a large
plate-like morphology of (Mo,W}Fe,1Mo,(B,C) on average 30-5hbn in size, and some
finer structured intermetallic phases in the suntbng matrix. The eutectic structures
are characterized by primary dendrite axes witgtles130-7@um and radius about 2-
4um. The secondary dendritic arms of the euteaticgires had a spaciing5-10um
and exhibited slightly smaller radii. Some sub+mseter eutectic
(Mo,W).3Fe:1Mo,(B,C) features were also observed within the mattixs of note to
point out that the resulting XRD spectrum was neaentical to the fully devitrified
Fes7CoB11M012CrsW3. For a given glass forming composition, contebkkevitrification
of the fully amorphous alloy, or controlled coolinfithe molten alloy results in identical
crystalline phase formation. To state it anothay wrrespective of whether the matrix is
a solid amorphous structure or a random liquidcstine, the same sequence of crystalline
phases form.

Figure 4.2.7 shows SEM images of Vickers hardnedsnitations for each of the
4 cooling rate conditions, in the 3 mm thick plgemmetry. The nanocrystalline matrix
of samples cast in the RQ condition had an avenaginess of 1453 (Figure 4.2.7a).
Comparing this value with those attained in theittiéied Fes7CoB1:M01,CrsWs, it can
be concluded that the nanocrystalline matrix adighim the RQ condition is closer to the
structurally relaxed amorphous alloys created yealing in the high temperature end of
the super-cooled liquid region than to the fullyamphous, as-cast alloy. The average
hardness in the alloys annealed for 5 minuteg#80K was 1442, while the as-cast,

fully amorphous alloy had an average hardness .13
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Cool condition — SC.
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The 11 condition demonstrated an average Vickersriess of 1617 (Figure
4.2.7b). The microstructure was uniformly disttdaithroughout the sample and the
feature size was significantly smaller than theeimér such that indentations were a good
indicator of the bulk mechanical hardness of th@yal The large (Mo, WFe,1Mo,(B,C)
plate-like crystals arising in the 12 conditionde® two regions of markedly different
mechanical hardnes&€DS analysis indicated a migration of molybdenurh tamgsten
into these large plate-like structures, accompabyed large deficiency of iron and
chromium content within the plate-like structurengared to the surrounding matrix.
The large concentrations of molybdenum and tungstsuit in a significant increase in
mechanical hardness within these plate-like strestuwvhere an average Vickers
hardness of 2431 was observed (Figure 4.2.7c).stlireunding molybdenum and
tungsten deficient material had an average hardfelss45 (Figure 4.2.7d). This
molybdenum and tungsten deficient matrix contaidiéférent iron and chromium
borocarbides such as (Fe,£f¢,B)s, Fe(C,B), Fe(C,B), Fe(C,B), and G{C,B);, as
well as some other unidentified intermetallic plsase

The SC condition resulted in similar phase nuabesto the 12 condition,
however the presence of large eutectic morphologéssobserved in addition to the
plate-like crystals. ED&sults revealed that the eutectic phase had aasitign
identical to the (Mo,WisF&1M02(B,C) plate-like structures. The regions directly
adjacent to the (Mo,WjFe1Mo,(B,C) part of the eutectic are completely depleted
molybdenum and tungsten. These regions are lkkelymbination of-Fe and
Fexs(B,C). The coarse microstructure achieved in this egstondition again led to two

distinct regions of mechanical hardness. The geshardness observed across eutectic
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morphologies was 1087 (Figure 4.2.7e). The loveedhess observed at the eutectic
structures is likely on account of the molybdenumd aungsten deficiency surrounding
the structures themselves. The large local volfrawtion ofa-Fe near the
(Mo,W),3Fe1Mo4(B,C) eutectics leads to the low hardness valitgdness values
acquired from tests within several large (MoW&1Mo,(B,C) structures averaged 2813
(Figure 4.2.7f). However, the formation of theargk, tremendously hard
(Mo,W)3Fe1Mo4(B,C) phases does not significantly enhance theativeardness of the
bulk alloy due to their low overall volume fractioift is important to note that the
cracking observed at the edges of the indentatmarticularly in the hard
(Mo,W)3Fe1Mo4(B,C) phase, implies a slightly lower hardness gahan what has
been reported, since indentations likely would haseen larger, had cracking not
occurred.

Fracture toughness was calculated using the cesckHs from microhardness
indentation [118]. Fe-based metallic glasses areng the most brittle of all metallic
glasses. The as-cast monolithig&gB1:M01,CrsW; glass had a fracture toughness of
just 1.6 MPa*nY2. The RQ condition represents initial destabilzabf the glass.
While the presence af-Fe suggests an improved fracture toughness, gtaldization
of the glass to a nanocrystalline state countethigffect resulting in a fracture
toughness of 1.4 MPa*#i. As the microstruture coarsens, the fracturehioegs
improves marginally to 2.6 and 3.2 MPa*ffor the 11 and 12 conditions respectively,
yet the increased volume fraction of borocarbidethe SC condition results in fracture
toughness of just 2.4 MPa#*f The very high metalloid content in this glassring

composition limits the enhancement of fracture towegs because preferential nucleation
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of the ductilea-Fe is obstructed by uncontrolled nucleation of masibrittle carbides ar

borides.

10 um

-

Figure 4.2.7. SEM image of hardness indentation8 imm thick plate geometry samples of (a)
nanocrystalline matrix of the RQ condition, (b) tHeconditior, (c) a plate in the 12 condition, (d) t
crystalline matrix of the 12 condition, (e) a eutearystal in the SC condition and (f) a platetire SC
condition.

In the 3 mm thick plate geometry, cooling rate colnprovides a means

achieve severahicrostructurally distinct states. The RQ andadhditions result in sma
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features such that the hardness is uniform un@etest conditions. The 12 and SC
conditions result in extremely hard plate-like (Mfg3Fe1M02(B,C) structures, but the
net diffusion of molybdenum and tungsten into thfes¢ures decreases the hardness in

the matrix surrounding them.

1 mm thick plate geometry

In the 1 mm geometry, the RQ condition yielded Iy famorphous structure, the
two intermediate conditions yielded composite statensisting of nanocrystalline phases
embedded in an amorphous matrix, and the slowamnalition was fully crystallized.

The XRD spectra in Figure 4.2.8 indicate that tiggd®ndition was fully amorphous:-
Fe and Fg(B,C)s are both present within an amorphous matrix ferithermediate
cooling conditions, 11 and 12 in the 1 mm geometiye additional peaks present in the
spectrum for the fully crystallized SC conditiomlicate (Mo, W)sFe1Mo,(B,C)
nucleation.

Differential scanning calorimetry results for thenin geometry are presented in
Figure 4.2.9. The presence of a clearly resolvadgglransition temperature and reduced
crystallization enthalpies for intermediate coolprgcesses (11 and 12) indicate the
retention of some amorphous character accompanisdrhe crystallization, while the
disappearance of the exothermic peak for the ansoigpphase’s crystallization indicates

complete loss of amorphous behavior in the SC ¢iomdin the 1 mm geometry.
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plate geometry.
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Figure 4.2.9. DSC scans of alloys cast with 4 iogotate conditions in the 1 mm thick
plate geometry. The crystallization enthalpieslated with each curve. The plate cast in
the SC condition has no crystallization enthalmgsiit was fully crystallized.

Based on the change in the enthalpy of crystaitimgieak for each of the cooling
rate conditions in the 1 mm geometry, a relation&@tween the cooling pathway and
the crystal volume fraction was developed. Hardmiega was also collected at each of
the cooling conditions such that a relationshipveei the crystal volume fraction and
the Vickers hardness could be established.

The crystal volume fraction,{as calculated using Equation (4.2-1). It should
be noted that the amorphous crystallization enthalpla, was measured again for
samples cast in the 1 mm geometry, rather thamgisandata collected for the fully
amorphous alloy made by splat-quenching. A shglatlver crystallization enthalpy of

18.84 J/g was observed in the rapid quench, 1 ntk gtate, compared to the splat-
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guenched alloyAH = 20.93 J/g).This discrepancy coupled with the fact the splat-
guenched alloy had an average Vickers hardnes36éf dompared to 1396 in the rapidly
guenched, 1 mm thick plate, suggest that the Ecarphous structure and the
mechanical hardness of the amorphous state araedksueon the cooling rate in this
alloy system. The I1 condition resulted in a ailstation enthalpy of 13.42 J/g, the 12
condition 7.36 J/g, and the SC condition was fatlystallized and thus had no
crystallization enthalpy peak, resulting in ad¥ 0.29, 0.61, and 1.00, respectively.

The RQ casting condition had an average Vickerdrtess of 1396, the 11, 12,
and SC conditions yielded an average hardnessa, 14691, and 1745, respectively.
The large jump in mechanical hardness betweerPthed SC condition coincides with
the nucleation of (Mo,W}Fe1Mo0,(B,C), as well as the transition from partially
amorphous to fully nanocrystalline structure. Witthe subset of alloys cast to have a
partially crystalline phase embedded in an amorpmoaitrix, a further dependence of
hardness on crystal volume fraction was observda: destabilization of the glass and
associated elimination of free volume lead to eobdrhardness in these alloys. The
densification coinciding with free volume eliminati, though, adversely affects fracture
toughness. Every condition in the 1 mm plate geomesulted in fracture toughness

values of less than 2 MPa*h

Outlook for ductile Fe-based BMG-derived composites
The approach utilized for composite design in shigly did not yield significant

improvement in alloy toughness. In compressioa,cbarsened microstructure of the
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processed alloys did not lead to plasticity; tHeyal fail after ~3-4% elastic strain with
zero plasticity at fracture strengths of ~ 3GPa.

Among all glass forming compositions, Fe-basedsga contain the largest
atomic fraction of light metalloids (e.g. C and B)n account of the large concentration
of small metalloid atoms, the amorphous structdifeesbased glasses contain very dense
clusters of atoms, with the small metalloids océngynterstitial sites between large
solvent Fe atoms and the various solutes. ThedegBity of the clusters increases the
driving force necessary for crystal formation, hesmall atomic constituents are bound
tightly within these atomic clusters. These deatsenic clusters are also what give rise
to the tremendous strength inherent to Fe-basedega However, the tightly bound
clusters lead to extremely brittle behavior, evdrewcompared to other BMGs. Fe-
based BMGs typically have fracture toughness irrdinge of 1-3 MPa*f?; among the
lowest of all BMGs [119].

The path towards plasticity improvement in Fe-baaskxys ultimately rests on
stabilizing a ductile phase within an amorphous)amocrystalline matrix. The obvious
candidate for the ductile phasenid-e, since it readily nucleates out from the alloy
independent of processing pathway. The processedures employed in this study
were not sufficient to stabilize enougkFe to enhance plasticity or toughness in these
alloys. Promoting the nucleation @fFe by altering the composition is another viable
option to achieve this goal. Thestabilizer, titanium, was added to the alloy torpote
plasticity. The addition of titanium results inlypi-2% plastic strain with fracture
strength of ~3GPa, and improves fracture toughteeSs5 MPa*nt’2. Figure 4.2.10a

shows the microstructure of theFe stabilized alloy, kgByCi10CrsMogW-Tis, while
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4.2.10b shows the corresponding stress-strain cuiale the improvement in
mechanical properties resulting from the additibtitanium are minimal, the strength

and hardness of these alloys places them convadfiimong such materials as Co-

sintered WC and other hard ceramics[120].

3500

w
o
=]
o

2500 A

2000 A

1500 -

1000 -

Compressive Stress (MPa)

500 A

0 2 4 6 8 10

Strain (%) (b)

Figure 4.2.10. (a) Back scatter electron image-&fe stabilized, RgBsC,:CrsMogW,Tis microstructure,
(b) corresponding compressive stress-strain curow/iing ~ 1% plastic strain ant},,, of ~3GPa.

The development of ductile BMG composites not arbyuires the successful
nucleation of a ductile phase, but also some degjrdactility in the glass itself. If the
glass is too brittle, the shear bands developirigerglass will evolve into cracks and
circumnavigate the ductile crystalline phase rathan transferring the strain into the
ductile phase as the propagating shear band itgeséit the ductile phase.

Furthermore, the high metalloid content generafdk to carbide and boride formation
in the destabilized glass. Carbides in particules, tremendously stable phases that are
very difficult to avoid in a multi-phase landscap@arbides will quickly form via

heterogeneous nucleation at the interface betweeglass forming melt and the ductile
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secondary phase. The brittle behavior exhibitedarpides and borides have hindered
the development of nanocrystalline matrix compgsitéh enhanced ductility.

The low cost of these Fe-based alloys is derivenhfthe high metalloid content
in them. The only way to minimize metalloid corttemthrough the use of often
expensive large atoms such as erbium and gadolifg0r82]. The development of
ductile Fe-based BMG-derived composites will regdiurther investigations of new

glass forming systems that are not as dependemietedloids for glass formation.

4.2.4 Conclusion

The new bulk metallic glass, £€9B11M01.CrgW3, was successfully cast into
fully amorphous 3 mm rods and demonstrated a casame strength of ~4.2 GPa.
Calorimetric experiments revealed the crystallihages nucleating out from the
amorphous state with initial crystalline phase beirFe, the second crystallization
resulted in the nucleation of z68,C)s, and the third crystallization corresponded to
(Mo,W),3Fe1Mo0,(B,C). The nucleation of the two borocarbide specesulted in a
marked enhancement in mechanical hardness. Haamient within the super-cooled
liquid region resulted in a maintenance of amorghstaucture, demonstrating excellent
thermal stability, and an enhancement in mechah@aness, which was attributed to
local atomic rearrangements preceding crystalbpatif the alloy.

Fe;s7CoB11M01.CrsW3 was also cast into 1 mm and 3 mm thick plates wde
different cooling conditions. In addition to fuldmorphous, and nanocrystalline-
amorphous matrix composite materials, fully crystalalloys with complex crystalline

microstructures and extremely high hardness wehieaed. The phase nucleation
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observed in the slow-cooled, fully crystalline gljorocessed via cooling rate control was
nearly identical to the fully devitrified alloy aealed above its highest crystallization
temperature. The understanding of the crystailimtehavior of F&CoB11M01,CrsW3
gained in this study has provided a comprehense@nsito control the mechanical

hardness in a variety of microstructurally distiB&G-derived composites.

Chapter 4, section 2 in part, is a reprint of thaterial as it appears in
“Advanced Engineering Materials,” Volume 10, 20@&ge 1056, written by Hesham E.
Khalifa and Kenneth S. Vecchio. The dissertatiah@uwas the primary investigator

and author of this paper.



Chapter 5: Titanium-based Bulk Metallic Glass Composites

5.1 Thermal Stability and Crystallization Phenomena of Low Cost Ti-based Bulk
Metallic Glass

5.1.1 Abstract

The thermal stability, kinetics of crystallizaticand glass forming ability of a
TisgNizCusSigSn, bulk amorphous alloy have been studied by difféaéacanning
calorimetry using both isothermal and non-isothémwaeriments. The activation
energy, frequency factor, and rate constant foctgstallization cascade were
determined via the Kissinger method. X-ray diffcewetry and transmission electron
microscopy studies revealed that crystallizatiantstwith the primary precipitation of
Ti(Ni,Cu), followed by the nucleation of @l from the amorphous precursor. The
kinetics of nucleation of the primary crystallinegse was also investigated using the

Johnson-Mehl-Avrami method and the Avrami exponentyas determined.

5.1.2 Introduction

Bulk metallic glasses (BMGs) have been the focusxténsive research over the
past 20 years on account of their good glass fagrability (GFA), processing ability,
and thermal stability with respect to crystallipati as well as unique properties for
structural and functional applications. To daesesal ternary and higher order,
multicomponent BMGs have been designed and chaizedg6, 67, 91, 121]. Among
them, Zr-Ti-Cu-Ni-Be alloys are the most processabhd have been used in several

commercial applications. The low cost (relativetber amorphous alloys) of Fe- and Ti-

124
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based BMGs, makes them superlative candidatesdog midespread commercial
application beyond a few niche markets. Titanidasges in particular present a unique
opportunity for commercial application due to thagh strength (~2 GPa), elastic strain
limit (~2%), low elastic modulus (60-100 GPa), lepecific density (~6 g/cfrand good
wear and corrosion resistance [122, 123].

Conventional titanium alloys have been widely uiseithe aerospace industry due
to their availability, low density, and high speci$trength. Additionally, titanium alloys
are bioinert, making them safe options for the l@diwal industry. The inherent lack of
plasticity in monolithic BMGs, however, prohibitseir use for bioimplantation. The
poor plasticity renders these alloys prone to tatpkic failure due to shear localization
in one, or very few shear bands, in load bearirgiiegtions. However, the basic tenets
governing metallic glass formation promote slowekics that lend glass forming alloys
well to controlled crystallization events, suchtttiee strength, modulus, and plasticity
may be tuned to fit specific applications. In fantich of the recent work on bulk
metallic glasses has been geared towards developiglic glass matrix composites, in
order to enhance plasticity, while still maintaipithe high strength intrinsic to
amorphous alloys. Zr-Ti-Cu-Ni-Be alloys have destosied plasticity of up to 5%.

This plasticity has been attributed to the presefi@a icosahedral quasicrystalline phase
embedded within the glassy matrix [124]. More relye Ti-based glass forming
compositions have been adjusted to promote thesatich of a ductile crystalline phase
within an amorphous matrix [123]. This developmieas yielded plastic strains as high
as 20% in a Ti-Nb-Sn-Cu-Ni BMG composite, and 10P4a iTi-Zr-Hf-Cu-Ni-Si BMG

composite. A new Ti-based BMG exhibiting excelldr@rmal stability and designed to



126

exclude Be, RE, and other expensive alloying elesisrintroduced here. Several
experiments probing the crystallization cascadeslsen performed in order to better
understand which crystalline phases are favored dpwitrification.

The experimental techniques employed in this shedg to characterize the
crystallization process. Armed with the knowleddgéow a good metallic glass former
crystallizes, deviation from the optimal glass farghconditions, either by altering
processing parameters or composition, can be osgemote the nucleation and growth
of, for example, a ductile crystalline phase otipatar morphology and size, that will
work in concert with the amorphous matrix to crematiuctile, high strength, BMG

composite.

5.1.3 Results and Discussion

The glass forming ability (GFA) and thermal stapibf fully amorphous
TisgNizCugSigSn, were examined by continuous heating experimehtsys in Figure
5.1.1. At heating rates ranging from 1-200 K/nairdistinct glass transition temperature
(Tg), and a large supercooled liquid regiafT{ =Tx — Ty) were resolved. Directly
following the supercooled liquid region, this allexhibits two overlapping exothermic
crystallization peaks, designated by their respegieak temperaturesgland T,2) in
Figure 1. As the heating rate is increased, tisea@ associated increase i Ty, Tpa,
and T>. The results of the DSC heating experiments sesgmted in Table 5.1.1.
TisgNizCugSigSn, demonstrates a maximusiT, of 92 K at a heating rate of 20 K/min,
indicating very high resistance of the undercodilguid to crystallization, which

functions to retard nucleation of the primary cajlgte phase. The DTA resolved
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liquidus temperature was 1319 K, resulting in auoedi glass transition temperaturey (T

= Ty/T)) of 0.59, which is also indicative of good GFAi4gNizCusSisSr was

successfully cast into fully amorphous rods, 3 mrdiameter. This alloy demonstrated

a compressive fracture strength of 1760 MPa, aastielstrain of 2.3% with no

significant plasticity. These values are in gogteament with other reported monolithic

Ti-based BMGs [121, 123].
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Figure 5.1.1. Continuous heating DSC curves obthat different heating rates.
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The evolution of the microstructure during the &ailzation process can be

followed on the XRD spectra presented in FigureX.The XRD spectrum for as-cast

alloy exhibits the typical broad hump indicativesofully amorphous structure. Two

hour heat treatment to nucleate the phase corrdsppto the first exothermic peak

yields an XRD spectrum that suggests significatentéon of amorphous structure,

however, small peaks superimposed on the broad lawengttributed to the primary

crystallization (T,) of Ti(Ni,Cu). This result has been reported iaypous studies of Ti-

based metallic glasses [123]. The secondary dligstéon (Ty,) yielded an XRD

spectrum exhibiting sharper, higher intensity pegjksical of a fully crystalline structure.

The additional peaks in thg,IXRD spectrum confirm that GTi is the second

crystalline phase to nucleate out from the fullyogpmous TjgNiz,CugSisSny precursor.

Calin [122] also observed the secondary nucleatfd@usTi in the alloy

Ti5oCU20Ni24SﬂgSizBl.

Table 5.1.1. Dependence of glass transitiog), (@rystallization (T) and peak ({1, Tp2) temperatures, as

well as supercooled liquid regionTx), on heating rate3j.

B (K/min) Tq (K) Tx(K) Tpi(K) Tpa(K) AT, (K)
1 765.7 830.3 837.3 843.6 64.6
2.5 769.1 838.2 848.8 856 69.1
5 772.6 852.8 857.1 865.6 80.2
10 776.9 864.4 869.7 876.9 87.5
20 783.8 878.6 877 887 94.8
40 794.2 886.7 888.4 898.4 92.5
60 801.8 889.1 896.4 906.4 87.3
80 808.33 890.9 904.9 912.4 82.57
100 820.8 900.3 - 919.6 79.5
150 832.9 904.3 - 926.5 71.4
200 838.4 907.2 - 931.8 68.8
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The bright field TEM image in Figure 3 was acqdifeom a sample annealed for two
hours at 868 K (). The observation of Moiré fringes in the imagafirms
crystallinity. The crystallites are homogenousspersed with an average size of
approximately 20-30 nm. The average crystallite $ in good agreement with the
value of 29 + 2 nm obtained using Scherrer’'s metifodRD peak measurement on the

Ty annealed sample [125].

® Cu,Ti

+ ¢ Ti(Ni,Cu)

< ¢ T, Anneal
L]
¢ 2 j./k s y.

+ b4 T,, Anneal

>e

Intensity (a.u.)

Fully Amorphous

30 40 50 60 70 80 90 100
26 (degrees)

Figure 5.1.2. XRD spectra of ;fNiz,CusSigSny in the as-cast, fully amorphous state, and
after annealing at each of the crystallization terafures (T, Tx).
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Figure 5.13. Bright field TEM image of annealeTisgNiz,CugSigSn, indicating
a fully crystallized stat

The amorphous to supercooled liquid transition phanon can be describ
using two different methods. In previous stu [126], calorimetric studies have sho\

a linear dependence of @n the heating rate, called the Lasocka relatiq [127]:

where b and U are constants. In general the onset crigstadin, Ty, is shifted to highe
temperatureto a greater degrethan Ty or Ty, as the calorimetr heating rate i
increased. It has been shc[72] that the dependence of ds a function of} for
stronger metallic glass formers is better descritngd Voge-FulcherTamann (VFT-

type fit [128, 129}



131

B = Bexp( ) (5.1-2)

T; —Ty
where Ais a constant,gel'is the asymptotic value ofgTgenerally approximated as the
onset of the glass transition within the limit ofinitely slow cooling and heating rate,
and B is a constant with the same dimension asngerate. The fragility parameter,
which quantifies GFA based on the temperature digrese of atomic rearrangements
[47], can be expressed as:

D* = A/TY (5.1 —3)
Applying Equation (5.1-3) to Equation (5.1-2) petsifitting of the experimental data

according to:

InB(T,) = InB DTy (5.1 —4)
n =InB - d -
g Tg _ TgO

where B, D, and '50 are three simultaneously adjustable VFT paramefEng best fit
VFT curve for the glass transition data is showRigure 5.1.4.

Activation energy for crystallization (E) and frezncy factor (Z) corresponding
to the glass transition and individual crystalliaatevents are estimated using the
Kissinger method [52]. The dependencies of thé pe@mperatures @ Tp1, Tp2) ON the

heating rate can be given by:

B _LR p(_E‘“') (5.1—5)

T?  Eqi T\RT,
where R is the universal gas constant, and theindders to either glass transition or
crystallization ¢, p1, or p3 The determination of the activation energiggs;) for each
event is enabled by plotting( 8/T#) vs.T;*. A large activation energy for

crystallization indicates that crystallization tak@ace slowly through a nucleation and
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growth process [130]. The activation enerdigg Eap1, Eap2 Were determined to be 369,
405, and 396 kJ/mol, respectively. The frequemcydr (Z), which measures the
probability that an atom having energyj&ns an existing nucleus, can be determined
from the intercept of the Arrhenius curve. Theueal determinedZg; = 1.0210%min™,
Zy» = 2.0110” min™) are in agreement with several other good metgliiss formers
[129, 131]. The temperature dependence of thecratstantk., also follows an
Arrhenius-type relationship:

ko, (T) = Zexp (%) (5.1 6)
as seen on the monotonically increasing curvelsdnrset of Figure 5.1.5 for the peaks

(Tp1 andTpy) of the exothermic transformations. Lowertas been correlated with

better glass forming ability and largety [132].
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Figure 5.1.4. Inverse heating ratef(las a function of J normalized by Zf (the onset
of the glass transition at 1 K/min). The VFT par&ane for the best fit to the DSC data
according to Equation (5.1-4) are In(B) = 7.69 K¥sz= 1.33, and I° = 684 K.
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Figure 5.1.5. Kissinger plots obtained from theftsbf the transformation peak
temperatures according to Equation (5.1-5). Thgetinshows the experimentally
determined rate constantjkaccording to Equation (5.1-6).

Isothermal annealing of the as-casigViz,CusSigSn alloy was carried out in
order to study the crystallization mechanism iratgedetail. The isothermal
experiments were designed such that both crysatithiz events observed in the
continuous heating experiments (Figure 5.1.1) aecuwithin the first hour of annealing.
The lowest temperature in which this requiremert ffilled was at Tnn= 813 K,
roughly halfway betweengland T.. If a glass transition is not observed, amorphous
structure may still be present, however, it mapbgcured by crystallization. In such a
case, unambiguous identification of microcrystallgtructure is possible through
observation of isothermal crystallization kinetjit83]. There is a fundamental

difference between the nucleation and growth o$tatg from an originally amorphous
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state, versus the coarsening of a crystal struétone an originally microcrystalline state,
and this difference would present itself, througfedences between isothermal and non-
isothermal treatment, in the energy required tivat a crystalline cluster.

The DSC curves for the one hour isothermal expearisnare shown in Figure
5.1.6. Each isotherm has two distinct exothermaicgformation peaks corresponding to
nucleation of the two aforementioned crystallinag#s determined in the continuous
heating experiments (Figure 5.1.1), indicating thatcrystallization process occurs via a
nucleation and growth mechanism. As the annegbeeature is increased, the
transformation peaks,{ andt,2) occur after shorter and shorter incubation tiraesl, the
peaks become larger in magnitude. In much the seagehat activation energy for
crystallization was determined in the continuoustimg experiments, the activation
energy for isothermal crystallizati(ﬂif{’ may be gleaned from a plot of lig)(vs. Tann ™
The apparent isothermal activation energies weterméned to be 422 and 409 kJ/mol
for Eff& andEc"jgz, respectively. The good agreement between tlivation energy
values obtained for continuous heating and isothkamnealing indicate that atoms
participating in crystal nucleation during isothatrand non-isothermal treatments

require nearly the same energy to trigger crygeilon.
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Figure 5.1.6. Isothermal anneals showing the psfik with time as the anneal
temperature is increased.

The crystallization kinetics can be studied in deppbugh mathematical
manipulation of the isothermal annealing data (Fédu1.6). Isothermal experiments
permit the calculation of the transformed volunsetion corresponding to a single
reaction (crystallization) based on the changeystallization enthalpy with time and
anneal temperature. Figure 5.1.7 shows the sigthimidothermal transformation curves
for Ti(Ni,Cu) crystallization at several differeahneal temperatures between 810 K and
828 K obtained directly from isothermal measuremé¢higure 5.1.6) according to the
Equation:

f()t Hliso (t’)dt’

X(t) = AHliSO

(51-7)
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wherex(t) is the transformed fractiof/*°(t") is the measured incremental heat flow
over timedt’, and AH/*° is the total isothermal crystallization enthalpy primary
nucleation of Ti(Ni,Cu). It should be noted thasbline subtraction and peak
deconvolution were required to obtain viable resullote also in Figure 5.1.7, that as
the anneal temperature increases, the incubatianfor crystallization becomes shorter,
and, consequently, the transformation is completesthorter times.

The isothermal crystallization kinetics of amorpbonaterials are described with
classical nucleation theory by the Johnson-Mehlaéwir(JMA) equation if one assumes
constant nucleation frequency [134, 135]:

x(t) =1 —exp[(—=K(t — to)™)] (5.1-8)
wherex(t) is the transformed volume fraction, is the incubation time for
crystallization,n is the Avrami exponent, aridis the reaction constant. Equation 5.1-8
describes the fraction of the transformed matamiah isothermal process. The reaction
constantK, is a function of annealing temperature accordingpe Arrhenius

relationship:

(5.1 —9)

Eisp
K = K,exp [— a’ll

RT
wherek, is a constant anﬂéf{’is the isothermal activation energy for crystaltiza.
The value o andn can be obtained from:

In[In(1/(1 —x))] =nlnK + nin(t — t,) (5.1-10)
and plottingIn[In(1/(1 — x))] versudn(t — t,) for different temperatures. The JMA
plots are shown in Figure 5.1.8. The Avrami expdmeg and the reaction constakitcan

be extracted from the slope and intercept of WA plots, respectively. The results are
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tabulated for the different annealing temperatinésable 5.1.2. The Avrami exponent
typically varies between 0.5 and 4 depending om#iare of the nucleation and growth
mechanism [136]. The calculated Avrami exponenttits alloy ranges from 1.87-2.83,
indicating that the crystallization mechanism clemngs the anneal temperature is
increased. For low annealing temperaturg{(F 810 K),n ~ 2, which implies constant
nucleation rate with all crystallites growing framall dimensions. As the anneal
temperature increases shifts upwards to a maximum of 2.83, implying acrease in
nucleation rate with steady, diffusion-controlledwth of the initial crystalline phase
from the amorphous matrix [135, 137]. The Avraxponent is related to the mobility
of atoms upon crystallization and is indicative aoly of the nucleation and growth
process, but also of the atomic cluster size gongrglass behavior. Although this study
is isolated to a single glass forming compositiois likely that the development of
atomic clusters resulting from short range atorearrangements preceding
crystallization may increase in size due to elavaiéusion rates as anneal temperature
is increased. This phenomenon, in concert witibee rapid growth of the Ti(Ni,Cu),

leads to the increase inas anneal temperature is increased.
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Table 5.1.2. Kinetic parameters of,dNis,CugSigSn, during isothermal annealing.

Isothermal Anneal
Temperature
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810K 813K 816K 819K 822K 825K

828 K

Incubation timefg (min)  10.42  9.31 6.38 2.6 231 1.8

Avrami exponentn
Reaction Constank,

1.87 1.94 2.13 2.22 2.59 2.75

1.45
2.83

0.017 0.026 0.048 0.052 0.096 0.153.244
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Figure 5.1.8. JMA plots for the isothermal cryitakion of TigNiz CugSigSny.

5.1.4 Conclusions

The TigNizCusSisSny bulk metallic glass exhibits excellent glass fargi
parameters such as large supercooled liquid regibns 94.8 K and high reduced glass
transition and 1§ = 0.59, which have to this point not been obsemethy non-Be, non-
RE containing Ti-based metallic glasses. The didaiglass transition exhibits VFT-type
behavior, in accordance with other good glass fognailloys. The high activation energy
for the initial crystalline phase suggests exceltearmal stability and resistance to
crystallization. During the first exothermic trémsnation, the precipitation of
nanocrystalline Ti(Ni,Cu) occurs, while at highemiperatures, Gllii nucleates out from
the amorphous precursor. The kinetics of crygtailon of Ti(Ni,Cu) were investigated
by isothermal annealing experiments, wherein it determined that nucleation and

diffusion-controlled growth govern the kineticstbé primary crystalline phase.



141

Chapter 5, section 1 in part, is a reprint of thaterial accepted for publication
in “Journal of Non-Crystalline Solids,” on Augusi 32009, written by Hesham E.
Khalifa, Justin L. Cheney and Kenneth S. Vecchie. dissertation author was the

primary investigator and author of this paper.
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5.2 High Strength (TisgNi2sCugSiaSn2)100xM 0x nanoeutectic matrix-g-Ti dendrite

BM G-derived composites with enhanced ductility and corrosion resistance

5.2.1 Abstract

BMG-derived,-Ti stabilized, (TigNi2sCusSisSrp)100-dMO0x Nanoeutectic matrix
composites are prepared by semi-solid processihg. basis of alloy design is the very
broad compositional range in which glass formatiaa been observed in the Ti-Ni-Cu-
Si-Sn glass forming system. §dWi>sCusSiuSny)esM0g has a fracture strength in excess
of 2300 MPa and 15% total strain to failure. Ph&i stabilizing element in this study,
molybdenum, is critical to maintaining a nanocrijsta matrix, because it dictates the
temperature difference between constituent phas#@sgdprocessing. Increasing the
molybdenum content also coincides with a strainléaing enhancement. A maximum
strain hardening exponent, n = 1.68 is reportegidls slip band formation within the
B-Ti phase, and distributed across the nanoeutewtiax, suggests that dislocation-slip
is the primary deformation mechanism contributingtrain hardening in these alloys.
Subsequent shear band activation ensues aft@rhphase hardens, resulting in

enhanced composite plasticity.

5.2.2 Introduction
Nanostructured matrix-dendrite reinforced compgsitiee emerging new
materials critical to the development of advancamposites. An offshoot of research

efforts toward developing BMG composites, these neaterials, in fact, exceed
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nanocrystalline materials, and BMG composites, @thanical properties under certain
conditions. Specifically, nanostructured matrixadete reinforced composites exhibit
higher strength than BMG composites, and more litydtian monolithic glasses and
nanocrystalline materials[79, 138]. Much in thensavay BMG composites derive their
impressive properties, the high strength, butlbritanostructured matrix is toughened by
incorporating a ductile, micrometer-sized secondangrnary phase [79, 138-141]. In
order to stabilize these complex microstructuregraplete understanding of the alloy
composition space, as well as precise control sekdification, are required. It is this
latter requirement that connects nanostructuredixa@éndrite composites with BMG
composites. Utilizing the tenets intrinsic to NMiétalass formation permits the
extremely slow reaction kinetics that are requitgdmaintaining a nanocrystalline

matrix while simultaneously controlling the sizesomicrometer-scale, ductile dendritic
phase. As would be the case in developing BMG amitgs, the logical first step in
nanostrucured matrix-dendrite reinforced compatggign is the identification of a
composition space with a broad glass forming regionly the most stable glasses can
maintain amorphous structure during in-situ ductdedrite growth [81], however, a
moderately stable glass is still required whendijective is to keep a nanostructured
matrix, rather than a glass [79]. Only minimaltdedization of a metallic glass will
result in nanocrystallization upon cooling, dudéterogeneous nucleation at the matrix-
secondary phase interface. On the other hand,imahglass formers are so unstable that
the introduction of a secondary dendritic phase the associated composition change)
will totally alter the solidification kinetics, tiefore significantly altering the

crystallization process, and bypassing the nantalliyge regime. On account of the
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fundamental similarities shared with BMG design atability, these nanostructured
matrix-dendrite reinforced composites are alseedadBMG-derived composites.

A common design methodology in BMG- derived comfassis the in-situ
incorporation of a b.c.c. (body centered cubic)ggharlhis strategy has been employed in
Ti- [142], Zr- [81, 143], Cu- [144] , Fe- [79] aMg- [145] based systems. Titanium
alloys are superior by comparison, on accounteif thigh corrosion resistance [146,
147], and low density, while still maintaining slaximechanical properties to the other
aforementioned alloy systems. The presence oéth&sc. dendrites has been credited
with the enhanced ductility observed in BMG-derivednposites [138, 139, 142]. The
b.c.c phase serves to arrest, deflect and retarcapiid propagation of shear bands, in
effect, delocalizing the strain instabilities comhoassociated with brittle failure in
metallic glasses [5, 148].

The b.c.c. phase utilized in BMG-derived compodésign for Ti-, Zr- and Cu-
based [81, 142, 144] systems has bepfTabased phase-Ti is the common choice
because it is known to exhibit significant ducyilénd lower modulus compared with its
parent glasses thanTi [149], and of course because titanium is a cemomponent
in these composite$-Ti is metastable at room temperature, and theszafeguires
certain alloying elements to be added to the pakmys in order to stabilize tHeTi
phase. Vanadium, niobium, and tantalum are kn@amorphou$-Ti stabilizers [149],
which have been used in the development of tough&nreZr-, and Cu-based BMG
composites, respectively. Molybdenum is anothemns, isomorphouB-Ti stabilizer

[149], which to date has not been employed in theebbpment of-Ti stabilized, BMG-
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derived composites. The eutect@id’i stabilizer, iron, has also been used to develop
nanoeutectic matrix composites in the Ti-Fe-Snesydqtl38]. A summary of common

alloying elements use in titanium alloys is givarFigure 5.2.1.

p
p
G o+p .
i il . Ti
o. stabilizer isomorphous eutectoid
B stabilizer B stabilizer heutral
(A, O, N, C) (V, Mo, Nb, Ta) (Fe, Mn, Cr, Ni, Cu, Si, H) (zr, Sn)

Figure 5.2.1. Schematic illustration of effectadloying elements on phase diagrams of titaniurayall
[149].

In this investigation, a Ti-Ni-Cu-Sn-Si glass fong system [150] is utilized in
the development of a molybdenum-containipy,i stabilized, nanoeutectic matrix-
ductile dendrite reinforced, BMG-derived compositéis alloy is different from other
Ti-based alloy systems in that it contains sigatfity more Ni than previously reported
Ti-based BMG-derived composites, and also containsoth of which play a vital role
in retarding crystallization kinetics. The glassnfi which this composite is based
demonstrates a broad glass forming compositionespad slow reaction kinetics, which,
when coupled with the molybdenum containing, bg-€i phase, results in a very high

strength, low modulus composite material with 19%4ltstrain to failure.

5.2.3 Reaults and Discussion

Alloy Design
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Composites were based off the Ti-Ni-Cu-Si-Sn gfagsing system. A
comprehensive discussion of the glass modelingdasijn, as well as a full report on all
glass forming compositions in this system, is descr by Cheney [150]. The liquidus
profile shown in Figure 5.2.2 highlights the bragdass forming composition space of
this alloy. A maximum SCLR (supercooled liquid iy in excess of 92 K has been
reported for TjgNizCusSigSny [150]. The SCLR drops off as the compositionadep
from the best glass forming composition (denoteamyX” in Figure 1), but the
boundaries of the glass forming region highlightethe liquidus profile still represent
alloys with a minimum SCLR of 40K. Despite thisvglass forming composition
space, the significant dependence of SCLR on coitioss in sharp contrast to the very
stable Zr-based glass formers, in which large S€xiRts independent of composition
[5]. Nonetheless, the ability of this Ti-Ni-Cu-Sh system to maintain amorphous
structure despite significant compositional vaoatiprovides a template from which
amorphous and nanostructured advanced compositdseadesigned on account of the

relative stability of the supercooled liquid.
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Ti-Ni-Cu, (Si= 8 at.%, Sn =4 at.%)
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Figure 5.2.2. Ti-Ni-Cu liquidus profile with Si dnSn content held constant at 8 and 4 atomic %,
respectively. White lines encompass broad glagsif@ compositional region. “X” denotes best glass
forming composition. Temperatures in legend araildgium liquidus temperatures calculated using
THERMOCALC [150].

With a prospective glass in place, the next stepM@-derived composite design
is stabilizing and growing the b.c.c. phase. Mdithum is a strong-Ti stabilizer, but
has not been used in BMG-derived composites toatateccount of its high melting
temperature and relatively low solubility in titam [151]. Careful pre-alloying steps
were taken to ensure full dissolution of the mob#aim into the alloy. Additionally, the
composition space was shifted toward higher titemaontent in an effort to promofie

Ti formation while still maintaining appropriateagis forming stoichiometry with the
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remaining elements. Compared to the monolithisggldksNiz CusSisSry, significantly
lower silicon was used in the composites due tpatsitioning entirely into the matrix,

and its propensity to form titanium silicides whmesent in higher concentrations. In
general, all of the constituents in the alloy wadgusted with the goal of simplifying the
crystallization of the alloy. Initial attempts u#®d in more complex microstructural
landscapes consisting of up to 5 different pha3é® b.c.c. microstructure was
coarsened via semi-solid processing [142]; a psoederein the volume fraction,
morphology, and size of the dendrites may be cattdy heating into the semi-solid,
two-phase region between the liquidus temperatitteeometastable glass, and the
solidus temperature of the b.c.c. phase, holdirgpthermally for several seconds, and
then quenching it to rapidly solidify the moltermgg. The high melting temperature of
the base glass necessitated the use of molybdenstahilize the b.c.c. phase, because it
created the largest difference between the liguieonperatures of the glass and b.c.c.
phase. The preferential partitioning of the mokinaim almost entirely into the b.c.c.
phase results in a significant increase inffié melting temperature up t428K; more
than 100K higher than the monolithic glass, whiak f=1319K . Although several
otherB-Ti stabilizing elements have been utilized to datevarious glass forming
systems, little attention has been paid to whatratbles thap-Ti stabilizing element
plays. This is the first study where i stabilizer was chosen out of necessity, for the

purposed of improving semi-solid processability.
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Figure 5.2.3. DSC traces of (a) the monolithic gl&ggNiz,CugSigSn,, and (b) the splat-
guenched, metallic glass matrix compositesgVibeCusSisSn)94MO0e.

Although this system forms glasses over a broadpbositional spectrum, the

glass simply isn’t stable enough to maintain amoyshstructure during the coarsening of

theB-Ti phase in bulk form. The destabilized glassrimg melt solidifies into a 2 phase

nanoeutectic matrix. When cooled more rapidlyg entsplat quenched foil, however,

amorphous character was maintained, but with a riinehscale3-Ti phase. The DSC

traces of the monolithic glass,.di3CusSisSry, and a splat quenched foil of the

composite, (TggNisCusSisSp)94MO0g, are shown in Figure 5.2.3. Notice that the

composite exhibits a clearly defined glass tramsitit a lower temperature, as well as a

smaller SCLR, indicating that a different glass position from the parent glass from
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which these alloys are based, has formed. Thdammahgnitude of the crystallization
peak for the splat-quenched composite is a restiteosmaller volume fraction of glass
present in the composite compared with the monolglass. The glass matrix in the
splat-quenched composite was determined to haveotheosition

TisoNizoCuw,SiSnsMo;. TheB-Ti microstructure in the splat-quenched foil was small
to be observed in SEM. Validation of its preseincine thin foil comes exclusively from
the XRD spectrum presented in Figure5.2.5.

The microstructure of the semi-solidly processegglliosCusSisSrp)9sMog is
shown in Figure 5.2.4. The 5-10 micrometer s@ale phase occupies 66% of the alloy
by volume. The molybdenum partitions almost entireto thep-Ti phase, which had a
composition of TggNicCleSisSmMo;;. The light phase in the matrix is the eutectic
TissNiss 5SrsMo; 5, and represents 20% of the alloy by volume, wihigeremaining 14%
of the alloy is the dark phase in the matrixCli, with 1-2 at.% Si dissolved in it. It was
determined, via XRD analysis (Figure 5.2.5), tihat Ti-Ni-Sn-Mo phase is actually an
a-Ti solid solution;a-Ti(Ni, Sn, Mo). Asxis changed in (EiNi2gCugSisSn)100-MO0x,
the molybdenum content in tigeTi phase varies only slightly. However, the voim
fraction of 3-Ti jumps from 57, to 66, to 74% whenr4, 6, and 8 at. %, respectively. It
should be noted that the morphology of the corestityphases does not change

significantly when molybdenum is varied betweemd 8 at. %.
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Figure 5.2.4 Backscattered electron image of s-solidly processe
(TisgNi2gCugSiySrp)gsM0s.

XRD spectra for the monolithic glaTisgNizCusSigSry, as well as the BM-
derived composite, (ZdNisCusSisSrp)esM0og are presented in Figube2.5. Three
separate spectra for £8NigCusSiySrp)esMog are shown, corresponding to three sepe
microstructural states, resulting from differenbliog rates The splatguenched foi
retains an amorphous matrix in the presen3-Ti. The semisolidly processed allo
shows 4 of the b.c.c. signature peaks within tla@ sange, indicative of more extens
B-Ti nucleation compared to the sj-quenched sample. However, very small pe
corresponding to the nanocrystalline phases canb@®bserved. In the spectrum for
slow cooled ingot, the sanp-Ti signature can still be observed, howevera-
Ti(Ni,Sn,Mo) and TiCu peaks are much more prominent, because the rstmekng

results in coarser microstructure of the matrixgasa Analysis of the slow cooled in
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was a necessary measure for phase identificaomilar results have been observed in

other Ti-Ni-Cu-Sn systems [152, 153].
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Figure 5.2.5. XRD spectra showing various crystalphases in (FiNi»gCusSiySrp)gesMog BMG-derived
composite.

Mechanical Properties

The results of compression tests orydNi2sCusSisSp)100-MOx Where X = 4, 6,
and 8 at. %, are shown in Figure 5.2.6. The mawlidh content plays a critical role in
many facets of the mechanical behavior. The ramgeolybdenum controls the relative
volume fraction oB-Ti phase, which subsequently dictates the elastidulus of the
material according to a simple rule of mixturess the amount of molybdenum in the
alloy increases, so too does the volume fractiath@B-Ti phase, resulting in a decrease

in the elastic modulus of the overall compositée Vield strength also decreases with
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increasing molybdenum content, on account of thestwength of th@-Ti dendrites.
However, the total strain to failure is maximizedhee intermediate molybdenum content
of 6 at. %, where a total strain of 14.84% was plese After yielding, the flow stress
continues to increase up until failure. Largealstrain to failure resulted in higher
failure stress. Each of the three alloys preseintditis study exhibit compressive
fracture strength in excess of 2000 MPa. The nrechbproperties are listed in Table

5.2.1.

Table 5.2.1. Mechanical Propertie§TofgNi»sCugSizSmp)100,MM0x

Mechanical Properties of (TisgNigCugSizSn;)100xMoOy

G max
x(at. %) E(GPa) o,(MPa) (MPa) ¢, (%) &o(%) p(g/cm’)
4 105.3 1306 2003 2.88 8.31 6.31
6 98.7 1134 2372 2.66 14.84 6.54
8 91.4 996 2231 2.52 11.95 6.70

In order to evaluate the strain hardening expo(®nh these alloys, a plot of
In(ot) vs Iny) is presented in the inset of Figure 5.2.6. Aethgjence of the work
hardening exponent on molybdenum content is obdenvthis alloy system. Though all
three alloys demonstrate significant work hardeielgavior, more enhanced work
hardening coincides with increased molybdenum eant€éhe use of molybdenum in
these alloys resulted in a maximum strain hardeekppnent oh = 1.68 for the alloy
(TisgNi2gCusSisSrp)9oMog. Previous reports of the strain hardening expbimeln.c.c.
reinforced nanostructured matrix composites qusteain hardening values of oy~
0.7 in Zr3 NboCu/Ni;Alg5[154]. A Ti-Fe-Sn nanoeutectic composite, reinéat with

hexagonal TiSn has a reported strain hardening exponentof.64 [138]. The large
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strain hardening exponent in éWi»sCusSisSrp)9Mog is the highest reported to date in

any BMG-derived composite.

2500
4 at.% Mo
6 at.% Mo
8 at.% Mo
2000 L

el

o'W

S 1500 -

<}

S 7.65

wv

L 1000 |

)

W 7.55

e €

= 500 " 7.5

7.35 '
-3.05 2.85 -2.65 -2.45
In(e,)
0 1 1 1 1
0 3 6 9 12 15

True Strain, g, (%)

Figure 5.2.6. True stress-True strain curves T0£glliosClgSisSmp)100.MO0O, at x= 4, 6,
and 8 at. %. Inset shows strain hardening expategpgndence on molybdenum content.

TheB-Ti phase is primarily responsible for work harawgnin these alloys.

Therefore, the molybdenum content also is diraellgted to the strain hardening of the

overall alloy. This increase in the molybdenumteanis responsible for the strain

hardening enhancement as X is increased ¥NIBECUsSisSp)100-MO0y, Simply because

a greater overall fraction of the alloy can accordate strain via slip band formation and

the associated work hardening behavior observékip-Ti phase. If x>8 at. % though,

it exceeds its saturation limit in the b.c.c phaseé alters the nanocrystalline matrix,
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resulting in brittle failure with minimal plasti¢rain. Due to the low solubility of
molybdenum in titanium, there is a threshold beywhith no further molybdenum can
be accommodated within tf$eTi phase. This limit was determined to be ab@ub ht.
%. Beyond this threshold, excess molybdenum regulihe formation of a brittle
boundary phase between fhdi phase and the nanocrystalline matrix, whicimately
inhibits plasticity.

Prior to compression testing, the surfaces of saafple were polished such that
the deformation mechanisms could be investigaten tdfsting. Figure 5.2.7 is
indicative of the overall features of deformatiarthis alloy system, after sample failure.
The white arrows point to very fine slip bands &m spacing). Copious slip traces are
apparent across the sample surface in Figure 5Eiglire 5.2.8 demonstrates the very
ductile fracture surface observed insgNi sCusSisSrp)esM0og, as well as regions of
profuse slip occurring within the sample and atftheture surface. Furthermore, these
bands exhibit no preferred orientation in the san@lative to the load axis. With few
exceptions, these slip bands are restricted tamikie 3-Ti dendrites. In some instances
in Figure 5.2.7 though, slip bands can be seenrmaf®m one dendrite to another,
across the nanoeutectic matrix. The copious faamatf slip bands resulting from
dislocation movement and multiplication within tloev strength dendrites, as well as the
dislocation-slip transfer across the multiphasel$aape, are the predominant
mechanisms for strain hardening in these alloymil& strain hardening behavior has

been described in other Ti-based BMG-derived comgmo§l53].
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Figure 5.2.7. Features of the compressive defoomah (TisgNixgCUusSizSn)e4MO0e.
White arrows indicate profuse slip within the detedy, while black arrows indicate
shear bands nucleating at the dendrite-nanoeuetwiicix interface, and propagating
across the multiphase microstructure.

The black arrows in Figure 5.2.7 indicate sheadbam the deformed sample
surface. In this particular figure, there are salvgets of shear bands. Each domain of
shear bands contains parallel shear bands wiflm-8pacing. However the different
shear band domains are propagating along différajectories. This phenomenon is
likely due to the fact that new shear band nuadeas related to the degree of work
hardening in nearby dendrites. The strengtherfiiegteof profuse slip formation in the
dendrites facilitates the nucleation of shear batdlse dendrite-matrix interface.

Notice that the contrast of the shear bands is edyldifferent than the slip
bands. The differing contrast between shear apdahds is related to the varying
displacement caused by the two deformation featufeée amount of shear off-set and

the associated strain relief is more significarghear bands than in slip bands. Shear
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bands propagate through both the matrix and desdtiowever, interfacial deflection
effects can be seen when a shear band passesgamatrix into g-Ti dendrite. A
TEM study of the stepped morphology generated pgssing shear band at the b.c.c.
dendrite-nanoeutectic matrix interface in gs ICugNi4 gSny sNb; 3z galloy with similar
matrix phaseso(-Ti and TpCu) explains these interfacial deflection effeatslétail

[155]. The large off-set at the dendrite-matritenfiace is the result of secondary shear
bands arresting at the interface and primary shaads penetrating into the dendrites.
The complex interfacial strain accommodation asdediwith these two phenomena
leads to enhanced ductility. The bright fringes@unding some of the dendrites in
Figure 5.2.7 are shear off-sets exhibiting disptaeet similar in magnitude to the shear
bands. These interfacial shear off-sets providgascopic evidence of the nanoscale
shear-stepping mechanism contributing to enhanaetility in nanoeutectic matrix,
BMG-derived composites.

Given that two distinctly different mechanisms $train accommodation are
present in the sample, and that one resides anitiréthe b.c.c. phase (dislocation-slip),
while the other passes from dendrite to matrix Witle preference (shear band
formation), the overall strain distribution candescribed as inhomogenous; deformation
originates via dislocation movement and slip bamwdhition within the-Ti phase, and
subsequently progresses to shear banding sucstthis accommodation is distributed
into the nanoeutectic matrix as well. Given tihat $train hardening remains constant
throughout the deformation, it is likely that eadfter shear band formation begins,

dislocation multiplication and slip band formatiathin the dendrites continues.
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Figure 5.2.8. Ductile fracture of (EENiogCusSi,Sn)esM0g exhibiting copious intra-
dendritic slip in nearly everfy-Ti dendrite.

Corrosion Behavior

Conventional titanium alloys exhibit excellentistgnce to general corrosion in
most environments due to the formation of aslp@ssivation layer on its surface. A
passivation layer forms in most oxidizing envirommse for example in salt solutions like
chlorides and sulfates, as well as in nitric asedulting in excellent corrosion resistance
[156]. In reducing environments, such as hydragblacid, however, the corrosion
resistance of titanium alloys is not good becauSébtleaks down the oxide passivation
layer and attacks the metallic titanium. The addiof nickel and molybdenum improve
the corrosion resistance in reducing environmenfstitanium alloys [147], providing
yet another incentive to use molybdenum agtiestabilizer in this alloy system.

Corrosion tests were performed onsgNi sCusSisSrp)esM0og in sea water, 1 M HCI, and
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3 M HCI for a duration of 120 hours at room tempér@ The corrosion rate was

calculated according to the Equation,

o 876X 107 x (m, —my)
B spt

(5.2 — 1)

wherem, andm, are the initial and final mass in granass the total surface area in
cn?, p = 6542 kg/m? is the density (Table 1), ard= 120 h is the duration of the
corrosion test.

(TisgNi2gCusSisSrp)esM0og demonstrates excellent corrosion resistance, tim bo
oxidizing and reducing environments. The alloysmaan a lustrous finish after 120
hours in both sea water and 1 M HCI at room tenipega In sea water, the sample
gained 0.3 mg due to the formation of a surfacd@iim. The presence of oxygen on
the sample surface was verified via EDS after cetignt of the corrosion test. As
expected, passivation makes these alloys veryesialuixidizing environments.
Furthermore, no detectable mass-loss was obsanveiiHCI tests, suggesting
exceptional corrosion resistance in weak reducimgrenments, as well. Increasing the
concentration to 3 M HCl resulted in a 0.6 mg &11..6429 g, = 1.6423 g) mass-loss
after 120 hours, giving a corrosion rate of only4a@m/yr. Examination of the sample
surface after corrosion testing revealed only garearrosion. No pitting, and only
minimal surface damage resulted from exposuredadtirosive environment.
Preferential corrosion could be observed withinrttegrix in the TiCu phase. The
nickel in thea-Ti(Ni,Sn,Mo), and the molybdenum together withkaicin thep-Ti phase
led to enhanced corrosion resistance in those hasgs, respectively. Given the

significantly more aggressive reducing environnowided by the 3 M HCI solution,
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(TisgNi2gCusSisSrp)94M0os demonstrates remarkable corrosion resistance wirapared
with conventional titanium alloys [157], monolittBMGs [158, 159], and other BMG-

derived composites [79].

5.2.4 Conclusions

The incorporation of a low strenghTi phase into a high strength nanoeutectic
matrix greatly enhances the compressive straigitaré of (TkgNi2gCusSisSn)100-dMOx
Ti-based BMG-derived composites, compared withpdrent glass from which the
alloys were based. A maximum compressive streoig®#372 MPa after 14.84% total
strain was observed in BN sCusSiuSrp)esM0s. The choice of molybdenum as fhdi
stabilizing constituent was critical for raisingetmelting temperature of tifieTi phase,
thus widening the gap between the melt temperatuitee BMG derived matrix, and the
b.c.c. phase, and ultimately facilitating semi-dqrocessing. Furthermore, enhanced
strain hardening was correlated to increasing tolylmenum content in the alloy.
Dislocation-slip generated by deformation of the Kirength b.c.d3-Ti phase is the
prevailing deformation mechanism contributing te trardening of these high strength
BMG-derived composites. Following slip band formatithe activation of a high density
of shear bands also plays a significant role irtitiiycenhancement in this alloy system.
The hardening of the b.c.c. dendrites with incregsbad facilitates the nucleation of
new shear bands. Lastly, the presence of higtehielels, in addition to molybdenum

in this alloy system, result in exceptional coromsiesistance in reducing environments.



161

Chapter 5, section 2 in part, is a reprint of thaterial as it appears in Advanced
Engineering Materials Volume 11, 2009, Page 88%ttevwr by Hesham E. Khalifa and
Kenneth S. Vecchio. The dissertation author wagptimeary investigator and author of

this paper.
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5.3 Development of tough Ti-based bulk metallic glass matrix composites without

the use of beryllium

5.3.1 Abstract

An amorphous matrix composite reinforced with atdei b.c.c. 3-Ti phase is
presented. The microstructure has been precigedtto match the mechanical length
scales governing deformation. Microstructural coinvas facilitated by semi-solid
forging; a novel process wherein an alloy’s mianastiure can be coarsened and
homogenized. The featured alloy of this study; MNis» 4Siz M0, 3, exhibits
compressive fracture strength of 2.4 GPa and 30%poessive strain, tensile ductility of
3.5%, and enhanced fracture toughness of 39tktfa This is the first observation of
tensile ductility in a non-beryllium containing based amorphous matrix composite, and
the fracture toughness represents a nearly 40084dse over the parent glass. The
enhancement of the mechanical properties is at&ibto the confinement of shear band

extension resulting from an optimally tuned microstural length scale.

5.3.2 Introduction

The high strength of metallic glasses has garngggdficant research interest for
many years, yet has been tempered by the extrattie tailure of monolithic glasses.
More recently, investigations of BMG-derived comipes have aimed at overcoming the
brittle failure of these glasses through incorpgorabf secondary phases. The
development of advanced materials has always bdded to increasing ductility at the
expense of strength, or vice versa. The ugeTfstabilizers as a low modulus, ductile

reinforcement of the glassy matrix has yielded toB§yIG composites. To date, these
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two-phase ductile, BMG composites have only beported in the extremely stable
BMG systems Zr-Ti-Cu-Be-Nb [81], and Ti-Zr-Cu-Bef¥42]. In both cases, the use of
large amounts of the expensive element, Zr, asagdlhe very expensive and potentially
toxic element, Be, are necessary to retain amorpktucture in the alloy. These two
elements are imperative for depressing the liquidogerature, and retarding the
kinetics of the alloy melt, thus enabling BMG fotina. A BMG composite exhibiting
tensile ductility has also been discovered in theAl-Cu-Ni system [160], however the
predominant element in this system, La (~70 at.i&g|so very expensive.

This work presents a new BMG composite with a fallyorphous matrix, in the
low cost alloy system, Ti-Ni-Si-Mo, which has beemforced with a Mo-stabilizefl -
Ti phase that imparts global plasticity, tensiletdity, and enhanced fracture toughness
to the overall composite by constraining shear @ongagation, such that deformation is
delocalized.

In bending, plasticity is greatly enhanced whendharacteristic dimensionpR
of the crack tip’s plastic zone exceeds ~D/2 [1@d]ere D is the sample thickness, and

Rp is a material length scale related to fracturgbmess according to:

Ry ~ (1/2m)(Kic/0,) (531
Rp is associated with the maximum spatial extensf@hear bands originating at
the crack tip; it is related to the maximum alloveatshear off-set along the shear band.
Kic is the fracture toughness for a mode one crackgqrs the yield stress [162, 163].
Rp ranges from ~1m to ~50@um on going from brittle to tough BMGs [119]. A Pt-

based BMG with R~ 50Qum exhibited significant plastic bending strain, ieisile
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ductility of less than 1% strain [65]. The rea$onthis unlikely result is due in part to
the fact that there are compressive and tensilesstiuring bending. Under compression,
an operating shear band is subject to a normaissthat results in frictional and closing
forces that both arrest shear band propagatiomacincate new shear bands in the glass.
Tension, though, is an unconfined stress statehinhwthe shear bands are subject to
opening stresses that enhance strain softeningtiofal forces are absent in this case,
and a propagating shear band lengthens until ¢avitaccurs within a slipping shear
band, resulting in a crack [164].

In order to promote tensile ductility and enhanfradture toughness, a means to
limit shear band extension during unconfined logdirequired. Microstructurally
induced shear band stabilization mechanisms caclieved by introducing
inhomogeneities in elastic or plastic material gries at a microstructural length scale,
S[81, 82]. In essence, a composite can be designetich shear bands initiate in the
amorphous matrix but get arrested by surroundigmpns of low shear modulus, ductile
material. Stabilization requires thHat Rp, where S refers to the spacing between
adjacent ductile dendrites occupied by the amorpmaatrix.

Cooling rate variations within arc-melted ingotslauiction cast rods of previous
BMG matrix composites resulted in a large variatiomter-dendrite spacings [77, 111].
Semi-solid processing was employed in this workdarsen and homogenize the
microstructure and precisely tune the microstradtiength scaleS to match the
characteristic plastic zone criterion and fulfiletrequirement for tensile ductility. The
alloy is heated to between the alloy solidus agdidius temperature. The glassy phase is

designed around a deep eutectic and is a highlgstadtie phase (¥ 1300K), while the
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B-Ti is more stable and melts at a much higher teatpee (T~ 1450K), resulting in a
large range in temperatures wherefRE may be coarsened, yet upon rapid cooling, the
molten phase can still be vitrified.

The omission of expensive alloying elements whisntaining high strength and
ductility in these alloys represents a monumeritgd ®orward in BMG composites, as the
low density and significant cost savings of thissr@mposition space presents endless

opportunities for commercial structural, aerospaoe biomedical applications.

5.3.3 Results and Discussion

To design a Ti-based BMG composite with enhancetildy, several criteria
must be met: (1) A glass forming system with arggroesistance to crystallization
must be identified for the matrix, (2) a 2-phasenustructure consisting of the glassy
phase and a low shear modulus dendrite must beedréaough careful compositional
tuning, (3) the microstructure must be coarsenedhamogenized by way of processing
to match the length scale of deformation in thegla

A low cost Ti-Ni-Cu-Si-Sn glass forming system wieinge GFA has been
previously reported by Cheney, Khalifa, and Vecdii0, 165]. Despite the very large
SCLR of this glass, it could not maintain its anaps structure in the presence of a
b.c.c.p-Ti phase; Cu- and Sn-rich crystalline phases meteout from the destabilized
matrix along the dendrite-matrix interface [166he starting point for the amorphous
matrix composite in the current study was basesimplifying the Ti-Ni-Cu-Si-Sn glass
forming system in order to prevent crystallizatiothe matrix. For this study,

constituent elements which formed deep binary éiatesomewhere in the Ti-rich
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composition space were chosen [150, 167] (witretteeption of Mo which only
accounts for 2 at% of the alloy). Each constitueas a large negative mixing enthalpy
with Ti; AHFENE = —140 kJ /mol, AHTE St = —211 kJ /mol, andAHTE MO =

—16 kJ /mol [168]. Furthermore, solute elements were seleatedrious atomic sizes,
to allow for an efficient topology to develop iretiglassy structure. Selecting Ni, Si, and
Mo, establishes three unique topological speciégwmay occupy unique sites in the
metallic glass structure as described by Mirad&'sctural model [24]. The matrix glass
in the current study omits Sn and Cu and, instetiiidzes Mo to enhance the GFA of the
alloy by creating greater atomic radius mismatclogrthe constituent atoms, in
accordance with Inoue’s empirical rules for BMGrfation [2]. A comparison of Ti-Ni-
Si ternary liquidus profiles illustrating the eftexf Mo on glass formation is presented in
Figure 5.3.1. Although the addition of Mo raisks tiquidus temperature significantly, it
broadens the glass forming composition space, aslgs glass formation towards more
Ti-rich compositions, which is useful for loweriagjoy density. A summary of glass
forming compositions is given in Table 5.3.1.

To design a two-phase composite structure, the (i) content was raised
relative to Si, and additional Mo (a potent isonampsB-Ti stabilizer [149]) was added
to promoteB -Ti formation in a Si-enriched glass-forming liduat elevated
temperatures. The optimized Mo-stabilifedi phase was successfully incorporated
into the glassy matrix through careful compositia@justments to the overall alloy and

precise semi-solid processing to tune the microsira.
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Figure 5.3.1. Liquidus profiles illustrating glaesmation in the (Ti-Ni-Si)-Mo alloy system. MoGat.%
in the ternary profile in (a), and Mo = 2 at.% in).( The white hashed region encompasses the glass
forming composition space in each profile.

To better convey the importance of microstructwades alloys of the
composition T4; Nis2.4Siz 9M02 3 Wwere subjected to three distinct semi-solid preicgs
conditions designed to yield markedly different mgtructures. Different heating time
and temperature was used to achieve the differembstructural states. SEM images of
the 3 states; SSP1, SSP2, and SSP3, are presefigdrie 5.3.2a, b, and c, respectively.
Analysis of these 3 microstructural states revetlatd SSP1 and SSP2 maintain an

amorphous matrix, while SSP3 contains a multi-pltag&tallized matrix.

Table 5.3.1. Glass transition JT crystallization (1), and liquidus (] temperatures of select glass
forming alloys from the (Ti-Ni-Si)-Mo alloy system.

Alloy Composition (at. %) Tqa(K) Tx(K) Ti(K) AT(K)

TizoNiseSin 663 710 1137 a7
TiaoNisaSia 651 693 1156 42
TiagNiazSisM0y 741 798 1315 57
Ti51NizgSigM02 757 827 1328 70
TisoNizsSiiiMo2 7 862 1352 85
TissNiz1Siz2Mo2 786 855 1394 69

TisgNiz7SizM02 761 811 1328 51
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Figure 5.3.2. Typical microstructures achievedirduisemisolid processing of shifNis» 4Sis MO0, 3 at (a)
85% power for 10 seconds followed by simultaneousisning off power to the induction coil and
guenching the sample with the top copper platee dlloy resulting from this first semi-solid prosew
condition will be referred to as SSP1 (b) 75% pofeerl5 second followed by simultaneously turnirffy o
power to the induction coil and quenching the samath the top copper plate. The alloy resultiryf

this second semi-solid processing condition will re¢erred to as SSP2, and (c) 70% for 15 seconds
followed by 10 additional seconds of heating alitevering the top copper block to promote crystaliian

of the matrix. The alloy from this condition wilk referred to as SSP3.
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The DSC curves in Figure 5.3.3 show a clearly resbplass transition in the
BMG composite, Tg1 Nis2 sSiz gM02 3. It should be noted that the SCLR is 69 K for the
composite, compared to 85K for the monolithic gliasm which this composite was
initially based. This large disparity comes abdwe to the variation in glass composition
arising during semi-solid processing. Smaller S@IaR been observed in moving from
monolithic glasses to BMG composites, and the redlutas been attributed to the
presence of heterogeneous nucleation sites atabg/grystal interface. In most cases,
however, the glass in the matrix has had the sayas The parent glass. The lower glass
stability of this Ti-Ni-Si-Mo glass forming systemglative to the Ti-Zr-Be-based systems
that have been successfully utilized in BMG comgassiresults in much more active
diffusion across the glass/crystal interface dupragessing, as well as a greater
dependence of SCLR on composition. The glass csitigpo changes during semi-solid
processing. While this highlights the broad conitpmsal range across which glass
formation is observed, small changes in the contiposof the glass have shifted thg T
from 777K for the monolithic glass up to 786K foetcomposite. The most important
aspect of Figure 5.3.3, though, is that theredlearly resolved glass transition in the
composite, meaning the matrix is, in fact, amorghiouhe presence of a second phase.

The XRD spectra presented in Figure 5.3.4 confirat the semi-solidly
processed composite has an amorphous matrix.clgas that the spectrum for the
amorphous matrix composite (Figure 5.3.4b) is @&mgsition of the signature b.c.c.
peaks of thg-Ti phase (Figure 5.3.4c) and the broad, featusddesnp of the monolithic

glass (Figure 5.3.4a). When crystallization do==ioin the matrix, the broad hump
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indicative of amorphous structure is not detectadobel numerous small peaks in addition

to the b.c.c. signature peaks corroborate thedbamorphous structure (Figure 5.3.4d).
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Figure 5.3.3. DSC curves of the BMG matrix compmsitis; Nis, Sis M0,z and its fully
amorphous matrix. gland T, for both alloys are indicated with arrows.
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Figure 5.3.4. XRD spectra of (a) the fully amorphomonolithic glass, (b) an ideally semi-solidly
processed BMG matrix composite £TiNig SisodM0,3) with a b.c.c.p-Ti phase embedded in the
amorphous matrix (SSP2), (c) the isolated b[g-€i phase, and (d) a BMG-derived composite (witd th
same composition as 5.3.4b) that has been sendiyspliocessed for too long, resulting in a destzdiion

of the glass into a crystalline matrix (SSP3).

Further SEM and EDS analysis was used to charaettre discerning features of
the bulk microstructure in each of the compositelse amorphous matrix composite,
SSP1 is composed of approximately 26 + 2 % glads/8nt 2 %B-Ti, while SSP2 is
composed of approximately 28 + 3 % glass and 72082Ti. These results were
obtained by analyzing the contrast in SEM imagEse results were also verified based

on crystallization enthalpies from the DSC curvefigure 5.3.3. The monolithic glass
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hadAHcyst = -37.93 J/g, while the amorphous matrix compdsit@AH.ys = -11.28 J/g.
Recall that crystal volume fraction can be cal@daising Equation 4.2-1. The ratio of
the crystallization enthalpies in Figure 5.3.3 aades approximately 70% of the
composite is crystalline material. Dendrite conippamss measured using EDS ranged
over Ti7.sdNis1-44511-3M02-4, While the glass matrix ranged ovegilgNizg 35Sig-13V01.-2.

In SSP1, dendrite size varied from=L10-40um, while inter-dendrite spacings varied
from S~ 1-5um. In SSP2, dendrite size varied frorr RO-80um, while inter-dendrite
spacing ranged from-$5-25um. In SSP3, dendrite size varied from R0-80um,

while inter-dendrite spacing ranged frorr 30-30um. However, the matrix has clearly
crystallized during the extended processing timghig condition. Notice that the
average dendrite size and spacing do not changdicatly between SSP2 and SSP3.
Dendrite coarsening is dictated by processing po@uenching, however, maintenance
of glassy structure in the matrix is only achiewdten heating is stopped prior to
lowering the quench block. The amorphous strudtutbe matrix is dependent on the
rapid cooling supplied by the quench block in theemce of an inductive field. The
rationale for selecting these specific processorgliions lies in matching the length
scales, L and S, with)R R, for the glass matrix can be estimated from its (KO
MPamY?for the monolithic glass TiNi535Si.1M0,) to be 5um. Since the span of
amorphous material between adjacent dendrites iseosame length scale ag R
microstructurally-induced shear band stabilizatielhoccur. Shear bands cannot extend

beyond the critical length scale,, Rvithout encountering a dendrite that will arrest
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deflect that shear band, thereby forcing new onemitleate, ultimately resulting in
global ductility.

Different processing conditions performed on thmesaomposition did not
significantly affect the volume fraction of the pestive phases, only the scale of the
microstructure. Composition dictates the volunaetion, and more effectively impacts
dendrite-dendrite spacing. Increasing the glaigwe fraction requires an increase in Ti
and Si, and a decrease in Ni and Mo. Given thafgigntly lower glass stability of Ti-
Ni-Si-Mo compared with Ti-Zr-Be glasses, the gldsstabilizes quickly as the
composition is changed.

One alloy from the Ti-Ni-Si-Mo system designed thiave higher glass fraction
is presented in Figure 5.3.5. The alloy in Figau®5 has the composition
Tisqa Nizg 1Sis4M01 8 It is obvious from the image th&{Ti has still been stabilized,
however, the compositional change necessary toth(eamount op-Ti that forms,
leads to a compositional change in the matrix,sarmbequent crystallization therein. In
contrast to the Ti-Zr-Be-Cu-Nb/V BMG compositesgh Ti-Ni-Si-Mo composites do
not contain any elements with complete insolubilitgither the glass or matrix; no one
element can be adjusted to directly and precisahyrol the glass volume fraction like
one can with Be in the Ti-Zr-Be-Cu-Nb/V composif8$, 142, 169]. This complicates
the precise tuning of the volume fraction for a i@mof reasons. First, very small
changes in composition can have a profound effe¢he microstructure. Secondly, the
instability of the glass necessitates adjustingctiemistry of multiple elements in the
alloy. While it seems logical to decrease the Mnotent in order to lower the volume

fraction of3-Ti, it is also necessary to decrease Si and Niectrjust to maintain an



174

appropriate morphology in theTi phase. However, even these subtle changes can
result in a loss of glassy structure in the matéxljusting a single constituent without
considering the others typically led to rapid cajlstation of the matrix upon cooling,
such that nanocrystalline structure was bypasse@aoarse multi-phase matrix
resulted. In Figure 5.3.5, the matrix accounts3f@# of the alloy, while thg-Ti
accounts for 61%. Once again, variation of the@ssing conditions only leads to a
coarsening of the microstructure, but the matriburree fraction was exclusively

controlled by the composition of the alloy.

Intensity (a.u.)
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Figure 5.3.5 Semi-solidly processeds;FNisg 1Siy M0, ¢ BMG-derived composite with nanocrystalline
matrix. The inset shows additional peaks in thedXdpectrum indicating crystallization in the matrix

Compressive stress-strain curves for the alloy®1SSSP3 are shown in Figure
5.3.6. For SSP1 and SSP2, which contained an dimespmatrix, yield stress, = 990

+ 30 MPa, is about the same. This suggests tbhtipg is not a function of
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microstructural scale, but rather, volume fractoéhe glassy matrix. The dependence
of yield stress on matrix volume fraction has beeted before in amorphous matrix
composites [81, 142], and nanocrystalline matrimposites [170], as well. SSP3
exhibits a lower yield stress, = 870 + 25 MPa, and significantly less elasticiatral he
loss of amorphous structure in the matrix leadbemotable drop off in elastic strain,
from 2.7 = 0.2 % for amorphous matrix composites].B + 0.2 % for a composite with a
crystalline matrix. The large elastic strains masphous matrix composites are
attributed to large free volume, which is locketbithe glass upon solidification from the
liquid state [171]. Large free volume permits mgeoverable atomic rearrangement to

occur during deformation.

Table 5.3.2. A summary of all relevant mechaniaal material properties in the semi-solidly
processed BMG composites SSP1, SSP2, and SSP3, widtth nominal composition
Tis1.Nis.Sis M0, 3. Data for the monolithic glass,sINissSi;Mo,, as well as equi-atomic Nitinol, and
Ti 6/4 are included for comparison.

Mechanical and material properties: Comparison of Tis; 4Nis;.4Sis 9Mo0,3 BMG composites to current alternatives

p E G v Kic Gy, com  E€y,com  Omax,com  Etot,com  Oyten  Eyten  Omaxten  Stot,ten

Alloy (g/cm®)  (GPa) (GPa) (MPam?)  (MPa) (%) (MPa) (%) (MPa) (%)  (MPa) (%)
SSP1 5.9 90.9 334 0.362 33.1 995 2.7 2331 25.7 1241 1.2 1390 2.2
SSP2 5.9 92.8 34.1 0.358 38.7 990 2.8 2462 28.8 1382 1.4 1425 3.4
SSP3 6.0 106.7 39.5 0.352 24.3 870 1.8 2047 15.5 1156 1.0 1171 1.0
Tis,NizsSi;sMo, 5.5 107.0 38.9 0.374 9.6 - - 1848 3.1

NiTi [172] 6.5 ~75 ~25 ~3 39.2 470 13 2110 19.2 560 1.1 960 15.5
Ti 6/4 [149] 4.4 113.8 43.9 0.330 43.0 950 3.9 1750 21.1 1100 1.0 1170 10.0

The spatial confinement of the matrix phase byaajadendrites constrains
shear band propagation in each of the BMG-deriwedposites. The result of this shear
band confinement is a significant increase in casgive plasticity. In looking at the
plastic deformation, the amorphous matrix compediehave similarly to one another,

while the crystalline matrix composite exhibitsrsfgcantly less total strain to failure.
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SSP3 exhibited a total strain to failuges 15 £ 2% and maximum strengthyax = 2050
+ 40 MPa. The retention of amorphous structutématrix produced substantial
plasticity enhancement; SSP1 failed at a maximuemgth,cmax = 2330 + 30 MPa with
total strain to failureg; = 26 £ 2%, while SSP2 exhibited total strain tduieg, ;= 29
2% and maximum strengtbmax = 2460 £ 60 MPa. To date, no other BMG, or BMG-

derived composite has demonstrated such extenlsisggstrain coupled with high

mechanical strength.
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Figure 5.3.6. Uniaxial compressive stress-strairves for the amorphous matrix composites, SSP1 and
SSP2, and the crystalline matrix BMG-derived conteo$SP3.

To better explore the evolution of plastic defation in these composites, a

series of compression tests were performed on S82he deformation was analyzed
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after varying degrees of plastic strain. The romamerals on the stress-strain curve in
Figure 5.3.7a denote the degree of plastic stogierenced by the specimens in each
test; namely | is 5%, Il is 10%, Il is 15%, IV 28%, and V is to failure, which in this
case was 28% total strain.

Figure 5.3.7b shows the deformation in the allitgr&% total strain (2.1%
plastic strain). Shear bands have nucleated oma#i Eaction of the outer sample
surface; the vast majority of the sample surfaceveldl no signs of deformation. Shear
bands form and propagate parallel to one anotheughly 45 to the load axis, which is
typical of Ti-based BMGs [60]. Propagating sheamds pass through dendrites,
deflecting slightly at the glass-dendrite interfadéne shear bands nucleate at the glass-
dendrite interface, while termination occurs withidendrite. The termination of a shear
band sometimes leads to the nucleation of a near $faad along the same trajectory.
These shear bands had an average spacing of @@80 he yield stress of these
composites is significantly lower than the monadithlass, indicating that the dendrites
are deforming when the overall composite yieldsthB.omponents of the composite
alloy account for plasticity enhancement; the deeslithemselves are yielding, while
their presence also delocalizes the strain in ldgsgnatrix by forcing more shear bands
to nucleate.

Figure 5.3.7c depicts the outer surface after 1@ strain. The shear band
spacing has decreased to roughly 20m0 Additionally the shear bands have extended
further along the sample, and occupy more of tleealvsample surface. The increased

shear band density permits greater strain accomimoda
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After 15% total strain, several interesting neatfees arise. Primary shear band
spacing remains roughly 20n, but the formation of secondary shear bands,qgaing
along intersecting trajectories with the primargahbands, have formed. Secondary
shear bands are spaced roughjynwbapart. This added feature of the deformation
accommodates significantly more strain, and setivelelocalize the deformation. The
impetus for secondary shear band formation has &tbelouted to work hardening within
the dendrites. The work hardening is the resu#ipfband formation and dislocation
movement within the dendrite [122, 152, 153]. Be tendritic phase hardens, each
dendrite imposes a greater obstacle to primaryrs¥eeal propagation. In turn, this
forces the nucleation of secondary shear bandsliéncreasing global plasticity.

After 20% total strain, primary and secondary shx@ads cover nearly the entire
outer surface in order to accommodate all of tHerdeation. The continued work
hardening observed in the overall stress-strainecisrthe result of extensive slip band
formation within the dendrites. A good examplesiyh within a dendrite can be seen in
Figure 5.3.7f. When a shear band encounters &hadddendrite, its propagation is
arrested or deflected. Notice that after 20% tsti@in, many of the shear bands appear
wavy. This is the result of greater deflectiortre shear bands at the glass-dendrite
interface, induced by the work hardened b.c.c. @h#@s a shear band is deflected, it
loses energy, and enhances the likelihood of dbesadt arrest upon subsequent
interaction with a dendrite. The only way for iy to accommodate more
deformation, is by nucleating new shear bandsestimg of shear bands within the
dendrites at 20% strain leads to different beha¥ian what is observed at lower strain.

Unlike shear band nucleation after 5% total stradmich occurred along the same



179

trajectory as the arrested shear bands, the niarieztnew shear bands in the presence
of hardened dendrites occurs along a differenédtajy. The result is domains of shear
bands propagating along different directions. ldaedl dendrites are better able to fully
arrest shear band propagation, and prevent staeefer back into the matrix along the
direction of propagation. The prevention of sheamsfer across the glass-crytsal
interface ultimately increases shear band dereity,thus, plasticity. Lastly, the first
signs of micro-cracking in the glassy matrix carobeerved after 20% total strain. Inter-
dendritic cracks were observed in several placab®sample surface. An example is
shown in Figure 5.3.7f. Notice that the cracksarested as soon as they interact with a
dendrite.

Fracture occurred after 28% total strain. It carseen in Figure 5.3.7g, that the
shear band density is even greater than at 20%a.sffaere is a large amount of
impingement and interaction between intersectinmany and secondary shear bands.
The larger contrast observed along primary shead$s indicative of significant shear
off-set occurring; material on opposing sides ef pnimary shear band slide away from
one another. The high magnification image in Fegou3.7h shows primary shear band

spacing of 5-1um and secondary shear band spacing of less tham 1
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Figure 5.3.7. Shear band evolution on outer surfddés; Ni. sSiz M0, 3(SSP2) samples during stepwise
compressive loading. The stress-strain curve inigdpbeled with numerals I-V corresponding to the
images in (b)-(h), where (b) is 5% total strair),i§c10% total strain, (d) is 15% total strain, iEeP0% total
strain, (f) is a hi magnification image of the 2@¥ain condition showing shear band deflection enaatk
arrest at the glass-crystal interface, and (gB# 2otal strain. The sample failed at 28% totediat The
image in (h) is a high magnification view of thet@usurface of the sample taken near the fracunface.

The interaction of primary and secondary shear basdpparent from the shear steps near intersectio
points. Large white arrows indicate primary shbands, small black arrows indicate secondary shear
bands, and small white arrows indicate slip bands.
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IV (hi mag)

Figure 5.3.7 continued

Notice that primary shear bands propagate appmabeiynparallel to the fracture
surface. Note also the step-like pattern formedhmar off-sets at the intersection of
primary and secondary shear bands. At these @uisoas, compound shear off-set
resulting from the interacting shear bands resualt8scontinuities in the primary shear
bands. The cumulative sum of primary and seconslaegar band formation, shear band
arrest and deflection, slip band formation, workdeaing, and inhibition of shear and
slip transfer, result in delocalization of the strand benchmark global plasticity in the

BMG composites.
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Plane strain fracture toughness measurementspeei@med on each of the 3
composites. k measurements were obtained from 4 point bendstg feerformed on 3
mm thick plates in accordance with ASTM standartise fracture toughness results, as
well as a summary of all mechanical and materiaperties of the BMG composites are
presented in Table 5.3.2. Compared to the momoliflass, TisNiz1Si;oMo,, the
amorphous matrix composites show a remarkableasera fracture toughness of nearly
400%. SSP1 and SSP2 hag K33.1 + 2.8 MPa*f?, and Kc = 38.7 + 1.7 MPa*ri{?,
respectively. This enhanced fracture toughnessngarable to Ti-Zr-Cu-Be-V BMG
composites containing 15 at% Be [142]. SSP3 Haalcéure toughness of K~ 24.3 £
3.2 MPa*nt”,

While the mechanism responsible for this toughees&incement again has to do
with the optimization of microstructural and mecicahlength scales, another important
phenomenon is at play. Toughness enhancemeneasitetductility are achieved only
when the shear modulus (G) of the dendrite is Idvan G of the glass [81]. Shear
bands have previously been likened to mixed moaeksrby Hofmann [142] . In this
scenario, an operating shear band at the intebf@iveeen dissimilar elastic materials will
be attracted to and penetrate the inclusion ittedurs’ parametex = (Gyendrite—

Gmatrix) / (Gdendritet Gmatriy) < 0 [173]. For a positive, the shear band will be deflected
away from the inclusion and any crack forming witthe matrix will extend without
constraint, en route to failure. A penetratingashzand will be arrested within the
inclusion because deformation within the inclugmatabilized by slip-induced work
hardening, or the shear band will lose energy passes through a dendrite. Greater

toughness was observed in SSP2 compared with S&RLide the larger b.c.c. dendrites
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more effectively arrest propagating shear banddewiie finer scale b.c.c. phase in SSP1
is more prone to shear band and crack transfenghrthe -Ti phase; large-Ti
microstructure provides better shear band arresteack blunting capabilities. Using
Table 5.3.2, the shear modulus for the dendritkeisrmined by a simple rule of
mixtures, such that =~ -0.1 for both SSP1 and SSP2. Due to the mults@imature of

the matrix in SSP3, it is difficult to accuratelglculate its Dundurs’ parameter. Brittle
silicides, and the formation ofTi in the matrix lead to crack propagation throtlyé
matrix, such that the deformation cannot be asiefitly accommodated by the low
modulus dendrites (the b.c.c. phase in SSP3 hatirilea same composition as the b.c.c.
phase in SSP1 and SSP2). For comparison, a teedZ&-based BMG composite had
o~ -0.07 [81, 169]. Figure 5.3.7f is a good exangdlboth shear bands and
microcracks arresting as they encounter a ductiteldte; even those microcracks and
shear bands that are deflected by dendrites gettad as they encounter adjacent
dendrites. When shear bands evolve into crackenmposites meeting the Dundurs’
criterion, propagation of the cracks is arrestedavzcascade of interactions. Figure 5.3.8
is a descriptive example of the various mechanasmgork. Several domains of shear
bands are propagating along different trajectoaas, each of the shear bands arrests
within a dendrite. Copious slip can be seen witheamajority of the dendrites.
Numerous inter-dendritic cracks spanning only glsinlendrite-dendrite spacing can be
observed. A few of the microcracks have evolvedl giopagated, exhibiting a “tortuous
path” crack morphology. This is a highly energétion of crack propagation wherein
the crack must navigate around inclusions. Howewwee the crack encounters a

dendrite head-on, it penetrates into or througtdgrerite, which absorbs the crack’s
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energy, andypon subsecent interaction with an adjacent dendrite, the kcra@rrested.
This type of circuitous crack path has been seemumerous metallic and biologic

compositeexhibiting good fracture toughn¢ [174, 175].

Figure 5.3.8. Bekscatter electron image of deformation modes iRZ3ncluding dendrite penetratil
shear band arrest, tradendritic shear bands, in-dendritic slip, interdendritic microcracks, int-
dendriticcrack arrest, and tortuous path crack morpho

Figure 5.3.9isplays SENMmicrographs of the fracture surface of SSP2 ¢
compression testinglTherough overall fractte surface shown in Figure 5.a is
indicative of ductile failure. Two distinct fracimorphologie can be observe:
dendritic fractue features (1), anglass fracture features (1A magnified view of
fracture in the dendrttiphase is shown in Figure 5.b. The plateau and led
morphology is the result of s-induced cleavagalong certain crystallographic plau.
These cleavage stepgaommonl described as “river patterns,” wherein finer st
merge into larger onesSimilar fracture morphology has been observed -based-Ti

reinforced,nanocrystalline matr composites and bimodal Ti allojg22, 170, 17¢€, and
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is a common fracture feature of b.c.c. phases [1Vé]n-like fracture features are
enlarged in Figure 5.3.9c, and correspond to fraadfithe metallic glass matrix. Vein-

like patterns are a typical feature of glass frac{f, 178-180].

10 pm
‘TSNM7 SSP2 fracture surface

10 pm
ITSNM7 SSP2 fracture surface

Figure 5.3.9. (a) Overview of SSP2 4 pt. bend danimcture surface. | and Il mark the two
morphologically distinct fracture mechanisms. Athigagnification image of region | depicts dendrite
fracture in (b), and a high magnification imageeagion Il depicts glass fracture in (c).



186

It is somewhat counter-intuitive that vein-liketggans arise in metallic glass
fracture because it is a morphological featureustite failure. But failure in metallic
glasses occurs within an operating shear band [BB§ material within the shear band
behaves like a low viscosity liquid trapped betwaea solid plates, and exhibits traits of
perfectly plastic behavior [38, 181]. Despite thet that metallic glasses exhibit little or
no plastic strain globally, the fracture surfachkibits vein-like patterns because failure
occurs within a shear band where perfectly pldstitavior is observed. This argument
also explains why increasing shear band densitytseim enhanced ductility.

To date enhanced plasticity has been observesl/aral Ti-based BMG-derived
composites containing nanocrystalline matrices,éw@wnone of these alloys has
demonstrated tensile ductility. Tensile ductitigs been elusive because a means to
precisely control the microstructure was not ircplaThe development of semi-solid
processing in this work permits the control necgstaproperly match microstructural
and mechanical length scales such that tensiléiubes been achieved.

The tensile stress-strain curves for SSP1, SS®@S8R3 are presented in Figure
5.3.10. The marquee alloy of this study, SSP2ibétsH3.5% tensile strain. This is the
first report of tensile ductility in a non-Be comtizng Ti-based amorphous matrix
composite of any kind. The alloy still exhibitpigal bulk metallic glass traits like high
yield stressd¢y = 1382 MPa) and large elastic straap£ 1.4 %). However the optimally
coarsened microstructure prevents shear bandsrapiaily extending, and evolving into
cracks. The shear band extension is confineddyithensions of the glassy matrix
between adjacef-Ti dendrites. As shear bands are arrested, new st form to

accommodate the strain, resulting in a delocabmadf the deformation and global
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ductility. Shear band extension is much fastamoonfined loading conditions such as
tension, so lower ductility is generally observedensile conditions versus compression.
Shear band extension is also faster in more bgtisses. Tensile ductility of 9.8% has
been reported for §iZri15V10CwBg; an amorphous matrix composite with nearly
identical microstructural features as the SSP% d#atured in this work [142]. The
discrepancy in the tensile ductility has to do with fracture toughness of the matrix
glass. Although both alloys were designed to matodamental microstructural and
mechanical length scales (i.e. hays=F5), the significantly higher fracture toughness of
the Ti-Zr-Be-Cu matrix glass (K~ 40 MPam"?) results in a significantly larger critical
shear band extension length,~R90 um. By comparison, the matrix glass in this study,
TissNizSi1oMo, has Ke ~ 10 MPamY? and a corresponding critical shear band extension
length of only 5um. While careful processing enabled the fabricatiballoys with
dendrite-dendrite spacings on the same length asélf; there was very little margin for
error. Conversely, §iZri1sV10CwBg has similar dendrite spacings yet the criticabshe
band extension length is far greater than the gedength a shear band actually extends
in the alloy. Since shear bands are operating lveddlw their critical extension limit in
Tie2Zr15V10CWBy, tensile ductility is more greatly enhanced. Ha Ti1.Nig2 sSis oM02 3
alloys of this study, the dendrite-dendrite spadiag been minimized, but the glass is so
brittle that the critical shear band extension thng still almost identical to, if not
exceeded by the dendrite-dendrite spacing, ingigdtiat many shear bands can in fact
reach the critical extension length after whichythey evolve into a crack. Nonetheless,
it is the first observation of tensile ductility &am alloy system capable of glass formation

without the use of beryllium.
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Figure 5.3.10. Tensile stress-strain curves fgy Nii4» 4Sis M0, 3 processed according to three different
processing conditions to yield alloys SSP1, SSRd8,2SP3. Only alloys featuring an amorphous matrix
exhibited tensile ductility (SSP1 and SSP2). Gmetnsile ductility has been observed in SSP2 useca

the larger3-Ti microstructure is better able to arrest sheardopropagation compared with the finer scale

B-Ti in SSP1.

5.3.4 Conclusion

Precise compositional design and novel procegsititniques have permitted the
design of high strength amorphous matrix composixésbiting enhanced ductility and
fracture toughness. The development of low cdsyswith large GFA across a broad

compositional spectrum provided a reliable candidatserve as a stable glass matrix in a
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BMG composite material. A ductifgTi phase was incorporated into the glass matrix
through careful compositional tuning and the addivf theB-Ti stabilizing element
molybdenum. Th@-Ti phase was coarsened and homogenized via sdichipsocessing
such that shear band extension was limited anih st@s delocalized in the alloys. The
resultant material demonstrates benchmark compeedsictility, and the first

observation of tensile ductility in a non-beryllisantaining Ti-based BMG composite,
as well as fracture toughness far exceeding thiés phrent glass. The enhanced
mechanical properties demonstrated by these neanadd composites exceed that of
current titanium alloy alternatives, and theref@present a monumental step towards
applying BMG composites as structural materialadwanced aerospace and aeronautics

applications.



Chapter 6: Conclusion

This work represented a stepwise evolution tow#rdslevelopment of low-cost,
toughened BMG composites. Through modeling, desigth experiment, several new
metallic glasses were developed. Thorough theraralyses were conducted to
characterize the stability of these glasses, andelnprocessing techniques were
developed in an attempt to deploy the impressivehawgical properties of BMGs in a
more useable form. The final results presented dstrete an in depth understanding of
all aspects governing metallic glass formation BMI5 composite design, and introduce
a material with a combination of strength and towegs rivaling the best conventional
alloys currently available. The realization of least toughened BMG composites was
critically dependent on the lessons and knowledgeeg from the experiments leading
up to its development. In the following paragraph$rief summary of the significant
findings of this work is given.

The crystallization phenomena of two new, low cdst;based BMGs (kg
xC10BoM07:xCrsW3  and FeCyB1:M01,CrsW3) have been extensively studied.
Deuvitrification experiments have unveiled a depewgeof mechanical hardness on free
volume annihilation in structurally relaxed glagaurthermore, these heating experiments
have led to identification of the phases nucleafimgn the destabilized glass, and a
correlation between hardness enhancement and pbaggosition has been established.
It has been determined through cooling rate expmrimmthat a FCoB1:M01,CrgWs

amorphous alloy cooled slowly from the molten stakhibits the same exact phase

190
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nucleation as kgCyB11M01:,CrsW3 devitrified above its highest crystallization
temperature.

A novel processing technique called semi-solid @sstg was developed to
precisely tune the microstructure of the compositéswer-modulated induction melting
coupled with variety of quenching geometries petiretversatility to coarsen second
phase particles while maintaining a glassy or neystalline matrix.

The low cost iron-based glass presented in thi&wwhibits tremendously high
strength, however the high metalloid content ldadsarbide and boride formation in all
Fe-based composites. The stability of these diiysaghases presents an
insurmountable obstacle to global ductility becahsy are such brittle phases. Even
when a ductile phase was successfully incorporiatedhe alloy, the crack propagates
through the brittle phases without deforming thetidieiphase. Tuning the
microstructure in these Fe-based glasses througkrpmodulated induction heating did
result in marginal gains in fracture toughnessyel as a significant enhancement in
mechanical hardness.

The low cost titanium based glassygNis2CusSisSny presented in this work was
successfully utilized to form &Ti reinforced amorphous matrix composite in small
geometries. As the sample size increases, the heaomes destabilized, and a
nanocrystalline matrix results. The nanocrystallimatrix,3-Ti reinforced BMG
composite exhibits significantly enhanced plastjais well as dislocation-slip-derived
work hardening behavior. The nanocrystalline matrowever is extremely brittle, and

does not facilitate enhanced tensile ductilityracfure toughness.
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A Ti-Ni-Si-Mo glass was also developed, with theeimt of simplifying the
crystallization mechanism at the matrix-dendriteliface, thus promoting the retention
of amorphous structure. This simplified glasd deéimonstrates good glass stability, and
led to the successful development of an amorphaigxrcomposite through semi-solid
processing. This new BMG composite representfirgtenon-Be, non-Zr containing
alloy of its kind. Extensive studies detailing theformation mechanism reveal a marked
jump in compressive plasticity over nanocrystalimatrix, BMG-derived composites, as
well as a nearly 400% increase in fracture toughoesr the monolithic glass, up to 40
MPa*m"2. This alloy also demonstrates 3.5% tensile dtitilue to the optimization of
microstructural and mechanical length scales. miweostructure must be designed to
optimally arrest and deflect shear bands, thuscdélong the strain and allowing global
ductility. The size and spacing of the reinforcthgetile phase has a profound effect on
mechanical properties, and this spacing is depengem the composition of the glass.
The achievement of enhanced ductility and fractoughness is low-cost BMG
composites without sacrificing strength represémtsdawn of a new, and potentially

useful class of structural materials unrivaled bgrent alternatives.



Chapter 7: References

1. Klement, W.J., R.H. Willens, and P. Duwez, Nafuir960187: p. 869-870.

2. Inoue, A., inTrans Tech Publicationd998: Switzerland.

3. Johnson, W.L., Materials Science Forum, 1226-227: p. 35-50.

4. Inoue, A., B.L. Shen, and C. C.T., Intermetalli200614: p. 936-944.

5. Wang, H., C. Dong, and C.H. Shek, Materials i8®e% Engineering R, 2004.

44: p. 45-89.
6. Johnson, W.L., iMetastable phasel994, John Wiley & Sons.
7. Johnson, W.L., 19924: p. 42-56.

8. Geng, J.-y., et al., Transactions of Nonferfdasals Society of China, 2007.
17(5): p. 907-912.

9. Jiang, Q.K., et al., Acta Materialia, 2063(13): p. 4409-4418.

10. Pemberton-Pigott, N., et al., Journal of Ursitgrof Science and Technology
Beijing, Mineral, Metallurgy, Material, 20074(Supplement 1): p. 26-30.

11. Wang, Z.X., R.J. Wang, and W.H. Wang, Mateligters, 200660(6): p. 831-
833.

12.  Wei, Y.X,, et al., Materials Letters, 20@89(8-9): p. 945-947.

13.  Oak, J.-J. and A. Inoue, Journal of Non-Criis&lSolids, 2008354(17): p.
1828-1832.

14. Komatsu, T., Journal of Non-Crystalline Soliti895.185: p. 199-202.
15. Peker, A., iMaterials Science and EngineerintP94, Caltech: Pasadena, CA.
16. Hu, Y., et al., Materials Science and EngimepA, 2006.375-377: p. 297.

17. Busch, R., Y.J. Kim, and W.L. Johnson, J. Applys., 199577(8): p. 4039-
4043.

18. Duwez, P. and R.H. Willens, Trans. Met. SodVE] 1963.227: p. 326.

19. Lu, I.R., et al., Journal of Non-Crystallinelils, 1999.250-252(Part 2): p. 577-
581.

193



20.

21.

22.

23.

24,

25.
26.
27.

28.

29.

30.
31.
32.
33.
34.
35.
36.
37.
38.
39.

40.

194

Inoue, A., Acta Materialia, 20048: p. 279-306.

Cheney, J. and K. Vecchio, Materials Sciencetamgineering: A, 200A471(1-
2): p. 135-143.

Cowley, J.M., eDiffraction Physics 1995, Elsevier Science, B.V.

Miracle, D.B. and O.N. Senkov, Materials Sceeaad Engineering A, 2003.
347(1-2): p. 50-58.

Miracle, D.B., et al., Materials Science andjieeering A, 2004375-377: p.
150-156.

Cohen, M.H. and D. Turnbull, Nature, 19689: p. 131-132.
Turnbull, D., Contemporary Physics, 196@.p. 473.

Cheney, J. and K. Vecchio, Materials ScienceEamgineering: A, 2008192(1-
2): p. 230-235.

Khalifa, H.E., J.L. Cheney, and K.S. Vecchi@tbfials Science and Engineering:
A, 2008.490(1-2): p. 221-228.

Senkov, O.N. and D.B. Miracle, Journal of Narystalline Solids, 2003817(1-
2): p. 34-39.

Desre, P.J. iNlaterials Research Societ{999.

Marcus, M. and D. Turnbull, Materials Scient@76.23: p. 211.

Ma, H., et al., Applied Physics Letters, 2085.p. 181915.

Davies, H.A. and B.G. Lewis, Scripta Metalb,75.9: p. 1107.

Fan GJ, L.J., Wunderlich RK, Fecht HJ, Actadvialia, 200452: p. 667-674.
Fu, H.M., et al., Journal of Alloys and Compdsin2008458(1-2): p. 390-393.
Lu, Z.P., et al., Scripta Materialia, 20@2(7): p. 667-673.

Egami, T., Journal of Alloys and Compounds,72d34-435: p. 110-114.
Argon, A.S., Acta Metallurgica, 1978¢: p. 47-58.

Masuhr, A., et al., Phys Rev Lett, 1992. p. 2290.

Mukherjee, S., et al., Acta Materialia, 2082(12): p. 3689-3695.



41.
42.
43.
44,

45.

46.
47.

48.

49.

50.

51.

52.

53.
54.
55.
56.

57.

58.

59.
60.

195

Egry, I., et al., Applied Physics Letters, 1988 p. 462.

Tsang, K.H., S.K. Lee, and H.W. Kui, J. ApgtyB., 199170: p. 4837.
Cohen, M.H. and G.H. Grest, Phys. Rev. B, 19@9p. 1077.

Chow, K.C., S. Wong, and H.W. Kui, J. Appl. BRyL99374: p. 5410.

Lu, I.LR., G.P. Gorler, and R. Willnecker, AgaliPhysics Letters, 20020: p.
4534,

Ohsaka, K., et al., Applied Physics Letter§7190: p. 726.
Angell, C.A., Science, 199867: p. 1924.

Fan, G.J., H. Choo, and P.K. Liaw, Journal ohfCrystalline Solids, 2005.
351(52-54): p. 3879-3883.

Hammond, H., M. Houtz, and J. O'Reilly, JoufaNon-Crystalline Solids,
2003.325: p. 179-186.

Haruyama, O. iAdvanced Intermetallic Alloys and Bulk Metallic &das, 6th
International Workshop on Advanced Intermetallid &etallic Materials 2007.

Haruyama, O., et al. Materials Science and Engineering: A. Proceedinghe

12th International Conference on Rapidly Quenchedl&astable Materials
2007.

Kissinger, H.E., Journal of Research of thadwal Bureau of Standards, 1956.
57(4): p. 2712.

Chen, Q.J., et al., Journal of Alloys and Coumats, 2006407(1-2): p. 125-128.
Inoue, A., et al., Acta Materialia, 20@B(14): p. 2645-2652.

Flores, K.M. and R.H. Dauskardt, Acta Mateaa00149(13): p. 2527-2537.
Spaepen, F., Acta Metallurgica, 1925(4): p. 407-415.

Inoue, A., B.L. Shen, and C.T. Chang, Acta Malie, 2004.52(14): p. 4093-
4099.

Steif, P.S., F. Spaepen, and J.W. Hutchinsota Metallurgica, 19820(2): p.
447-455.

Choi-Yim, H., et al., Acta Materialia, 199%/(8): p. 2455-2462.

Zhang, W.G., et al., Materials Science and awgjing A, 2009516: p. 148-153.



61.
62.

63.

64.

65.
66.

67.

68.

69.
70.
71.

72.

73.

74.

75.
76.
77.

78.

196

Conner, R.D., et al., Acta Materialia, 2082.. p. 2429.

Sergueeva, A.V., et al., Materials Sciencekamgineering A, 2004383(2): p.
219-223.

Keryvin, V., Acta Materialia, 20035(8): p. 2565-2578.

Jana, S., et al., Materials Science and EngiieA. Eleventh International
Conference on Rapidly Quenched and Metastable MBEeP004375-377: p.
1191-1195.

Schroers, J. and W.L. Johnson, Phys Rev L@d4.23: p. 255506.
Nieh, T.G. and J. Wadsworth, Scripta Materj&{206.54(3): p. 387-392.

Inoue, A., Y. Kawamura, and Y. Saotome, Mateistience Forum, 199233-
234: p. 147.

Flores, K.M., W.L. Johnson, and R.H. Dausk&8dtjpta Materialia, 2003.
49(12): p. 1181-1187.

Hess, P.A. and R.H. Dauskardt, Acta Materi@@f4.52(12): p. 3525-3533.
Suh, D. and R.H. Dauskardt, Scripta Materi@@00.42(3): p. 233-240.

Hess, P.A., B.C. Menzel, and R.H. Dauskardip&cMaterialia, 200654(3): p.
355-361.

Wang, G.Y., et al. imtermetallic: Intermetallic and Advanced Metallic
Materials - A Symposium Dedicated to Dr. C.T. Bx§ March 2003, San Diego,
CA, USA 2004.

Lowhaphandu, P., S.L. Montgomery, and J.J. bela/ski, Scripta Materialia,
1999.41: p. 19.

Zhang, Z.F., J. Eckert, and L. Schultz, Metgiltal and Materials Transactions
A, 2004.35A.

Menzel, B.C. and R.H. Dauskardt, Acta Matesigh00654(4): p. 935-943.
Chen, M., et al., Physical Review Letters, 2086(24): p. 245502-4.

Hays, C.C., C.P. Kim, and W.L. Johnson, Phy$&eaiew Letters, 200(4(13):
p. 2901 LP - 2904.

Conner, R.D., R.B. Dandliker, and W.L. Johngketa Materialia, 199846(17):
p. 6089-6102.



79.
80.

81.

82.

83.
84.
85.
86.

87.

88.

89.
90.

91.
92.
93.
94.
95.
96.
97.
98.
99.

197

Wang, J., et al., Advanced Engineering Mater200810: p. 46.

Courtney, M.H.Mechanical Behavior of Materialed. I. McGraw-Hill
Company. 2000.

Hofmann, D.C., et al., Nature, 20@81: p. 1085.

Liang, J.Z. and R.K.Y. Li, Journal of AppliedliAmer Science, 20007: p. 409-
417.

Long, Z.L., et al., Intermetallics, 2005: p. 1453.
Pang, S.J., et al., Corrosion Science, 2002%. 1847.
Makino, A. and A. Inoue, JIM, 20081: p. 1471.

Evteev, A.V., A.T. Kosilov, and E.T. Levtchenl&cta Materialia, 2003(51): p.
2665.

Chen, Q.J., et al., Materials Science and Erging: A, 2005402(1-2): p. 188-
192.

Lu, Z.P., C.T. Liu, and W.D. Porter, AppliedyBlts Letters, 20083(13): p.
2581-3.

Lu, Z.P., et al., Physical Review Letters, 2@2424): p. 245503/1-4.

Ponnambalam, V., S.J. Poon, and G.J. Shiflatnal of Materials Research,
2004.19(5): p. 1320-1323.

Ponnambalam, V., et al., Applied Physics Le}t200383(6): p. 1131-1133.
Poon, S.J., et al., Journal of Non-Crystalioeéds, 2003317(1-2): p. 1-9.
Shen, T.D. and R.B. Schwarz, Applied Physidtekg, 199975(1): p. 49-51.
Hu, Y., et al., Materials Letters, 20@6: p. 1080-1084.

Gan, Z.H., et al., Scripta Materialia, 2083. p. 1543-1547.

Soliman, A., et al., Thermochimica Acta, 20013: p. 57-62.

Yang, Y.J., et al., Journal of Alloys and Comnpads, 2006415 p. 106.
Stoica, M., et al., Journal of Alloys and Compds, 2007434: p. 171.

Zhang, T. and T. Masumoto, Journal of Non-Gilise Solids, 1993(473): p.
156-158.



100.

101.

102.
103.
104.

105.

106.

107.

108.
109.
110.
111.

112.

113.

114.

115.

116.

117.

118.

198

Schroers, J., et al.froceedings of the 12th International Conferencérapidly
Quenched & Metastable Material2007: Materials Science and Engineering: A.

Wall, J.J., et al., Materials Science and B@gjiing: A, 2007445-446: p. 219-
222.

Yamasaki, T., et al., Intermetallics, 2008.p. 1102-1106.
Grabias, A., et al., Materials Science andra®ging A, 2006.
Li, H.X., K.B. Kim, and S. Yi, Scripta Matelim 2007.56(12): p. 1035-1038.

Cullity, B.D. and S.R. StockJements of X-Ray Diffraction, Third Editio2001.:
Prentice Hall.

Shapaan, M., et al., Materials Science andngegng A, 2004(375-377): p. 785-
788.

Shapaan, M., et al., Materials Science andnéegng A, 2004(375-377): p. 789-
793.

Igbal, M., et al., Materials Letters, 2006(G0)662-665.
Dmowski, W., et al., Materials Science andiiegring A, 2007.
He, G., et al., Acta Materialia, 2082(10): p. 3035-3046.

Szuecs, F., C.P. Kim, and W.L. Johnson, Acitekfialia, 200149(9): p. 1507-
1513.

Olofinjana, A.O. and K.S. Tan.Jdournal of Materials Processing Technology
Advances in Materials and Processing Technologdigly, 30th - August 3rd 2006,
Las Vegas, Nevad2007.

Loser, W., et al. imtermetallicsBulk Metallic Glasses 112004.

Zhang, Y., et al., Acta Materialia, 2083(9): p. 2607-2616.

Wang, W.H., et al., Applied Physics Lette@)2 79: p. 1106.

Sun, X., et al., Physica B: Condensed Mak@00.291(1-2): p. 173-179.
Busch, R., et al., Applied Physics Letter§51.87: p. 1544.

Marion, R.H. American Society of Testing andtbfials, ed. S.W. Frieman.
1979, Philadelphia.



199

119. Lewandowski, J.J., W.H. Wang, and A.L. Grédr). Mag. Lett., 200535: p. 77-
87.

120. Zhao, S., et al., International Journal ofr&&bry Metals and Hard Materials,
2009.27(6): p. 1014-1018.

121. Duan, G., et al., Scripta Materialia, 20886): p. 465-468.

122. Calin, M., L.C. Zhang, and J. Eckert, Scrigtaterialia, 200757: p. 1101.
123. Jiang, F., et al., Metallurgical and Materidansactions A, 20089A: p. 1817.
124. Guo, F.Q., et al., Applied Physics Letter§3286: p. 091907.

125. Patterson, A.L., Physical Review, 1958.p. 978.

126. Ichitsubo, T., E. Matsubara, and H. NumakMaterials Science and
Engineering: A. Proceedings of the 12th IntermaticConference on Rapidly
Quenched & Metastable Materials, 20849-451: p. 506-510.

127. Lasocka, M., Journal of Materials Science 612T: p. 1770.

128. Busch, R., E. Bakke, and W.L. Johnson, Actéekitalia, 199846(13): p. 4725-
4732.

129. Mitrovic, N., S. Roth, and J. Eckert, Appliedysics Letters, 200%8: p. 2145.
130. Inoue, A, et al., Materials Transactions, ,J19194.35: p. 95.

131. Revesz, A., Journal of Thermal Analysis anb@aetry, 200891: p. 879.
132. Zhuang, Y.X., et al., Applied Physics Letté1899.75: p. 2392.

133. Chen, L. and F. Spaepen, Nature, 1988.p. 366.

134. Avrami, M., Journal of Chemical Physics, 1%tIp. 177.

135. Christian, J.WThe Theory of Transformations in Metals and Alldyg65,
Oxford, England: Pergamon Press.

136. Porter, D.A. and K.E. EasterliRhase Transformations in Metals and Alloys,
2nd Edition 1992, Cheltenham, United Kingdom: Chapman and Hal

137. Huang, J.M. and F.C. Chang, Journal of Poly®ognce Part B: Polymer
Physics, 200038: p. 934.

138. Das, J., F. Ettinghausen, and J. Eckert, Gdkiiaterialia, 200858: p. 631.



139.
140.
141.

142.
143.
144.
145.
146.
147.
148.

149.

150.

151.

152.
153.
154.
155.

156.

157.

158.

159.

200

Das, J., et al., Journal of Alloys and Compuisy2007434-435: p. 28.
He, G., et al., Nature Materials, 20R3p. 33.

Louzguine, D.V., H. Kato, and A. Inoue, JoliafaAlloys and Compounds,
2004.375(1-2): p. 171-174.

Hofmann, D.C., et al., PNAS, 20a85: p. 1073.

Das, J., et al., Applied Physics Letters, 280@6): p. 4690-4692.

Bian, Z., et al., Acta Materialia, 20@3(7): p. 2037-2048.

Ma, H., J. Xu, and E. Ma, Applied Physics &etf 200383(14): p. 2793-2795.
Davis, J.R Stainless Steel4994, ASM, Materials Park, USA.

Schutz, R.W., ifMS 1994: Warrendale, USA. p. 295.

Ma, E., Nature Materials, 20@B.p. 7.

Latjering, G. and J.C. William$jtanium Second ed. Engineering Materials and
Processes, ed. B. Derby. 2007: Springer.

Cheney, J., H. Khalifa, and K. Vecchio, MatkriScience and Engineering: A,
2009.506(1-2): p. 94-100.

Hansen, MConstitution of Binary Alloy2nd ed. Metallurgy and Metallurgical
Engineering. 1958, New York: McGraw-Hill.

Eckert, J., et al., Journal of Alloys and Coomuds, 2007434-435: p. 13.
Eckert, J., et al., Materials Science and fg®ging A, 2008493: p. 71.
Das, J., et al., Scripta Materialia, 208%12): p. 1189-1195.

Kim, K.B., et al., Applied Physics Letters08086(17): p. 171909-3.

Schutz, R.W. and D.E. Thom@&srrosion 9th ed. Metals Handbook. Vol. 13.
1987, ASM, Metals Park, USA.

Latjering, G. and J.C. William€orrosion Behavigrin Titanium B. Derby,
Editor. 2003, Springer: New York. p. 47-50.

Peter, W.H., et al., Intermetallics, 200211-12): p. 1157-1162.

Qin, C., et al., Acta Materialia, 20@3(14): p. 3903-3911.



160.
161.
162.
163.
164.

165.

166.

167.

168.
169.

170.

171.
172.

173.

174.

175.

176.

177.

178.

201

Lee, M.L., Y. Li, and C.A. Schuh, Acta Matéiaa2004.52: p. 4121-4131.
Conner, R.D., J. Appl. Phys., 2003. p. 904-911.

Conner, R.D., et al., Acta Materialia, 20828): p. 2429-2434.
Ravichandran, G. and A. Molinari, Acta Matk&ia2005.53: p. 4087-4095.
Evans, A.G., et al., Acta Metallurgica, 198§1): p. 79-87.

Khalifa, H.E. and K.S. Vecchio, Journal of NOrystalline Solidsln Press,
Corrected Proof.

Khalifa, H. and K. Vecchio, Advanced EnginegrMaterials, 2009999(9999):
p. NA.

Lebrun, N.Nickel-Silicon-Titaniumin Light Metal Systems. Part 2006,
Springer Berlin Heidelberg. p. 435-445.

Miedema, A.R., F.R. de Boer, and R. Boom, Radpl, 1977: p. 341.
Hofmann, D.C., et al., Acta Materialia, 2088. p. 684-687.

He, G. and M. Hagiwara, Materials Sciencekamgineering: C, 200&26(1): p.
14-19.

Plummer, J.D., et al., Journal of Non-CrystalSolids, 2009355(6): p. 335-339.

Jiang, F. and K. Vecchio, Metallurgical andtdels Transactions A, 2007.
38(12): p. 2907-2915.

Ming-Yuan, H. and J.W. Hutchinson, Internaslbiournal of Solids and
Structures, 19825(9): p. 1053-1067.

Adharapurapu, R., et al., Metallurgical andevials Transactions A, 20036(6):
p. 1595-1608.

Lin, A.Y.M., M.A. Meyers, and K.S. Vecchio, kaials Science and
Engineering: C, 200&6(8): p. 1380-1389.

Zhang, L.C., et al., Scripta Materialia, 208/(2): p. 101-104.

Hertzberg, R.WDeformation and Fracture Mechanics of Engineeringtéfials.
Second ed. 1976, New York: John Wiley & Sons.

Huang, Y.J., et al., Journal of Alloys and @oomds, 2007427(1-2): p. 171-
175.



202

179. Park, J.M., et al., Scripta Materialia, 20881): p. 1-6.

180. Zhang, T. and A. Inoue, Materials Sciencetamgineering A, 2001304-306: p.
771-774.

181. Pampillo, C.A., J. Appl. Phys., 1978: p. 1194.





