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Abstract

Reconstructing Cortical Dynamics with Magnetoencephalography

by

Sarang Suresh Dalal

The dynamics of neural information processing are complicated, and determining

the sequence and mode of activation is equally important to determining which ar-

eas activate. Magnetoencephalography (MEG) and electroencephalography (EEG)

noninvasively measure the electromagnetic fields directly generated by neuronal

currents in the human brain. The potential to accurately localize these signals has

emerged with the advent of dense, whole-head sensor arrays. Adaptive spatial

filtering techniques such as beamforming are often used reconstruct the sources of

MEG/EEG activity. I have developed extensions to apply beamforming to more

experimental paradigms as well as a method for more accurate validation with

intracranial EEG.

Beamformers poorly resolve brain sources that are strongly correlated tempo-

rally with one another, as might be expected for an auditory experiment. I pre-

sented a method to reject the contribution of potentially interfering sources in a

user-defined suppression region while allowing for source reconstruction at other

specified regions. Performance of the algorithm was validated with data from sim-
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ulations and an auditory MEG experiment.

Few methods exist for localizing spectral power changes with MEG. I described

a novel method that uses beamformers optimized for time-frequency source recon-

struction from MEG data. The performance of the method was demonstrated with

simulated sources and was also applied to real MEG data from a finger movement

task. Modulations in both the beta band and, importantly, the high gamma band

were revealed in sensorimotor cortex and found to be statistically significant across

subjects. These results were additionally validated by intracranial EEG data from

two epilepsy patients. Another compelling finding was high frequency activity

(30-300 Hz) in the cerebellum.

Finally, while intracranial recordings are considered the gold standard for vali-

dating noninvasive measurements, often electrode locations are not precisely known.

One common method, CT-MRI coregistration, may result in a localization error of

more than 10 mm. To address this, I developed a procedure to link preoperative

MRIs, surgical photographs, and postimplant X-rays with projective transforms.
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Chapter 1

Introduction

1.1 Background and Significance

The noninvasive study of human cortical networks is of great interest to the

cognitive neuroscience community. Examination of these networks may provide

valuable information for clinicians as well; currently, brain surgery patients with

lesions near critical language areas must undergo awake mapping during surgery

in order to prevent deficits resulting from inadvertent resection. An accurate, non-

invasive technique could eventually obviate the need for such an intimidating pro-

cedure, as well as be applicable to other conditions that may manifest themselves

as disruptions in cortical pathways, such as learning and psychiatric disorders.

The dynamics of neural information processing are complicated, and determin-

ing the sequence of activation is equally important to determining which areas
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activate. Magnetoencephalography (MEG) (Cohen, 1968) and electroencephalog-

raphy (EEG) (Berger, 1929) noninvasively measure the magnetic and electric fields

generated by neuronal currents, and so can detect activity with fine temporal res-

olution. The potential to accurately localize these signals has emerged with the

advent of dense, whole-head MEG sensor arrays.

1.2 MEG and EEG Physiology

The fortuitous anatomical arrangement of cortical pyramidal cells allows the

noninvasive detection of their activity by MEG and EEG (Freeman, 1975). The

long apical dendrites of these cells are arranged perpendicularly to the cortical

surface and parallel to each other (Ramón y Cajal, 1904) (Figure 1.1), allowing their

electromagnetic fields to often sum up to magnitudes large enough to detect at

the scalp (Freeman, 1975). Synchronously fluctuating dendritic currents result in

electric and magnetic dipoles that produce these electromagnetic fields (Nunez

and Srinivasan, 2006).

Hence, MEG and EEG can directly measure neuronal activity on a millisecond

time scale, and are ideally suited for noninvasively studying macroscopic neural

dynamics in humans. In comparison, other functional brain imaging modalities

such as functional magnetic resonance imaging (fMRI) or positron emission to-

mography (PET) are limited to temporal resolutions on the order of a second, due
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Figure 1.1 EEG and MEG primarily record the postsynaptic activity of pyramidal
cells in the cerebral cortex, depicted above in a classic tracing of a Golgi stain by
Ramón y Cajal (1905). These cells are characterized by their long apical dendrites,
and their arrangement in parallel is thought to facilitate the summation of their
electromagnetic fields when they are synchronously active.

to the physiological time constants of measurements such as regional blood flow

and glucose metabolism.

However, EEG recordings are subject to distortion and smearing as they pass

through tissue and fluid with differing electrical conductivities (Malmivuo and

Plonsey, 1995; Nunez and Srinivasan, 2006). Consequently, variability in head

shape as well as abnormal conductivities due to tumors or other lesions can result

in occasionally drastic distortion from expected results (van den Broek et al., 1998);

patients who have had prior brain surgery are especially problematic since cran-

iotomies inherently disturb the volume conductor properties of the scalp, skull,

and dura (Kirchberger et al., 1998). In contrast, the magnetic susceptibility of all

biological tissue is practically constant and therefore MEG does not suffer from
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Figure 1.2 Shown above is the MEG system (VSM MedTech, Coquitlam, BC,
Canada) installed at the UCSF Biomagnetic Imaging Laboratory. The helmet above
the volunteer contains the SQUID-based magnetic field sensors, while the large
cylindrical dewar contains liquid helium to cool them to their superconducting
operation temperature. The subject is shown wearing a high-density electrode cap
for optional simultaneous recording of EEG.

this shortcoming (Malmivuo and Plonsey, 1995). Furthermore, EEG recordings re-

quire a reference channel that may couple activity into all other channels, while

MEG recordings are reference-free. Finally, the density of EEG electrode arrays

are partially limited by the large amount of preparation time per electrode as well

as comfort level for volunteers and particularly patients. MEG tends to be more

comfortable since recordings can be done in a supine or prone position with a

loose-fitting helmet (see Figure 1.2), and sensor density is limited by the diameter

of the magnetic pickup coils.

MEG does have a few disadvantages compared to EEG. Since the sensors are
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not fixed to the head, MEG is subject to movement artifacts and spatial blur-

ring of source reconstructions. The superconducting quantum interference device

(SQUID) technology and heavily shielded rooms currently required to pick up the

weak magnetic fields of MEG (Vrba and Robinson, 2002) make the equipment ex-

pensive to acquire and maintain, limiting its prevalence to major academic med-

ical centers. Finally, magnetic field strength decreases with distance from source

more sharply than electric potentials resulting in a smaller half-sensitivity volume

(Malmivuo et al., 1997; Gulrajani, 1998). (However, this may also be advantageous

for inverse techniques, since sensors are less correlated and distant sources intro-

duce less noise.)

Another important difference between EEG and MEG are their differing orien-

tation sensitivities. Unfortunately, many textbooks and scholarly articles present

an overly simplified view of these properties. The standard wisdom is that elec-

troencephalography primarily records tangential (i.e., gyral) activity, while mag-

netoencephalography is only sensitive to radial (i.e., sulcal) activity and cannot

record tangential currents at all. This assertion follows from the common model of

the head as a perfectly spherical volume conductor (Sarvas, 1987)—the magnetic

fields of radial currents do indeed cancel out in such a model. However, while the

spherical model greatly simplifies the mathematics behind lead field calculations,

it is clearly a bit of a stretch; discrepancies in shape aside, the head also has large

cylindrical conductors attached to it in the form of the neck and body! Further-
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Figure 1.3 The electroretinogram (ERG) measures fluctuations in the transretinal
potential. The recording of the corresponding magnetic field fluctuations is re-
ferred to as magnetoretinography (MRG). Above left is a schematic of the eye show-
ing the orientation of retinal currents. Above right are ERG and MRG tracings
evoked by a brief light flash in the same subject. Their similarity shows that an
organ closely approximating a spherical volume conductor can still generate ex-
ternally detectable magnetic fields; it follows that the MEG should similarly be
capable of recording radial (i.e., gyral) currents generated within the nonspherical
head. Reprinted with permission from Katila et al. (1981).

more, gyral pyramidal cells are not necessarily orthogonal to the skull surface in

all locations. Therefore, while tangential currents may dominate MEG recordings,

radial currents will nevertheless produce some signal.

The magnetoretinogram reported by Katila et al. (1981) may provide a good ar-

gument to this effect—the eye is arguably much better approximated by the spher-

ical volume conductor than the head due to both its shape and tissue content, and

retinal cells are quite uniformly perpendicular to the posterior of the eye (Ramón y

Cajal, 1893). Nevertheless, the magnetoretinogram picks up the nearly the same

waveform as the electroretinogram (Figure 1.3). So, even these small deviations
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from the radial configuration and the spherical volume conductor model appear

to allow significant magnetic fields to escape the eye. We can therefore presume

that MEG—particularly considering its much poorer fit to the spherical model—

must be able to record radial currents.

1.3 MEG/EEG Activation Models

Continuous MEG or EEG recordings can appear to be devoid of structure. In-

deed, the response to even carefully controlled stimuli contains a variety of noise

sources from the environment as well as significant signal from unrelated back-

ground neural activity. Cognitive neuroscience experiments are usually designed

with hundreds of trials (stimulus repetitions) to overcome this issue.

The prevailing model for the last three decades of EEG/MEG research assumes

that the stimulus or task evokes a tightly time-locked response that is superim-

posed over ongoing “brain noise.” Therefore, the responses are averaged over

trials to form an event-related potential (ERP) in the case of EEG or an event-related

field (ERF) in the case of MEG. In this way, noise that is uncorrelated to the stimulus

will average to zero, while neural responses phase-locked to the stimulus remain,

boosting the signal-to-noise ratio (SNR). However, oscillatory components of the

true neural response may also be lost if there is jitter in the brains response or

if they are otherwise not perfectly phase-locked across trials. Oscillations greater
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than about 40 Hz (the high gamma range) are particularly susceptible to this effect,

as are the 20 Hz beta desynchronizations associated with motor activity.

Consequently, event-related spectral perturbation (ERSP) analyses are becom-

ing increasingly popular to extract more information out of MEG and EEG

(Pfurtscheller and Aranibar, 1977; Pfurtscheller and Neuper, 1992; Makeig, 1993;

Pfurtscheller and Lopes da Silva, 1999). These analyses transform unaveraged

EEG/MEG data into the frequency domain with short-time Fourier transforms

(STFTs) or wavelet transforms before averaging the resulting spectrograms across

trials and contrasting with a baseline period. In this way, ERSPs characterize oscil-

latory activity that is time-locked to the stimulus but not necessarily phase-locked.

This analysis technique has recently been used in several intracranial EEG studies

to reveal focal high gamma activity associated with several types of stimuli and

tasks (Crone et al., 1998, 2001a,b; Lachaux et al., 2005; Brovelli et al., 2005; Edwards

et al., 2005; Canolty et al., 2006). Especially interesting is that recent studies have

suggested neocortical high gamma activity detected with MEG and intracranial

EEG correlate best with fMRI results (Logothetis et al., 2001; Mukamel et al., 2005;

Niessing et al., 2005; Brovelli et al., 2005; Hoogenboom et al., 2006; Lachaux et al.,

2007). Methods are now being developed to combine time-frequency analyses with

source localization methods to provide powerful noninvasive tools for studying

cortical dynamics (Singh et al., 2002; Gaetz and Cheyne, 2006; Hoogenboom et al.,

2006). I will implement and validate such an approach in Chapter 3.
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1.4 MEG/EEG Source Localization Algorithms

1.4.1 Overview

Magnetic source imaging (MSI) identifies the location and timing of neural ac-

tivity using MEG. Most inverse procedures for EEG/MEG data can be classified as

either multiple dipole or imaging methods. Traditional multiple dipole methods

assume that a small set of current dipoles can adequately represent the distribution

of an unknown source. The dipole locations and moments form a set of unknown

parameters which are typically found using a non-linear least square fit or by us-

ing multiple signal classification algorithms (MUSIC) algorithms (Scherg and von

Cramon, 1986; Phillips et al., 1997). While these methods are ideal for point or fo-

cal sources, they perform poorly for distributed sources and non-dipolar sources

(Jeffs et al., 1987). Another common constraint is to assume that the sources are

temporally uncorrelated (Mosher et al., 1999). These assumptions are appropriate

when analyzing sensory responses, where activity might be relatively focal and

constrained to primary sensory areas.

An alternative approach to the inverse problem is to impose constraints based

on anatomical and physiological information that can also be derived from in-

formation from other imaging modalities such as structural and functional MRI.

For example, using structural MRI, MEG sources can be constrained to the cortex

with an orientation normal to the surface (Dale and Sereno, 1993). By tessellat-
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ing the cortex into disjoint regions and representing the sources in each region by

an equivalent current dipole oriented normal to the surface, the forward model

relating the sources and the measurements can be written as a linear model with

additive noise. Such a formulation transforms the inverse problem into an imag-

ing method, since it now involves the estimation of electrical activity at discrete

locations over a finely sampled reconstruction grid.

The inverse problem can be formulated either in the time domain or in the fre-

quency domain. In the time-domain the problem can be based on either a single

time point or an entire spatiotemporal data set (Scherg and von Cramon, 1986).

In the frequency domain, the recorded electric and magnetic fields at each chan-

nel are transformed into the frequency domain by taking its fast Fourier transform

(FFT). Both approaches of source localization are found to be mathematically anal-

ogous with similar spatial resolutions (Lehmann and Michel, 1990; Lütkenhöner,

1992; Raz et al., 1995; Salmelin and Hämäläinen, 1995). In either of these do-

mains, the current sources can be modeled by multiple equivalent dipoles or by

distributed dipole sources. Alternatively, the inverse problem can be formulated

in the time-frequency domain (Sekihara et al., 1999, 2000), which I will explore

further in Chapter 3.

Moreover, studies of the inverse problem have traditionally focused on improv-

ing the spatial resolution of MEG and EEG, with the accepted limit being on the

order of 2 mm to 5 mm (Mosher et al., 1993; Leahy et al., 1998). However, a second
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problem in MEG/EEG involves estimating the time course of source activations.

Our group developed an efficient method for estimating the time course of neural

activity over the brain volume based on a spatial filtering technique called beam-

forming (Van Veen et al., 1997; Sekihara et al., 2001). This method does not require

a priori assumptions about the location or number of neural sources. Therefore, in

contrast to linear estimation methods, it is applicable to situations in which there

are interfering sources with unknown locations in addition to the source of in-

terest. Using such a class of algorithms, it is now possible to view MEG source

reconstruction as a “virtual depth electrode” measurement technique.

1.4.2 Beamforming

Since beamforming forms the basis for many of the techniques I will develop

in this dissertation, I will now briefly describe its mathematical formulation. (See

Figure 1.4 for a general overview of the beamforming algorithm.)

Definitions and Problem Formulation

We shall define the magnetic field measured by themth detector coil at time t as

bm(t) and a column vector b(t) ≡ [b1(t), b2(t), . . . , bM(t)]T as a set of measured data,

where M is the total number of detector coils, and the superscript T indicates the

matrix transpose. The spatial location is represented by a 3-D vector r such that

r = (x, y, z). To express the moment magnitudes of the sources located at r at time t
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Figure 1.4 Overview of the beamforming algorithm as applied to MEG data, in this
case an auditory response to a simple tone. a) We start with the raw sensor data.
Shown is one trial of data from three channels. b) Typically, data is averaged across
trials into event-related fields (ERFs). Notice the impressive amount of structure in
the waveform compared to the raw data. c) Sensor covariance is calculated, essen-
tially estimating the correlation between sensors. Along with the forward model,
this covariance is used to calculate d), the weight matrix. The weights specify how
much each sensor contributes to the signal for any given brain location. e) Ap-
plying the weight matrix to the ERF yields a source time series at every desired
location in the brain. Here, the shown time series is associated with the location
marked with crosshairs on the MRI. This patient had a large tumor adjacent to au-
ditory cortex; MEG results are often used in such cases for preoperative surgical
planning.
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in the three orthogonal directions, we define s(r, t) ≡ [sx(r, t), sy(r, t), sz(r, t)]
T . To

express the orientation of the qth source, we define the angles between its moment

vector and the x, y, and z axes as βxq , βyq , and βzq respectively. The orientation of the

qth source is defined as a vector ηq ≡ [βxq , β
y
q , β

z
q ]. We assume in this paper that the

orientation of each source is time independent.

The second-order moment matrix of the measurement is denotedRb, i.e.,Rb =

〈b(t)bT (t)〉, where 〈·〉 indicates the ensemble average. In practice, the ensemble

average is often replaced with the time average over a certain time window. When

〈b(t)〉 = 0,Rb is also equal to the covariance matrix of the measurement.

The lead field vector for the µ component of a source at r is defined as

lµ(r) ≡ [lµ1 (r), lµ2 (r), · · · , lµM(r)]T . Here, lµm(r) expresses the mth sensor output

induced by the unit-magnitude source that is located at r and oriented in the

µ direction, where µ such that µ ∈ {x, y, z}. We define the lead field matrix as

L(r) ≡ [lx(r), ly(r), lz(r)], representing the sensitivity of the sensor array at r in all

three orthogonal directions. For clarity, we will model the head as a spherical vol-

ume conductor, reducing the lead field to two orthogonal components in spherical

coordinates, θ and φ (Sarvas, 1987). In this case, the orientation of the qth source can

instead be represented by a vector ηq = [βθq , β
φ
q ]T , resulting in L(r) = [lθ(r), lφ(r)].
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Conventional Adaptive Spatial Filtering

An adaptive spatial filter estimate of the source moment matrix ŝ(r, t) is given

by applying a set of weights to the measurement data:

ŝ(r, t) = W T (r)b(t) (1.1)

In the above equation, W (r) ≡ [wθ(r),wφ(r)] and ŝ(r, t) ≡ [ŝθ(r, t), ŝφ(r, t)]T ,

where wθ(r) and wφ(r) are the weight vectors for the θ and φ directions, respec-

tively, while ŝθ(r, t) and ŝφ(r, t) are the corresponding components of the source

moment vector.

Omitting r from the expression, the weight vectors wθ and wφ are calculated

with the following constraints:

min
wθ
wT
θ Rbwθ subject to

lTθ (r)wθ = 1 and lTφ (r)wθ = 0, (1.2)

min
wφ
wT
φRbwφ subject to

lTθ (r)wφ = 0 and lTφ (r)wφ = 1. (1.3)

The solution is known to be (Van Veen et al., 1997):

Wmv(r) = [LT (r)R−1
b L(r)]−1R−1

b L(r). (1.4)

An eigenspace-projected extension to the minimum variance beamformer is ob-

tained by projecting the weight matrix of the LCMV beamformer onto the signal
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subspace of the measurement covariance matrix (Sekihara et al., 2001):

W E(r) = ESE
T
SWmv(r)

= ESE
T
S [LT (r)R−1

b L(r)]−1R−1
b L(r)

(1.5)

where ES contains the eigenvectors representing the signal subspace of Rb. This

eigenspace projection overcomes the SNR degradation caused by array mismatch

and smoothes time courses of source reconstruction (Sekihara et al., 2001).

One significant problem with beamforming is that performance degrades in the

presence of highly correlated sources. For instance, the eigenspace beamformer is

robust to moderate source correlations; however, sources that are strongly corre-

lated (ρ > 0.9) are poorly resolved (Sekihara et al., 2002a). The whole-head cov-

erage offered by modern MEG systems increases the likelihood of encountering

such a situation since bilateral activations are often strongly coherent. For ex-

ample, beamformer reconstructions of auditory evoked fields (AEFs) commonly

exhibit this failure, attenuating the two true sources from each primary auditory

cortex and often erroneously placing a single low-amplitude source centered be-

tween them. In Chapter 2, I will describe an extension to the eigenspace-projected

beamformer to address this problem.

1.5 Reconciling MEG with Intracranial EEG

The recording of electrical signals directly from the cortical surface is a form

of intracranial EEG referred to as electrocorticography (ECoG). The opportunity
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Figure 1.5 Example of ECoG electrodes implanted over a portion of the left hemi-
sphere in an intractible epilepsy patient.

to obtain ECoG in humans is limited to neurosurgery patients with electrodes

temporarily applied intraoperatively and to severe epileptics with chonically im-

planted electrodes (Figure 1.5). ECoG recordings have much in common with scalp

EEG and MEG recordings, with the principal advantages being that signal-to-noise

ratio and spatial resolution are much improved without the skull and scalp atten-

uating and smearing the signal.

At UCSF, neurosurgical candidates with planned resections in or near “elo-

quent” cortex—i.e., sensory, motor, and language areas—routinely undergo pre-

operative functional mapping with MEG to aid in surgical planning (Schiffbauer

et al., 2003). Patients typically participate in a battery of experiments designed to

activate motor, language, auditory, somatosensory, and memory. Sometimes, the
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results are used to verify hemispheric dominance; the current standard, the Wada

test (Wada and Rasmussen, 1960), involves the injection of sodium amobarbital to

selectively numb one hemisphere at a time and is sometimes inconclusive. MEG

is additionally used to localize seizure foci for intractable epilepsy patients (Tang

et al., 2003; Robinson et al., 2004). The results of MEG analyses are used by the neu-

rosurgeon to predict the extent of tissue resection that will minimize postoperative

functional deficits.

However, noninvasive techniques are not considered precise enough for certain

patient populations. Intracranial EEG is acquired in neurosurgical patients when

noninvasive diagnostic techniques prove inconclusive (Bancaud et al., 1965). These

recordings also provide rare but highly valuable data to test basic hypotheses in

neurophysiology and cognitive neuroscience. Furthermore, intracranial EEG is a

promising avenue for the development of neural prostheses designed to aid pa-

tients with brain or spinal cord damage resulting from trauma, stroke, or neurode-

generative diseases (Leuthardt et al., 2006; Santhanam et al., 2006; Hochberg et al.,

2006).

Awake language mapping is indicated for patients with brain tumors and med-

ically intractable epilepsy at risk of language deficits due to aggressive resection of

eloquent cortex (Penfield and Roberts, 1959; Ojemann, 1979; Ojemann et al., 1989),

and ECoG is recorded in some of these patients. Additionally, many of the epilepsy

patients require long-term invasive monitoring to localize seizure foci as well as to
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prevent resection of critical brain areas that would result in cognitive deficits or

paralysis (Wyler et al., 1988; Lesser et al., 1991). These patients are implanted with

chronic electrodes, often spanning a large grid, that remain in place for about a

week.

Both types of patients are regularly seen at UCSF Medical Center. Thus, we

were presented with a unique opportunity to collect both preoperative MEG and

ECoG in the same patients with identical experimental paradigms.

With ECoG data, it becomes possible to validate many MEG analyses. ECoG

studies have shown drastically different results from traditional studies using

EEG/MEG sensors (Bullock et al., 1995; Towle et al., 1999). These studies suggest

significant fluctuations in cortical dynamics on a millimetric scale. Meanwhile, co-

herence between EEG/MEG sensors is on the scale of centimeters (Nunez et al.,

1997); therefore, the interpretation of EEG/MEG sensor data is clouded by many

factors, such as volume conduction (in the case of EEG), unique neural sources

being picked up by many sensors, or even common noise sources or reference

electrode effects (Fein et al., 1988).

Hence, resolving the detail required for surgical planning or cognitive neuro-

science research requires a source localization method. It has historically been

difficult to noninvasively evaluate the real-world performance of such methods.

In particular, the beamforming method can be subject to straightforward compar-

isons with ECoG since it estimates a time series of activation at any given point in
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the cortical volume. Improved source localization with the millisecond time reso-

lution that MEG provides can not only elucidate mechanisms of cortical function,

but may eventually obviate the need for awake language mapping—an under-

standably intimidating procedure for most patients.

Additionally, ECoG allows confident analysis of higher frequency activity of

approximately 60-300 Hz (Crone et al., 1998), known as the high gamma band.

This frequency band is thought to be a marker for perceptual binding and cog-

nitive processing (Crone et al., 2001a). However, MEG/EEG have thus far been

less useful for these experiments due to inherently lower signal-to-noise ratios in

this frequency range. While the skull has similar impedance at both low and high

frequencies, active patches of cortex can exhibit large phase variability, and the re-

sulting polyphasic summation effectively results in lowpass filtering (Pfurtscheller

and Cooper, 1975). It has also been suggested that high gamma activity is more

focal compared to lower frequency activity (Crone et al., 1998, 2001a,b; Edwards

et al., 2005), implying less signal reaches the scalp since the active patch may be

relatively small. Finally, artifactual scalp muscle activity and electromagnetic in-

terference in the high gamma frequency range have further complicated studies

with MEG and EEG. Despite these issues, MEG activity in this frequency range is

often observed (e.g. Kaiser et al., 2002) and requires validation to gain acceptance

by the neuroimaging community.

The ECoG signal, on the other hand, is dominated by cortical tissue directly
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in contact with the electrode. Hence, the signal-to-noise ratio is significantly en-

hanced and the recordings are much less susceptible to muscle artifact interfer-

ence; cancellation due to polyphasic summing should be less of a hindrance as

well. This provides us with an opportunity to distinguish true neural gamma ac-

tivity recorded with MEG from other sources of artifact. Therefore, ECoG collec-

tion provides a convincing means of validation for high gamma activity observed

with MEG, as I will show in Chapter 3.

In the course of my involvement with ECoG experiments, however, I came up

against a frustrating, yet maddeningly simple problem—we were not always cer-

tain where these electrodes ended up. Many intracranial electrodes are inserted

deep into the brain or slipped underneath the edge of the craniotomy, and so their

final positions are not directly observable. The most common chronic electrode lo-

calization technique involves coregistering postimplant CT with preoperative MRI

(Grzeszczuk et al., 1992). In Chapter 4, I will illustrate why this method is not sat-

isfactory and present a more accurate alternative that takes advantage of known

information from surgical photographs to register all electrodes visible on postim-

plant X-rays with preoperative MRIs.
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1.6 Towards Statistical Group Analyses of MEG Data

Another need for MEG source reconstructions was the normalization of group

data. Due to the rapid development of fMRI, sophisticated techniques for eval-

uating image-based group data have emerged. Functional MRI studies routinely

use nonlinear methods to warp individual subject data to normalized brain space,

e.g., Talairach space (Talairach and Tournoux, 1988) or Montreal Neurological In-

stitute (MNI) space (Evans et al., 1993; Mazziotta et al., 2001), in order to aid in

the analysis and visualization of results. Statistical parametric mapping (SPM) has

emerged as the most popular tool for drawing conclusions on a normalized brain

(Ashburner and Friston, 1999; Dale et al., 1999; Fischl et al., 1999). These multiple

comparison measures provide a way to assess statistical significance from a group

of subjects.

Multiple subjects analyses with EEG and MEG, on the other hand, have tra-

ditionally been done in sensor space. Source localization techniques have largely

been applied on an individual basis. Barnes and Hillebrand (2003) described an ap-

plication of SPM to MEG beamformers, while Singh et al. (2003) described SnPM

(statistical nonparametric mapping). These developments will ease comparisons

of EEG/MEG analyses with fMRI and ECoG and I have incorporated them into

our source reconstruction methods.
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1.7 Software Development

In order to address all of the shortcomings of existing MEG analysis methods

and explore the research avenues mentioned in this introduction, it became appar-

ent that our first task was necessarily to develop our own software toolbox. At the

time I started on this project, no publicly available software implemented beam-

former algorithms for MEG source reconstruction. Additionally, interactive visu-

alization of 4-D time-varying functional maps, regardless of the algorithm used,

was severely lacking.1 Finally, my fellow graduate student, Johanna Zumer, and

I realized that we would be embarking on adventures in algorithm development

and data analysis that would require an extensible software framework specifically

customized for our needs, yet user-friendly enough for our colleagues. Thus was

born the Neurodynamic Utility Toolbox for Magnetoencephalography, or simply

NUTMEG. Appendix A gives a brief overview of NUTMEG and its features.

1Little did I know that I would later boldly enter the realm of five dimensions by extending
whole-brain source localization methods to the time-frequency domain!
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Chapter 2

Modified Beamformers for Coherent

Source Region Suppression1

Abstract

Many tomographic source localization algorithms used in biomagnetic imaging

assume, explicitly or sometimes implicitly, that the source activity at different brain

locations are either independent or that the correlation structure between sources

is known. Among these algorithms are a class of adaptive spatial filters known

as beamformers, which have superior spatiotemporal resolution abilities. The per-

formance of beamformers is robust to weakly coherent sources. However, these

algorithms are extremely sensitive to the presence of strongly coherent sources. A
1This chapter originally appeared as an article in IEEE Transactions on Biomedical Engineering

(Dalal et al., 2006)
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frequent mode of failure in beamformers occurs with reconstruction of auditory

evoked fields (AEFs), in which bilateral auditory cortices are highly coherent in

their activation. Here, we present a novel beamformer that suppresses activation

from regions with interfering coherent sources. First, a volume containing the in-

terfering sources is defined. The lead field matrix for this volume is computed and

reduced into a few significant columns using singular value decomposition (SVD).

A vector beamformer is then constructed by rejecting the contribution of sources

in the suppression region while allowing for source reconstruction at other spec-

ified regions. Performance of this algorithm was first validated with simulated

data. Subsequent tests of this modified beamformer were performed on bilateral

auditory evoked field (AEF) data. An unmodified vector beamformer using whole

head coverage misplaces the source medially. After defining a suppression region

containing the temporal cortex on one side, the described method consistently re-

sults in clear focal activations at expected regions of the contralateral superior tem-

poral plane.

2.1 Introduction

Magnetoencephalography (MEG) is a functional neuroimaging technique with

the ability to resolve brain dynamics on the order of milliseconds (Hämäläinen

et al., 1993). In contrast to other techniques, MEG provides a direct measure of
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the brain’s neuronal activity that is relatively undistorted by the various tissue

layers of the head (Hämäläinen and Sarvas, 1989). The potential for improved

spatiotemporal reconstruction of neural activity has emerged with the advent of

dense MEG sensor arrays with whole-head coverage.

Several source reconstruction algorithms, each employing a different set of as-

sumptions, have been proposed to overcome the ill-posed inverse problem. Source

reconstructions from MEG data can be classified as either parametric or tomo-

graphic. Parametric methods include equivalent current dipole (ECD) fitting tech-

niques; they often require knowledge about the number of sources and their ap-

proximate locations, and poorly model sources with a large spatial extent. Tomo-

graphic methods reconstruct source activity at each voxel in the brain. It has been

shown that a class of adaptive spatial filters known as beamformers (Van Veen and

Buckley, 1988) have the best spatial resolution and performance amongst existing

tomographic methods (Darvas et al., 2004). Beamformers avoid the high number

of parameters and nonlinear nature of ECD analysis. Beamformers can also be

used to perform time-frequency analysis and study oscillatory power changes of

neural sources, which are difficult to reconstruct using parametric methods (Ishii

et al., 1999; Taniguchi et al., 2000; Dalal et al., 2005).

However, the performance of beamformers degrades in the presence of highly

correlated sources. For instance, the eigenspace beamformer is robust to moder-

ate source correlations; however, sources that are strongly correlated (ρ > 0.9) are
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poorly resolved (Sekihara et al., 2002a). Whole-head coverage increases the likeli-

hood of encountering such a situation since bilateral activations are often strongly

coherent. For example, beamformer reconstructions of auditory evoked fields

(AEFs) commonly exhibit this failure, attenuating the two true sources from each

primary auditory cortex and often erroneously placing a single low-amplitude

source centered between them.

A partial solution to this problem is to process left temporal sensors separately

from right temporal sensors; this method was first employed to overcome difficul-

ties encountered with ECD methods (Pekkonen et al., 1995) and later applied to

beamformers (Herdman et al., 2003). However, this method is not entirely satisfac-

tory since it essentially discards most of the information gained from a whole-head

sensor array; it also may not be sufficient for sources in closer proximity such as

bilateral occipital activations evoked by visual stimuli or other more complex con-

figurations.

We propose a modified beamformer method that circumvents these shortcom-

ings by defining a region to ignore and augmenting the lead field matrix with this

information. We demonstrate the efficacy of the proposed modified beamformer

with simulations and real AEF data. Such a method improves upon the accuracy

and resolution of beamforming.

Throughout this paper, plain italics indicate scalars, lowercase boldface italics

indicate vectors, and uppercase boldface italics indicate matrices.
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2.2 Method

2.2.1 Definitions and Problem Formulation

We shall define the magnetic field measured by themth detector coil at time t as

bm(t) and a column vector b(t) ≡ [b1(t), b2(t), . . . , bM(t)]T as a set of measured data,

where M is the total number of detector coils, and the superscript T indicates the

matrix transpose. The spatial location is represented by a 3-D vector r such that

r = (x, y, z). To express the moment magnitudes of the sources located at r at time

t in the three orthogonal directions, we define s(r, t) ≡ [sx(r, t), sy(r, t), sz(r, t)]
T .

To express the orientation of the qth source, we define the angles between its

moment vector and the x, y, and z axes as βxq , βyq , and βzq respectively. The orien-

tation of the qth source is defined as a vector ηq ≡ [βxq , β
y
q , β

z
q ]. We assume in this

paper that the orientation of each source is time independent.

The second-order moment matrix of the measurement is denotedRb, i.e.,Rb =

〈b(t)bT (t)〉, where 〈·〉 indicates the ensemble average. In practice, the ensemble

average is often replaced with the time average over a certain time window. When

〈b(t)〉 = 0,Rb is also equal to the covariance matrix of the measurement.

The lead field vector for the µ component of a source at r is defined as

lµ(r) ≡ [lµ1 (r), lµ2 (r), · · · , lµM(r)]T . Here, lµm(r) expresses the mth sensor output

induced by the unit-magnitude source that is located at r and oriented in the

µ direction, where µ such that µ ∈ {x, y, z}. We define the lead field matrix as
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L(r) ≡ [lx(r), ly(r), lz(r)], representing the sensitivity of the sensor array at r in all

three orthogonal directions. Modeling the head as a spherical volume conductor

reduces the lead field to two orthogonal components in spherical coordinates, θ

and φ (Sarvas, 1987). In this case, the orientation of the qth source can instead be

represented by a vector ηq = [βθq , β
φ
q ]T , resulting in L(r) = [lθ(r), lφ(r)].

2.2.2 Conventional Adaptive Spatial Filtering

An adaptive spatial filter estimate of the source moment matrix ŝ(r, t) is given

by:

ŝ(r, t) = W T (r)b(t) (2.1)

In the above equation, W (r) ≡ [wθ(r),wφ(r)] and ŝ(r, t) ≡ [ŝθ(r, t), ŝφ(r, t)]T ,

where wθ(r) and wφ(r) are the weight vectors for the θ and φ directions, respec-

tively, while ŝθ(r, t) and ŝφ(r, t) are the corresponding components of the source

moment vector.

This section reviews an eigenspace-projected linearly constrained minimum

variance vector (LCMV) beamformer (Sekihara et al., 2001; Van Veen et al., 1997).

Omitting r from the expression, the weight vectors wθ and wφ are calculated with
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the following constraints:

min
wθ
wT
θ Rbwθ subject to

lTθ (r)wθ = 1 and lTφ (r)wθ = 0, (2.2)

min
wφ
wT
φRbwφ subject to

lTθ (r)wφ = 0 and lTφ (r)wφ = 1. (2.3)

The solution is known to be (Van Veen et al., 1997):

Wmv(r) = [LT (r)R−1
b L(r)]−1R−1

b L(r). (2.4)

An eigenspace-projected minimum variance beamformer is obtained by pro-

jecting the weight matrix of the LCMV beamformer onto the signal subspace of

the measurement covariance matrix:

W E(r) = ESE
T
SWmv(r)

= ESE
T
S [LT (r)R−1

b L(r)]−1R−1
b L(r)

(2.5)

where ES contains the eigenvectors representing the signal subspace of Rb. This

eigenspace projection overcomes the SNR degradation caused by array mismatch

and smoothes time courses of source reconstruction (Sekihara et al., 2001).
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2.2.3 Proposed Adaptive Beamformer with Coherent Suppres-

sion

A Method for Point Source Interference Suppression

The LCMV formulation allows one to add additional null constraints to sup-

press the influence of correlated sources. If the exact location of an interfering

source is known to be at point ri, then the weight matrix can be reformulated:

min
wθ
wT
θ Rbwθ subject to

lTθ (r)wθ = 1, lTφ (r)wθ = 0,

lTφ (ri)wθ = 0, lTθ (ri)wθ = 0. (2.6)

Similarly, for the orthogonal orientation φ:

min
wφ
wT
φRbwφ subject to

lTθ (r)wφ = 0, lTφ (r)wφ = 1,

lTφ (ri)wφ = 0, lTθ (ri)wφ = 0. (2.7)

Therefore, the standard composite lead field matrix may be augmented with addi-

tional columns:

Lps(r) = [lθ(r), lφ(r), lθ(ri), lφ(ri)], (2.8)

resulting in a new weight matrix formulation:

W ps(r) = [LT
ps(r)R−1

b Lps(r)]−1R−1
b Lps(r) (2.9)
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A Method for Region Suppression

However, the precise location of interference is seldom known a priori. Nev-

ertheless, in many cases, an interfering source can safely be presumed to origi-

nate from somewhere within a larger brain region. For example, in auditory MEG

experiments, interfering sources are typically present in superior temporal areas

contralateral to the region of interest. It is therefore desirable to extend this formu-

lation to suppress a selected region suspected to contain an interfering source.

In order to accomplish this, the lead field of the desired suppression region may

be added to the null constraint of the weight matrix computation. As with a single

point, the lead field matrix is augmented with the contribution from each voxel in

the desired suppression region, Σ:

min
wθ
wT
θ Rbwθ subject to

lTθ (r)wθ = 1, lTφ (r)wθ = 0, and CT
Σwθ = 0, (2.10)

where Σ is composed of the points {rΣ1 , rΣ2 , · · · , rΣN} and CΣ ≡

[lθ(rΣ1), lφ(rΣ1), · · · , lθ(rΣN ), lφ(rΣN )]. Again, for orientation φ:

min
wφ
wT
φRbwφ subject to

lTθ (r)wφ = 0, lTφ (r)wφ = 1, and CT
Σwφ = 0. (2.11)

Then, definingLrs(r) ≡ [lθ(r), lφ(r),CΣ], the weight matrix retains a familiar form:

W rs(r) = [LT
rs(r)R−1

b Lrs(r)]−1R−1
b Lrs(r). (2.12)
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Figure 2.1 The x, y, and z coordinates used to express the reconstruction results
in Section 2.4. The midpoint between the left and right preauricular points was
defined as the coordinate origin. The axis directed away from the origin to the
left preauricular point was defined as the +y axis, and that from the origin to the
nasion was the +x axis. The +z axis was defined as the axis perpendicular to both
these axes and was directed from the origin toward the vertex.

In practice, Σ will consist of several thousand voxels, making the product

LT
rs(r)R−1

b Lrs(r) a highly singular matrix and therefore difficult to invert accu-

rately. Furthermore, each additional column increases the computational load pro-

portionately. To remedy these two problems, singular value decomposition (SVD)

may be applied toCΣ; the most significant components can then be chosen to limit

the number of additional columns and improve the condition number of this ma-

trix. This has the added benefit of allowing the suppression region to be sampled

at a different spatial resolution from the region of interest; a coarser suppression

grid would be more computationally efficient without significantly compromising

accuracy.

Let us define CS such that CS ≡ [c1, · · · , cP ], the P left singular vectors of CΣ,

and L̃rs(r) ≡ [lθ(r), lφ(r),CS]. Then, building on the full eigenspace-projection
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beamformer, we construct an orthonormal basis ẼS by performing Gram-Schmidt

orthogonalization on the composite matrix [ES,CS]. Finally, substituting ẼS for

ES from equation 2.5, and L̃rs(r) for Lrs(r) from equation 2.12, we obtain:

W̃ rs(r) = ẼSẼ
T

S [L̃
T

rs(r)R−1
b L̃rs(r)]−1R−1

b L̃rs(r) (2.13)

We use the first two columns ofW rs(r) aswθ(r) andwφ(r). That is, defining p+ 2

dimensional column vectors f 1 and f 2 such that

f 1 = [1, 0, 0, . . . , 0]T and f 2 = [0, 1, 0, . . . , 0]T ,

the weight vectors, wθ(r) and wφ(r), are obtained using

wθ(r) = W rs(r)f 1 and wφ(r) = W rs(r)f 2. (2.14)

The normalized lead field matrix L̃rs(r)/‖L̃rs(r)‖ may be used to prevent er-

roneous values near the local sphere origin (Van Veen et al., 1997; Gross and Ioan-

nides, 1999).

2.3 Numerical Experiments

2.3.1 Data Generation

A series of numerical experiments were conducted to test the effectiveness of

the proposed method. The sensor configuration of the 275-channel CTF Omega

2000 biomagnetic measurement system (VSM MedTech, Coquitlam, BC, Canada)
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Figure 2.2 Above left, the reconstruction profile on the z = 40 mm plane, using the
conventional beamformer. The circle and square indicate the locations of the two
simulated coherent sources. At right, the time series associated with the spatial
peak at (8.0, 6.0, 40.0) mm.

was used. Data were simulated and processed using a development version of

NUTMEG (Dalal et al., 2004).

Two identical synchronous sine wave sources were synthesized and placed at

(0, 30, 40) mm and (0,−30, 40) mm, with coordinates defined as in Figure 2.1. A

sensor lead field was calculated using a single-layer spherical volume conductor

as the forward model (Sarvas, 1987) and the Omega 2000’s sensor geometry, with

2 mm grid spacing. Gaussian white noise was added to the generated data such

that the signal-to-noise (SNR) was equal to 2. The SNR was defined as the ratio of

the Frobenius norm of the MEG data matrix to that of the noise matrix.

The conventional beamformer erroneously placed a diffuse “source” centered

at (8.0, 6.0, 40.0) mm, shown in Figure 2.2. Note also the corresponding time course
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Figure 2.3 Above left, the reconstruction profile on the z = 40 mm plane, using
the beamformer with the point suppression modification and the same simulated
data as in Figure 2.2. The left source was suppressed, perfectly reconstructing the
right source. At right, the time series reconstructed for the right source.

does not show discernible distortion or other indications of an inaccurate recon-

struction, and can be misleading in applications to real data. Applying point sup-

pression to the coordinates of one source resulted in a highly focal and accurate

reconstruction of the other source (Figure 2.3).

Next, we synthesized a total of six sine wave sources to test the region-based

suppression technique. Four of these sources were synchronous, while the other

two had different frequencies and phases. As expected, the conventional beam-

former reconstructs the two unique sources, but fails to resolve any of the four

correlated sources (Figure 2.4). A suppression region was defined covering three

of the four correlated sources, leaving three sources in the region of interest; the

region was 80×40×20 mm. The eigenspectrum of this region’s lead field is shown

in Figure 2.5(a). Choosing eigenvectors that represent 95% of the variance is gen-
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Figure 2.4 The reconstruction profile and time courses obtained from six simulated
sources, four of which are coherent (indicated by circles) and two of which are
uncorrelated (indicated by the square and the diamond). None of the four coherent
sources are resolved.
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erally acceptable; however, often the precise eigenvalue thresholding is apparent

by inspection. In this case, the first 13 eigenvectors, representing 93% of the vari-

ance, were chosen to augment the lead field of the reconstruction region as a null

constraint. As shown in Figure 2.5(b), all three sources of interest were resolved;

the peak of the reconstructed correlated source had a localization error of 4.9 mm

(approximately two voxels), while the other two were reconstructed perfectly with

no localization error.

The size of the pseudosignal subspace represented by Ẽs is greater than the

true signal subspaceEs, hence a small increase in noise was observed in the recon-

structed time series. To assess how noise is affected by the chosen eigenvectors, the

mean square errors (MSE) of the time courses were calculated for several choices

(see Figure 2.6). As expected, the MSE of the time course for the correlated source

reduced with more eigenvalues, leveling off at approximately 13. The error of one

uncorrelated source increased slightly with more eigenvalues, while the other re-

mained fairly constant.

To assess how well an interfering source is suppressed depending on its posi-

tion within the suppression region, we returned to the case of two synchronous

sine wave sources. Using the left hemisphere suppression region defined above,

one source was fixed at (0,−30, 40) mm, while the algorithm was evaluated with

the other source at each of 190 locations throughout the suppression region. Fig-

ure 2.7 shows the localization error of the source of interest as a function of the
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Figure 2.5 (a) Eigenspectrum of the lead field of the suppression region. 13 eigen-
values, accounting for 93% of the total variance, were chosen by inspection. (b) The
reconstruction profile and time courses obtained when defining the boxed area as
the suppression region. The four circles indicate the coherent sources, while the
sources indicated by the square and diamond are uncorrelated.
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Figure 2.6 Mean squared error of the time courses of the three sources as a function
of eigenvector components selected for the lead field of the suppression region.
The circles, diamonds, and squares correspond to the sources in Figures 2.4 and 2.5.

interfering source within the suppression region. The mean error was 4.8 mm,

with 73% of locations within the suppression region yielding reconstruction errors

of 5 mm or less. Interfering sources placed within 5 mm of the edges farthest from

the model sphere center produced the largest errors of up to 20 mm.

2.4 Application to Auditory-Evoked MEG Data

In order to apply our proposed technique to real data, auditory evoked field

data was acquired from a 24-year-old female using pure tones. Data was acquired

with a 275-channel whole-head MEG device from CTF Systems (VSM MedTech,

Coquitlam, BC, Canada). The recordings were collected in accordance with the

ethical standards of the UCSF Institutional Review Board and Helsinki Declaration

of 1975, as revised in 1983. The auditory stimuli consisted of 1 kHz pure tones of
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Figure 2.7 Contour map showing reconstruction error (mm) of right source as a
function of position of left source within suppression region.

400 ms duration. The interstimulus interval was randomly varied between 1.5–1.6

s. The sampling frequency was set at 1200 Hz. All post-processing and analysis

were performed using a development version of NUTMEG (Dalal et al., 2004). A

digital filter was used to highpass the data at 1 Hz. After visual rejection of trials

containing eyeblink and movement artifacts, a total of 112 trials were averaged

(Figure 2.8).

Source reconstruction using a standard eigenspace vector beamformer with the

full 275 channel array shows a failure typical of simultaneous bilateral activation,

placing a low-amplitude, diffuse source bleeding towards the center of the model

sphere (Figure 2.9(a)). For this reconstruction, the signal subspace dimension Q
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Figure 2.8 A bilateral AEF response to a 1 kHz pure tone, with data from sensors
over the left and right temporal cortices overlaid.

was set to two because the eigenspectrum showed two dominant eigenvalues.

Note that the reconstructed time series appears to be reasonable and does not show

obvious symptoms of failure.

Applying the proposed technique, we used all 275 channels and defined the

suppression region to be a broad volume (75× 40× 65 mm) containing right tem-

poral areas. We then projected the lead field of the suppression region onto the

13 dominant eigenvectors and completed source reconstruction. As shown in Fig-

ure 2.9(b), a plausible location for left primary auditory cortex on the superior

temporal plane clearly emerges. Similarly, selecting a similar suppression region

containing left temporal areas results in a peak at a plausible location for right pri-

mary auditory cortex (Figure 2.9(c)). Furthermore, no spurious activations near

the center of the model sphere were observed. The correlation coefficient between

the reconstructed time series for the two peaks was observed to be 0.90.
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Figure 2.9 (a) Conventional beamformer reconstruction of AEF data, exhibiting
failure due to correlated sources. The algorithm reconstructs a false source, placed
in the frontal lobe, superior and anterior to the expected location on the supe-
riotemporal plane. The spatial activation shown is at full width half maximum
(FWHM). The time course shown is for the spatial peak marked by the crosshairs.
(b) Reconstruction of AEF data with suppression of the outlined region (left tem-
poral cortex). Right auditory cortex is revealed, along with its time course. (c) Sim-
ilarly, region suppression of right temporal cortex reveals left auditory cortex.
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For comparison, the data were also fit to a spatiotemporal ECD model with

DipoleFit (VSM MedTech, Coquitlam, BC, Canada). Using the same single-sphere

head model as the beamformer analyses, two dipoles were fit simultaneously over

the interval 75 ms to 100 ms, achieving a total weighted error of 9.8%. The left

dipole localized 12.5 mm lateral and inferior to the left source reconstructed by

the modified beamformer, while the right dipole localized 6.4 mm superior and

slightly medial to the reconstructed right source. Both of these locations were

within the full-width at half-maximum (FWHM) of each peak of the modified

beamformer. The correlation coefficient between the two dipole moments was 0.93.

2.5 Conclusion

Adaptive beamformers have been shown to have zero bias and the highest spa-

tial resolution amongst various spatial filtering methods used in neuromagnetic

source reconstruction (Sekihara et al., 2005b). However, the accurate resolution of

highly correlated sources has been problematic for beamformer techniques. One

workaround has been to simply process different sensor groups independently, es-

pecially for auditory experiments. While such results may be satisfactory for some

situations, this method likely will not be sufficient for correlated sources that are

in the same hemisphere or otherwise closer together. Hence, highly correlated vi-

sual or somatosensory activity may not be accurately resolved by simply ignoring
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distant sensors.

The described method for suppressing regions of coherent activation is an im-

portant development for MEG inverse techniques. We have presented a modifica-

tion that solves the problem of coherent sources when the approximate region of

one source is known and disjoint from the other. This method essentially allows

for a specific exception to the assumption of independent sources commonly made

in beamformer reconstructions. Thus, simultaneous bilateral activations may now

be accurately reconstructed using this technique without discarding any channels.

It may also provide a solution in the case of highly correlated sources located in

the same hemisphere or otherwise close to each other.

While the manual selection of the suppression region is a drawback of the

method proposed here, the suppression region can be defined with the aid of a

priori knowledge, potentially including information from fMRI studies. It may

also be possible to automate the selection through a method that scans through

several potential suppression regions.
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Chapter 3

Five-Dimensional Neuroimaging:

Localization of the Time-Frequency

Dynamics of Cortical Activity

Abstract

The spatiotemporal dynamics of cortical oscillations across human brain re-

gions remain poorly understood because of a lack of adequately validated meth-

ods for reconstructing such activity from noninvasive electrophysiological data. In

this paper, we present a novel adaptive spatial filtering algorithm optimized for ro-

bust source time-frequency reconstruction from magnetoencephalography (MEG)

and electroencephalography (EEG) data. The efficacy of the method is demon-
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strated with simulated sources and is also applied to real MEG data from a self-

paced finger movement task. The algorithm reliably reveals modulations both in

the beta band (12–30 Hz) and high gamma band (65–90 Hz) in sensorimotor cor-

tex. The performance is validated by both across-subjects statistical comparisons

and by intracranial electrocorticography (ECoG) data from two epilepsy patients.

Interestingly, we also reliably observed high frequency activity (30–300 Hz) in the

cerebellum, though with variable locations and frequencies across subjects. The

proposed algorithm is highly parallelizable and runs efficiently on modern high

performance computing clusters. This method enables and optimizes the ultimate

promise of MEG and EEG for five-dimensional imaging of space, time, and fre-

quency activity in the brain and renders it applicable for widespread studies of

human cortical dynamics during cognition.

3.1 Introduction

Magnetoencephalography (MEG) and electroencephalography (EEG) are func-

tional neuroimaging techniques with millisecond time resolution (Hämäläinen

et al., 1993). Traditionally, MEG and EEG have been used to study evoked re-

sponses, i.e., activity that is both time-locked and phase-locked to a stimulus or

task. These analyses assume a model of neural activity in which responses are

additive and/or phases are reset (Hanslmayr et al., 2007). However, it has been
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well-known that ongoing MEG/EEG oscillations can be suppressed in response

to a stimulus or task since the earliest EEG research (Berger, 1930); this possibil-

ity is not accounted for by the evoked model. Furthermore, the across-trial jitter

inherent in responses to even simple stimuli have been shown to be sufficient to

markedly reduce the amplitude of averaged responses (Michalewski et al., 1986);

this effect becomes even more pronounced for higher frequency bands. Averaging

also assumes trial-to-trial phase locking, which may not be valid for many complex

cognitive paradigms.

Another approach to interpreting MEG and EEG data is to quantify oscilla-

tory aspects of the signals using time-frequency methods. Typically, modula-

tions of oscillatory activity are described as event-related spectral power changes

(Pfurtscheller and Aranibar, 1977; Pfurtscheller and Neuper, 1992; Makeig, 1993).

By comparing the power of neural activity to a quiescent baseline, these types

of analyses reveal induced responses, i.e., activity that is time-locked but not nec-

essarily phase-locked. Additionally, the power change may be negative, termed

an event-related desynchronization (ERD), or positive, termed an event-related syn-

chronization (ERS). Analyses of ERD and ERS overcome many of the limitations of

evoked response analyses. However, most MEG/EEG time-frequency analyses are

conducted on the sensor signals without source localization, providing only vague

information as to which brain structures generated the activity of interest.

Several source reconstruction algorithms, each employing a different set of as-



48 CHAPTER 3. TIME-FREQUENCY OPTIMIZED BEAMFORMING

sumptions, have been proposed to overcome the ill-posed inverse problem. Source

reconstructions from MEG data can be classified as either parametric or tomo-

graphic. Parametric methods include equivalent current dipole (ECD) fitting tech-

niques; they often require knowledge about the number of sources and their ap-

proximate locations and poorly model sources with a large spatial extent.

Tomographic methods reconstruct source activity at each voxel (3-D location)

in the brain. Spatial filtering techniques avoid the high number of parameters and

the nonlinear iterative search required by ECD analysis. Nonadaptive spatial filter-

ing techniques, which include minimum-norm-based methods such as sLORETA

(Pascual-Marqui, 2002), use sensor geometry to construct the weights for the spa-

tial filter. Adaptive techniques, on the other hand, additionally use sensor data to

create a custom filter depending on signal characteristics. It has been shown that

a class of adaptive spatial filters known as beamformers (Van Veen and Buckley,

1988) have the best spatial resolution and performance amongst existing tomo-

graphic methods (Darvas et al., 2004; Sekihara et al., 2005b).

Adaptive spatial filtering methods have the potential to compute electromag-

netic source images in both the time and frequency domains (Robinson and Vrba,

1999; Gross et al., 2001; Sekihara et al., 2001; Dalal et al., 2004). Techniques such

as the synthetic aperture magnetometry (SAM) beamformer have been employed

to examine either the time course of neural sources or the spatial distribution of

power within a specific frequency band (Robinson and Vrba, 1999). However, pub-
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lished studies typically employ SAM to generate static fMRI-style images using

a large bandwidth and wide time window—effectively discarding the temporal

resolution advantage of magnetoencephalography. Only a few studies have at-

tempted time-frequency analysis in source space (Singh et al., 2002; Cheyne et al.,

2003; Gaetz and Cheyne, 2006; Jurkiewicz et al., 2006). These reports describe a

method in which a single set of beamformer weights are first computed over a

wide time window and frequency range; time-frequency decompositions are then

computed from the reconstructed time series for a few locations of interest. How-

ever, as we show in this paper, weights computed from unfiltered or wideband

data may be inherently biased towards resolving low-frequency brain activity due

to the power law of typical electrophysiological data. Additionally, responses of

shorter duration or outside the fixed time window used to generate the weights

may not be adequately captured.

In this paper, we propose a novel adaptive spatial filtering algorithm that is op-

timized for time-frequency source reconstructions from MEG/EEG data. Perfor-

mance of this algorithm will first be evaluated with simulated data. Then we will

demonstrate the method with real finger movement data, validated with group

statistics and intracranial recordings. The proposed algorithm enables accurate re-

construction of five-dimensional brain activity from MEG and EEG data, thereby

realizing the ultimate promise of MEG- and EEG-based neuroimaging.
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3.2 Methods

3.2.1 Definitions and Problem Formulation

Throughout this paper, plain italics indicate scalars, lower-case boldface italics

indicate vectors, and uppercase boldface italics indicate matrices.

We define the magnetic field measured by the mth detector coil at time t as

bm(t) and a column vector b(t) ≡ [b1(t), b2(t), . . . , bM(t)]T as a set of measured data,

where M is the total number of detector coils and the superscript T indicates the

matrix transpose. The second-order moment matrix of the measurement is de-

notedR, i.e.,R ≡ 〈b(t)bT (t)〉, where 〈·〉 indicates the ensemble average over trials.

When 〈b(t)〉 = 0, R is also equal to the covariance matrix of the measurement.

In practice, the ensemble average is often replaced with the time average over a

certain time window, t, such thatR(t) ≡ 〈b(t)bT (t)〉.

We assume that the sensor data arises from elemental dipoles at each spatial

location r, represented by a 3-D vector such that r = (rx, ry, rz). The orientation of

each source is defined as a vector η(r) ≡ [βx, βy, βz], where βx, βy, and βz are the

angles between the moment vector of the source and the x, y, and z axes, respec-

tively.

We define lζm(r) as the output of the mth sensor that would be induced by a

unit-magnitude source located at r and pointing in the ζ direction. The column

vector lζ(r) is defined as lζ(r) ≡ [lζ1(r), lζ2(r), · · · , lζM(r)]T . The lead field matrix,
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which represents the sensitivity of the whole sensor array at r, is defined asL(r) ≡

[lx(r), ly(r), lz(r)]. The lead field vector for a unit-dipole oriented in the direction

η is defined as l(r,η) where l(r,η) ≡ L(r)η(r).

3.2.2 Conventional Adaptive Spatial Filtering

This section reviews an adaptive spatial filter called the minimum variance

(MV) scalar beamformer, also referred to as the synthetic aperture magnetometry

(SAM) beamformer (Robinson and Vrba, 1999). An adaptive spatial filter estimate

of the source moment ŝ(r, t) is given by

ŝ(r, t) = wT (r)b(t) (3.1)

where w(r) is the weight vector.

The MV scalar beamformer weight vector w(r) is calculated by minimizing

wT (r)R(t)w(r) subject to lT (r,η)w(r) = 1. The solution is known to be (Robin-

son and Vrba, 1999):

w(r) =
R−1(t)l(r,η)

lT (r,η)R−1(t)l(r,η)
. (3.2)

Finally, in the absence of a priori orientation information from, e.g., MRI, an

optimal orientation ηopt(r) must be determined. The typical approach to deter-

mining ηopt is to compute the solution that maximizes output power with respect

to η (Sekihara and Scholz, 1996). Our approach is to compute the solution that
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maximizes output SNR (Sekihara et al., 2004):

ηopt(r) = max
η

lT (r,η)R−1(t)l(r,η)

lT (r,η)R−2(t)l(r,η)
(3.3)

As shown in Sekihara et al. (2004), the solution for ηopt is v3, the eigenvector

corresponding to the minimum eigenvalue of:

[LT (r)R−1(t)L(r)]−1[LT (r)R−2(t)l(r)]vj = γjvj, (3.4)

The estimated source power P̂s(r, t) can be computed from the weights w and

covarianceR(t):

P̂s(r, t) = 〈ŝ(r, t)2〉 = 〈[wT (r)b(t)][bT (t)w(r)]〉 = wT (r)R(t)w(r) (3.5)

The sensor noise power σ2(t) may be obtained from calibration measurements

of the MEG system or estimated by computing the minimum eigenvalue of R(t).

Then, the power of projected sensor noise P̂N may be estimated by replacing R(t)

with σ2(t)I :

P̂N(r) = wT (r)[σ2(t)I]w(r) = σ2(t)wT (r)w(r) (3.6)

Often, one is interested in the change in power from a control (i.e., baseline)

time window to an active time window, i.e., a dual-condition paradigm. These

windows are denoted as vectors of time samples, tcon and tact, respectively. In this

case:

P̂con(r) = P̂s(r, tcon) = wT (r)Rconw(r) (3.7)

P̂act(r) = P̂s(r, tact) = wT (r)Ractw(r) (3.8)
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where Rcon ≡ R(tcon), the covariance of the control window, and Ract ≡ R(tact),

the covariance of the active window.

In order to improve numerical stability and ensure an appropriately matched

baseline period, the same orientation ηopt(r) and w(r) must be used to compute

P̂act(r) and P̂con(r). This ensures that the magnitude of sources are comparable be-

tween the active and control periods; it also decreases the likelihood of resolving

false sources. Thus, ηopt(r) and w(r) may be computed using the average covari-

ance of the active and control periods, i.e., by substituting R = (Ract + Rcon)/2.

Note that tcon must be the same length as tact.

The contrast between P̂act and P̂con can then be expressed as a pseudo-t differ-

ence P̂act− P̂con or an F-ratio P̂act/P̂con. If the contribution of projected sensor noise

is subtracted, the ratio becomes F = (P̂act− P̂N)/(P̂con− P̂N). In this paper, we will

use the noise-corrected F-ratio expressed in units of decibels:

FdB = 10 log10

P̂act − P̂N
P̂con − P̂N

. (3.9)

Time-Frequency Extension of Conventional Beamformers

It is often desirable to compute contrasts for multiple activation windows and

possibly multiple baseline windows, relative to specific experimental or cognitive

events. The resulting contrasted spectrogram is a time-frequency representation

of source events. In order to obtain such a representation from the conventional

beamformer, one may directly compute the spectrogram of the source time series
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from Equation 3.1, contrasting it with the spectrogram of the control period (Singh

et al., 2002; Cheyne et al., 2003).

Another approach is to apply the weights w(r) computed above—with R

generated from long time windows tact and tcon spanning the entire duration

of interest—to a new set of covariances generated from filtered and segmented

data. First, the data is passed through a filter bank and partitioned into several

overlapping active segments, τ act[n], and at least one control segment, τ con[n],

where the subscript n refers to the index of the time window. (These windows

are shorter than tact and tcon.) Then, covariances are computed for each result-

ing time-frequency window, yielding R̃act(n, f) ≡ R(τ act[n], f) and R̃con(n, f) ≡

R(τ con[n], f), where f corresponds to the index of the frequency band. Power

maps may be computed directly by replacing Ract and Rcon with R̃act(n, f) and

R̃con(n, f), respectively:

P̂con(r, n, f) = wT (r)R̃con(n, f)w(r) (3.10)

P̂act(r, n, f) = wT (r)R̃act(n, f)w(r) (3.11)

P̂N(r, n, f) = σ2(n, f)wT (r)w(r) (3.12)

Finally,

FdB(r, n, f) = 10 log10

P̂act(r, n, f)− P̂N(r, n, f)

P̂con(r, n, f)− P̂N(r, n, f)
. (3.13)

However, while spectrograms may be constructed from the conventional beam-

former in this fashion, the weights are still optimized for the wide tact and tcon
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windows used to compute w(r). MEG/EEG spectra follows the power law, im-

plying that weights generated from unfiltered data are inherently biased towards

low-frequency activity.

3.2.3 Frequency-Dependent Weight Computation

Therefore, in order to better resolve low-amplitude, high-frequency activity,

one approach is to calculate a different set of weights for each frequency band:

w(r, f) =
R−1(f)lT (r,η)

l(r,η)R−1(f)l(r,η)
(3.14)

whereR(f) is the covariance matrix generated from b(t) filtered for the frequency

band of interest, and η = ηopt(r, f), i.e., the optimum orientation computed using

R(f). The corresponding power at each voxel for each frequency band is:

P̂s(r, f) = wT (r, f)R(f)w(r, f) (3.15)

Again, the powers of an active window and a control window may be computed

as follows:

P̂con(r, f) = P̂s(r, tcon, f) = wT (r, f)Rcon(f)w(r, f) (3.16)

P̂act(r, f) = P̂s(r, tact, f) = wT (r, f)Ract(f)w(r, f) (3.17)

The time-frequency representation may be computed either from the source

time series, or, as shown here, by using w(r, f) from Equation 3.14 and replacing

R(f) from Equation 3.15 with R̃act(n, f) and R̃con(n, f):

P̂con(r, f) = wT (r, f)R̃con(n, f)w(r, f) (3.18)
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P̂act(r, n, f) = wT (r, f)R̃act(n, f)w(r, f) (3.19)

P̂N(r, n, f) = σ2(n, f)wT (r, f)w(r, f) (3.20)

FdB(r, n, f) = 10 log10

P̂act(r, n, f)− P̂N(r, n, f)

P̂con(r, n, f)− P̂N(r, n, f)
. (3.21)

This formulation accounts for amplitude differences between different fre-

quency bands, but its performance may be degraded in the presence of activity that

is more transient. Sources that are active only briefly may not be adequately cap-

tured. Similarly, the spatial filters may not be optimized for sources that change po-

sition and orientation over time. Lastly, when analyzing long epochs, this method

might be prone to sources active at different latencies interfering with each other.

For example, if one source has an early response, and another nearby source be-

comes active later in the same frequency band, then generating weights from the

covariance of the whole interval may result in degraded reconstruction and poor

separation of the two sources.

3.2.4 Proposed Time-Frequency Optimized Beamforming

To overcome the above mentioned limitations, we propose that a custom set

of weights w(r, n, f) be generated from the covariances R̃act(n, f) corresponding

to each time-frequency window. As in the approaches described above, the data is

first passed through a filter bank and subsequently segmented into overlapping ac-

tive windows, τ act[n], and control windows, τ con[n]. For optimum time-frequency
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resolution and beamformer performance, it is desirable to choose larger time win-

dows for lower frequencies and narrower time windows for higher frequencies.

w(r, n, f) =
R−1(n, f)l(r)

lT (r)R−1(n, f)l(r)
(3.22)

whereR(n, f) = [R̃act(n, f) + R̃con(n, f)]/2. Then,

P̂con(r, n, f) = wT (r, n, f)R̃con(n, f)w(r, n, f) (3.23)

P̂act(r, n, f) = wT (r, n, f)R̃act(n, f)w(r, n, f) (3.24)

P̂N(r, n, f) = σ2(n, f)wT (r, n, f)w(r, n, f) (3.25)

FdB(r, n, f) = 10 log10

P̂act(r, n, f)− P̂N(r, n, f)

P̂con(r, n, f)− P̂N(r, n, f)
. (3.26)

Finally, the estimated power of overlapping segments are averaged to improve

numerical stability and better capture transitions in source activity. The procedure

is summarized in Figure 3.1.

The computational load of the algorithm scales linearly with the number of

time-frequency bins. In practice, hundreds of weight vectors must be computed

to assemble a complete source spectrogram and would require dozens of CPU

hours to complete. However, since the result for each time-frequency window

is essentially an independent computation, the time-frequency array is well-suited

for running on a parallel computing cluster. We used the shared computing clus-

ter at the California Institute for Quantitative Biomedical Research to generate the

results shown in this paper; the total running time for generating images for all



58 CHAPTER 3. TIME-FREQUENCY OPTIMIZED BEAMFORMING

raw sensor data

low γ high γθ-α β ultrahigh γ

FIR filter bank

θ-α power
-300 to 0 ms

θ-α power
-200 to +100 ms

θ-α power
-250 to +50 ms

200 ms  
windows

overlap/average to 
assemble complete 
source spectrogram

segment into 300 ms windows 150 ms  
windows

100 ms  
windows

100 ms  
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Figure 3.1 Algorithm for optimal time-frequency beamforming. Processing of the
combined θ-α band is shown in detail; each of the other frequency bands has a
similar workflow. Note that the algorithm is highly parallel and well-suited to run
on high performance computing clusters.
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time-frequency windows is less than 20 minutes when the cluster is unloaded and

all windows can be processed on approximately 300 nodes simultaneously. Upon

conclusion of the cluster run, the results were assembled and visualized with a de-

velopment version of our NUTMEG neuromagnetic source reconstruction toolbox

(Dalal et al., 2004), freely available from http://bil.ucsf.edu.

The filter bank approach provides an inherent potential advantage over FFT

and wavelet-based techniques, since frequency bins can be of variable size and

customized according to the experimenter’s hypothesis. For example, it has been

suggested that the spectral peak of high gamma activity may vary across subjects

and even within an individual (Crone et al., 2001a; Edwards et al., 2005); therefore,

those bands may be defined with a larger bandwidth. We chose to follow tradi-

tional MEG/EEG power band definitions as best as possible for the experiments

presented here: 4–12 Hz (theta-alpha), 12–30 Hz (beta), 30–55 Hz (low gamma),

and 65–90 Hz (high gamma). Additionally, we defined ultrahigh frequency bands

at 90–115 Hz, 125–150 Hz, 150–175 Hz, and 185–300 Hz. The power line frequency

(60 Hz) and harmonics (120 Hz and 180 Hz) were avoided to reduce noise.

3.2.5 Across-Subjects Statistics

The significance of activations across subjects was tested with statistical

non-parametric mapping (SnPM) (http://www.sph.umich.edu/ni-stat/SnPM/).

SnPM does not depend on a normal distribution of power change values across



60 CHAPTER 3. TIME-FREQUENCY OPTIMIZED BEAMFORMING

subjects and allows correction for familywise error of testing at multiple voxels

and time-frequency points. The detailed rationale and procedures of SnPM statis-

tics of beamformer images are described elsewhere (Singh et al., 2003). In short,

time-frequency beamformer images for each subject were first spatially normal-

ized to the MNI template brain using SPM (http://www.fil.ion.ucl.ac.uk/spm).

The three-dimensional average and variance maps across subjects were calcu-

lated at each time-frequency point, and the variance maps were smoothed with

a 20×20×20 mm Gaussian kernel in order to account for the spatial frequency

noise inherent to beamformer images. From this, a pseudo-t statistic was ob-

tained at each voxel, time window, and frequency band. In addition, a distribu-

tion of pseudo-t statistics was also calculated from 2N permutations of the original

N datasets (subjects). Each permutation consisted of two steps: 1) inverting the

polarity of the power change values for some subjects (with 2N possible combina-

tions of negations), and 2) finding the current maximum pseudo-t value among

all voxels and time windows for each frequency band. Instead of estimating the

significance of each non-permuted pseudo-t value from an assumed normal dis-

tribution, it is then calculated from the position within the distribution of these

maximum permuted pseudo-t values. The comparison against maximum values

effectively corrects for the familywise error of testing multiple voxels and time

windows.
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3.2.6 Numerical Experiments

Data Generation

Numerical experiments were conducted to evaluate the proposed method and

compare it with existing methods. The sensor configuration of the 275-channel

CTF Omega 2000 biomagnetic measurement system (VSM MedTech, Coquitlam,

BC, Canada) was used. Data were simulated and processed using a development

version of NUTMEG (Dalal et al., 2004).

Fifty trials of simulated data were generated, spanning -750 ms to 1000 ms per

trial, sampled at 1200 Hz. Two 77 Hz sine wave sources were synthesized and

placed at (10, 50, 60) mm and (15, 60, 75) mm1; the phases of each source were as-

signed randomly and varied between each other and each trial. The sine waves

were windowed such that they represented ERS activity and were not simultane-

ously active; one source was active from 50 ms to 300 ms, while the other was

active from 350 ms to 550 ms. A third 19 Hz source was placed at (25, 30, 100) mm,

active from -750 ms to 50 ms and from 600 ms to 1000 ms to simulate ERD activity.

A sensor lead field was calculated with 5 mm grid spacing using a single-

layer multiple sphere volume conductor as the forward model (Huang et al., 1999)

and the Omega 2000’s sensor geometry with respect to a real subject’s headshape.

1The numerical experiments used a coordinate system based on a real subject’s head geometry,
described as follows: The midpoint between the left and right preauricular points was defined as
the coordinate origin. The x-axis was directed from the origin through the nasion, while the y-axis
was directed through the left preauricular point and rotated slightly to maintain orthogonality with
the x-axis. The z-axis is directed upward perpendicularly from the xy-plane towards the vertex.
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Spontaneous MEG recordings from a human subject (“brain noise”) were added

to the generated data such that the signal-to-noise (SNR) was equal to 1. The SNR

was defined as the ratio of the Frobenius norm of the simulated data matrix to that

of the brain noise matrix.

Data Processing

Covariances for use with the beamformers were generated by creating a lattice

of time-frequency windows. The original data were first passed through a bank of

200th-order finite impulse response (FIR) bandpass filters and subsequently split

into several overlapping temporal windows with a step size of 25 ms for all bands.

In our filter design, we chose to follow traditional MEG/EEG power band defini-

tions as best as possible. Theta-alpha band was defined as 4–12 Hz with 300 ms

windows, beta band 12–30 Hz with 200 ms windows, low gamma 30–55 Hz with

150 ms windows. Additionally, five high gamma bands were defined, avoiding the

60 Hz power line frequency and its harmonics: 65–90 Hz, 90–115 Hz, 125–150 Hz,

150–175 Hz, 185–300 Hz, all with 100 ms windows. Finally, covariances were gen-

erated for this matrix of time-frequency windows and averaged over trials. Spatial

filter weights were computed for each time-frequency window, and an FdB(r, n, f)

space-time-frequency power map was assembled as described earlier.

For comparison, the data was processed in three additional ways. In the first

way, which we will term the “broadband” approach, the simulated data were pro-
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cessed with a conventional minimum variance beamformer; i.e., a single weight

was computed from unfiltered data using one large active window and a corre-

sponding large control window (Equation 3.2). In this case, 0 ms to 500 ms was

chosen as the active window, and -600 ms to -100 ms was chosen as the control

window. This weight was then applied to the covariances for each time-frequency

window to calculate estimated power and contrasted with the estimated power of

the control period to generate the final space-time-frequency representation.

The second way was a frequency-dependent beamformer approach (Equa-

tion 3.14). The original simulated data was passed through the same filter bank

as with our proposed method. However, instead of segmenting into several time

windows, the single large active window with a corresponding control window

was chosen as for the broadband approach. Thus, weights were computed for fil-

tered data corresponding to each frequency band. Again, 0 ms to 500 ms was cho-

sen as the active window, with -600 ms to -100 ms as the control window. Weights,

powers, and the final power map were generated as with the other two techniques.

Finally, the data was analyzed with sLORETA (Pascual-Marqui, 2002) as a rep-

resentative of minimum norm source reconstruction techniques. As sLORETA is

a nonadaptive spatial filter dependent only on sensor configuration, the same set

of weights was applied to the covariances for each time-frequency window. The

estimated power and contrast with a control period was performed as described

above with the beamformer techniques (Equation 3.13).
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3.2.7 Finger Movement Data

Subjects

Data was collected from 12 right-handed volunteers (6 females and 6 males,

mean age 29.2 years, age range 22-38 years). The participants were screened for

potentially confounding health conditions and medications. The study protocol

was approved by the UCSF Committee on Human Research.

Data Acquisition and Processing

Data was acquired with a 275-channel CTF Omega 2000 whole-head MEG sys-

tem from VSM MedTech (Coquitlam, BC, Canada) with a 1200 Hz sampling rate.

All post-processing and analysis were performed using a development version of

NUTMEG (Dalal et al., 2004). A digital filter was used to highpass the data at 1 Hz.

Trials containing eyeblink and movement artifacts were manually rejected.

Subjects were instructed to press the response button with their right index

finger (RD2) at a self-paced interval of approximately four seconds, acquiring 100

trials. In a subsequent block, the subjects completed the same task with their left

index finger (LD2) instead.

The data was processed as in the above simulation, but with 50 ms window

overlap due to the length of the epochs. For the broadband and frequency-domain

methods, the active window was chosen to be -250 ms to 250 ms relative to the

button press, with -950 ms to -450 ms as the baseline. These windows were cho-



SECTION 3.2. METHODS 65

sen based on typical results in the literature (Pfurtscheller and Neuper, 1992; Ju-

rkiewicz et al., 2006) and our laboratory’s extensive unpublished clinical data.

As with the simulations, a multiple sphere head model was calculated for each

subject at 5 mm resolution based on individual head shape and relative sensor

geometry. Spectral power changes were statistically tested across subjects with

the SnPM method described above, with p < 0.05 as the threshold for significant

activity.

3.2.8 Intracranial Recordings

Preoperative MEG data and corresponding intracranial electrocorticograms

(ECoG) were obtained from two patients undergoing surgical treatment for in-

tractable epilepsy. Intracranial electrodes were implanted in these patients for

preresection seizure localization and functional mapping of critical language and

motor areas. The study protocol, approved by the UCSF and UC Berkeley Com-

mittees on Human Research, did not interfere with the ECoG recordings made for

clinical purposes and presented minimal risk to the subjects. Upon informed con-

sent, the experiments were conducted while the patient was alert and on minimal

medication. The implants consisted of an 8×8 grid of platinum-iridium electrodes

(Ad-Tech Medical, Racine, WI) placed over the left frontotemporal region (Fig-

ure 3.2(a)). The electrodes had a 2.3 mm contact diameter and a center-to-center

spacing of 10 mm. Electrodes with an impedance greater than 5 kΩ or exhibiting
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(a) (b)

Figure 3.2 (a) Example of a typical frontotemporal ECoG montage in an intractable
epilepsy patient. The implant consists of an 8×8 electrode grid with 10 mm center-
to-center spacing between electrodes. (b) Lateral X-ray radiograph of the same
patient showing electrode locations. The surgical photograph was used to annotate
the locations of visible electrodes on an MRI rendering, while the coordinates of
hidden electrodes were found using X-ray backprojection to the MRI-derived brain
surface (Dalal et al., 2007a).

epileptiform activity were rejected from further analyses. An electrode in the cor-

ner of the electrode grid was selected as the reference. Data was collected with

an EEG amplifier (SA Instrumentation, San Diego, CA) sampling at 2003 Hz with

16-bit resolution. As with the MEG experiment, patients were asked to move their

right index finger (RD2) at a self-paced interval of approximately four seconds for

a total of 100 trials. Both patients had corresponding MEG recordings acquired

one day prior to their grid implants. The recordings were conducted identically as

with the healthy volunteers (see above).

Electrodes were localized on individual subject MRIs using visual identification

of landmarks on intraoperative photographs and backprojection from postimplant
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X-rays as described in Dalal et al. (2007a) (Figure 3.2). Time-frequency analyses of

ECoG data were performed using the event-related spectral perturbation (ERSP)

method (Makeig, 1993). Time courses for the power of single trial data were gen-

erated for each frequency band using a Gaussian filter bank and the Hilbert trans-

form (Edwards, 2007); after averaging across trials, the power time courses were

divided by the mean baseline spectrum to generate the ERSP. These results were

converted to decibels and then rebinned into the same time-frequency windows

used to analyze the MEG data for ease of comparison.

3.3 Results

3.3.1 Numerical Experiments

The sLORETA method produced relatively blurry results for all three simulated

sources, with peaks on the periphery of the defined volume of interest in each case

(see Figure 3.3). The reconstructions were not of sufficiently high fidelity to appre-

ciably distinguish the spectrograms of the different sources. Several regularization

parameters were tested with similar results.

The broadband beamformer correctly placed the peak of beta ERD at

(25, 30, 100) mm. (See Figure 3.3.) However, the spatiotemporal extent of both

high gamma ERS sources were not as cleanly resolved. The first source was placed

at (20, 50, 60) mm peaking over 150–175 ms, while the second source was placed
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at (20,55,70) mm, peaking over 450–475 ms. Additionally, the spatial extent of all

sources was blurred.

The frequency domain beamformer found the correct location of the beta ERD,

resolving a more focal peak than the broadband beamformer. (See Figure 3.3.) It

also found the correct locations for both high gamma ERS sources. However, the

activation was spatially blurred and attenuated for the high gamma ERS sources,

especially over 300-350 ms when one source tapers off and other tapers on. Addi-

tionally, the spatiotemporal extent of all three sources was compromised. The spec-

trogram computed for (15,60,75) mm shows contamination from the (10,50,60) mm

source and vice versa.

Finally, we applied our proposed technique to the data. (See Figure 3.3.) As ex-

pected, the beta ERD was accurately resolved. Both high gamma ERS sources were

accurately localized and their temporal extents accurately captured. Virtually no

contamination between the two source locations were observed on their respective

spectrograms. This method provided the best reconstruction of the simulated data.

3.3.2 Finger Movement Data

The characteristic beta band power decrease in contralateral sensorimotor cor-

tex was observed and reached statistical significance across subjects for all three

beamformer variants. (See Figure 3.4 for corresponding MNI coordinates and cor-

rected p values for right index finger movement.) However, only low-amplitude
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Figure 3.3 At top is the spectrogram corresponding to the three simulated sources.
In the rows below are the reconstruction results using sLORETA, the broadband
beamformer, the frequency domain beamformer, and the proposed time-frequency
beamformer. In each of those panels, the crosshairs mark the spatiotemporal peak
for the reconstructed source, with the corresponding spectrogram shown below it.
The time-frequency window plotted on the MRI is highlighted on the spectrogram.
The functional maps are thresholded at 50% of the maximum power (in dB) for the
beamformer variants and 75% for sLORETA.
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early time windows near -400 ms were significant for the broadband beamformer.

In contrast, significant contralateral activation was observed over -500 ms to

250 ms with both the proposed time-frequency beamformer and the frequency-

domain beamformer, although results were more spatially focal for the proposed

method. Additionally, both of these methods revealed significant beta band power

decreases in ipsilateral sensorimotor cortex and ipsilateral secondary somatosen-

sory cortex approximately 0 ms to 200 ms after movement onset.

The contralateral decrease in beta power was followed by a significant con-

tralateral beta rebound for all three methods. Again, the time-frequency beam-

former performed the best, with a relatively focal activation area. The broadband

beamformer revealed a peak in sensorimotor cortex, but the spatial extent of the

activation extended into areas both implausibly deep as well as outside the brain.

The frequency-domain beamformer placed the peak nearby, but grossly overesti-

mated the statistically significant spatial extent, apparently due to a large baseline

shift evident in voxels distant from motor cortex. The time-frequency beamformer

depicts a relatively focal activation in contralateral sensorimotor cortex. (Individ-

ual results for many subjects also showed an ipsilateral beta rebound, but this did

not reach statistical significance across subjects.) It also found an increase in beta

power peaking at (5,-5,65) mm (MNI coordinates, p < 0.038, corrected), corre-

sponding to activation of the supplementary motor area (SMA) (not shown).

Interestingly, both the frequency-domain beamformer and the time-frequency
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Figure 3.4 Shown above are the grand average reconstruction results for right
index finger movement using the broadband beamformer, the frequency domain
beamformer, and the proposed time-frequency beamformer. The functional maps
are superimposed on the MNI template brain and are statistically thresholded at
p < 0.05 (corrected). In each of the panels, the crosshairs mark the spatiotemporal
peak for the reconstructed source, with the corresponding spectrogram shown be-
low it. The functional map plotted on the MRI corresponds to the time-frequency
window highlighted on the spectrogram.
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Figure 3.5 Shown above are the grand average reconstruction results for left index
finger movement using the proposed time-frequency beamformer, superimposed
on the MNI template brain. The functional maps are superimposed on the MNI
template brain and are statistically thresholded at p < 0.05 (corrected). In each
panel, the crosshairs mark the spatiotemporal peak for the reconstructed source,
with the corresponding spectrogram shown below it. The functional map plot-
ted on the MRI corresponds to the time-frequency window highlighted on the
spectrogram.

beamformer localized a focal, statistically significant high gamma (65–90 Hz) peak

in sensorimotor cortex. This activity was found to be more spatially focal and tem-

porally bound to the movement. No significant high gamma activity was observed

with the broadband beamformer.

Similarly, the proposed technique revealed similar activity for left index finger

movement (Figure 3.5). The typical beta band desynchronization and late rebound

as well as high gamma activity were found in right sensorimotor cortex, reaching

statistical significance across subjects.

Activation of the cerebellum was also found in 9 of 12 healthy volunteers and in

both of the patients. (See Figure 3.6.) While the spatiotemporal extent and partic-

ular frequency content of cerebellar activations exhibited considerable variability
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Figure 3.6 Examples of cerebellum activation for finger movement in two sub-
jects. Above left are the results for RD2 movement in one subject. Above right
are the results for LD2 movement in a different subject. Both functional maps are
thresholded at 75% of the maximum power (in dB).

across subjects and did not reach statistical significance in our across-subject anal-

yses with whole-brain multiple comparison correction, we did observe that our

method found consistent high-frequency sources in the cerebellum in either the

65–90 Hz or 90–115 Hz bands. Examples of distinct cerebellar responses from two

subjects are shown in Figure 3.6; see Figure 3.7 for responses from the two patients.

3.3.3 Intracranial Recordings

As shown in Figure 3.7, several locations showing ECoG activity during

the right finger movement task were also found with the proposed MEG time-

frequency beamformer method and exhibited fairly similar spectrogram patterns.

Table 3.1 lists the coordinates of each peak in the grid coverage area for beta and

high gamma activations for both patients. MEG peaks were found between 2.8 mm
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Figure 3.7 Shown above are the right finger (RD2) movement activity for two
intractable epilepsy patients, using both time-frequency analyses from an 8×8 in-
tracranial electrode grid and the corresponding results from preoperative magne-
toencephalography and the proposed time-frequency beamformer. The spectro-
gram corresponds to the circled spatial location, while the functional maps show
the spatial extent of activation for the indicated time window and frequency band.
The orange outline indicates the region covered by the intracranial electrode grid.
Note that MEG reveals strong primary motor cortex and cerebellum activity, but
these areas were not covered with electrodes in either patient; instead, lower-
amplitude secondary activations are compared between the two methods.

and 10.4 mm from eight ECoG peaks, while two adjacent electrodes showing low-

amplitude beta ERD and one electrode showing high gamma ERS did not have

corresponding MEG activations.

Note that the MEG reconstruction for both patients show the largest-amplitude

beta desynchronization and high gamma synchronization in left primary motor

cortex and the cerebellum in accordance with the across-subjects analyses above,
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but these areas were not covered by the ECoG grid in either patient; therefore, the

ECoG analyses show only lower-amplitude secondary areas of activation which

tend to result in blurrier MEG activations. Nevertheless, the ECoG analyses sup-

ported the validity of MEG reconstructions of these secondary activations, taking

into account the 1 cm spacing and cortical surface placement of the ECoG grid as

well as spatiotemporal blurring inherent to the beamformer technique.

3.4 Discussion

We have shown that, with our novel time-frequency optimized beamformer

techniques, MEG can resolve sources of transient power changes across multiple

frequency bands, including high gamma activity. The method was validated with

across-subjects statistics and intracranial recordings.

Some secondary activity revealed by the ECoG analyses was not observed with

the MEG source reconstructions; these sources may have activated a small cortical

region and/or were not optimally oriented for detection by MEG sensor arrays.

Additionally, MEG source reconstructions for any given voxel are linear combi-

nations of activity from multiple nearby sources due to spatiotemporal blur and

may explain minor spectrogram differences as compared to ECoG. The degree of

spatial blur depends on various factors, especially SNR as well as the true spatial

extent of the sources.
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Patient Band ECoG Coords (mm) MEG Coords (mm) Difference (mm)

1 beta -50.6, 3.8, 28.2 -45.8, -1.2, 25.5 7.5

1 beta -55.2, 13.2, 9.4 -50.3, 13.8, 15.3 7.7

1 beta -54.9, -0.7, 20.6 -50.8, -1.1, 25.4 6.3

1 beta -57.7, -5.1, 0.0 – –

1 beta -57.7, 0.6, 7.7 – –

1 high gamma -54.9, -0.7, 20.6 -51.0, -3.1, 30.0 10.4

1 high gamma -53.7, 20.3, 3.9 – –

2 beta -56.9, -24.4, 30.6 -51.3, -28.9, 36.7 9.5

2 beta -58.3, 2.0, 14.1 -61.0, 0.3, 8.9 6.1

2 beta -55.0, -33.7, 33.3 -51.2, -27.5, 32.0 7.4

2 high gamma -64.4, -26.4, 23.5 -66.2, -24.5, 22.5 2.8

Table 3.1 The above table lists ECoG electrode locations with activity in the beta
and high gamma bands and the nearest peaks found from the MEG time-frequency
beamformer reconstruction. Note that coordinates given are in each patient’s na-
tive MRI space (rather than MNI coordinates) in order to accurately characterize
Euclidean distances between ECoG and MEG peaks, given in the last column.
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Adaptive spatial filter weights computed in the traditional manner from un-

filtered or wideband data are inherently biased towards resolving low-frequency

brain activity due to the power law of typical electrophysiological data. By creat-

ing a set of weights customized for each time-frequency window, higher frequency

sources may be characterized with much greater fidelity. Additionally, segment-

ing the data into time windows can better capture the temporal extent of oscillatory

modulations as well as allow for sources to change position and orientation. This

is particularly important for experiment designs with long interstimulus intervals

that yield several hundred milliseconds of data per epoch.

Noise is known to significantly impact the performance of minimum-norm-

based methods by increasing localization bias and decreasing spatial resolution

(Greenblatt et al., 2005; Sekihara et al., 2005b), and this likely explains the pre-

sented sLORETA results; ultimately, the regularization parameters and method

are critical in the presence of noise. Perhaps a similar approach to the proposed

method can be taken; i.e., regularization parameters can be customized for differ-

ent time-frequency segments, creating a hybrid adaptive-nonadaptive source re-

construction technique. This requires additional investigations beyond the scope

of this paper.

ECoG has been shown to clearly resolve high gamma (>60 Hz) activity and sug-

gests it is more spatiotemporally focal than lower-frequency activity (Crone et al.,

1998, 2001a,b; Edwards et al., 2005; Canolty et al., 2006). Recently, high gamma ac-



78 CHAPTER 3. TIME-FREQUENCY OPTIMIZED BEAMFORMING

tivity has been gaining attention in the MEG/EEG literature as well (Kaiser et al.,

2002; Hoogenboom et al., 2006; Vidal et al., 2006; Siegel et al., 2006; Osipova et al.,

2006). While increases in high gamma power may coincide with decreases in beta

power in many cases, high gamma may be a better indicator of task-specific neural

processing in local cortical circuits since it is found to be more focused spatially and

temporally. The hand motor data we present in this paper supports this hypoth-

esis. Additionally, many studies have recently shown that high gamma activity

is positively correlated with the hemodynamic response measured by functional

MRI (fMRI) (Logothetis et al., 2001; Mukamel et al., 2005; Niessing et al., 2005;

Brovelli et al., 2005; Hoogenboom et al., 2006; Lachaux et al., 2007). Finally, higher

frequency bands may be less likely to be temporally correlated even if they are si-

multaneously active, and may thereby naturally circumvent the known limitation

of beamformer techniques to resolve highly temporally correlated sources (Seki-

hara et al., 2002a).

Other ECoG studies also show motor ERS in bands greater than 60 Hz (Ohara

et al., 2000; Pfurtscheller et al., 2003) and even up to 200 Hz (Leuthardt et al., 2004;

Brovelli et al., 2005; Crone et al., 2006) in the same region we observed with our

MEG technique. Additionally, the postmovement beta rebound has been observed

in both ECoG (Pfurtscheller et al., 1996; Sochůrková et al., 2006) and MEG (Ju-

rkiewicz et al., 2006).

Our method suggested activations in the cerebellum for most of the healthy
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subjects and both epilepsy patients, though it did not reach statistical significance

across subjects, likely due to individual variability in precise location, latency, and

frequency. We speculate that both the sensor configuration and existing head mod-

els are not optimized for accuracy in the cerebellar region. Currently available

MEG sensor arrays may not provide adequate coverage that far down the head

with normal subject positioning. Furthermore, evidence from fMRI studies (Grodd

et al., 2001; Hülsmann et al., 2003; Thickbroom et al., 2003; Dhamala et al., 2003;

Dimitrova et al., 2006) suggests that the anterior cerebellum may be the most ac-

tive, placing the neural generators fairly distant from the sensors and significantly

lowering the SNR of the signals. Additionally, the strategy employed by individual

subjects in pacing their finger movements may have introduced variability in the

quality and extent of activation due to the cerebellum’s role in timing and rhythm

(Ivry and Keele, 1989; Dhamala et al., 2003; Lotze et al., 2003). Finally, existing

MEG/EEG head models focus on cerebral hemispheres and do not explicitly ac-

count for the structure of the cerebellum or its role in generating signals. As such,

they may introduce large lead field inaccuracies in the region of the cerebellum,

severely degrading the performance of spatial filtering techniques. Perhaps more

sophisticated models based on boundary element modeling (BEM) or finite ele-

ment modeling (FEM) are needed to improve fidelity in the cerebellum and other

deep brain structures.

Previous MEG/EEG studies have suggested coherence between the cerebellum
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and cerebral cortex in the alpha and beta bands (Gross et al., 2002; Pollok et al.,

2005). However, the activations found in this study suggest that the cerebellum

may exhibit oscillatory activity at much higher frequencies that are not necessar-

ily coherent with other locations, in accordance with speculation by Niedermeyer

(2004) and the classic experiments of Adrian (1935), Dow (1938), Ten Cate and

Wiggers (1942), and Pellet (1967). The use of space-time-frequency methods for

analyzing MEG/EEG data may finally allow the cerebellum’s electrical activity to

be independently studied noninvasively.

In addition to the hand motor data presented in this paper, other MEG stud-

ies by our group show that our method can reveal more complex cognitive pro-

cesses related to learning, decision-making, and memory (Dalal et al., 2005; van

Wassenhove and Nagarajan, 2006; Hinkley et al., 2006; Guggisberg et al., 2007; van

Wassenhove and Nagarajan, 2007).

The technique we propose can be customized according to the preferences of

the experimenter. For example, the frequency bands and time windows can be

adjusted depending on the expected SNR and trial-to-trial variability of the exper-

iment. Any typical filter type can be used to construct the filter banks; an experi-

menter may prefer to substitute filters with different properties than we have cho-

sen or even wavelet-based filters. Finally, since the power of the active windows,

control window, and noise are preserved in the final results, the contrast type may

be selected by the end user. Rather than an F-ratio contrast, a t-test (difference) or
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the uncontrasted power time course may be selected instead.

This type of analysis does yield a large amount of information—a time-

frequency spectrogram for every spatial location implies five dimensions of output

data! Therefore, we have implemented an interactive time-frequency viewer into

our software package NUTMEG to help make navigation of the results more intu-

itive. Future directions may include developing factor analysis techniques to help

mine the rich output afforded by five-dimensional space-time-frequency analyses.
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Chapter 4

Localization of Neurosurgically

Implanted Electrodes via

Photograph-MRI-Radiograph

Coregistration

Abstract

Intracranial electroencephalography (iEEG) is clinically indicated for medically

refractory epilepsy and is a promising approach for developing neural prosthetics.

These patient populations also provide valuable data for cognitive neuroscience re-

search. Accurate localization of iEEG electrodes is essential for evaluating specific
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brain regions underlying the electrodes that indicate normal or pathological activ-

ity, as well as for relating research findings to neuroimaging and lesion studies.

However, electrodes are frequently tucked underneath the edge of a craniotomy,

inserted via a burr hole, or placed deep within the brain, where their locations

cannot be verified visually or with neuronavigational systems.

We present a novel method for localizing iEEG electrodes. This procedure is an

improvement over existing techniques yet makes use of routinely acquired surgi-

cal photographs, X-ray radiographs, and magnetic resonance imaging (MRI) scans.

The end result is a set of electrode positions on the patient’s rendered MRI yielding

locations relative to sulcal and gyral landmarks on individual anatomy, as well as

MNI coordinates. We demonstrate the superiority and accuracy of the proposed lo-

calization procedure in two intractable epilepsy patients implanted with electrode

grids and strips.

4.1 Introduction

Intracranial electroencephalography (iEEG) is indicated in potential neurosur-

gical patients when noninvasive diagnostic techniques prove inconclusive (Ban-

caud et al., 1965). Most of these patients have medically intractable epilepsy, re-

quiring long-term invasive monitoring to localize seizure foci as well as to prevent

resection of critical brain areas that would result in cognitive deficits or paraly-
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sis (Wyler et al., 1988; Lesser et al., 1991). These recordings also provide rare but

highly valuable data to test basic hypotheses in neurophysiology and cognitive

neuroscience. Furthermore, iEEG is a promising avenue for the development of

neural prostheses designed to aid patients with brain or spinal cord damage re-

sulting from trauma, stroke, or neurodegenerative diseases (Leuthardt et al., 2006;

Santhanam et al., 2006; Hochberg et al., 2006).

Accurate localization of iEEG electrodes is critical for planning resective

surgery as well as for relating iEEG findings to the larger neuroimaging litera-

ture. Direct visual observation of electrode positions, perhaps supplemented by

neuronavigational systems (Barnett et al., 1993) or recorded with digital photogra-

phy (Wellmer et al., 2002), provides the most reliable information. However, many

electrodes are tucked underneath the edge of a craniotomy or guided into loca-

tions deep within the brain, and so their final locations relative to brain anatomy

are not precisely known since they cannot be visually verified. In some procedures,

electrodes may be inserted into the subdural space via a small burr hole.

Postimplant radiographs (X-rays) are routinely ordered at most epilepsy cen-

ters, and while they are high-resolution, they are nevertheless flat 2D projections

that give little indication of underlying brain anatomy. They are typically used to

visualize the approximate extent and curvature of the implanted electrode arrays.

Simple measurements can be performed to estimate rough electrode positioning

on anatomy (Fox et al., 1985; Miller et al., 2007). However, variable magnification
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and distortion as well as inherent variability in anatomy and X-ray configuration

between patients may reduce the accuracy of these measurements.

Many epilepsy centers obtain postimplant computed tomography (CT) scans to

visualize the 3D configuration of the electrodes. However, CT has poor soft tissue

contrast and brain structures are very difficult to discern, especially in the pres-

ence of severe streaking artifacts caused by the electrodes themselves. Therefore,

CT scans must be coregistered to preoperative magnetic resonance imaging (MRI)

scans in order to visualize electrode positions on brain anatomy (Grzeszczuk et al.,

1992; Winkler et al., 2000; Nelles et al., 2004; Hunter et al., 2005). However, the

resolution of CT is often poor, resulting in partial volume effects, and as we will

show, the brain may shift considerably following the electrode implant, contribut-

ing to significant errors in coregistered location of electrodes. These disadvantages

are compounded by the fact that CT delivers a large radiation dose, can be un-

comfortable and sometimes risky for implanted epilepsy patients, and is relatively

expensive.

Some groups acquire postimplant MRI scans, which can visualize brain

anatomy with high fidelity. Unfortunately, many electrodes can be difficult to

see on them (Bootsveld et al., 1994); from MRI scans published in the literature

(Schulze-Bonhage et al., 2002; Kovalev et al., 2005; Sochůrková et al., 2006), it seems

likely that electrodes on arrays with spacing tighter than 1 cm would be indistin-

guishable. Susceptibility artifacts from the electrode material may also distort the
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images. As with CT, many epilepsy centers consider postimplant MRIs to be un-

justifiably risky and expensive.

We present a procedure and algorithm for localizing electrodes implanted into

the brains of neurosurgery patients and for interactively linking a 3D MRI with

a 2D radiograph and surgical photographs. The method provides a more robust

estimate of electrode positions than previously possible. Additionally, we use the

transformation matrices to create an interactive viewer that links coordinates on

the MRI, photograph, and radiograph; this both verifies goodness of fit as well as

assists identification of other structural features on the radiograph by correspond-

ing them to 3D locations on the patient’s MRI.

4.2 Methods

4.2.1 Patients and Electrodes

Intractable epilepsy patients were implanted with subdural electrodes for the

purpose of planning resective surgery. Electrode implants were guided strictly by

clinical indications and research recordings were approved by the Committees on

Human Research at the University of California, San Francisco and the Univer-

sity of California, Berkeley. The electrodes were 4 mm diameter platinum-iridium

disks with a 2.3 mm contact width, embedded within a Silastic sheet (Ad-Tech

Medical, Racine, WI, USA). The center-to-center spacing between electrodes was
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10 mm. Grid electrodes consisted of 64 electrodes arranged in an 8×8 square and

placed on the surface of left frontotemporal cortex in all patients. Electrode grids

were sewn to the dura to minimize movement after placement. In most patients,

supplemental 4×1 or 6×1 electrode strips (10 mm spacing) were also placed on the

cortical surface. In addition, most had 4×1 depth electrodes implanted (10 mm

spacing) to record from the hippocampus and amygdala.

4.2.2 Medical Images

High-resolution T1-weighted MRI scans were acquired with a FSPGR sequence

at a resolution of 0.43×1.5×0.43 mm on a 3 T scanner (GE, Milwaukee, WI, USA).

Lateral skull film radiographs were digitized at approximately 0.15×0.15 mm. A

CT scan was acquired on one patient at a resolution of 0.43×0.43×3.75 mm.

Digital photographs were taken of the craniotomy both prior to and follow-

ing placement of the electrodes using a consumer-grade camera. The camera was

handheld roughly 50 cm away from the exposed cortex and oriented approxi-

mately orthogonal to it.

4.2.3 MRI Processing

Skull and scalp tissue were stripped from the structural

MRIs with the Brain Extraction Tool (Jenkinson et al., 2005,

http://www.fmrib.ox.ac.uk/analysis/research/bet/). This segmented vol-
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ume was used to determine the coordinates of points on the brain surface

as well as create rendered brains with MRIcro (Rorden and Brett, 2000,

http://www.sph.sc.edu/comd/rorden/mricro.html).

4.2.4 Registration of Surgery Photographs

Two photographs are typically taken during surgical implantation of the elec-

trode array—one showing the exposed brain (anatomical photograph) and one show-

ing the electrode grid on top of the brain (grid photograph) (Figures 4.1(a) and 4.1b).

The plastic and cabling of the electrode grid partially occludes the view of the

brain anatomy underneath it; therefore, it is useful to transfer the coordinates of

the electrodes seen in the grid photograph to the anatomical photograph. Fortu-

nately, matching two photographs of the same scene taken with an uncalibrated

camera is a 2D homography problem that is well-studied in the field of computer

vision; given at least four matched point pairs called control points, a projective

transform may be computed to map any given point from one photograph to the

other (Abdel-Azziz and Karara, 1971; Hartley and Zisserman, 2004). In this case at

hand, several control points can easily be chosen on the two photographs, includ-

ing prominent features of blood vessels, distinct corners of the craniotomy, fixed

sutures, and other stationary surgical hardware.

Given N pairs of control points with coordinates ai ≡ (xi, yi) from the first

photograph and bi ≡ (ui, vi) from the second photograph, the projective transform
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Figure 4.1 Complete procedure for registration of electrodes from photographs,
MRI, and X-ray. (a) Photograph showing position of grid implant. Cables entering
the bottom left and bottom right corners of the craniotomy connect to electrode
strips. (b) Photograph taken immediately before grid placement clearly showing
anatomical features. A projective transform with the photograph in (a) is com-
puted with several manually selected point correspondences, such as blood vessel
features, craniotomy edges, and stationary surgical hardware. The transform were
then applied to electrode positions from (a) and superimposed. (c) MRI-based
brain rendering with electrode positions transcribed from the photographs. (d)
Lateral radiograph showing electrode positions (dark dots) along with electrode
cabling. The green circles outline the electrodes with 3D locations known from
the previous photograph-MRI registration step; these two sets of coordinates were
used as control pairs to generate the MRI-radiograph projective transform. (e) The
projective transform can be used to compute the location of the X-ray source and
trace the path of X-rays that generated the image for each electrode location. Sur-
face electrodes are known to be at the intersection of these rays with the cortical
surface. (f) The final rendering showing electrode positions confirmed by the pho-
tograph (in white) and those determined solely by backprojection (grid electrodes
in blue, strip electrodes in yellow). Note that the strip electrodes A1-A4 and B1-B4
are difficult to see at the contrast level chosen for the shown radiograph.
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may be computed as follows. First, the coordinates are normalized with transforms

T 1 and T 2, respectively, such that the centroid for each group is (0,0) and the mean

distance from the origin is
√

2 for each set of points. Let us define ãi ≡ T 1[ai 1]T

and b̃i ≡ T 2[bi 1]T , with ãi = (x̃i, ỹi, 1) and b̃i = (ũi, ṽi, 1). The coordinate vectors

are augmented with unity as a scaling factor, which will become important later.

Then, the discrete linear transformation (DLT) algorithm can be used to deter-

mine the 3 × 3 projective transform P̃ that best maps ã to b̃ (Abdel-Azziz and

Karara, 1971; Hartley and Zisserman, 2004):

P̃ =


p11 p12 p13

p21 p22 p23

p31 p32 1

 (4.1)

where the entries in P̃ can be determined by solving the following 2N × 8 system:



x̃1 ỹ1 1 0 0 0 −ũ1x̃1 −ũ1ỹ1

0 0 0 x̃1 ỹ1 1 −ṽ1x̃1 −ṽ1ỹ1

...
...

...
...

...
...

...
...

x̃N ỹN 1 0 0 0 −ũN x̃N −ũN ỹN

0 0 0 x̃N ỹN 1 −ṽN x̃N −ṽN ỹN





p11

p12

p13

p21

p22

p23

p31

p32



=



ũ1

ṽ1

ũ2

ṽ2

...

ũN

ṽN



(4.2)

When N > 4, the system is overdetermined, but may be solved in a least
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squares sense using singular value decomposition. Then, in order to apply the

transform to the original coordinate spaces, the normalization transforms must be

applied to P̃ :

P ≡ T−1
2 P̃ T 1 (4.3)

Finally, P may be applied to any point m ≡ (mx,my) from the first image to

estimate the corresponding point n̂ ≡ (n̂u, n̂v) on the second image:
kn̂u

kn̂v

k

 = P


mx

my

1

 (4.4)

Note that after applying the transform to (mx,my), the first two elements of the

output vector must be divided by the third, k, to yield (n̂u, n̂v). This effectively

removes any perspective distortion; in fact, if P defines an affine transform, then

the mapping is distortionless by definition and k = 1.

The transform requires matching of fixed landmarks (fiducials) between the two

photographs; in this application, features on visible portions of the brain, blood

vessels, and fixed surgical hardware may be used as landmarks for control points.

The computed transform can then estimate the coordinates on the anatomical pho-

tograph corresponding to any point from the grid photograph. Therefore, the

transform is applied to the coordinates of all visible electrodes in the grid pho-

tograph. This method does not require that the two photographs be taken with

identical parameters (e.g., the angle, distance, and zoom/focus settings need not
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be the same).

4.2.5 Photograph-MRI Registration

The locations of visible electrodes from the photograph can then be manually

annotated on a high-resolution MRI surface rendering of the patients brain. This

yields a set of 3D coordinates of known electrode positions in MRI space (Fig-

ure 4.1c). This process may be assisted with the use of a 3D-2D projective trans-

form (see Section 4.2.6 below), or a feature matching algorithm may help automate

this step (e.g., Yuan et al., 2004).

4.2.6 MRI-Radiograph Registration

The projective transform used above to register two photographs of the same

scene may be extended to a more general “camera” problem (Abdel-Azziz and

Karara, 1971). A photograph is a projection of 3D “world” points onto a 2D image

plane; light rays from the photographed scene converge onto a focal point behind

the image plane (film or digital sensor). Note that radiography is a special case of

the camera problem in which the focal point is actually the X-ray source; the X-rays

then diverge before being absorbed by the object or the film/sensor (image plane)

behind it. Fortunately, most camera geometry principles and formulae are readily

generalizable to the case of radiography with the proper assignment of polarities

to various parameters. Thus, in our case, the 3D world data is represented by the
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MRI and the photographic projection is represented by the X-ray image. It should

be noted that due to the fan beam configuration of typical clinical X-ray sources,

an affine transform—which assumes parallel rays—would result in greater regis-

tration errors.

Given at least six control points matching 3D world locations to a 2D image

plane, a 3×4 projective transform may be computed to map any 3D location to the

image. (Abdel-Azziz and Karara, 1971; Hartley and Zisserman, 2004). In practice,

ten or more well-distributed control points are needed to generate a reliable trans-

form. It is difficult to find that many uniquely identifiable yet nonplanar point

correspondences given a standard MRI and uncalibrated radiograph. Other ap-

proaches require calibration of the X-ray system (including precise measurement

of the position and orientation of the X-ray source relative to the patient) and/or

placement of additional external markers that can be observed in both sets of im-

ages (e.g., Gutiérrez et al., 2005). These methods are cumbersome to implement in

clinical practice and cannot work for typical existing data.

However, electrodes are clearly visible on radiographs (Figure 4.1d) and many

of their 3D positions are known from the above photograph-MRI registration.

Therefore, several known 3D-2D point correspondences exist from the visible elec-

trodes. With the addition of some potentially clear anatomical landmarks (e.g.,

nasion, auditory canals, teeth, and upper vertebrae), enough control points can

be defined to create a viable projective transform between the MRI and the ra-
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diograph. As a sanity check, the transform can confirm the location of the X-ray

source, which in a typical clinical setting is 100 cm from the head. The transform

can then be applied to the X-ray positions of the electrodes.

We start withN pairs of control points with coordinates ai ≡ (xi, yi, zi) from the

MRI and bi ≡ (ui, vi) from the radiograph. As with the 2D projective transform, the

coordinates should be normalized with transforms T 1 and T 2, respectively, such

that each set of coordinates has a centroid that falls on the origin and is distributed

with a mean distance of
√

3 for the 3D coordinates and
√

2 for the 2D coordinates.

Let us define ãi ≡ T 1[ai 1]T and b̃i ≡ T 2[bi 1]T , with ãi = (x̃i, ỹi, z̃i) and b̃i =

(ũi, ṽi).

An expanded form of the DLT algorithm can be used to determine the 3 ×

4 projective transform P̃ that best maps ã to b̃ (Abdel-Azziz and Karara, 1971;

Hartley and Zisserman, 2004):

P̃ ≡


p11 p12 p13 p14

p21 p22 p23 p24

p31 p32 p33 1

 (4.5)
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where the entries in P̃ can be determined by solving the following 2N×11 system:



x̃1 ỹ1 z̃1 1 0 0 0 0 −ũ1x̃1 −ũ1ỹ1 −ũ1z̃1

0 0 0 0 x̃1 ỹ1 z̃1 1 −ṽ1x̃1 −ṽ1ỹ1 −ṽ1z̃1

...
...

...
...

...
...

...
...

...
...

...

x̃N ỹN z̃N 1 0 0 0 0 −ũN x̃N −ũN ỹN −ṽN z̃N

0 0 0 0 x̃N ỹN z̃N 1 −ṽN x̃N −ṽN ỹN −ṽN z̃N





p11

p12

p13

p14

p21

p22

p23

p24

p31

p32

p32

p33



=



ũ1

ṽ1

ũ2

ṽ2

...

ũN

ṽN



(4.6)

Again, in practice the system will be overdetermined (givenN > 6), so singular

value decomposition can be used to find the least squares solution. Next, P̃ is

denormalized so that it may be applied to the original coordinate spaces:

P ≡ T−1
2 P̃ T 1 (4.7)

Finally, P may be applied to any MRI point m ≡ (mx,my,mz) to estimate the
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corresponding point on the radiograph r̂ ≡ (r̂u, r̂v):


kr̂u

kr̂v

k

 = P



mx

my

mz

1


(4.8)

As with the 2D-2D case, the first two elements of the output vector must be divided

by the third, k, to to remove projective distortion and obtain (r̂u, r̂v).

An interesting property of the projective transform P is that the position of

the focal point f (i.e., the X-ray source) may be directly calculated from it. Let us

define:

M ≡


p11 p12 p13

p21 p22 p23

p31 p32 p33

 (4.9)

and

p4 ≡ [p14 p24 p34]T (4.10)

such that P = [M p4]. Then, the focal point is known to be

f = −M−1p4 (4.11)

Indeed, if M is singular, ||f || = ∞ and therefore P would define an affine

transform, which assumes parallel rays with no convergence (i.e., an infinite focal

length).
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In practice, the DLT method for 3D-2D registration is somewhat sensitive to

noise and inaccuracy in the given control points, and the computed X-ray source

location is subject to some uncertainty along the axis perpendicular to the X-ray

image plane. However, with only knowledge of the distance and approximate di-

rection of the X-ray source, Levenberg-Marquardt optimization (Levenberg, 1944;

Marquardt, 1963) may be used to adjust the displacement parameters in the nor-

malization transform T 1 to ensure a reasonable estimate of f and, by extension,

P .

Applying the projective transform P maps every 3D MRI point to a 2D radio-

graph point. We are interested in mapping the radiograph points to the MRI as

well, but since P is a 3×4 matrix, P−1 is not defined. However, a form of the

inverse projective transform does exist! Intuitively, all points on a line passing

through the focal point f must map to a single point on the radiograph. There-

fore, applying the inverse projective transform to a point on the radiograph should

backproject to a line in MRI space. For a non-affine projective transform, the line

equation is known to be (Hartley and Zisserman, 2004):

l(r, µ) = M−1

µ
rT

1

− p4

 (4.12)

where r ≡ (ru, rv) is the radiograph coordinate to be backprojected, and µ is a

parameter that determines position along the backprojected line.

If the electrodes are known to be on the brain surface, then their coordinates



98 CHAPTER 4. INTRACRANIAL ELECTRODE LOCALIZATION

are easily found by backprojecting each electrode’s X-ray location and finding the

intersection with the set of MRI points comprising the brain outline. It should be

noted that large backprojection errors may arise in areas where the brain curves

sharply away from the X-ray image plane. For example, when backprojecting

to the bottom of the temporal lobe from a lateral radiograph, small errors along

the superior-inferior axis of the brain may result in large displacement along the

left-right axis. In this case, known electrode spacing can be used to constrain the

solution.

The solution for localizing depth electrodes is more involved. If multiple X-

ray views are available, projective transforms can be computed for each of them; a

depth electrode can then be localized by computing the intersection of its backpro-

jections from each X-ray view. Alternatively, if only one X-ray view is available, the

position of electrodes along the backprojected lines may be estimated from knowl-

edge of the approximate depth of the shallowest electrode on a given probe, using

known spacing to determine the position of remaining electrodes.

4.2.7 Transformation to Canonical Coordinate System

Given a set of electrode positions on a patient’s individual 3D MRI space, it is

quite straightforward to transform them to a standard coordinate system such as

the Montreal Neurological Institute (MNI) template (Evans et al., 1993; Mazziotta

et al., 2001). We used SPM2 (http://www.fil.ion.ac.uk/spm) to generate the non-
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linear spatial transformation function using the preoperative MRI. The transform

was then applied to the electrode coordinates determined from X-ray backpro-

jection to obtain corresponding MNI coordinates. After conversion to Talairach

coordinates (http://imaging.mrc-cbu.cam.ac.uk/imaging/MniTalairach), the Ta-

lairach Daemon (http://ric.uthscsa.edu/projects/talairachdaemon.html) may be

used to corresponding anatomical labels from the Talairach atlas (Talairach and

Tournoux, 1988). Note that since many epilepsy patients have unusual brain

anatomy, it is especially important to use spatial normalization only to obtain stan-

dardized coordinates; functional activations should be rendered on an individual’s

MRI rather than a standard template.

4.2.8 Interactive Navigation

Another 3D-2D projective transform can be synthesized to map MRI surface

points onto the anatomical photograph, using the electrode positions from Sec-

tion 4.2.5 and/or distinct anatomical features as control points. We have created

an interactive navigation tool that uses this MRI-photograph transform along with

the the MRI-radiograph transform to allow a user to select any point on the MRI

and immediately see that point’s corresponding projection on the radiograph and

photograph (Figure 4.2). Conversely, selecting a point on the radiograph defines a

corresponding point on the photograph and a line (i.e., the X-ray path) on the MRI.

Finally, if the MNI spatial normalization has been performed, corresponding MNI
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Figure 4.2 Interactive navigation is possible with the photograph, MRI, and ra-
diograph linked via projective transforms. The crosshairs on each image in-
dicate the same brain location, in this case, the inferior tip of a large parietal
encephalomalacia.

coordinates and anatomical labels can be displayed.

4.2.9 Performance Evaluation

Accuracy of MRI-Radiograph Projective Transform

In one patient, the complete set of 47 visible electrodes along with four anatom-

ical fiducials (superior orbital ridge, left and right auditory canals, and the vertex)

were used to generate the MRI-radiograph projective transform. The backpro-

jected coordinates were compared with the gold standard of photograph-derived

coordinates.

We also tested the performance of the projective transform for locations that

were not used as control points. Since it is not possible to validate the com-

puted coordinates for electrodes that are located beyond extent of the craniotomy,

another projective transform was generated using only 6 of the 47 visible elec-
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trodes. The coordinates found from X-ray backprojection were compared with the

photograph-derived coordinates not used to compute the transform.

CT-MRI Coregistration

Another patient had a CT scan in addition to high-resolution preoperative MRI

scan to a postimplant lateral radiograph. CT-MRI coregistration was performed

with SPM2 using a mutual information algorithm. The quality of coregistration

was visually verified by ensuring good agreement of skull shape between the CT

and MRI. Electrode coordinates were found using our proposed method and com-

pared with the electrode positions derived from the coregistered CT scan. 3D ren-

derings of CT electrode positions on the MRI were created with MRIcro. Figures

showing coregistered CT/MRI slices were generated with OsiriX (Rosset et al.,

2004, http://homepage.mac.com/rossetantoine/osirix/).

4.3 Results

4.3.1 Performance Evaluation

Electrode locations found by computing projective transforms based on all vis-

ible electrodes had a mean discrepancy of 1.55 mm (s.d. 0.53 mm, max 2.71 mm)

when compared to the photograph-derived coordinates (Figure 4.3, blue points).

Using only a subset of six electrodes to compute the projective transform, the out-
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Electrode Positions From:Electrode Positions From:
     Photograph     Photograph
     Complete X-Ray Backprojection     Complete X-Ray Backprojection
     Subset X-Ray Backprojection     Subset X-Ray Backprojection

Figure 4.3 Evaluation of registration for the same patient shown in Figure 4.1.
Known electrode positions from the photograph are shown as red dots, and the
results from using the projective transform with all known electrode positions are
depicted in blue. Since it is not possible to validate the location of hidden elec-
trodes, a subset of six visible electrodes (boxed in yellow) were chosen to compute
another projective transform. This transform was then applied to all X-ray loca-
tions, with the backprojection solution shown in yellow. The results from just these
six electrodes agree closely with the known photograph-based positions as well as
the results from the complete projective transform.

put electrode locations yielded only a mean discrepancy of 2.05 mm (s.d. 0.96 mm,

max 4.64 mm) from the photograph-based positions (Figure 4.3, yellow points).

4.3.2 CT-MRI Coregistration

As shown in Figure 4.5, coregistration of the postimplant CT with the preim-

plant MRI does not yield a satisfactory solution. Even though the skull and intact

right hemisphere were well-registered, several surface electrodes coregistered to
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(a) (b) (c) (d)

Figure 4.4 Coregistration of postimplant CT (in color) with preoperative MRI
(grayscale) in one patient. (a) Even though registration of the skull, scalp, and
right hemisphere are good, many surface electrodes on the coregistered CT land
more than 10 mm deep on the MRI. (b) Another slice of the CT scan adjusted for
contrast to visualize the ventricles. (c) The corresponding MRI slice. (d) The MR
(color) slice overlaid on the CT (grayscale). Note the clear midline shift, indicating
significant brain deformation.

locations more than 1 cm deep into brain tissue on the MRI (Figure 4.4(a)). An-

other CT-MRI overlay (Figure 4.4(d)) shows that the midline of the brain shifted

considerably. These displacements are likely due to the craniotomy, associated

swelling, and the thickness of the cables and electrodes themselves.

Therefore, it was necessary to project electrode locations from the CT to the

brain surface. Figure 4.5 compares the results of this procedure to electrode loca-

tions from the surgical photograph. The discrepancy of CT-based electrode posi-

tions with the photograph-based positions averaged 7.48 mm (s.d. 2.51 mm), with

a maximum error of 14.5 mm. Upon removal of the grid implant, the surgeon

(NMB) confirmed that the grid had not shifted appreciably. Additionally, iEEG

recordings from this patient showed patterns consistent with the photograph-
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Figure 4.5 (a) Comparison of electrode registration with the proposed tech-
nique and from CT-MRI coregistration. The red splotches are the CT-derived
positions; their shape is determined from intensity-based segmentation of the
CT. The translucent white disks indicate positions known from the surgical pho-
tographs, while the yellow disks indicate positions backprojected from the X-ray.
The CT-derived positions are considerably displaced posteriorly relative to the
photograph-verified positions. (b) Surgical photograph for this patient.
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based electrode locations, such as phase reversals across the Sylvian fissure as well

as auditory and motor responses in expected areas (Canolty et al., 2006; Dalal et al.,

2007b).

4.4 Discussion

We have demonstrated that our procedure outputs an accurate localization of

electrode positions and does not require additional imaging procedures that add

risk, radiation exposure, and expense to standard practice. Our technique makes

use of digital photographs and high-resolution MRIs that have only recently been

incorporated into the standard of care for epilepsy surgery patients. Precise knowl-

edge of the X-ray configuration, placement of additional fiducial markers on the

patient, and special calibration are not required. Most importantly, as the input

images required are already collected by most neurosurgery centers, the technique

can be quickly implemented and introduced to clinical use as well as applied to

archived images from past patients for research use.

We have also shown that a popular technique for electrode localization, coreg-

istration of postimplant CT scans with preoperative MRI scans, may not provide

accurate results. The thicker slices usually obtained with standard clinical CT scan-

ners result in significant partial volume averaging and coarse resolution along the

superior-inferior axis. Furthermore, coregistrations may be unreliable since sim-
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ply performing a craniotomy is known to significantly deform brain tissue (Hill

et al., 1998; Roberts et al., 1998); particularly for patients implanted with chronic

electrodes, swelling and the thickness of the electrodes along with associated hard-

ware can contribute to further brain tissue displacement relative to the preopera-

tive MRI. While the same issues may arise with our technique since we are also reg-

istering postimplant images with preoperative structure, we expect their impact to

be less significant since the algorithm fits only the portion of the brain covered

by electrodes and incorporates highly reliable information from the surgical pho-

tographs. Therefore, the various projective transforms involved may effectively

absorb some brain deformation.

While having a full set of high-quality image data (photographs, MRI, and ra-

diograph) increases confidence in the results, the presented technique is still useful

if some images are poor or missing altogether. MRI-radiograph coregistration can

still be performed in the absence of surgical photographs with an estimate of a

few electrode positions on the MRI and the use of other anatomical features as

control points. Without a radiograph, MRI-photograph registration can still be

performed, and the position of hidden electrodes can be estimated from known

electrode spacing and brain curvature. Furthermore, at any point in the process,

electrode locations can be manually adjusted to account for information from other

sources such as known electrode spacing, CT coregistration, or coordinates from

surgical navigation devices.
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The algorithm presented is a valuable complement to existing medical imaging

software that fuses different imaging modalities (e.g., existing software coregis-

ters MRI and CT or MRI and PET). It would be useful as part of a suite of pro-

grams specifically intended for the diagnostic imaging and monitoring of neu-

rosurgery patients with implanted electrodes. Our interactive navigation tool is

clinically useful to aid in the positive identification of structures of interest on the

X-ray and photograph; it would also be suitable in an educational setting to help

students connect neuroanatomy with radiographs, photographs, MRI slices, and

MRI renderings. Our working prototype of the electrode registration process is

semi-automated; i.e., visible electrodes and landmarks must be manually selected.

However, with sufficient development, it should be possible to automate some of

the manual segmentation and adjustment required for typical datasets.
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Chapter 5

Conclusion

5.1 Overview

I have developed methods that have advanced the study of cortical dynamics

with MEG as well as addressed a critical shortcoming of ECoG that hindered its

use for validation of MEG analyses.

I have worked extensively with a class of adaptive spatial filters known as

beamformers due to their favorable spatial resolution and noise-resistant prop-

erties. However, beamformers may fail in the presence of strongly correlated

sources; the algorithm assumes that distant brain regions are temporally uncor-

related and so any strong correlations are due to noise! For example, beamformers

often fail to reconstruct auditory evoked fields (AEFs), in which both left and right

auditory cortices may be simultaneously active and highly coherent. In Chapter 2,
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I presented a novel beamformer to address this problem. A modified vector beam-

former algorithm was designed to reject the contribution of potentially interfering

sources in a user-defined suppression region while allowing for source reconstruc-

tion at other specified regions. Performance of the algorithm was validated with

simulated data and bilateral AEF data.

Time-frequency analyses have recently become of great interest, especially with

the discovery of high gamma activity and its apparent connection with the hemo-

dynamic response measured by fMRI. However, few methods existed for local-

izing spectral power changes with MEG and, just as importantly, for navigating

the resulting high-dimensional output. In Chapter 3, I presented a novel method

that uses beamformers optimized for time-frequency source reconstruction from

MEG data. The performance of the method was demonstrated with simulated

sources and was also applied to real MEG data from a self-paced finger move-

ment task. Modulations in both the beta band and, importantly, the high gamma

band were revealed in sensorimotor cortex and found to be statistically significant

across subjects. The results were additionally validated by intracranial ECoG data

from two epilepsy patients. A particularly exciting finding was high frequency

activity (30-300 Hz) in the cerebellum, suggesting an interesting avenue of further

noninvasive research on deep brain sources with this technique. The developed al-

gorithm is highly parallel and well-suited for fast processing on modern high per-

formance computing clusters. Time-frequency optimized beamforming enables
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and optimizes the ultimate promise of MEG and EEG for five-dimensional imag-

ing of space, time, and frequency activity in the brain and renders it applicable for

widespread studies of human cortical dynamics during cognition.

In the course of working with ECoG data, I realized that standard methods for

localizing implanted electrodes were not adequate, calling into question the as-

sumption of ECoG studies as a “gold standard” for noninvasive techniques. CT

coregistration in our first patient did not yield satisfactory electrode positions due

to significant brain displacement relative to the preoperative MRI. A comparison

with surgical photographs confirmed that the CT coregistration, while agreeing

well with the skull, resulted in a localization error of more than 10 mm. As the

study progressed, it turned out that many of our patients would not have CT scans

at all, but all had X-rays and surgical photographs. In conjunction with high-

resolution MRI scans, I developed a method to link each of these sets of images

with projective transforms, described in Chapter 4. Electrodes visible on the pho-

tograph are easily registered manually to an MRI rendering of the brain. These

known positions are then used to compute the projective transform with the corre-

sponding locations of the X-ray and the remaining electrode coordinates can then

be found via backprojection to the cortical surface.

Finally, to facilitate development of all of these methods, I co-authored an

analysis toolbox called NUTMEG (Neurodynamic Utility Toolbox for Magnetoen-

cephalography) for the reconstruction and visualization of the spatiotemporal dy-
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namics of neural activations. NUTMEG is the framework through which I imple-

mented all of the methods described in this dissertation.

5.2 Future Directions

5.2.1 Time-Frequency Analysis of Deep Brain Sources

Difficulties with MEG/EEG

The detection and reconstruction of deep brain sources has traditionally been

a difficult problem for both MEG and EEG. Only a few groups have shown reli-

able activity in deep structures (Lütkenhöner et al., 2000; Tesche, 1996; Tesche and

Karhu, 1997; Hashimoto et al., 2003). These researchers—and their commendable

subjects—generally go through heroic efforts involving tens of thousands of trials,

painstaking artifact prevention and removal, and complicated source reconstruc-

tion techniques. Furthermore, the spherical head models typically used for EEG

and MEG source localization are particularly prone to error at such depths (Seki-

hara et al., 2002b; Haueisen et al., 2002). Finally, structures such as the amygdala,

hippocampus, thalamus, and cerebellum are not dominated by the pyramidal cells

that are thought to generate most of the signal for neocortical structures. Therefore,

these brain structures simply may not exhibit the type of synchrony necessary for

the ERP/ERF model of activation (Section 1.3).
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Auditory Brainstem Response (ABR)

For example, the auditory brainstem response (ABR), recorded with EEG elec-

trodes on the mastoids, requires thousands of trials to form a suitable average

(Jewett et al., 1970). Despite this fact, the ABR has found great clinical utility in

detecting pathology in auditory pathways as a diagnostic tool; the ABR is becom-

ing a routine screening for newborn babies in the United States (Ferro et al., 2007),

is a standard test in audiology clinics (Noffsinger and Fowler, 1982), and is often

used for intraoperative monitoring of the auditory nerve (Raudzens and Shetter,

1982).

The ABR appears to be a manifestation of compound action potentials of the

acoustic nerve, since the characteristic ABR peaks all occur within 15 ms of the au-

ditory stimulus and are spaced only about 2 ms apart. In any case, it seems unlikely

that pyramidal cells or postsynaptic potentials contribute significantly. Therefore,

it seems strange to expect that ABR responses would be perfectly phase-locked to

the stimulus, and this type of activity may be well-suited to time-frequency anal-

ysis. In fact, Fridman et al. (1982) reported an attempt at spectral analysis of ABR

data, but observed large “phase variance” at certain frequencies and interpreted it

as a reflection of noise content!

I gathered preliminary ABR data in one subject and attempted time-frequency

analysis on it. The spectrogram shown in Figure 5.1 demonstrates that the ABR

contains very high frequency content (100-700 Hz) that may not be suited for av-
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Figure 5.1 (a) The auditory brainstem response (ABR) is traditionally averaged
over thousands of trials. (b) However, time-frequency analysis may provide a
more appropriate characterization of acoustic nerve and brainstem function, while
requiring far less trials.

eraging. Additionally, the basic spectral pattern emerges after only about 50-100

trials rather than the 1000-3000 trials often used for the average. It would be in-

teresting to compare the ABR spectrogram of patients with hearing loss associated

with cochlear or acoustic nerve pathology.

Improved Head Modeling

Source localization for ABR data is not strictly necessary since the responses

precede higher brain activity and all peaks are thought to arise from the cochlea

and acoustic nerve. For other deep generators, inverse methods must be opti-

mized to distinguish them from the stronger signal of superficial sources. Fi-

nite element modeling (FEM) provides a promising approach towards improving

upon the spherical head models used for EEG and MEG (Haueisen et al., 1997;

Zhang et al., 2004). The errors of the spherical model are known to increase greatly



SECTION 5.2. FUTURE DIRECTIONS 115

with depth, perhaps due to tissue conductivity anisotropy (Sekihara et al., 2002b;

Haueisen et al., 2002)

Recently, techniques have been developed to noninvasively estimate conduc-

tivity anisotropy information from an MR technique called diffusion tensor imag-

ing (DTI) (Wolters et al., 2006). Incorporating this information into finite element

model (FEM) may be able to further refine the lead field.

Improved head models, possibly combined with the time-frequency optimized

beamformers described in Chapter 3, may increase the utility of MEG for investi-

gating deep brain sources.

Cerebellum

Our serendipitous finding of high frequency cerebellum activation with the

time-frequency optimized beamformer invites further study of deeper brain struc-

tures with source reconstruction techniques and MEG. My results suggest that the

cerebellum is not necessarily coherent with other sensorimotor cortex for a finger

movement task (Figure 3.6). In recent years, the cerebellum has been implicated in

a variety of higher cognitive functions that contradict the idea of motor control as

the sole function of the cerebellum (see Marien et al., 2001, for a review). However,

these studies are almost solely fMRI-based and mesoscopic intracranial recordings

of the cerebellum are extremely rare in humans and even in the animal literature.

It has been suggested that it has been difficult to record cerebellar activity with
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in which the ‘Gigantocerebellum’ exhibits a giant P-
cell of astounding refinement (31).

The genomes of many species have been sequenced.
They provide a new opportunity for combining
comparative anatomy and genomics, guided by
mathematical conceptual frameworks. Hitherto, neu-
robiological and biophysical studies of P-cells and
networks revealed an understanding of the space-time
sensorimotor coordination by the cerebellar neural
network (32). As yet, the genomic aspects of P-cell
development have not been brought into similar focus.
Recently, the genomes of the poisonous sea-water
puffer fish Takifugu rubripes (hereinafter Fugu) and the
non-poisonous fresh-water puffer fish Tetraodon nigri-
virides (fam. Tetradontidae) have been revealed to be
much smaller than higher vertebrates, comprising
some 0.365 and 0.385 Gigabases, respectively. They
are in stark contrast to the size of the human genome at
3.1 sequenced Gigabases, and even smaller than the
2.6 Gigabases of the mouse genome. The genome of
another lower order fish, Danio rerio (common name –
zebrafish, hereinafter Danio), has also been sequenced
as smaller than that of human, at 1.56 Gigabases (all
data are from the University of California at Santa
Cruz Database). The availability of the genome
sequences of Fugu (and of Danio and other species)
promises to offer insights into genomic mechanisms
underlying organelle development.

Based on the prediction of ‘FractoGene, Fig.6’
(18) (reproduced in Figure 3. of this paper) that
Fugu should exhibit a primitive P-cell arbor, while

Danio should show an intermediate complexity,
one of us suggested (AJP to Prof. G. Székely on
4 July 2003) that a preliminary study be conducted
to reveal the facts of neuroanatomy in the Fugu, and
more recently in the Danio. While it is simplistic to
imagine that total genome size would correlate
linearly with specific organelle complexity, we were
curious to examine P-cell presence and dendritic
complexity in Fugu and Danio. That study is to be
reported separately (33). The authors have per-
mitted us to refer to their results as ‘unpublished
observations’ for the Fugu. The Danio results (only
partially available) and other comparisons are
expected to blossom as a new branch of research.

The P-cell is a specific morphological develop-
ment platform to be put into the ‘crossfire of
triangulation’ similar to earlier syntheses by biophy-
sics of Neuro-morphology and electrophysiology. In
particular, we wish to model P-cell morphogenesis
based on the genetic control that we assume is
inherent in genomic information. Here we begin
investigation of the P-cell using the three dimensions
of morphological analysis, genomics and biophysics.

Genomics

We have searched the public genome databases for
Fugu and (in anticipation of completed morpholo-
gical studies also for Danio) for molecules that are
candidate markers of cerebellar P-cells in that they
are expressed with varying specificity in P-cells.

Figure 1. The cerebellar P-cell in the guinea pig (left (21) and on the right, in the human (27)). While the diagram on the left is a modern

computer reconstruction of fluorescent-stained P-cell and thus exhibits all details, the classical diagram (27) on the right is a drawing based

on Golgi silver stain preparation, and thus the actual P-cell dendritic arbour could be even more complex than shown.

Triangulation of Purkinje cell development 29

Figure 5.2 The classic tracing from Ramón y Cajal (1904) of a Golgi stain show-
ing the dendritic arbor of cerebellar Purkinje cells. The dendrites are arranged in
parallel, similar to the apical dendrites of pyramidal cells, and likely are the major
contributors to externally recorded electromagnetic fields from the cerebellum.

noninvasive EEG since the neurons of the cerebellum are arranged in a “closed

field” configuration (Ito, 1984). However, the arrangement of Purkinje cells in

cerebellar cortex (Ramón y Cajal, 1904) seem very analogous to pyramidal cells

in cerebral cortex (see Figure 5.2) and likely contribute to the signal that we have

recorded with MEG. Therefore, I am optimistic that, as Niedermeyer (2004) sug-

gested, MEG can provide further insight into the role of the cerebellum in human

cognition and action.

Amygdala and Hippocampus

The amygdala and hippocampus are other brain structures that have been dif-

ficult to observe with EEG and MEG. In addition to their integral roles in emo-

tion and memory, respectively, they are often suspected of generating seizures in

many epilepsy patients. Currently, invasive recordings are the only way to confirm
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epileptiform activity in these structures. Noninvasively studying the dynamics

of the amygdala and hippocampus can therefore advance both cognitive neuro-

science as well as the treatment of epilepsy, and may be possible with the methods

described in this dissertation. A particularly attractive advantage to this line of

research is the possibility for validation from invasive recordings.

5.3 Final Thoughts

MEG is making the transition into a mature neuroimaging technique as a result

of developments in the areas of source reconstruction, head modeling, statistics,

and probabilistic models. As partially illustrated by this dissertation, MEG, EEG,

and ECoG stand to benefit greatly from questioning many of the traditional as-

sumptions of the field. MEG is not doomed to record sulcal generators, activity

above 40 Hz is not necessarily noise, the average ERP/ERF is not necessarily the

most appropriate model of neural activation for all experiments, neocortical pyra-

midal cells are not necessarily the only contributors to MEG/EEG signal, and the

cerebellum likely has a role broader than motor control. I find it amazing how

much resistance I encounter from prominent researchers on these concepts from

time to time. I have no doubt that state-of-the-art technology combined with new

analysis methods will continue to push the frontier of neuroimaging and challenge

many deeply held assumptions of neuroscience.
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Appendix A

NUTMEG: Neurodynamic Utility

Toolbox for

Magnetoencephalography1

Abstract

We have developed an analysis toolbox called NUTMEG (Neurodynamic Util-

ity Toolbox for Magnetoencephalography) for reconstructing the spatiotemporal

dynamics of neural activations and overlaying them onto structural MR images.

The toolbox runs under MATLAB in conjunction with SPM2 and can be used with

the Linux/UNIX, Mac OS X, and even Windows platforms. Currently, evoked
1This chapter is adapted from an article published in Neurology and Clinical Neurophysiology

(Dalal et al., 2004)
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magnetic field data from 4-D Neuroimaging, CTF, and KIT systems can be im-

ported to the toolbox for analysis. NUTMEG uses an eigenspace vector beamform-

ing algorithm to generate a tomographic reconstruction of spatiotemporal mag-

netic source activity over selected time intervals and spatial regions. The MEG

coordinate frame is coregistered with an anatomical MR image using fiducial lo-

cations and, optionally, head shape information. This allows the reconstruction to

be superimposed onto an MRI to provide a convenient visual correspondence to

neuroanatomy. Navigating through the MR volume automatically updates the dis-

played time series of activation for the selected voxel. Animations can also be gen-

erated to view the evolution of neural activity over time. Since NUTMEG displays

activations using SPM2’s engine, certain SPM functions such as brain rendering

and spatial normalization may be applied as well. Finally, as a MATLAB pack-

age, the end user can easily add customized functions. Source code is available at

http://bil.ucsf.edu/ and distributed under a BSD-style license.

A.1 Introduction

Magnetoencephalography (MEG) and electroencephalography (EEG) noninva-

sively measure the magnetic and electric fields generated by neuronal currents, re-

spectively, and can detect such activity with fine temporal resolution. The potential

to localize the sources of these signals more accurately has emerged with the ad-
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vent of dense MEG and EEG sensor arrays. Traditional multiple-dipole methods

assume that a small set of current dipoles can adequately represent the distribution

of an unknown source. While these methods are ideal for focal sources when the

number of sources is known a priori or can be deduced from the spatiotemporal

distribution of the data, problems arise if the sources have a large spatial extent

or are otherwise not well characterized by current dipoles (Jeffs et al., 1987). This

is often the case, for example, in cognitive studies or studies involving sensori-

motor integration. In addition, finding the dipole model which best accounts for

the actual distribution of sources may be difficult because of problems in estimat-

ing the correct model order and in finding the optimal solution of the nonlinear

optimization problem associated with multiple-dipole source models.

Studies of the inverse problem have traditionally focused on improving the

spatial resolution of MEG and EEG, with the accepted limit being on the order

of 2 mm to 5 mm (Leahy et al., 1998). However, a second problem in MEG/EEG

involves estimating the time course of source activations. A spatial filtering tech-

nique called beamforming provides an efficient solution, without requiring a pri-

ori assumptions about the location or number of neural sources. Using such

a class of algorithms, MEG source reconstructions can be viewed as a “virtual

depth electrode” measurement technique. We have developed the Neurody-

namic Utility Toolbox for Magnetoencephalography (NUTMEG) to implement a

data-dependent spatial filter for MEG spatiotemporal source reconstructions and
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to coregister the results of these reconstructions onto anatomical MRI volumes.

NUTMEG provides an easy-to-use software suite to generate and visualize neural

source reconstructions from MEG sensor arrays (Figure A.1).

A.2 Methods

NUTMEG is written for MATLAB (MathWorks, Natick, MA, USA), and re-

quires SPM2 (http://www.fil.ion.ucl.ac.uk/spm). The interface with SPM2 allows

activations to be overlaid onto standard orthogonal MRI slices or a rendered 3-D

brain volume; at present, SPM2’s analysis engine is not used. Activations may also

be spatially normalized and displayed on an MNI template brain (Evans et al.,

1993; Mazziotta et al., 2001). All development and testing has been with dual 2

GHz Pentium Xeon systems with 2 GB of RAM running Red Hat Linux 9, though

NUTMEG should be compatible with any platform running MATLAB 6.5 or 7.

NUTMEG is open source and freely available (http://bil.ucsf.edu) for noncom-

mercial use under a BSD-style license (Open Source Initiative, 2004). Currently,

MEG data may be readily imported from systems manufactured by CTF Systems,

4D Neuroimaging (BTi), and KIT/Yokogawa; shortly, it will also support data from

Elekta Neuromag systems.

NUTMEG implements an adaptive spatial filter called an eigenspace vector

beamformer (Sekihara et al., 2001). We currently employ the spherically symmetric



122 APPENDIX A. NUTMEG

Figure A.1 The main graphical user interface for NUTMEG.

volume conductor model in our computations (Sarvas, 1987). Lead field calcula-

tions with this forward model have been vectorized and, using a spatial resolu-

tion of 5 mm, can be generated within a few seconds even for large reconstruction

volumes. The vector beamformer separates sources into three orthogonal direc-

tions (although the radial component has no contribution with a spherical head

model). As with all beamformers, the sensor covariance plays an important role;

the eigenspace modification separates this covariance matrix into signal and noise

subspace components using singular value decomposition (Sekihara et al., 2001)

(see Figure A.2).

In the course of our laboratory’s methods development, several additional

source reconstruction and denoising algorithms have been incorporated as plu-

gins to NUTMEG. I have described an approach to circumventing the correlated

source weakness of beamforming in Chapter 2 and Dalal et al. (2006). The increas-

ing availability of high performance computing clusters (e.g., the California Insti-

tute for Quantitative Biomedical Research Shared Computing Facility) have made
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Figure A.2 Interactive tool showing MEG sensor data (left) and singular values of
the sensor covariance matrix (right) with associated eigenprojections (right, inset).
The time interval and signal subspace desired for beamforming reconstruction can
be selected here.

highly intensive source reconstruction algorithms more feasible; I took advantage

of this computing power to implement time-frequency optimized beamforming

of unaveraged MEG data described in Chapter 3. Additionally, my colleagues

have implemented algorithms based on graphical modeling, factor analysis, and

Bayesian techniques (Nagarajan et al., 2006; Zumer et al., 2006, 2007).

For visualization, the MEG coordinate system is coregistered onto an anatom-

ical MRI using fiducial information to calculate an appropriate affine transforma-

tion matrix. Optionally, information obtained from a headshape digitizer may be

used to further refine this transformation. The reconstruction volume can be se-

lected by simply drawing outlines on the orthogonal cross-sections of the MRI (see

Figure A.3). Alternatively, if the subject’s MRI is registered to the MNI template,

whole-brain VOIs may be automatically generated from the template’s brain mask.
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Figure A.3 Interface for manually selecting volume of interest (VOI) for beam-
former reconstruction. VOIs may be defined by drawing outlines on each of the
three orthogonal cross-sections. Alternatively, if the subject’s MRI is registered to
the MNI template, whole-brain VOIs may be automatically generated from the
template’s brain mask.

Final results can be navigated in space, time, and optionally frequency through a

graphical interface (see Figure A.4 and A.5).

A.3 Results

To demonstrate some of the features and capabilities of NUTMEG, we report

results on phantom data and a human study collected with a CTF Omega 275 sys-

tem (VSM MedTech, Coquitlam, BC, Canada) at UCSF.

The phantom consisted of a spherical saline-filled volume conductor containing
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Figure A.4 Interactive navigation of space, time, and frequency output from
the time-frequency optimized beamformer (Chapter 3). Shown analysis is for a
right index finger movement, with movement onset occurring at 0 ms. The time-
frequency spectrogram, MNI coordinates, and Talairach atlas labels are automat-
ically updated by clicking on the MRI slices to select a new brain location. Con-
versely, selecting a new time-frequency window on the spectrogram updates the
spatial map displayed on the MRI.
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Figure A.5 Beamformer reconstruction of evoked tactile stimulation of right D2
showing time series and localization for S1 at 66 ms (top) and S2 at 136 ms (bot-
tom); note S2 also shows activity at 66 ms (slice has been tilted to include both S1
and S2). The peak at 20 ms is due to stimulus artifact.

a current source set to oscillate at 7 Hz and 0.3 Vpp, yielding a peak dipole moment

of 17 nAm. The SNR was approximately 34 dB, calculated by dividing the signal

subspace eigenvalue by the sum of the noise subspace eigenvalues. The theoretical

location of the phantom dipole was (36, 0, 30) mm. Using a 2 mm reconstruction

grid, NUTMEG localized the source in a voxel centered at (36.0, 2.0, 30.0) mm.

Standard dipole source localization placed the source of the current phantom at

(35.6, 1.7, 28.9) mm, which is located within the same voxel. These results are
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within the expected error range of 3 mm from the theoretical location.

The second data set was a somatosensory evoked field collected from a normal

human adult subject; a piezoelectric device was used to stimulate a finger on the

right hand (RD2) with a 25 ms, 40 Hz vibration. NUTMEG localized two focal areas

of activation; a peak at 66 ms showed a coactivation of areas corresponding to S1

and S2, while a broad peak near 136 ms activated primarily S2 (see Figure A.5).

A.4 Conclusion

We have developed an extensible toolbox that uses an eigenspace vector beam-

former to reconstruct the spatiotemporal dynamics of neural sources from MEG

sensor arrays. This toolbox allows a user unfamiliar with the details of beamform-

ing to reconstruct spatiotemporal activations from MEG sensor data. Results from

this toolbox can facilitate comparisons of results with other functional neuroimag-

ing modalities such as fMRI and PET.

Methods for assessing the statistical significance of beamformer activation

maps are under investigation (e.g., Sekihara et al., 2005a) and will soon be imple-

mented. The vector beamformer currently used by NUTMEG is robust to weakly

coherent sources and other forms of low-rank interferences (Sekihara et al., 2002a;

Zumer et al., 2004). However, all beamformers poorly resolve multiple strongly

coherent sources. We have developed several methods to suppress activity from
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such interfering sources (Sahani and Nagarajan, 2004; Dalal et al., 2005). Future di-

rections for NUTMEG include incorporating support for more sophisticated head

models as well as additional source localization methods.
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