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The pursuit of Artificial General Intelligence necessitates intelligent agents with a

“body” to interact with and learn from their environments, central to the goal of Embodied AI.

Despite remarkable success in learning specialized skills for individual tasks through data-driven

approaches, learning generalist robot manipulation policies, which master generalizable skills for

a wide range of tasks, remains challenging. In this dissertation, we present our efforts to develop

scalable simulation systems and explore effective representations that facilitate the learning of

generalist robot policies.

One major challenge is the high cost and inefficiency of collecting high-quality, diverse

demonstration data in the real world. Simulations, serving as proxies for the real world, are more
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affordable and accessible, allowing us to scale up demonstration collection and policy evaluation

more easily. To this end, we develop ManiSkill2, a simulation benchmark for generalizable

manipulation skills. This platform features over 2000 objects and 4 million demonstration frames

for 20 out-the-box task families. We also provide a wide range of baselines and host a public

leaderboard for the community to evaluate object-level generalization on manipulation skills.

Crucial to making full use of available demonstration data is the development of suitable

representations, enabling robots to adapt to a broad spectrum of tasks. We propose RT-Trajectory,

which explores enhancing task-level generalization by leveraging existing demonstration datasets

with a novel policy conditioning: coarse trajectory sketch. This sketch outlines the desired

motion of the robot’s end-effector, empowering the policy to adapt to unseen tasks with novel

semantics and movements in a promptable way.

Moreover, in Multi-skill Mobile Manipulation (M3), we study a modular approach to

tackle long-horizon mobile manipulation tasks, which decomposes a full task into a sequence of

subtasks solved by chaining multiple manipulation and navigation skills. We demonstrate how

subtask definitions significantly shape skill quality and utility in the context of skill chaining.

Accordingly, we redefine stationary manipulation and point-goal navigation skills into more

versatile mobile manipulation and region-goal navigation skills.

xvii



Chapter 1

Introduction

1.1 Generalist Robot Manipulation Policies

The pursuit of Artificial General Intelligence (AGI) that can match or surpass human

capabilities requires the development of intelligent agents equipped with a “body” to interact

with and learn from environments. This foundational concept underpins Embodied AI, which

aims to to create agents, such as robots, adept at performing complex, interactive tasks. While

there has been significant progress in teaching robots specialized skills for specific tasks through

data-driven methods, the challenge of developing generalist robot manipulation policies capable

of mastering a wide array of skills remains.

Before delving deeper, it is essential to define key concepts such as “generalist robot

policies”, “skills”, and “tasks” as used in this dissertation. Note that the definitions of these

concepts can be subjective and vary across different communities. Ideally, a generalist robot

policy can achieve a wide range of tasks in varied environments like human. In reinforcement

learning literature, a task can be formulated as a Markov decision process (MDP), defined by a

tuple (S,A, 𝑃, 𝑅, 𝛾) of state space S, action space A, transition distribution 𝑃(𝑠′|𝑠, 𝑎), reward

function 𝑅(𝑠, 𝑎, 𝑠′), reward discount factor 𝛾, and associated with its initial state distribution 𝜌0.

More precisely, MDPs encountered in the real world are typically partially observed (POMDP).

For simplicity, we use the general MDP framework here. A policy is a function 𝜋(𝑠) : S ↦→ A

mapping from state space to action space. A task can be solved by finding the optimal policy 𝜋∗
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that maximizes the expected return 𝐸𝜋
[∑

𝑡=0 𝛾
𝑡𝑅𝑡 (𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1)

]
. The goal of a task is implicitly

defined by its reward function.

The term “task” frequently appears in policy learning literature but is often used with

varying degrees of specificity. The scope of a task can range widely, from manipulating a specific

object within a specific setting (e.g., picking up a cube on a tabletop) to handling a category of

objects across diverse environments (e.g. picking up generic objects from different receptacles

in various rooms). This variability in task granularity typically correlates with the size of the

state space involved. Conversely, the objective of a task (e.g., “pick up”) tends to be more

straightforward to define. The term “skill” is commonly used to denote a set of tasks sharing

the same objective. Note that “skill” is sometimes used interchangeably with the policy that

accomplishes these tasks. Given the concepts of task, policy, and skill, a generalist robot policy

refers to a policy that enables a robot to perform diverse skills to solve a wide array of tasks

in various environments. Here, environments usually refer to the states generally irrelevant to

tasks, e.g., background. Besides, a skill that is capable of manipulating a wide array of objects,

including those previously unseen, in various configurations (e.g., initial poses of objects, initial

setups of the robot, and background) can be termed a generalizable skill.

Historically, robotics research focused on addressing specific tasks within controlled

settings. Classical approaches typically demand carefully engineered models of the environment

and the robot. For instance, optimal control methods [124, 123] depend on good dynamic models.

Motion planning [139] usually requires full knowledge of the environment, under the assumption

that tasks are quasi-static. Task planning [32] relies on predefined object classes and action

primitives. Despite the generality of these approaches, the complexity of accurately modeling

both the environment and the robot limits their applicability to specific tasks and settings.

In contrast, learning-based methods train manipulation policies in an end-to-end fashion

that predict control outputs directly from sensory inputs, thereby bypassing the need for explicit

model engineering. However, many prior works often struggle to generalize across different tasks

and environments. Reinforcement learning (RL) methods learn policies through trial and error,

2



showing success in a range of real-world tasks such as bin picking [56] and PCB insertion [68].

Despite these successes, most real-world RL implementations necessitate specialized hardware

and algorithms for automatic environment resetting and success evaluation. Moreover, they

tend to be sample-inefficient and may pose safety risks, hindering their scalability. Imitation

learning (IL) approaches, which teach the robot to imitate expert demonstrations, have achieved

notable successes in dexterous manipulation [18, 138] within real-world settings. However, their

applicability remains constrained to specific environments [130], largely due to the scarcity of

high-quality demonstration data and the challenges associated with scaling data collection efforts.

Foundation models [7] provide a promising solution to achieve superior generalization

that generalist robot policies demand. A foundation model is characterized as “any model that is

trained on broad data (generally using self-supervision at scale) that can be transferred or adapted

(e.g., fine-tuned) to a wide range of downstream tasks”. To date, the most successful foundation

models have emerged from the fields of Computer Vision (CV) and Natural Language Processing

(NLP), including Vision Foundation Models [86, 59], Large Language Models [13], and Vision-

Language Models [94, 2]. More recently, there has been an emergence of foundation models

specifically tailored for robotics applications, known as “robotics foundation models”. These

models, such as Visual-Language-Action (VLA) models [11], are trained on both internet-scale

datasets and extensive collections of robot trajectories, offering enhanced generalizability, such

as the ability to adapt to previously unseen concepts. This development is in line with the concept

of generalist robot policies, aiming to significantly broaden the applicability and effectiveness of

robotic systems.

1.2 Challenges

The acquisition of large-scale, high-quality and diverse data is essential for learning

generalist robot manipulation policies. The common practice is to collect data from human

demonstration through crowd-sourced teleoperation [12, 77], which is expensive and time-
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consuming. For example, it took over 17 months to collect over 130K episodes for the RT-1

dataset [12] with a fleet of 13 robots. While recent works such as ALOHA [138] and GELLO [125]

offer cost-effective teleoperation frameworks, collecting demonstrations at a scale similar to the

internet-scale image and text data remains daunting, particularly across a broad spectrum of

locations and robot embodiments. In addition, real-world data collection poses significant safety

concerns.

To address these challenges, many studies have explored generating data in simulated

environments. Simulations allow for classical methods like task and motion planing [22] or model

predicative control [82], which require accurate models, to generate extensive demonstrations.

Simulations also support domain randomization [111, 87] for training policies transferable from

simulation to reality. While there has been notable success in training sim-to-real policies for

tasks like dexterous manipulation [92, 137], the development of policies capable of addressing

extensive visual diversity has not yet reached the same level. This shortfall is attributed to the

limited diversity and realism of objects and scenes within simulated environments, highlighting

an area in need of further innovation and exploration.

A key attribute of generalist robot policies is their versatility. A generalist robot policy can

be prompted to execute specific tasks, essentially being goal-conditioned. The literature studies

various representations of policy conditioning, including languages [50, 12], goal images [9],

and videos [50]. Large language models have demonstrated the significant role that prompting

can play. Yet, the influence of different policy conditioning methods on the generalizability of a

policy remains an open question.

Furthermore, the criteria for determining a suitable skill (or goal) are rarely discussed.

Humans usually break down daily chores into several achievable goals, addressing them in

sequence. A common strategy in robotics involves integrating high-level planners with low-level

skills, as exemplified in [1]. Even with identical goals, different formulations of a skill can

significantly affect the whole system. For example, performing a task such as opening a door is

more feasible with whole-body movement for a mobile manipulator than with arm movement
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alone. Whole-body movement can also mitigate imperfect navigation by enabling the robot to

adjust its position to find the optimal stance for task execution. This also indicates that prompting

generalist robot policies to execute suitable skills is crucial for the robustness of robotics systems.

1.3 Overview of Techniques and Contributions

To address the aforementioned challenges, we introduce one piece of work (Chapter 2)

focused on developing scalable simulation systems that facilitate the learning of generalizable

manipulation skills. Additionally, we discuss two methods regarding task specification (Chapter

3) and skill formulation (Chapter 4), aimed at improving generalizability and robustness of

robotics systems.

1.3.1 Building Simulated Environments for Generalizable Manipulation
Skills

Simulations, as proxies for the real world, are more affordable and accessible for data

collection and policy evaluation. Although a wide range of simulated benchmarks [133, 49, 140,

75, 24, 109, 82, 104, 63, 34, 90] have been established, there still remains a lack of well-suited

datasets and benchmarks to assess policy generalizability, particularly at the object level. To this

end, we have developed a simulation benchmark, ManiSkill2 [40], tailored for generalizable

manipulation skills. This platform features over 2000 objects and 4 million demonstration frames

for 20 skills. We provide a wide range of baselines (sense-plan-act, RL, IL) and maintain an

online evaluation system, enabling the community to benchmark distinct algorithms. Moreover,

it highlights an asynchronous RPC-based render server-client system designed to optimize

throughput and GPU memory usage. We manage to collect samples with an RGBD-input PPO

policy at about 2000 FPS 1 with 1 GPU and 16 CPU processors on a regular workstation, doubling

the performance of prior works [109, 75].

Notably, our benchmark is based on fully simulated dynamics, instead of simplifying

grasping behaviors [109, 24]. Simulating physically realistic grasping behavior is pivotal for
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examining object-level generalizability, as the diverse topologies and geometries of objects

significantly influence how a robot can grasp and manipulate them. Consequently, it poses

significant challenges in demonstration collection. To tackle this, we employ a hybrid approach

combining task and motion planning (TAMP), model predictive control (MPC), and reinforcement

learning (RL), to collect demonstrations in a scalable way. For each task (object), we either

apply TAMP if the task is basically quasi-static manipulation, or design shaped reward functions

to search or train a specialist agent through MPC or RL if the task involves rich contacts or

underactuated systems.

1.3.2 Conditioning Policies on Trajectory Sketches for Robotic Task
Generalization

Language-conditioned policies like RT-1 [12] struggle to generalize to new scenarios that

require extrapolation of language specifications even if similar motions are seen during training.

Our key insight is that this kind of generalization becomes feasible if we represent the task

through rough trajectory sketches that indicate desired end-effector motions and interactions. We

propose a policy conditioning method, RT-Trajectory [38] using such rough trajectory sketches,

that is practical, easy to specify, and enhances the policy’s ability to execute unseen tasks. We

find that trajectory sketches strike a balance between being detailed enough to express low-level

motion-centric guidance while being coarse enough to allow the learned policy to interpret the

trajectory sketch in the context of situational visual observations. Moreover, trajectory sketches

serve as a versatile interface for communicating with robot policies, allowing for specifications

through human inputs like drawings or videos, or automated techniques such as text-to-image

generation. Our method is able to perform a wider range of unseen tasks in the real world,

compared to language-conditioned and goal-conditioned policies, when provided the same

training data.
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1.3.3 Improving Skill Formulations for Robust Skill Chaining

In [36], we study how to formulate skills that can be chained to solve long-horizon mobile

manipulation tasks. Prior works (e.g., [109]) chain multiple stationary manipulation skills with

point-goal navigation, which are learned individually on subtasks. This framework suffers from

compounding errors in skill chaining. For example, navigating to an improper location can lead

to the unrecoverable failure for succeeding stationary manipulation skills. Thus, we propose that

the manipulation skills should include mobility to have flexibility in interacting with the target

object from multiple locations and at the same time the navigation skill could have multiple end

points which lead to successful manipulation. We operationalize these concepts by implementing

mobile manipulation skills and region-goal navigation reward. Our approach, evaluated on three

complex long-horizon tasks in the Home Assistant Benchmark [109], has achieved the SOTA

performance and won 1st place at the Habitat Rearrangement Challenge 2022.

1.4 Additional Work Done During my Doctoral Career

During my doctoral studies, I have delved into a variety of topics within Computer Vision

and Machine Learning, focusing particularly on 3D understanding and reconstruction, as well as

on policy learning paradigms.

In our work [39], we confronted the complex issue of 3D shape completion from unaligned

and real-world partial point clouds, which are often sparse, noisy, and misaligned. We developed

a weakly-supervised methodology that concurrently estimates the 3D canonical shape and 6D

pose for alignment, leveraging multi-view geometry constraints. This innovative approach not

only deduces complete shapes from single partial point clouds but also facilitates the registration

of partial point clouds, showing encouraging outcomes on both synthetic and real datasets without

the need for explicit shape and pose labels.

Our study in [51] tackled the integration of 2D image and 3D point cloud data to enhance

3D scene comprehension. The proposed MVPNet aggregates features from multi-view images

7

https://aihabitat.org/challenge/2022_rearrange/


into 3D point clouds and uses a point-based network for merging these features in 3D space.

This significantly boosts 3D semantic segmentation performance on the ScanNetV2 benchmark,

illustrating the benefits of merging dense image features with sparse point cloud data and offering

valuable insights for future fusion methodologies.

In [81], we investigated how to engineer a policy with the capability for compositional

generalizability. We introduced a two-stage framework that refines a high-reward teacher policy

into a generalizable student policy, employing an object-centric GNN-based design with self-

supervised learning for object recognition from images. This method outperformed baselines on

challenging tasks that demand compositional generalizability. The specialist-generalist framework

proposed in this research, as further detailed in [40], demonstrates our approach to collecting

demonstrations. Initially, we train specialist RL agents tailored to individual environments

with minimal variation. A generalist model with increased capacity is then trained to integrate

demonstrations collected by the specialist agents.

These research endeavors have built a strong interdisciplinary foundation and breadth of

knowledge, enriching my contributions to the field of embodied AI.

8



Chapter 2

Building Simulated Environments for Gen-
eralizable Manipulation Skills

Generalizable manipulation skills, which can be composed to tackle long-horizon and

complex daily chores, are one of the cornerstones of Embodied AI. However, existing benchmarks,

mostly composed of a suite of simulatable environments, are insufficient to push cutting-edge

research works because they lack object-level topological and geometric variations, are not based

on fully dynamic simulation, or are short of native support for multiple types of manipulation tasks.

To this end, we present ManiSkill2, the next generation of the SAPIEN ManiSkill benchmark,

to address critical pain points often encountered by researchers when using benchmarks for

generalizable manipulation skills. ManiSkill2 includes 20 manipulation task families with

2000+ object models and 4M+ demonstration frames, which cover stationary/mobile-base,

single/dual-arm, and rigid/soft-body manipulation tasks with 2D/3D-input data simulated by fully

dynamic engines. It defines a unified interface and evaluation protocol to support a wide range

of algorithms (e.g., classic sense-plan-act, RL, IL), visual observations (point cloud, RGBD),

and controllers (e.g., action type and parameterization). Moreover, it empowers fast visual input

learning algorithms so that a CNN-based policy can collect samples at about 2000 FPS with 1

GPU and 16 processes on a regular workstation. It implements a render server infrastructure

to allow sharing rendering resources across all environments, thereby significantly reducing

memory usage. We open-source all codes of our benchmark (simulator, environments, and
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baselines) and host an online challenge open to interdisciplinary researchers.

Figure 2.1. ManiSkill2 provides a unified, fast, and accessible system that encompasses well-
curated manipulation tasks (e.g., stationary/mobile-base, single/dual-arm, rigid/soft-body).

2.1 Introduction

Mastering human-like manipulation skills is a fundamental but challenging problem in

Embodied AI, which is at the nexus of vision, learning, and robotics. Remarkably, once humans

have learnt to manipulate a category of objects, they are able to manipulate unseen objects (e.g.,

with different appearances and geometries) of the same category in unseen configurations (e.g.,

initial poses). We refer such abilities to interact with a great variety of even unseen objects in

different configurations as generalizable manipulation skills. Generalizable manipulation skills

are one of the cornerstones of Embodied AI, which can be composed to tackle long-horizon and

complex daily chores [1, 36]. To foster further interdisciplinary and reproducible research on

generalizable manipulation skills, it is crucial to build a versatile and public benchmark that

focuses on object-level topological and geometric variations as well as practical manipulation

challenges.

However, most prior benchmarks are insufficient to support and evaluate progress in

learning generalizable manipulation skills. In this work, we present ManiSkill2, the next

generation of SAPIEN ManiSkill Benchmark [82], which extends upon fully simulated dynamics,
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a large variety of articulated objects, and large-scale demonstrations from the previous version.

Moreover, we introduce significant improvements and novel functionalities, as shown below.

1) A Unified Benchmark for Generic and Generalizable Manipulation Skills: There

does not exist a standard benchmark to measure different algorithms for generic and generalizable

manipulation skills. It is largely due to well-known challenges to build realistically simulated

environments with diverse assets. Many benchmarks bypass critical challenges as a trade-off, by

either adopting abstract grasp [24, 109, 104] or including few object-level variations [140, 133, 49].

Thus, researchers usually have to make extra efforts to customize environments due to limited

functionalities, which in turn makes reproducible comparison difficult. For example, [103]

modified 18 tasks in [49] to enable few variations in initial states. Besides, some benchmarks

are biased towards a single type of manipulation, e.g., 4-DoF manipulation in [133]. To address

such pain points, ManiSkill2 includes a total of 20 verified and challenging manipulation task

families of multiple types (stationary/mobile-base, single/dual-arm, rigid/soft-body), with over

2000 objects and 4M demonstration frames, to support generic and generalizable manipulation

skills. All the tasks are implemented in a unified OpenAI Gym [10] interface with fully-simulated

dynamic interaction, supporting multiple observation modes (point cloud, RGBD, privileged

state) and multiple controllers. A unified protocol is defined to evaluate a wide range of algorithms

(e.g., sense-plan-act, reinforcement and imtation learning) on both seen and unseen assets as well

as configurations. In particular, we implement a cloud-based evaluation system to publicly and

fairly compare different approaches.

2) Real-time Soft-body Environments: When operating in the real world, robots face not

only rigid bodies, but many types of soft bodies, such as cloth, water, and soil. Many simulators

have supported robotic manipulation with soft body simulation. For example, MuJoCo [112]

and Bullet [21] use the finite element method (FEM) to enable the simulation of rope, cloth, and

elastic objects. However, FEM-based methods cannot handle large deformation and topological

changes, such as scooping flour or cutting dough. Other environments, like SoftGym [65]

and ThreeDWorld [30], are based on Nvidia Flex, which can simulate large deformations, but
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cannot realistically simulate elasto-plastic material, e.g., clay. PlasticineLab [48] deploys the

continuum-mechanics-based material point method (MPM), but it lacks the ability to couple with

rigid robots, and its simulation and rendering performance have much room for improvement.

We have implemented a custom GPU MPM simulator from scratch using Nvidia’s Warp [72]

JIT framework and native CUDA for high efficiency and customizability. We further extend

Warp’s functionality to support more efficient host-device communication. Moreover, we have

supported a 2-way dynamics coupling interface that enables any rigid-body simulation framework

to interact with the soft bodies, allowing robots and assets in ManiSkill2 to interact with soft-body

simulation seamlessly. To our knowledge, ManiSkill2 is the first embodied AI environment to

support 2-way coupled rigid-MPM simulation, and also the first to support real-time simulation

and rendering of MPM material.

3) Multi-controller Support and Conversion of Demonstration Action Spaces:

Controllers transform policies’ action outputs into motor commands that actuate the robot, which

define the action space of a task. [78, 140] show that the choice of action space has considerable

effects on exploration, robustness and sim2real transferability of RL policies. For example,

task-space controllers are widely used for typical pick-and-place tasks, but might be suboptimal

compared to joint-space controllers when collision avoidance [109] is required. ManiSkill2

supports a wide variety of controllers, e.g., joint-space controllers for motion planning and

task-space controllers for teleoperation. A flexible system is also implemented to combine

different controllers for different robot components. For instance, it is easy to specify a velocity

controller for the base, a task-space position controller for the arm, and a joint-space position

controller for the gripper. It differs from [140], which only supports setting a holistic controller for

all the components. Most importantly, ManiSkill2 embraces a unique functionality to convert the

action space of demonstrations to a desired one. It enables us to exploit large-scale demonstrations

generated by any approach regardless of controllers.

4) Fast Visual RL Experiment Support: Visual RL training demands millions of samples

from interaction, which makes performance optimization an important aspect in environment
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design. Isaac Gym [75] implements a fully GPU-based vectorized simulator, but it lacks an

efficient renderer. It also suffers from reduced usability (e.g., difficult to add diverse assets) and

functionality (e.g., object contacts are inaccessible). EnvPool [121] batches environments by

a thread pool to minimize synchronization and improve CPU utilization. Yet its environments

need to be implemented in C++, which hinders fast prototyping (e.g., customizing observations

and rewards). As a good trade-off between efficiency and customizability, our environments are

fully scripted in Python and vectorized by multiple processes. We implement an asynchronous

RPC-based render server-client system to optimize throughput and reduce GPU memory usage.

We manage to collect samples with an RGBD-input PPO policy at about 2000 FPS 1 with 1 GPU

and 16 CPU processors on a regular workstation.

2.2 Building Environments for Generalizable Manipulation
Skills

Building high-quality environments demands cross-disciplinary knowledge and expertise,

including physical simulation, rendering, robotics, machine learning, software engineering,

etc. Our workflow highlights a verification-driven iterative development process, which is

illustrated in Sec. 2.6.1. Different approaches, including task and motion planning (TAMP),

model predictive control (MPC) and reinforcement learning (RL), can be used to generate

demonstrations according to characteristics and difficulty of tasks, which verify environments as

a byproduct.

2.2.1 Heterogeneous Task Families

ManiSkill2 embraces a heterogeneous collection of 20 task families. A task family

represents a family of task variants that share the same objective but are associated with different

assets and initial states. For simplicity, we interchangeably use task short for task family. Distinct

types of manipulation tasks are covered: rigid/soft-body, stationary/mobile-base, single/dual-arm.

1The FPS is reported for rigid-body environments.
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In this section, we briefly describe 4 groups of tasks. More details can be found in Sec. 2.8.

Soft-body Manipulation

ManiSkill2 implements 6 soft-body manipulation tasks that require agents to move or

deform soft bodies into specified goal states through interaction.

1) Fill: filling clay from a bucket into the target beaker;

2) Hang: hanging a noodle on the target rod;

3) Excavate: scooping up a specific amount of clay and lifting it to a target height;

4) Pour: pouring water from a bottle into the target beaker. The final liquid level should

match the red line on the beaker.

5) Pinch: deforming plasticine from an initial shape into a target shape; target shapes are

generated by randomly pinching initial shapes, and are given as RGBD images or point clouds

from 4 views.

6) Write: writing a target character on clay. Target characters are given as 2D depth maps.

A key challenge of these tasks is to reason how actions influence soft bodies, e.g.,

estimating displacement quantity or deformations, which will be illustrated in Sec 2.5.2.

Precise Peg-in-hole Assembly

Peg-in-hole assembly is a representative robotic task involving rich contact. We include

a curriculum of peg-in-hole assembly tasks that require an agent to place an object into its

corresponding slot. Compared to other existing assembly tasks, ours come with two noticeable

improvements. First, our tasks target high precision (small clearance) at the level of millimeters,

as most day-to-day assembly tasks demand. Second, our tasks emphasize the contact-rich

insertion process, instead of solely measuring position or rotation errors.

1) PegInsertionSide: a single peg-in-hole assembly task inspired by MetaWorld [133]. It

involves an agent picking up a cuboid-shaped peg and inserting it into a hole with a clearance of

3mm on the box. Our task is successful only if half of the peg is inserted, while the counterparts

in prior works only require the peg head to approach the surface of the hole.
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2) PlugCharger: a dual peg-in-hole assembly task inspired by RLBench [49], which

involves an agent picking up and plugging a charger into a vertical receptacle. Our assets (the

charger and holes on the receptacle) are modeled with realistic sizes, allowing a clearance of

0.5mm, while the counterparts in prior works only examine the proximity of the charger to a

predefined position without modeling holes at all.

3) AssemblingKits: inspired by Transporter Networks [135], this task involves an agent

picking up and inserting a shape into its corresponding slot on a board with 5 slots in total. We

devise a programmatic way to carve slots on boards given any specified clearance (e.g., 0.8mm),

such that we can generate any number of physically-realistic boards with slots. Note that slots in

environments of prior works are visual marks, and there are in fact no holes on boards.

We generate demonstrations for the above tasks through TAMP. This demonstrates that

it is feasible to build precise peg-in-hole assembly tasks solvable in simulation environments,

without abstractions from prior works.

Stationary 6-DoF Pick-and-place

6-DoF pick-and-place is a widely studied topic in robotics. At the core is grasp

pose [74, 93, 108]. In ManiSkill2, we provide a curriculum of pick-and-place tasks, which all

require an agent to pick up an object and move it to a goal specified as a 3D position. The diverse

topology and geometric variations among objects call for generalizable grasp pose predictions.

1) PickCube: picking up a cube and placing it at a specified goal position;

2) StackCube: picking up a cube and placing it on top of another cube. Unlike PickCube,

the goal placing position is not explicitly given; instead, it needs to be inferred from observations.

3) PickSingleYCB: picking and placing an object from YCB [14];

4) PickSingleEGAD: picking and placing an object from EGAD [80];

5) PickClutterYCB: The task is similar to PickSingleYCB, but multiple objects are present

in a single scene. The target object is specified by a visible 3D point on its surface.

Our pick-and-place tasks are deliberately designed to be challenging. For example,
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the goal position is randomly selected within a large workspace (30 × 50 × 50 𝑐𝑚3). It poses

challenges to sense-plan-act pipelines that do not take kinematic constraints into consideration

when scoring grasp poses, as certain high-quality grasp poses might not be achievable by the

robot.

Mobile/Stationary Manipulation of Articulated Objects

We inherit four mobile manipulation tasks from ManiSkill1 [82], which are PushChair,

MoveBucket, OpenCabinetDoor, and OpenCabinetDrawer. We also add a stationary manipulation

task, TurnFaucet, which uses a stationary arm to turn on faucets of various geometries and

topology (details in Sec. 2.8.3).

Besides the above tasks, we have one last task, AvoidObstacles, which tests the navigation

ability of a stationary arm to avoid a dense collection of obstacles in space while actively sensing

the scene.

2.2.2 Multi-Controller Support and Conversion of Demonstration
Action Spaces

The selection of controllers determines the action space. ManiSkill2 supports multiple

controllers, e.g., joint position, delta joint position, delta end-effector pose, etc. Unless otherwise

specified, controllers in ManiSkill2 translate input actions, which are desired configurations (e.g.,

joint positions or end-effector pose), to joint torques that drive corresponding joint motors to

achieve desired actions. For instance, input actions to joint position, delta joint position, and

delta end-effector pose controllers are, respectively, desired absolute joint positions, desired joint

positions relative to current joint positions, and desired SE(3) transformations relative to the

current end-effector pose. See Sec. 2.7 for a full description of all supported controllers.

Demonstrations are generated with one controller, with an associated action space.

However, researchers may select an action space that conforms to a task but is different from

the original one. Thus, to exploit large-scale demonstrations, it is crucial to convert the original

action space to many different target action spaces while reproducing the kinematic and dynamic
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processes in demonstrations. Let us consider a pair of environments: a source environment with a

joint position controller used to generate demonstrations through TAMP, and a target environment

with a delta end-effector pose controller for Imitation / Reinforcement Learning applications.

The objective is to convert the source action 𝑎src(𝑡) at each timestep 𝑡 to the target action 𝑎tgt(𝑡).

By definition, the target action (delta end-effector pose) is 𝑎tgt(𝑡) = 𝑇tgt(𝑡) · 𝑇−1
tgt (𝑡), where 𝑇tgt(𝑡)

and 𝑇tgt(𝑡) are respectively desired and current end-effector poses in the target environment. To

achieve the same dynamic process in the source environment, we need to match 𝑇tgt(𝑡) with

𝑇src(𝑡), where 𝑇src(𝑡) is the desired end-effector pose in the source environment. 𝑇src(𝑡) can be

computed from the desired joint positions (𝑎src(𝑡) in this example) through forward kinematics

(𝐹𝐾 (·)). Thus, we have

𝑎tgt(𝑡) = 𝑇tgt(𝑡) · 𝑇−1
tgt (𝑡) = 𝑇src(𝑡) · 𝑇−1

tgt (𝑡) = 𝐹𝐾 (�̄�src(𝑡)) · 𝑇−1
tgt (𝑡)

Note that our method is closed-loop, as we instantiate a target environment to acquire 𝑇−1
tgt (𝑡).

For comparison, an open-loop method would use 𝑇−1
src (𝑡) and suffers from accumulated execution

errors.

2.3 Real-time Soft Body Simulation and Rendering

In this section, we describe our new physical simulator for soft bodies and their dynamic

interactions with the existing rigid-body simulation. Our key contributions include: 1) a

highly efficient GPU MPM simulator; 2) an effective 2-way dynamic coupling method to

support interactions between our soft-body simulator and any rigid-body simulator, in our case,

SAPIEN. These features enable us to create the first real-time MPM-based soft-body manipulation

environment with 2-way coupling.
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Rigid-soft Coupling

Our MPM solver is MLS-MPM [45] similar to PlasticineLab [48], but with a different

contact modeling approach, which enables 2-way coupling with external rigid-body simulators.

The coupling works by transferring rigid-body poses to the soft-body simulator and transferring

soft-body forces to the rigid-body simulator. At the beginning of the simulation, all collision

shapes in the external rigid-body simulator are copied to the soft-body simulator. Primitive

shapes (box, capsule, etc.) are represented by analytical signed distance functions (SDFs);

meshes are converted to SDF volumes, stored as 3D CUDA textures. After each rigid-body

simulation step, we copy the poses and velocities of the rigid bodies to the soft-body simulator.

During soft-body simulation steps, we evaluate the SDF functions at MPM particle positions

and apply penalty forces to the particles, accumulating forces and torques for rigid bodies. In

contrast, PlasticineLab evaluates SDF functions on MPM grid nodes, and applies forces to MPM

grids. Our simulator supports both methods, but we find applying particle forces produces fewer

artifacts such as penetration. After soft-body steps, we read the accumulated forces and torques

from the soft-body simulator and apply them to the external rigid-body simulator. This procedure

is summarized in Sec. 2.9.1. Despite being a simple 2-way coupling method, it is very flexible,

allowing coupling with any rigid-body simulator, so we can introduce anything from a rigid-body

simulator into the soft-body environment, including robots and controllers.

Performance Optimization

The performance of our soft-body simulator is optimized in 4 aspects. First, the simulator

is implemented in Warp, Nvidia’s JIT framework to translate Python code to native C++ and

CUDA. Therefore, our simulator enjoys performance comparable to C and CUDA. Second, we

have optimized the data transfer (e.g., poses and forces in the 2-way coupling) between CPU

and GPU by further extending and optimizing the Warp framework; such data transfers are

performance bottlenecks in other JIT frameworks such as Taichi [46], on which PlasticineLab is

based. Third, our environments have much shorter compilation time and startup time compared
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Figure 2.2. Two pipelines for visual RL sample collection. (a) Sequential pipeline. (b) Our
pipeline with asynchronous rendering and render server improves CPU utilization, reduces data
transfer, and saves memory.

to PlasticineLab thanks to the proper use of Warp compiler and caching mechanisms. Finally,

since the simulator is designed for visual learning environments, we also implement a fast surface

rendering algorithm for MPM particles, detailed in Sec. 2.9.2. Detailed simulation parameters

and performance are provided in Sec. 2.9.3.

2.4 Parallelizing Physical Simulation and Rendering

ManiSkill2 aims to be a general and user-friendly framework, with low barriers for

customization and minimal limitations. Therefore, we choose Python as our scripting language

to model environments, and the open-source, highly flexible SAPIEN [128] as our physical

simulator. The Python language determines that the only way to effectively parallelize execution

is through multi-process, which is integrated in common visual RL training libraries [95, 120].

Under the multi-process environment paradigm, we make engineering efforts to enable our

environments to surpass previous frameworks by increased throughput and reduced GPU memory

usage.

What are the Goals in Visual-Learning Environment Optimization? The main goal

of performance optimization in a visual-learning environment is to maximize total throughput:

the number of samples collected from all (parallel) environments, measured in steps (frames) per

second. Another goal is to reduce GPU memory usage. Typical Python-based multi-process
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environments are wasteful in GPU memory usage, since each process has to maintain a full copy

of GPU resources, e.g., meshes and textures. Given a fixed GPU memory budget, less GPU

memory spent on rendering resources means more memory can be allocated for neural networks.

Asynchronous Rendering and Server-based Renderer: Fig. 2.2(a) illustrates a typical

pipeline (sequential simulation and rendering) to collect samples from multi-process environments.

It includes the following stages: (1) do physical simulation on worker processes; (2) take pictures

(update renderer GPU states and submit draw calls); (3) wait for GPU render to finish; (4)

copy image observations to CPU; (5) compute rewards and get other observations (e.g., robot

proprioceptive info); (6) copy images to the main python process and synchronize; (7) copy these

images to GPU for policy learning; (8) forward the policy network on GPU; (9) copy output

actions from the GPU to the simulation worker processes.

We observe that the CPU is idling during GPU rendering (stage 3), while reward

computation (stage 5) often does not rely on rendering results. Thus, we can increase CPU

utilization by starting reward computation immediately after stage 2. We refer to this technique

as asynchronous rendering.

Another observation is that images are copied from GPU to CPU on each process, passed

to the main python process, and uploaded to the GPU again. It would be ideal if we can keep

the data on GPU at all times. Our solution is to use a render server, which starts a thread pool

on the main Python process and executes rendering requests from simulation worker processes,

summarized in figure 2.2(b). The render server eliminates GPU-CPU-GPU image copies, thereby

reducing data transfer time. It allows GPU resources to share across any number of environments,

thereby significantly reducing memory usage. It enables communication over network, thereby

having the potential to simulate and render on multiple machines. It requires minimal API

changes – the only change to the original code base is to receive images from the render server.

It also has additional benefits in software development with Nvidia GPU, which we detail in

Sec. 2.10.2.

Comparison: We compare the throughput of ManiSkill2 with 3 other framework that
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Table 2.1. Comparison of sample collection speed (FPS) on PickCube across different frameworks.

ManiSkill2 ManiSkill2 Habitat RoboSuite Isaac
Server Sync 2.0 1.3 Gym

Total FPS (rand. action) 2487±24 942±19 1275±10 924±3 865±35
Total FPS (nature CNN) 2532±63 931±4 1224±13 894±15 835±5
Optimal #Envs 64 32 64 32 512

Table 2.2. Comparison of GPU memory usage between ManiSkill2 and Habitat 2.0. GPU
memory usage on multi-process environments with 74 YCB objects each.

ManiSkill2 Habitat
#Envs Server 2.0

4 4.9G 6.4G
8 5.1G 12.9G

64 5.8G (OOM)

support visual RL: Habitat 2.0 [109], RoboSuite 1.3 [140], and Isaac Gym [75]. We build a

PickCube environment in all simulators. We use similar physical simulation parameters (500Hz

simulation frequency and 20Hz control frequency2), and we use the GPU pipeline for rendering.

Images have resolution 128x128. All frameworks are given a computation budget of 16 CPU

cores (logical processors) of an Intel i9-9960X CPU with 128G memory and 1 RTX Titan GPU

with 24G memory. We test with random actions and also with a randomly initialized nature

CNN [79] as policy network. We test all frameworks on 16, 32, 64, 128, 256, 512 parallel

environments and report the highest performance. Results are shown in Table 2.1 (more details

in Sec. 2.10.3). An interesting observation is that our environment performs the best when

the number of parallel environments exceeds the number of CPU cores. We conjecture that

this is because execution on CPU and GPU are naturally efficiently interleaved through OS or

driver-level schedulers when the requested computation far exceeds the available resources.

To complement results in Table 2.1, we plot further details about the relationship between

the number of parallel environments and the policy sample collection speed across different

2A fair comparison of different frameworks is still challenging as their simulation and rendering differ in fidelity.
We try our best to match the simulation parameters among the frameworks.
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Figure 2.3. Comparison of sample collection speed (FPS) with random actions and with Nature
CNN-sampled actions across different frameworks and different numbers of parallel environments.
“ManiSkill2-Sync-Render” refers to ManiSkill2 with synchronous rendering and without render
server. “ManiSkill2” refers to ManiSkill2 with asynchronous rendering but without render server.
“ManiSkill2-Server” refers to ManiSkill2 with both asynchronous rendering and render server
enabled. Some curves are not fully drawn beyond a certain number of parallel environments due
to performance drop (“ManiSkill2-Server” & “Isaac Gym”), GPU out of memory (“RoboSuite”
& “ManiSkill2-Sync-Render” & “ManiSkill2”), crash (“Habitat 2.0”).

frameworks in Figure 2.3. We adopt an agent that outputs random actions, along with a CNN-

based agent that uses a randomly-initialized nature CNN [79] as its visual backbone. We observe

that ManiSkill2 with asynchronous rendering enabled (and without the render server) is already

able to outperform the speed of other frameworks. With render server enabled, ManiSkill2

further achieves 2000+ FPS with 16 parallel environments on a single GPU.

Additionally, we demonstrate the advantage of memory sharing thanks to our render

server. We extend the PickClutterYCB environment to include 74 YCB objects per scene, and

create the same setting in Habitat 2.0. As shown in Table 2.2, even though we enable GPU

texture compression for Habitat and use regular textures for ManiSkill2, the memory usage of

Habitat grows linearly as the number of environments increases, while ManiSkill2 requires very

little memory to create additional environments since all meshes and textures are shared across

environments.
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2.5 Applications

In this section, we show how ManiSkill2 supports widespread applications, including

sense-plan-act frameworks and learning-based approaches (reinforcement and imitation learning).

In this section, for tasks that have asset variations, we report results on training objects. Results

on held-out objects are presented in Sec. 2.11. Besides, we demonstrate that policies trained in

ManiSkill2 have the potential to be directly deployed in the real world.

2.5.1 Sense-Plan-Act

Sense-Plan-Act (SPA) is a classical framework in robotics. Typically, a SPA method

first leverages perception algorithms to build a world model from observations, then plans a

sequence of actions through motion planning, and finally execute the plan. However, SPA

methods are usually open-loop and limited by motion planning, since perception and planning

are independently optimized. In this section, we experiment with two perception algorithms,

Contact-GraspNet [108] and Transporter Networks [135].

Contact-GraspNet for PickSingleYCB

The SPA solution for PickSingleYCB is implemented as follows. First, we use Contact-

GraspNet (CGN) to predict potential grasp poses along with confidence scores given the observed

partial point cloud. We use the released CGN model pre-trained on ACRONYM [26]. Next, we

start with the predicted grasp pose with the highest score, and try to generate a plan to achieve it

by motion planning. If no plan is found, the grasp pose with the next highest score is attempted

until a valid plan is found. Then, the agent executes the plan to reach the desired grasp pose and

closes its grippers to grasp the object. Finally, another plan is generated and executed to move

the gripper to the goal position.

For each of the 74 objects, we conduct 5 trials (different initial states). The task succeeds

if the object’s center of mass is within 2.5cm of the goal. The success rate is 43.24%. There are

two main failure modes: 1) predicted poses are of low confidence (27.03% of trials), especially
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for objects (e.g.,, spoon and fork) that are small and thin; 2) predicted poses are of low grasp

quality or unreachable (29.73% of trials), but with high confidence. See Sec. 2.11.1 for examples.

Transporter Network for AssemblingKits

We benchmark Transporter Networks (TPN) on our AssemblingKits. The original success

metric (pose accuracy) used in TPN is whether the peg is placed within 1cm and 15 degrees

of the goal pose. Note that our version requires pieces to actually fit into holes, and thus our

success metric is much stricter. We train TPN from scratch with image data sampled from

training configurations using two cameras, a base camera and a hand camera. To address our

high-precision success criterion, we increase the number of bins for rotation prediction from 36

in the original work to 144. During evaluation, we employ motion planning to move the gripper

to the predicted pick position, grasp the peg, then generate another plan to move the peg to the

predicted goal pose and drop it into the hole. The success rate over 100 trials is 18% following

our success metric, and 99% following the pose accuracy metric of [135]. See Sec. 2.11.2 for

more details.

2.5.2 Imitation & Reinforcement Learning with Demonstrations

For the following experiments, unless specified otherwise, we use the delta end-effector

pose controller for rigid-body environments and the delta joint position controller for soft-body

environments, and we translate demonstrations accordingly using the approach in Sec.2.2.2.

Visual observations are captured from a base camera and a hand camera. For RGBD-based agents,

we use IMPALA [27] as the visual backbone. For point cloud-based agents, we use PointNet

[91] as the visual backbone. In addition, we transform input point clouds into the end-effector

frame, and for environments where goal positions are given (PickCube and PickSingleYCB), we

randomly sample 50 green points around the goal position to serve as visual cues and concatenate

them to the input point cloud. We run 5 trials for each experiment and report the mean and

standard deviation of success rates. Further details are presented in Sec. 2.11.3.

24



Table 2.3. Mean and standard deviation of the success rate of behavior cloning on rigid-body
and soft-body tasks. For rigid-body assembly tasks not shown in the table, success rate is 0.

Obs. Mode PickCube StackCube Fill Hang Excavate Pour Pinch Write

Point Cloud 0.22 ± 0.06 0.04 ± 0.02 0.45 ± 0.04 0.35 ± 0.15 0.08 ± 0.04 0.02 ± 0.02 0.00 ± 0.00 0.00 ± 0.00
RGBD 0.01 ± 0.02 0.00 ± 0.00 0.62 ± 0.07 0.20 ± 0.12 0.21 ± 0.04 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Table 2.4. Mean and standard deviation of success rates of DAPG+PPO on rigid-body tasks.
Training budget is 25M time steps.

Obs. Mode PickCube StackCube PickSingleYCB PegInsSide PlugCharger AssemblingKits TurnFaucet AvoidObstacles

Point Cloud 0.94 ± 0.03 0.95 ± 0.02 0.51 ± 0.05 0.01 ± 0.01 0.01 ± 0.02 0.00 ± 0.00 0.04 ± 0.03 0.00 ± 0.00
RGBD 0.91 ± 0.05 0.87 ± 0.04 0.18 ± 0.07 0.01 ± 0.01 0.01 ± 0.01 0.00 ± 0.00 0.03 ± 0.03 0.00 ± 0.00

Imitation Learning

We benchmark imitation learning (IL) with behavior cloning (BC) on our rigid and

soft-body tasks. All models are trained for 50k gradient steps with batch size 256 and evaluated

on test configurations.

Results are shown in Table 2.3. For rigid-body tasks, we observe low or zero success

rates. This suggests that BC is insufficient to tackle many crucial challenges from our benchmark,

such as precise control in assembly and large asset variations. For soft-body tasks, we observe

that it is difficult for BC agents to precisely estimate action influence on soft body properties

(e.g. displacement quantity or deformation). Specifically, agents perform poorly on Excavate

and Pour, as Excavate is successful only if a specified amount of clay is scooped up and Pour is

successful when the final liquid level accurately matches a target line. On the other hand, for

Fill and Hang, which do not have such precision requirements (for Fill, the task is successful as

long as the amount of particles in the beaker is larger than a threshold), the success rates are

much higher. In addition, we observe that BC agents cannot well utilize target shapes to guide

precise soft body deformation, as they are never successful on Pinch or Write. See Sec. 2.11.5

for further analysis.

25



RL with Demonstrations

We benchmark demonstration-based online reinforcement learning by augmenting Proxi-

mal Policy Gradient (PPO) [100] objective with the demonstration objective from Demonstration-

Augmented Policy Gradient (DAPG) [96]. Our implementation is similar to [52], and further

details are presented in Sec. 2.11.3. We train all agents from scratch for 25 million time steps.

Due to limited computation resources, we only report results on rigid-body environments.

Results are shown in Table 2.4. We observe that for pick-and-place tasks, point cloud-

based agents perform significantly better than RGBD-based agents. Notably, on PickSingleYCB,

the success rate is even higher than Contact-GraspNet with motion planning. This demonstrates

the potential of obtaining a single agent capable of performing general pick-and-place across

diverse object geometries through online training. We also further examine factors that influence

point cloud-based manipulation learning in Sec. 2.11.6. However, for all other tasks, notably the

assembly tasks that require high precision, the success rates are near zero. In Sec. 2.11.7, we

show that if we increase the clearance of the assembly tasks and decrease their difficulty, agents

can achieve much higher performance. This suggests that existing RL algorithms might have

been insufficient yet to perform highly precise controls, and our benchmark poses meaningful

challenges for the community.

In addition, we examine the influence of controllers for agent learning, and we perform

ablation experiments on PickSingleYCB using point cloud-based agents. When we replace the

delta end-effector pose controller in the above experiments with the delta joint position controller,

the success rate falls to 0.22±0.18. The profound impact of controllers demonstrates the necessity

and significance of our multi-controller conversion system.

2.5.3 Sim-to-Real

ManiSkill2 features fully-simulated dynamic interaction for rigid-body and soft-body.

Thus, policies trained in ManiSkill2 have the potential to be directly deployed in the real world.

PickCube: We train a visual RL policy on PickCube and evaluate its transferability to the
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Figure 2.4. Left: Simulation and real world setup for PickCube. Right: Motion planning
execution results for Pinch in simulation and in the real world: (a) initial state; (b) letter “M”; (c)
letter “S”.

real world. The setup is shown in Fig. 2.4-L, which consists of an Intel RealSense D415 depth

sensor, a 7DoF ROKAE xMate3Pro robot arm, a Robotiq 2F-140 2-finger gripper, and the target

cube. We first acquire the intrinsic parameters for the real depth sensor and its pose relative to

the robot base. We then build a simulation environment aligned with the real environment. We

train a point cloud-based policy for 10M time steps, where the policy input consists of robot

proprioceptive information (joint position and end-effector pose) and uncolored point cloud

backprojected from the depth map. The success rate in simulation is 91.0%. We finally directly

evaluate this policy in the real world 50 times with different initial states, where we obtain 60.0%

success rate. We conjecture that the performance drop is caused by the domain gap in depth

maps, as we only used Gaussian noise and random pixel dropout as data augmentation during

simulation policy training.

Pinch: We further evaluate the fidelity of our soft-body simulation by executing the same

action sequence generated by motion planning in simulation and in the real world and comparing

the final plasticine shapes. Results are shown in Fig. 2.4-R, which demonstrates that our 2-way

coupled rigid-MPM simulation is able to reasonably simulate plasticine’s deformation caused by

multiple grasps.
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Figure 2.5. The workflow to build environments for generalizable manipulation skills.

2.6 System Design for Development and Evaluation

2.6.1 Verification-driven Iterative Development

Our workflow, following agile software development [5], highlights a verification-driven

iterative development process. Different approaches can be used to generate demonstrations

according to characteristics and difficulties of tasks, which verifies environments as a byproduct.

The workflow is also designed to be scalable and affordable to continuous integration of assets

and tasks. Fig 2.5 illustrates the workflow.

Our workflow consists of 3 stages: task creation, reward design, and observation

configuration. The first stage focuses on building task essentials, including creating assets, (e.g.,

convex decomposition [118], texture baking), configuring robots, generating initial states, and

defining success metrics. The second stage aims at prototyping shaped reward functions. The

reward function is a requisite for methods like Model-Predictive Control (MPC) and RL. The

third stage addresses observation spaces. For instance, camera parameters and placements need to

be tailored for tasks so that observations contain adequate information. To collect demonstrations

and verify environments, we employ one of or a mixture of 3 complementary approaches: task

and motion planning (TAMP), MPC, and RL.
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Different methods have their own advantages and disadvantages. TAMP is free of crafting

reward, and is suitable for many stationary manipulation tasks like pick-and-place, but shows

difficulty when tackling underactuated systems (e.g. pushing chairs and moving buckets in

[82]). MPC is able to search solutions to difficult tasks given well-designed shaped rewards

without training or observations. However, it is non-trivial to design a universal shaped reward

for a variety of objects. RL requires additional training and hyperparameter tuning, but is more

scalable than MPC during inference.

2.6.2 Cloud Based Evaluation System

To allow the community to evaluate and benchmark together we build and provide a

simple cloud based evaluation system. Users can register accounts and enter the benchmark and

begin making submissions that solve our various tasks.

A key feature of the evaluation system is flexibility. This is increasingly important as the

number of unique approaches from heuristics, motion planners, and end-to-end RL solutions

grow. Evaluation systems need the flexibility to allow all kinds of approaches to be benchmarked.

To this end, we do the following.

User submissions are in the form of docker images, allowing users to install any code and

save any models necessary to solve various tasks. This makes programming on the user’s side

very flexible. The user only needs to provide a function that accepts observations and returns

actions.

We further give users the flexibility to configure the evaluation environment to suit their

needs before running the evaluation. For example, users can define a configuration function in

their solution that sets the observation mode (e.g. RGB-D or Point Cloud), as well as controllers

(e.g. delta end-effector pose or joint position).

To benchmark a submitted docker image, we simply pull it to our server and run the

evaluation code that loads the user’s solution. The results of the evaluation are then submitted to

a database and displayed on a pubic benchmark.
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2.7 Details of the Comprehensive Controller Suite

Controllers are interfaces between policies and robots. Policies output actions to

controllers, and controllers convert actions to control signals to drive the robot joints. In

ManiSkill2, the default robot being controlled is the Franka Emika, also known as Panda. The

degree of freedom (DoF) of a single Panda arm is 7.

2.7.1 Terminology

1. Fixed joint: A joint that cannot be controlled. The degree of freedom (DoF) is 0.

2. qpos (𝑞): Controllable joint positions.

3. qvel ( ¤𝑞): Controllable joint velocities.

4. Target joint positions (𝑞): Target positions of motors that drive each joint.

5. Target joint velocities ( ¤̄𝑞): Target velocities of motors that drive each joint.

6. End-effector position (𝑝): The position of an end-effector.

7. End-effector rotation (𝑅): The rotation of an end-effector.

8. End-effector target position (𝑝): The target position of an end-effector.

9. End-effector target rotation (�̄�): The target rotation of an end-effector.

10. PD controller: Control loop based on 𝜏(𝑡) = 𝐾𝑝 (𝑞(𝑡) − 𝑞(𝑡)) + 𝐾𝑑 ( ¤̄𝑞(𝑡) − ¤𝑞(𝑡)). 𝐾𝑝

(stiffness) and 𝐾𝑑 (damping) are hyperparameters. 𝜏(𝑡) denotes the torque (generalized

force) of the motors.

11. Augmented PD controller: Augmented PD controller: Passive forces (like gravity) are

compensated for the PD controller.

12. Action (𝑎): Input to the controllers, and also output of the policy.

13. Tool center point (TCP): TCP is a user defined coordinate frame, often relatively fixed to

the robot end effector. For example, in our case, if the robot uses a two-finger gripper, TCP
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is defined at the center point between the gripper’s two fingers.

2.7.2 Target vs. Non-Target Controllers

In our controller implementation, we have the notion of “target” and “non-target”

controllers. For example, when we say delta end-effector pose controller, the new desired pose is

specified relative to the current end-effector pose. In contrast, if we say target delta end-effector

pose controller, the new desired pose is specified relative to the previous desired pose. Please

read the next section for their formal definitions.

2.7.3 Normalized Action Space

We design the action space of controllers to conform to the preferences of users. As

RL users generally prefer normalized action space, most controllers listed below will have a

normalized action space [−1, 1], with a few exceptions listed individually.

2.7.4 Details of Controllers

Arm Controllers

1. arm pd joint pos (7-dim, unnormalized): 𝑎𝑡 = 𝑞𝑡 . The target joint velocities ¤𝑞𝑡 are always

0. As this controller is suitable for motion planning, the action space of this controller is

not normalized.

2. arm pd joint delta pos (7-dim): 𝑎𝑡 = 𝑞𝑡 − 𝑞𝑡−1.

3. arm pd joint target delta pos (7-dim): 𝑎𝑡 = 𝑞𝑡 − 𝑞𝑡−1.

4. arm pd ee delta pos (3-dim): 𝑎𝑡 = 𝑝𝑡 − 𝑝𝑡−1, where 𝑝𝑡 is the position of the end-effector

at timestep 𝑡. The controller then internally computes the target joint positions of the

robot: 𝑞𝑡 = 𝐼𝐾 (𝑝𝑡 , �̄�𝑡), where 𝐼𝐾 (·, ·) computes the joint positions from the end-effector’s

position and rotation before sending the joint positions to the PD controller. Note that this

controller only controls the position, but not the rotation, of the end-effector.

5. arm pd ee target delta pos (3-dim): 𝑎𝑡 = 𝑝𝑡 − 𝑝𝑡−1

31



6. arm pd ee delta pose (6-dim): This controller is very similar to the previous

arm pd ee delta pos controller with the addition of end-effector’s rotation being passed in

as input. Thus 𝑇𝑡 = 𝑇𝑎 · 𝑇𝑡−1, where 𝑇 is the target transformation of the end-effector, and

𝑇𝑎 is the delta pose induced by the 3D position and 3D rotation (represented as compact

axis-angle) of the action.

7. arm pd ee target delta pose (6-dim): 𝑇𝑡 = 𝑇𝑎 · 𝑇𝑡−1.

8. arm pd joint vel (7-dim): 𝑎𝑡 = ¤̄𝑞𝑡 . The stiffness value 𝐾𝑝 of this controller is always set to

0.

9. arm pd joint pos vel (14-dim): An extension of arm pd joint pos that supports target

velocities input.

10. arm pd joint delta pos vel (14-dim): The delta variant of the arm pd joint pos vel con-

troller.

Gripper Controller (1-dim)

We use joint position control for the gripper, and we force the two gripper fingers to have

the same target position.

2.7.5 Effectiveness of Conversion of Demonstration Action Spaces

In this section, we exemplify the success rate of our demonstration conversion method

by converting from the arm pd joint pos controller to the arm pd ee delta pose controller.

A demonstration is converted successfully if, following the same trajectory initialization and

the converted actions, the task is successful at the last time step. We experiment on 4

representative tasks: PickSingleYCB, AssemblingKits, TurnFaucet, Write. For each task, we

select 100 demonstrations randomly. The success rates for PickSingleYCB, AssemblingKits,

Write, TurnFaucet are 99%, 98%, 100%, and 80%, respectively. Note that our policy to generate

demonstrations for TurnFaucet involves rich and inconsistent contact between the end-effector

and the faucet handle (i.e., our policy uses the gripper to push the handle, rather than grasping
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and rotating it, in which case force closure can lead to more consistent contact). Such polices can

be sensitive to accumulated errors during execution, which can result in task failure, although

the actions converted by our demonstration conversion method attempt to reproduce motion

faithfully.

2.8 Details of Observations, Task Families, Demonstrations
and Evaluation Protocols

Unless otherwise noted, all demonstrations are generated through TAMP. For evaluation,

we employ a two-stage setup. Final result is the average result from the two stages.

2.8.1 Supported Observation Modes

We support most observation modes found in OpenAI gym [10]. The details of each

observation mode are listed below.

1. state dict: Returns a dictionary of states that contains robot proprioceptive information,

ground truth object information (such as object poses), and task-specific goal information

(if given). Visual observations (images and point clouds) are not included.

2. state: Returns the flattened version of a state dict.

3. rgbd: Returns rendered RGBD images from all cameras, along with robot proprioceptive

information and task-specific goal information (if given).

4. rgbd robot seg: On top of rgbd, returns ground truth segmentation masks for the robot

joints.

5. pointcloud: Returns a fused point cloud from all cameras, along with robot proprioceptive

information and task-specific goal information (if given).

6. pointcloud robot seg: On top of pointcloud, returns ground truth segmentation masks for

the robot joints.
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Here, the robot proprioceptive information includes joint positions, joint velocities, the

pose of the robot base, along with the pose of the gripper’s tool center point if the robot uses a

two-finger gripper.

Note that different from the previous version of ManiSkill, ManiSkill2 does not include

ground-truth segmentation in the default observation modes (rgbd or pointcloud). All visual-

based experiments in this paper do not leverage such privileged information. For example, to

specify which link of a faucet should be manipulated in TurnFaucet, we use its initial position

instead of a ground-truth segmentation mask. Besides, we also support observations modes

(rgbd+robot seg, pointcloud+robot seg) to provide the segmentation masks of robot links, which

facilitates robotic applications and can be obtained in the real world using the robot proprioceptive

information.

2.8.2 Pick-and-Place

PickCube

• Objective: Pick up a cube and move it to a goal position.

• Success Metric: The cube is within 2.5 cm of the goal position, and the robot is static.

• Demonstration Format: 1,000 successful trajectories.

• Evaluation Protocol: 100 episodes with different initial joint positions of the robot and initial

cube pose for each of stage 1 and stage 2.

• Task-specific Extra Observations: 3D goal position of the cube.

StackCube

• Objective: Pick up a red cube and place it onto a green one.

• Success Metric: The red cube is placed on top of the green one stably and it is not grasped.

• Demonstration Format: 1,000 successful trajectories.

• Evaluation Protocol: 100 episodes with different initial joint positions of the robot and initial

poses of both cubes for each of stage 1 and stage 2.
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• Task-specific Extra Observations: None.

PickSingleYCB

• Objective: Pick up a YCB object and move it to a goal position.

• Success Metric: The object is within 2.5 cm of the goal position, and the robot is static.

• Demonstration Format: 100 successful trajectories for each of the 74 YCB objects.

• Evaluation Protocol: In addition to the training objects, we also use another confidential set of

40 objects from other sources as the test object set. For the two evaluation stages in total, for

each object in the training set, we test 5 episodes with different seeds. For each object in the

test set, we test 10 episodes with different seeds. Half of the objects are evaluated in each stage.

• Task-specific Extra Observations: 3D goal position of the object.

PickSingleEGAD

• Objective: Pick up an EGAD object and move it to a goal position. The color for the EGAD

object is randomized.

• Success Metric: The object is within 2.5 cm of the goal position, and the robot is static.

• Demonstration Format: 5 trajectories for each of the 1,600 training objects sampled from

EGAD. For certain objects where it’s difficult to apply TAMP, we might provide less than 5

trajectories.

• Evaluation Protocol: For this task, we have held out a portion of the EGAD dataset. This

held-out test dataset consists of 150 objects. During evaluation, in each stage, we evaluate 1

trajectory for each of the 150 objects sampled from the training dataset and 2 trajectories for

each of the 75 objects sampled from the held-out test dataset.

• Task-specific Extra Observations: 3D goal position of the object.
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PickClutterYCB

• Objective: Pick up an object from a clutter of 4-8 YCB objects.

• Success Metric: The object is within 2.5 cm of the goal position, and the robot is static.

• Demonstration Format: A total of 4986 trajectories from the training object set.

• Evaluation Protocol: In addition to the training objects, we also use another confidential set of

40 objects from other sources as the test object set. For each evaluation stage, we test 100

episode configurations on the training object set and on the test object set.

• Task-specific Extra Observations: 3D position of the object to pick up, and 3D position of the

goal.

2.8.3 Assembly

AssemblingKits

• Objective: Insert an object into the corresponding slot on a plate.

• Success Metric: An object must fully fit into its slot, which must simultaneously satisfy 3

criteria: (1) height of the object center is within 3mm of the height of the plate; (2) rotation

error is within 4 degrees; (3) position error is within 2cm.

• Demonstration Format: We provide 1,720 trajectories in total. These trajectories are generated

from over 300 kit configurations and 20 training shapes.

• Evaluation Protocol: This task has a held-out test dataset for evaluation. The test dataset

features 20 shapes that are similar to the shapes in the training set. We provide samples for

test assets in Fig. 2.6. In each evaluation stage, we evaluate on 100 sampled training episode

configurations and 100 sampled test dataset configurations.

• Task-specific Extra Observations: 3D initial and goal position of the object to be placed.
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Figure 2.6. A sample plate with test assets for AssemblingKits.

PegInsertionSide

• Objective: Insert a peg into the horizontal hole in a box.

• Success Metric: Half of the peg is inserted into the hole.

• Demonstration Format: 1,000 successful trajectories.

• Evaluation Protocol: 100 episodes with different initial joint positions of the robot, initial

poses of the peg and box, the position and size of the hole for each of stage 1 and stage 2.

• Task-specific Extra Observations: None.

PlugCharger

• Objective: Plug a charger into a wall receptacle.

• Success Metric: The charger is fully inserted into the receptacle.

• Demonstration Format: 1,000 successful trajectories.

• Evaluation Protocol: 100 episodes with different initial joint positions of the robot, initial

poses of the charger and wall for each of stage 1 and stage 2.

• Task-specific Extra Observations: None.
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2.8.4 Miscellaneous Tasks

AvoidObstacles

• Objective: Navigate the robot arm through a region of dense obstacles and move the end-effector

to a goal pose. The shape and color of dense obstacles are randomized.

• Success Metric: The end-effector pose is within 2.5 cm and 15 degrees of the goal pose.

• Demonstration Format: 1976 trajectories for different layouts.

• Evaluation Protocol: 100 episodes with different layouts of obstacles for each of stage 1 and

stage 2.

• Task-specific Extra Observations: The goal pose of the end-effector.

TurnFaucet

• Objective: Turn on a faucet by rotating its handle.

• Success Metric: The faucet handle has been turned past a target angular distance.

• Demonstration Format: For most faucet models, we provide 100 trajectories per asset. For

approximately 15 of the 60 training models were TAMP cannot find a solution, demonstrations

are generated through MPC-CEM using our designed rewards.

• Evaluation Protocol: This task has a held-out test object set. For the two evaluation stages in

total, we evaluate 5 episodes for each of the 60 training objects and 17 episodes for each of the

18 test objects. Half of the objects are evaluated in each stage.

• Task-specific Extra Observations: The remaining angular distance to rotate the handle, the

target handle position (since there can be multiple handles in a single faucet), and the direction

to rotate the handle specified as 3D joint axis.

2.8.5 Soft-body Manipulation

Fill

• Objective: Fill clay from a bucket into the target beaker.
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• Success Metric: The amount of clay inside the target beaker > 90%; soft body velocity < 0.05.

• Demonstration Format: 200 successful trajectories generated through motion planning.

• Evaluation Protocol: 100 episodes with different initial rotations of the bucket and initial

positions of the beaker for each of stage 1 and stage 2.

• Task-specific Extra Observations: Beaker position.

Hang

• Objective: Hang a noodle on a target rod.

• Success Metric: Part of the noodle is higher than the rod; two ends of the noodle are on

different sides of the rod; the noodle is not touching the ground; the gripper is open; soft body

velocity < 0.05.

• Demonstration Format: 200 successful trajectories generated through motion planning.

• Evaluation Protocol: 100 episodes with different initial positions of the gripper and rod poses

for each of stage 1 and stage 2.

• Task-specific Extra Observations: Rod position.

Excavate

• Objective: Lift a specific amount of clay to a target height.

• Success Metric: The amount of lifted clay must be within a given range; the lifted clay is

higher than a specific height; fewer than 20 clay particles are spilled on the ground; soft body

velocity < 0.05.

• Demonstration Format: 200 successful trajectories generated through motion planning.

• Evaluation Protocol: 100 episodes with different bucket poses and initial heightmaps of clay

for each of stage 1 and stage 2.

• Task-specific Extra Observations: Target clay amount.
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Pour

• Objective: Pour liquid from a bottle into a beaker.

• Success Metric: The liquid level in the beaker is within 4mm of the red line; the spilled water

is fewer than 100 particles; the bottle returns to the upright position in the end; robot arm

velocity < 0.05.

• Demonstration Format: 200 successful trajectories generated through motion planning.

• Evaluation Protocol: 100 episodes with different bottle positions, the level of water in the

bottle, and beaker positions for each of stage 1 and stage 2.

• Task-specific Extra Observations: Red line height.

Pinch

• Objective: Deform plasticine into a target shape.

• Success Metric: The Chamfer distance between the current plasticine and the target shape is

less than 0.3𝑡, where 𝑡 is the Chamfer distance between the initial shape and target shape.

• Demonstration Format: 1556 successful trajectories generated through heuristic motion

planning. Different trajectories correspond to different target shapes.

• Evaluation Protocol: 50 episodes with different target shapes for each of stage 1 and stage 2.

• Task-specific Extra Observations: RGBD / point cloud observations of the target plasticine

from 4 different views.

Write

• Objective: Write a given character on clay. The target character is randomly sampled from an

alphabet of over 50 characters.

• Success Metric: The IoU (Intersection over Union) between the current pattern and the target

character is larger than 0.8.

• Demonstration Format: 200 successful trajectories generated through heuristic motion

planning.

40



• Evaluation Protocol: 50 episodes with different target characters for each of stage 1 and stage

2.

• Task-specific Extra Observations: The depth map of the target character.

2.8.6 Mobile Manipulation

OpenCabinetDrawer

• Objective: A single-arm mobile robot needs to open a designated target drawer on a cabinet.

The friction and damping parameters for the drawer joints are randomized.

• Success Metric: The target drawer has been opened to at least 90% of the maximum range,

and the target drawer is static.

• Demonstration Format: 300 trajectories for each target drawer in the training object set. The

training object set consists of 25 cabinets. Each cabinet could contain multiple drawers.

• Evaluation Protocol: This task has a held-out test object set (10 unseen cabinets). In the first

stage, we evaluate 250 trajectories in total. Among these 250 trajectories, 125 levels are evenly

distributed over 5 unseen objects in the test set, and the other 125 levels are evenly distributed

over all objects in the training set. In the second stage, we evaluate another 250 trajectories.

Similarly, 125 levels come from the training set and the other 125 levels from the 5 other

unseen objects in the test set (different from the 5 test objects in stage 1).

• Task-specific Extra Observations: Since one cabinet can contain several drawers, we specify

the target drawer by its initial center of mass.

OpenCabinetDoor

• Objective: A single-arm mobile robot needs to open a designated target door on a cabinet.

The friction and damping parameters for the door joints are randomized.

• Success Metric: The target door has been opened to at least 90% of the maximum range, and

the target door is static.
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• Demonstration Format: 300 trajectories for each target door in the training object set. The

training object set consists of 42 cabinets. Each cabinet could contain multiple doors.

• Evaluation Protocol: This task has a held-out test object set (10 unseen cabinets). The

evaluation protocol is similar to OpenCabinetDrawer.

• Task-specific Extra Observations: Since one cabinet can contain several doors, we specify the

target door by a segmentation mask.

PushChair

• Objective: A dual-arm mobile robot needs to push a swivel chair to a target location on the

ground (indicated by a red hemisphere) and prevent it from falling over. The friction and

damping parameters for the chair joints are randomized.

• Success Metric: The chair is close enough (within 15 cm) to the target location, is static, and

does not fall over.

• Demonstration Format: 300 trajectories for each chair in the training object set. The training

object set consists of 26 chairs.

• Evaluation Protocol: This task has a held-out test object set (10 unseen chairs). The evaluation

protocol is similar to OpenCabinetDrawer.

• Task-specific Extra Observations: None.

MoveBucket

• Objective: A dual-arm mobile robot needs to move a bucket with a ball inside and lift it onto a

platform.

• Success Metric: The bucket is placed on or above the platform at the upright position, and the

bucket is static, and the ball remains in the bucket.

• Demonstration Format: 300 trajectories for each bucket in the training object set. The training

object set consists of 29 buckets.
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• Evaluation Protocol: This task has a held-out test object set (10 unseen buckets). The evaluation

protocol is similar to OpenCabinetDrawer.

• Task-specific Extra Observations: None.

2.9 Details of Soft-Body Simulation and Rendering

2.9.1 Soft-Body Simulation and 2-Way Coupling Algorithm

The simulation and 2-way coupling algorithm are summarized in algorithm 1.

Algorithm 1. Rigid MPM Simulation and Dynamic Coupling
initialize rigid scene
initialize soft scene
copy rigid body shapes and center of mass to soft scene
initialize renderer
for environment step do

execute ManiSkill2 controllers
for rigid step per environment step do

process ManiSkill2 substep
step rigid scene
copy rigid body poses to soft scene
initialize force-torque buffers per rigid body
for soft step per rigid step do

compute penalty forces
accumulate equivalent rigid-body forces and torques in force-torque buffers
MPM particle to grid (mass, momentum, forces)
MPM grid compute velocity
MPM grid to particle (velocity)
integrate MPM particles

end for
apply accumulated forces and torques on rigid bodies

end for
copy rigid body states to SAPIEN renderer
copy MPM particles to SAPIEN renderer
execute renderer

end for
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2.9.2 Soft-Body Rendering

To support visual learning, we extended SAPIEN’s renderer to support rendering particle-

based soft body. To render particle-based material, one common approach is to convert the

particles to triangle meshes using a meshing algorithm such as marching cubes; PlasticineLab

implements a ray-tracing framework that renders spheres directly. Our approach is screen-space

splatting [20], similar to Nvidia Flex’s built-in renderer. We customize SAPIEN’s shader to

render soft-body particles as spheres, use a bilateral filter to smooth the depth buffer, then

compute normal and lighting on the smoothed soft-body depth. These are implemented as extra

screen-space render passes. The effect of the smoothing filter is shown in figure 2.7. Moreover,

we customize Warp to support the transfer of particle positions from simulation to renderer with

a single GPU-GPU copy; this further reduces rendering latency. A concern of the screen-space

splatting is the inconsistency across different views due to the use of screen-space filters. However,

in practice, by scaling the bilateral filter according to pixel distance from camera, the rendering

results produced are visually consistent most of the time.

(a) Without bilateral filter (b) With bilateral filter

Figure 2.7. Comparison between results of our particle renderer without and with bilateral filter.

2.9.3 Other Implementation Details

We summarize the key parameters In table 2.5. For all soft body environments with

rendering, a single environment runs at around 17-18 FPS; 16 parallel environments on a single

GPU gives overall 80-84 FPS on a single RTX Titan GPU (4x real time). This performance
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gain is mainly due to the sequential CPU-rigid-body and GPU-soft-body simulation. It is also

partially due to a single CPU processor not able to submit CUDA kernels fast enough to keep

up with the GPU. Therefore, it can potentially be further optimized with vectorized simulation,

which we leave as future work.

Table 2.5. Ranges for key parameters used in our MPM simulation. All fields are in SI units.

Grid Length Particle Volume Density Young’s Modulus Poisson Ratio Yield Stress

0.005 to 0.015 6.2e-8/1.2e-7 300 to 3000 1e4/3e5 0.3 2e3/1e4

2.10 Details of Performance Optimization

2.10.1 Render Server Implementation

Our render server is implemented with the gRPC framework, which exchanges Protocal

Buffers with the HTTP 2 protocol over networks or unix sockets. The server side is managed by

a thread pool, listening to client requests on multiple concurrent threads. For a “take picture”

request from a worker process, our implementation puts the task of updating GPU matrices and

launching draw calls onto another thread and returns immediately back to the worker process.

This ensures minimum waiting time on the worker side.

On the rendering server, all rendering resources are managed by a central resource

manager. Any resource loading request (e.g., models, images, textures) must go through the

manager. The manager ensures only one copy of any resource is loaded onto the GPU, shared

across potentially multiple scenes.

2.10.2 Additional Benefits of Render Server

In general, rendering resource sharing across processes is not well supported. Rendering

frameworks like OpenGL and Vulkan are designed to be efficient in a single-process multi-

threaded environment. Resources and documentations on multi-process renderer are rarely
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provided. Therefore as a developer, it is far easier to understand renderers in a single process

setting.

In addition, Nvidia’s GPU profiler, Nsight System, is currently unable to profile Vulkan

in multiple processes on Linux in our experiments. Running the renderer in multiple processes

makes it hard to understand GPU performance. Thus, running rendering in one main process is

almost required for a developer to optimize for hardware utilization.

2.10.3 More Details on Sample Collection Speed Comparison

We use the PickCube environment to compare the sample collection speed between

different simulators. The resulting total number of vertices of collision meshes is 1009 for

ManiSkill2 and Habitat-2.0 and 1210 for IsaacGym and Robosuite. The number of vertices of

visual meshes is 69747 for all simulators. Each control step consists of 25 physical simulation

steps. We use the GPU pipeline for rendering. All frameworks are given a budget of 16 CPU

cores(logical processors) of an Intel i9-9960X CPU with 128G memory and 1 RTX Titan GPU

with 24G memory.

2.11 Additional Experiment Details, Results, and Analysis

2.11.1 Contact-GraspNet for PickSingleYCB

We directly use the pretrained model provided by the original authors of Contact-GraspNet

[108]. We exemplify successful trajectories by the model in Fig. 2.8, as well as common failure

modes in Fig. 2.9.

2.11.2 Transporter Network for AssemblingKits

We adopt the official code from [135]. To encourage precise rotation prediction, we

increase the number of rotation prediction bins from 36 in the original work to 144. We

further benchmark with two grippers: a suction gripper following the original work, and another

two-finger gripper from Franka Panda. Our training dataset is generated from random initial
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(a) (b) (c) (d)

Figure 2.8. Sampled frames demonstrating a correct and successful grasp of a can. Frame (a)
shows the initial state; (b) shows the gripper approaching the predicted grasp from above; (c)
shows the gripper grasping the can; (d) shows the robot moving the can towards the green goal
position.

(a) (b) (c) (d)

Figure 2.9. Examples of unsuccessful grasps. (a) shows an erroneous rotation prediction in grasp
pose; (b) shows a correct rotation prediction in grasp pose, but the gripper is not close enough to
the object to grasp it; (c) shows a reasonable grasp pose, but the gripper will slip away from the
bottle upon finger closure due to friction and bottle geometry; (d) shows a reasonable grasp pose
that is not achievable through motion planning due to kinematic constraints of the robot arm.

configurations of training assets in AssemblingKits. More specifically, for each sampled initial

configuration, we capture RGBD images from the hand-camera and the base-camera, unproject

them to 3D point clouds, fuse the point clouds, and render the top-down orthographic image

to feed to the Transporter Network model. The ground truth labels, namely the object pick

position and the goal pose to place the object, are directly obtained from the environment state

information.

Table 2.6 shows the results. The success rate of Transporter Network following our

success criterion (which requires pieces to fully fit in holes) is a lot lower than following the metric

in the original paper. We observe that failure modes are mainly due to imprecise rotation/position

prediction for placing the target piece.
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Table 2.6. Success rate of Transporter Networks on our AssemblingKits task on training assets
(up) and test assets (down). We also report the success rate based on the original paper, where a
trial is successful if the target piece is placed within 1cm and 15 degrees of the goal position.

Gripper Type Success (ours) Success (Zeng et al.) Pos < 5mm Pos < 2.5mm Pos < 1mm Rot < 4° Rot < 1° Rot < 0.25°

Two-finger Gripper 0.18 0.98 0.98 0.80 0.30 0.96 0.48 0.22
Suction Gripper 0.15 0.93 0.89 0.66 0.18 0.91 0.48 0.22

Gripper Type Success (ours) Success (Zeng et al.) Pos < 5mm Pos < 2.5mm Pos < 1mm Rot < 4° Rot < 1° Rot < 0.25°

Two-finger Gripper 0.18 0.99 0.99 0.82 0.31 0.96 0.48 0.24
Suction Gripper 0.14 0.96 0.92 0.66 0.17 0.94 0.52 0.31

2.11.3 Detailed Setup for Imitation Learning & RL from Demonstra-
tions

In ManiSkill2, our demonstrations are provided using the joint position controller. Before

we train demonstration-based agents on rigid & soft-body tasks, we first use the approach in

Sec.2.2.2 to translate the provided demonstrations into the delta end-effector pose controller for

rigid-body environments, and into the delta joint position controller for soft-body environments.

We then filter the translated trajectories, such that only successful trajectories are used for agent

learning.

For RGBD-based agents, we use IMPALA [27] as the visual backbone, and we concatenate

images captured from the base camera and the hand camera as visual input. Image resolution is

128x128. For point cloud-based agents, we use PointNet [91] as the visual backbone. We first

obtain a single fused point cloud by transforming point clouds from different cameras into the

robot-base frame and concatenating the points together. We then remove the ground using height

clip and randomly downsample the point cloud to 1200 points. For rigid-body environments, we

also transform the point cloud (along with robot proprioceptive information and goal position, if

given) into the end-effector frame. In addition, for environments where goal positions are given

(PickCube and PickSingleYCB), we randomly sample 50 green points around the goal position

to serve as visual cues and concatenate them to the input point cloud.

To train demonstration-based agents, for rigid-body environments, we use 1000 demonstra-

tion trajectories, except environments that have multiple assets (PickSingleYCB: 7300 trajectories;
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Table 2.7. Mean and standard deviation of success rates of DAPG+PPO on rigid-body tasks on
held-out test objects. Training budget is 25M time steps.

Obs. Mode PickSingleYCB AssemblingKits TurnFaucet AvoidObstacles

Point Cloud 0.36 ± 0.06 0.00 ± 0.00 0.01 ± 0.01 0.00 ± 0.00
RGBD 0.08 ± 0.03 0.00 ± 0.00 0.01 ± 0.01 0.00 ± 0.00

TurnFaucet: 4500 trajectories; AssemblingKits: 1700 trajectories). For soft-body environments,

we use 200 demonstration trajectories (except Pinch with 1550 trajectories).

In this work, our demonstration-based online RL algorithm is modified from Proximal

Policy Gradient (PPO) [100] and Demonstration-Augmented Policy Gradient (DAPG) [96]. We

adopt the training objective modified from [52]. Here, we use 𝜌𝐷 and 𝜌𝜋 to denote the distribution

of demonstration transitions and online environment rollout transitions, respectively. We can

then write the overall policy loss as follows (value loss omitted here):

L𝐶𝐿𝐼𝑃
𝜌 (𝜃) = −E(𝑠,𝑎)∼𝜌

[
min

(
𝜋𝜃 (𝑎 |𝑠)
𝜋𝜃𝑜𝑙𝑑 (𝑎 |𝑠)

�̂�(𝑠, 𝑎), clip(𝑟𝑡 (𝜃), 1 − 𝜖, 1 + 𝜖) �̂�(𝑠, 𝑎)
)]

L1
𝜌 (𝜃) = −E(𝑠,𝑎)∼𝜌 [𝜋𝜃 (𝑎 |𝑠)]

L𝐷𝐴𝑃𝐺+𝑃𝑃𝑂 (𝜃) = L𝐶𝐿𝐼𝑃
𝜌𝜋

(𝜃) + 𝜔 · L1
𝜌𝐷

(𝜃)

We set 𝜔 = 0.1 · 0.995𝑁 , where 𝑁 is the epoch count for PPO. A PPO epoch is defined as online

environment sampling steps followed by policy and value network updates.

For further details about networks and algorithm hyperparameters, see Sec. 2.11.8.

2.11.4 Results for DAPG+PPO on Held-Out Object Sets

In Section 2.5.2, for tasks that have asset variations, we presented evaluation results on

the training object set. In this section, we present results on the held-out object set. See Table 2.7

for details.
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Behaviour Cloning Results Goals

Figure 2.10. Behaviour cloning examples for Pinch and Write tasks. BC models have learned to
make some progress towards the goals but not enough to meet the success conditions.

2.11.5 Further Analysis of Imitation Learning on Soft-Body Tasks

We observe that it is difficult for BC agents to accurately estimate the influence of an

action on fine-grained soft body properties, such as displacement quantity and deformation. For

example, both Fill and Pour tasks require a robot agent to move soft body objects (clay or liquid)

into a target container, but Fill has a much higher success rate. An underlying cause is that Fill

allows the robot agent to put all of the clay into the beaker while Pour requires higher precision

i.e. the final liquid level must match the target line. Therefore, agents need to precisely control

the bottle tilt angle in order to precisely control the amount of liquid poured into the beaker.

Similarly, for Excavate, agents must perform fine judgments on how deep they should dig in

order to scoop up a specified amount of clay. On the other hand, Hang does not require an agent

to perform high accuracy measurements, so it is easier for agents to succeed.

In addition, we notice that BC agents cannot well utilize target shapes to guide precise

soft body deformation. Specifically, for Pinch and Write that require shape deformation, the

BC models have very poor performance. As shown in Fig. 2.10, the robot learns the motion

of pinching and has made some progress toward the goal, but it is not good enough. Similarly,

the robot agent has learned to draw some patterns, but they are not close enough to the target
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Table 2.8. Ablations on PickSingleYCB (training object set) for point cloud-based agents trained
with DAPG+PPO. The “original” result refers to the result in Table 2.4, which uses the delta
end-effector pose controller, transforms inputs point clouds into the robot’s end-effector frame,
and (for pick-and-place tasks where goal position is given) appends 50 green points sampled
around the goal position to the input point clouds to serve as visual cues.

Original Delta Joint Position Controller Robot Base Frame Point Cloud Remove Visual Goal Cues

0.51 ± 0.05 0.22 ± 0.18 0.00 ± 0.00 0.16 ± 0.07

character.

2.11.6 More Results on Point Cloud-Based Manipulation Learning

In this section, we examine factors that influence point cloud-based manipulation learning

to complement the results in Section 2.5.2. Results are shown in Table 2.8. In addition to our

prior observation that choices of controllers have a significant effect on performance, we also

observe that (1) selecting good coordinate frames to represent input point clouds could be crucial

for agents’ success, which corroborates the findings in [66]; (2) adding proper visual cues could

benefit point cloud-based agent learning.

2.11.7 More Analysis on Assembly Tasks

In Section 2.5.2, we observed that agents trained with Imitation Learning or Reinforcement

Learning perform poorly on many tasks that require high precision, such as the assembly tasks.

We further analyze sources of difficulty from these tasks by training agents on easier versions of

these tasks where the clearance threshold is significantly increased. Results are shown in Table

2.9. We observe that when we increase clearance threshold and decrease task difficulty, some

agents are able to achieve a lot higher performance. However, even in this case, many agents still

do not perform well. We conjecture that this is due to many other challenging factors, such as

occlusions of the target slots when agents attempt to insert a peg or a charger.
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Table 2.9. Analysis of IL & demonstration-based RL on assembling tasks. We control the
difficulty of tasks by changing clearance configurations. Top: Behavior Cloning. Bottom:
DAPG+PPO. 1x=default clearance (3mm for PegInsertionSide and 0.5mm for PlugCharger); 10x
= 10 times default clearance.

Observation Mode PegInsertionSide(1x) PegInsertionSide(10x) PlugCharger(1x) PlugCharger(10x)

Point Cloud 0.00 ± 0.00 0.01 ± 0.01 0.00 ± 0.00 0.01 ± 0.01
RGBD 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00

Observation Mode PegInsertionSide(1x) PegInsertionSide(10x) PlugCharger(1x) PlugCharger(10x)

Point Cloud 0.01 ± 0.02 0.74 ± 0.10 0.01 ± 0.01 0.02 ± 0.02
RGBD 0.01 ± 0.01 0.05 ± 0.03 0.01 ± 0.01 0.29 ± 0.07

2.11.8 Network Architectures and Hyperparameters for IL & RL

In this section, we present the specific network architectures and algorithm hyperparame-

ters used for Section 2.5.2. Here we define “state vector” as the concatenation of proprioceptive

robot state information and task-specific goal information (if given).

For IMPALA [27], the visual backbone is similar to ResNet10 [41], with hidden size in

all layers equal to 64, normalizations removed, and the first convolution layer modified to have

kernel size 4 and stride 4. Features from the last layer are projected to a 384-dimensional vector

before being concatenated with the state vector. For PointNet [91], the hidden layer sizes are

[64, 128, 512] before maxpooling over the number-of-points dimension. We do not use spatial

normalization layers, and we add layer normalization to the output of each intermediate layer

before maxpooling.

For both BC and DAPG+PPO, we use learning rate of 3e-4 for training and optimize with

Adam [58]. For DAPG+PPO, the actor and critic networks share the same visual backbone. In

addition, when training point cloud-based policies, we initialize the linear layer right before the

policy and value head output to be zero. We find this helpful for stabilizing point cloud-based

policy learning. Hyperparameters are shown in Table 2.10.
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Table 2.10. Hyperparameters for DAPG+PPO.

Hyperparameters Value

Discount (𝛾) 0.95
𝜆 in GAE 0.95

PPO clip range 0.2
Max KL 0.1

Gradient norm clipping 0.5
Entropy 0.0

Number of samples per PPO step 20000
Number of samples per minibatch 300
Number of critic warmup epochs 4

Number of PPO update epochs 2
Critic loss coefficient 0.5

Demonstration loss coefficient 0.1 · 0.995𝑁

Recompute advantage after each PPO update epoch True
Reward normalization True

Advantage normalization True
Only use critic loss to update visual backbone True

Reset environment upon success during policy rollout False

2.12 Comparison with Other Benchmarks for Robotic
Manipulation

Table 2.11 compares ManiSkill2 with other existing benchmarks for robotic manipulation.

ManiSkill2 features large-scale demonstrations for every task, a great variety of objects, multi-

controller support and conversion of demonstration action spaces, and a focus on fully physically

implemented grasp. We invested significant efforts to select, fix, and re-model objects and

integrate them to our task families, generate demonstrations with fully physical grasping, and

perform large-scale visual manipulation benchmarking. Through these processes, we carefully

verify all of our tasks. The low success rates on many tasks demonstrate that our benchmark

poses interesting and challenging problems for the community.

We are actively working on current limitations of ManiSkill2: photorealism, domain

randomization, and scene-level variation. First, the simulation backend (SAPIEN) of ManiSkill2

supports a ray-tracing renderer (Kuafu). However, photorealism is usally achieved at the cost
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Table 2.11. Comparison with other existing benchmarks for robotic manipulation. The
information of each benchmark is based on its major focus. For example, all the simulation
backends of these benchmarks can support physically implemented grasp, but some of them focus
on high-level actions and thus use abstract grasp for benchmarking algorithms. Multi-controller
support measures whether a benchmark has implemented multiple controllers and provided
interfaces to select one for each task.

Benchmark ManiSkill2 BEHAVIOR-1K3 Habitat 2.04 IsaacGym5 ManipulaThor6 MetaWorld Robosuite RLBench TDW7

Grasp implementation Physical Abstract Abstract Physical Abstract Physical Physical Abstract Abstract
#Demo trajectories >30k - - - - Procedural ∼2000 Procedural -

Multi-controller support Yes Unknown Yes No No No Yes Yes No
Visual RL/IL baselines Full Limited Full No Full No No No No

#Object models >2144*8 3324 YCB - 150 80 10 28 112
#Scenes - 306 105 - 30 - - - 105

Ray-tracing support Kuafu Omniverse - - - - NVISII - Unity
Domain randomization Partial9 Unknown No Yes No No Yes Yes No
Rigid-body simulation SAPIEN Omniverse Bullet PhysX 5 Unity Mujoco Mujoco V-REP Unity
Soft-body simulation Warp-MPM10 Omniverse - - - - - - -

of speed. For example, BEHAVIOR-1K [63] can only achieve 60 FPS with Nvidia Omniverse

and require high-end GPUs. In this work, we focus on physically realistic short-horizon and

low-level visuomotor manipulation. We have experimentally supported ray-tracing rendering for

use cases like generating data offline for supervised learning or fine-tuning a policy learned on

non-photorealistic data. Second, we have included domain randomization for physical parameters

and visual appearance for some of tasks. We will provide tutorials for users to customize domain

randomization according to their use cases. Third, we are introducing mobile manipulation tasks

similar to those in ManipularTHOR ArmPointNav [24] and Habitat 2.0 [109] but with physically

implemented base movement and grasp. Those tasks will involve scene-level variations and

demand advanced navigation abilities.

2.13 Conclusion

To summarize, ManiSkill2 is a unified and accessible benchmark for generic and

generalizable manipulation skills, providing 20 manipulation task families, over 2000 objects, and

over 4M demonstration frames. It features highly efficient rigid-body simulation and rendering

system for sample collection to train RL agents, real-time MPM-based soft-body environments,
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and versatile multi-controller conversion support. We have demonstrated its applications in

benchmarking sense-plan-act and imitation/reinforcement learning algorithms, and we show that

learned policies on ManiSkill2 have the potential to transfer to the real world.
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Chapter 3

Conditioning on Trajectory Sketches for
Robotic Task Generalization

Generalization remains one of the most important desiderata for robust robot learning

systems. While recently proposed approaches show promise in generalization to novel objects,

semantic concepts, or visual distribution shifts, generalization to new tasks remains challenging.

For example, a language-conditioned policy trained on pick-and-place tasks will not be able to

generalize to a folding task, even if the arm trajectory of folding is similar to pick-and-place.

Our key insight is that this kind of generalization becomes feasible if we represent the task

through rough trajectory sketches. We propose a policy conditioning method using such rough

trajectory sketches, which we call RT-Trajectory, that is practical, easy to specify, and allows

the policy to effectively perform new tasks that would otherwise be challenging to perform. We

find that trajectory sketches strike a balance between being detailed enough to express low-level

motion-centric guidance while being coarse enough to allow the learned policy to interpret the

trajectory sketch in the context of situational visual observations. In addition, we show how

trajectory sketches can provide a useful interface to communicate with robotic policies – they can

be specified through simple human inputs like drawings or videos, or through automated methods

such as modern image-generating or waypoint-generating methods. We evaluate RT-Trajectory

at scale on a variety of real-world robotic tasks, and find that RT-Trajectory is able to perform

a wider range of tasks compared to language-conditioned and goal-conditioned policies, when
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Figure 3.1. We propose RT-Trajectory, a framework for utilizing coarse trajectory sketches
for policy conditioning. We train on hindsight trajectory sketches (top left) and evaluate
on inference trajectories (bottom left) produced via Trajectory Drawings, Human Videos, or
Foundation Models. These trajectory sketches are used as task specification for an RT-1 [12]
policy backbone (right). The trajectories visually describe the end-effector motions (curves) and
gripper interactions (circles).

provided the same training data. Evaluation videos can be found at https://rt-trajectory.github.io/.

3.1 Introduction

The pursuit of generalist robot policies has been a perennial challenge in robotics. The

goal is to devise policies that not only perform well on known tasks but can also generalize to novel

objects, scenes, and motions that are not represented in the training dataset. The generalization

aspects of the policies are particularly important because of how impractical and prohibitive it is

to compile a robotic dataset covering every conceivable object, scene, and motion. In this work

we focus on the aspects of policy learning that, as we later show in the experiments, can have a

large impact of their generalization capabilities: task specification and policy conditioning.

Traditional approaches to task specification include one-hot task conditioning [57], which
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has limited generalization abilities since one-hot vector does not capture the similarities between

different tasks. Recently, language conditioning significantly improves generalization to new

language commands [12], but it suffers from the lack of specificity, which makes it difficult to

generalize to a new motion that can be hard to describe. Goal image or video conditioning [69, 15],

two other alternatives, offer the promise of more robust generalization and can capture nuances

hard to express verbally but easy to show visually. However, it has been shown to be hard to

learn from [50] and requires more effort to provide at test time, making it less practical. Most

importantly, policy conditioning not only impacts the practicality of task specification, but can

have a large impact on generalization at inference time. If the representation of the task is

similar to the one of the training tasks, the underlying model is more likely able to interpolate

between these data points. This is often reflected with the type of generalization exhibited in

different conditioning mechanisms – for example, if the policy is conditioned on natural language

commands, it is likely to generalize to a new phrasing of the text command, whereas that same

policy when trained on pick-and-place tasks will struggle with generalizing to a folding task,

even if the arm trajectory of folding is similar to pick-and-place, because in language space,

this new task is outside of the previously seen data. This begs a question: can we design a

better conditioning modality that is expressive, practical and, at the same time, leads to better

generalization to new tasks?

To this end, we propose to use a coarse trajectory as a middle-ground solution between

expressiveness and ease of use. Specifically, we introduce the use of a 2D trajectory projected

into the camera’s field of view, assuming a calibrated camera setup. This approach offers

several advantages. For example, given a dataset of demonstrations, we can automatically extract

hindsight 2D trajectory labels without the need for manual annotation. In addition, trajectory

labels allow us to explicitly reflect similarities between different motions of the robot, which, as

we show in the experiments, leads to better utilization of the training dataset resulting in a wider

range of tasks compared to language- and goal-conditioned alternatives. Furthermore, humans or

modern image-editing models can sketch these trajectories directly onto an image, making it a
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simple yet expressive policy interface.

The main contribution of this paper is a novel policy conditioning framework RT-

Trajectory that fosters task generalization. This approach employs 2D trajectories as a human-

interpretable yet richly expressive conditioning signal for robot policies. Our experimental

setup involves a variety of object manipulation tasks with both known and novel objects.

Our experiments show that RT-Trajectory outperforms existing policy conditioning techniques,

particularly in terms of generalization to novel motions, an open challenge in robotics.

3.2 Related Work

In this section, we discuss prior works studying generalization in robot learning as well

as works proposing specific policy conditioning representations.

Generalization in Robot Learning

Recent works have studied how learning-based robot policies may generalize robustly

to novel situations beyond the exact data seen during training. Empirical studies have analyzed

generalization challenges in robotic imitation learning, focusing on 2D control [113], demon-

stration quality [76], visual distribution shifts [130], and action consistency [6]. In addition,

prior works have proposed evaluation protocols explicitly testing policy generalization; these

include generalizing to novel semantic attributes [102], holdout language templates [50], unseen

object categories [88, 73, 103, 106], new backgrounds and distractors [17, 134], combinations of

distribution shifts [12, 53], open-set language instructions [129, 47], and web-scale semantic

concepts [11]. While these prior works largely address semantic and visual generalization, we

additionally study task generalization which include situations which require combining seen

states and actions in new ways, or generalizing to wholly unseen states or motions altogether.

Policy Conditioning Representations

We examine a few approaches for policy conditioning. Broadly, there are 2 axes to

consider: (1) over-specification and under-specification of goals, and (2) conditioning on all
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states in a trajectory versus only the end state. The most prolific recent body of work focuses on

language-conditioned policies [50, 12, 11, 83, 1, 42, 70], which utilize templated or freeform

language as task specification. Language-conditioned policies can be thought of as under-specified

on the end state (e.g. there are many possible end-states for a policy that completes pick can).

There are many image-conditioned policy representations with the most popular technique being

goal-image conditioning: where a final goal image defines the desired task’s end-state [9, 69].

Goal image conditioned policies can be thought of as over-specified on the end state (i.e. “what

to do”) because they define an entire configuration, some of which might not be relevant. For

example, the background pixels of the goal image might not be pertinent to the task, and instead

contain superfluous information. There are some examples of intermediate levels of specification

that propose 2D and 3D object-centric representations [106, 102, 47], using a multimodal

embedding that represents the task as a joint space of task-conditioned text and goal-conditioned

image [129, 53, 102], and describing the policy as code [64] which constrains how to execute

every state. An even more detailed type of state-specification would be conditioning on an

entire RGB video which is equivalent to over-specification over the entire trajectory of states

(i.e. “how to do it”) [15]. However, encoding long videos in-context is challenging to scale, and

learning from high-dimensional videos is a challenging learning problem [50]. In contrast, our

approach uses a lightweight coarse level of state-specification, which aims to strike a balance

between sufficient state-specification capacity to capture salient state properties while still being

tractable to learn from. We specifically compare against language-conditioning and goal-image

conditioning baselines, and show the benefits of using a mid-level conditioning representation

such as coarse trajectory sketches.
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Figure 3.2. The choice of robot policy representation balances specification detail and focusing
policies on “what to do” compared with “how to do it”.

3.3 Method

3.3.1 Overview

Our goal is to learn a robotic control policy that is able to utilize a 2D coarse trajectory

sketch image as its conditioning. A system diagram for our proposed approach can be seen in Fig

3.1. During policy training, we first perform hindsight trajectory labeling to obtain trajectory

conditioning labels from the demonstration dataset (Section 3.3.2). This enables us to re-use

existing demonstration dataset and ensures the scalability of our proposed approach to new

datasets. We then train a transformer-based control policy that is conditioned on the 2D trajectory

sketches using imitation learning (Section 3.3.3). During inference time, the user or a high-level

planner is presented an initial image observation from the robot camera, and creates a rough 2D

trajectory sketch that specifies the desired motion (Fig. 3.1 bottom left), which is then fed into

the trained control policy to perform the designated manipulation task.
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Figure 3.3. Visualization of the two hindsight trajectory sketch representations we study. Given
(a) an example robot trajectory, we extract (b) gripper interaction markers, (c) temporal progress
along the 2D end-effector waypoints, and (d) end-effector height. Combining (b) and (c) results
in (e) RT-Trajectory (2D), while combining (b), (c), and (d) results in (f) RT-Trajectory (2.5D).

3.3.2 Hindsight Trajectory Labels

In this section, we describe how we acquire training trajectory conditioning labels from

the demonstration dataset. We introduce three basic elements for constructing the trajectory

representation format: 2D Trajectories, Color Grading, and Interaction Markers.

2D Trajectory

For each episode in the demonstration dataset, we extract a 2D trajectory of robot

end-effector center points. Concretely, given the proprioceptive information recorded in the

episode, we obtain the 3D position of the robot end-effector center defined in the robot base

frame at each time step, and project it to the camera space given the known camera extrinsic

and intrinsic parameters. We assume that the robot base and camera do not move within the

episode, which is common for stationary manipulation. Given a 2D trajectory (a sequence of

pixel positions), we draw a curve on a blank image, by connecting 2D robot end-effector center

points at adjacent time steps through straight lines.
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Color Grading

To express relative temporal motion, which encodes such as velocity and direction, we

also explore using the red channel of the trajectory image to specify the normalized time step
𝑡+1
𝑇

, where 𝑡 is the current time step and 𝑇 is the total episode length. Additionally, we propose

incorporating height information into the trajectory representation by utilizing the green channel

of the trajectory image to encode normalized height relative to the robot base ℎ𝑡+1−ℎ𝑚𝑖𝑛

ℎ𝑚𝑎𝑥−ℎ𝑚𝑖𝑛
.

Interaction Markers

For robot manipulation tasks, time steps when the end-effector interacts with the

environment are particularly important. Thus, we explore visual markers that explicitly highlight

the time steps when the gripper begins to grasp and release objects. Concretely, we first compute

whether the gripper has contact with objects by checking the difference 𝛿𝑡 = 𝑝𝑡 − 𝑝𝑡 between

the sensed (𝑝𝑡) and target (𝑝𝑡) gripper joint positions. If the difference 𝛿𝑡 > 0 and 𝑝𝑡 > 𝜖 ,

where 𝜖 is a threshold of closing action (𝑝𝑡 increases as the gripper closes), it indicates that the

gripper is closing and grasping certain object. If the status change, e.g., 𝛿𝑡 < 0 ∨ 𝑝𝑡 ≤ 𝜖 but

𝛿𝑡+1 > 0∧ 𝑝𝑡+1 > 𝜖 , we consider the time step 𝑡 as a key step for the closing action. Similarly, we

can find the key time steps for the opening action. We draw green (or blue) circles at the 2D

robot end-effector center points of all key time steps for closing (or opening) the gripper.

Trajectory Representations

In this work, we propose two forms of trajectory representation from different combinations

of the basic elements. In the first one, RT-Trajectory (2D), we construct an RGB image containing

the 2D Trajectory with temporal information and Interaction Markers to indicate particular robot

interactions (Fig. 3.3 (e)). In the second representation, we introduce a more detailed trajectory

representation RT-Trajectory (2.5D), which includes the height information in the 2D trajectory

(Fig. 3.3 (f)).
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3.3.3 Policy Training

We leverage Imitation Learning due to its strong success in multitask robotic imitation

learning settings [50, 9]. More specifically, we assume access to a collection of successful

robot demonstration episodes. Each episode 𝜏 contains a sequence of pairs of observations

𝑜𝑡 and actions 𝑎𝑡: 𝜏 = {(𝑜𝑡 , 𝑎𝑡)}. The observations include RGB images obtained from the

head camera 𝑥𝑡 and hindsight trajectory sketch 𝑐𝑡𝑟𝑎 𝑗 . We then learn a policy 𝜋 represented

by a Transformer [115] using Behavior Cloning [89] following the RT-1 framework [12], by

minimizing the log-likelihood of predicted actions 𝑎𝑡 given the input image and trajectory sketch.

To support trajectory conditioning, we modify the RT-1 architecture as follows. The trajectory

sketch is concatenated with each RGB image along the feature dimension in the input sequence

(a history of 6 images), which is processed by the image tokenizer (an ImageNet pretrained

EfficientNet-B3). For the additional input channels to the image tokenizer, we initialize the new

weights in the first convolution layer with all zeros. Since the language instruction is not used,

we remove the FiLM layers used in the original RT-1.

3.3.4 Trajectory Conditioning during Inference

During inference, a trajectory sketch is required to condition RT-Trajectory. We study 4

different methods to generate trajectory sketches: human drawings, human videos, prompting

LLMs with Code as Policies, and image generation models.

Human-drawn Sketches

Human-drawn sketches are an intuitive and practical way for generating trajectory sketches.

To scalably produce these sketches, we design a simple graphical user interface (GUI) for users

to draw trajectory sketches given the robot’s initial camera image, as shown in Sec. 3.5.1.

Human Demonstration Videos with Hand-object Interaction

First-person human demonstration videos are an alternative input. We estimate the

trajectory of human hand poses from the video, and convert it to a trajectory of robot end-effector
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poses, which can later be used to generate a trajectory sketch.

Prompting LLMs with Code as Policies

Large Language Models have demonstrated the ability to write code to perform robotics

tasks [64]. We follow a similar recipe as described in [35] to build a prompt which contains text

descriptions about the objects in the scene detected by a VLM, the robot constraints, the gripper

orientations and coordinate systems, as well as the task instruction. By using this prompt, the

LLM writes code to generate a series of 3D poses - originally intended to be executed with a

motion planner, which we can then re-purpose to draw the trajectory sketch on the initial image

to condition RT-Trajectory.

Image Generation Models

Since our trajectory conditioning is represented as an image, we can use text-guided

image generation models to generate a trajectory sketch provided the initial image and language

instruction which describes the task. In our work, we use a PaLM-E style [23] model that

generates vector-quantized tokens derived from ViT-VQGAN [132] that represent the trajectory

image. Once detokenized, the resulting image can be used to condition RT-Trajectory.

3.4 Experiments

Our real robot experiments aim to study the following questions:

1. Can RT-Trajectory generalize to tasks beyond those contained in the training dataset?

2. Can RT-Trajectory trained on hindsight trajectory sketches generalize to diverse human-

specified or automated trajectory generation methods at test time?

3. What emergent capabilities are enabled by RT-Trajectory?

4. Can we quantitatively measure how dissimilar evaluation trajectory motions are from

training dataset motions?
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3.4.1 Experimental Setup

We use a mobile manipulator robot from Everyday Robots in our experiments, which has

a 7 degree-of-freedom arm, a two-fingered gripper, and a mobile base.

Seen Skills

We use the RT-1 [12] demonstration dataset for training. The language instructions

consist of 8 different manipulation skills (e.g., Move Near) operating on a set of 17 household

kitchen items; in total, the dataset consists of about 73K real robot demonstrations across 542

seen tasks, which were collected by manual teleoperation. A more detailed overview is shown in

Table 3.1.

Table 3.1. The list of seen training tasks with their descriptions and example language instructions.
Language instructions are only used for language-conditioned baselines. “Count” refers to the
number of distinct tasks per skill (e.g., Pick coke can and Pick apple are two different tasks).

Skill Count Description Example Instruction

Pick Object 17 Lift the object off the surface pick coke can
Move Object Near Object 337 Move the first object near the second move pepsi can near rxbar blueberry
Place Object Upright 8 Place an elongated object upright place water bottle upright
Knock Object Over 8 Knock an elongated object over knock redbull can over
Open Drawer 3 Open any of the cabinet drawers open the top drawer
Close Drawer 3 Close any of the cabinet drawers close the middle drawer
Place Object into Receptacle 84 Place an object into a receptacle place brown chip bag into white bowl
Pick Object from Receptacle and
Place on the Counter

82 Pick an object up from a location and then
place it on the counter

pick green jalapeno chip bag from
paper bowl and place on counter

Total 542

Unseen Skills

We propose 7 new evaluation skills which include unseen objects and manipulation

workspaces, as shown in Table 3.2 and Fig. 3.4. Both Upright and Move and Move within Drawer

examine whether the policy can combine different seen skills to form a new one. For example,

Move within Drawer studies whether the policy is able to move objects within the drawer while

the seen skill Move Near only covers those motions at height of the tabletop. Restock Drawer

requires the robot to place snacks into the drawer at an empty slot. It studies whether the policy

is able to place objects at target positions precisely. Place Fruit inspects whether the policy can
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place objects into unseen containers. Pick from Chair investigates whether the policy can pick

objects at an unseen height in an unseen manipulation workspace. Fold Towel and Swivel Chair

showcase the capability to manipulate a deformable object and interact with an underactuated

system.

Table 3.2. The list of unseen evaluation tasks with their descriptions and example language
instructions. Language instructions are only used for language-conditioned baselines. “Count”
refers to the number of scenes collected for evaluation.

Skill Count Description Example instruction

Place Fruit 12 Place fruit into the container place orange into basket
Upright and Move 6 Place an object upright and move it near another place green can upright near pepsi can
Move within Drawer 6 Move one object near another within the drawer move coke can near 7up can at top drawer
Restock Drawer 12 Place objects into the desired position in the drawer place coke can into the top right of top

drawer
Pick from Chair 8 Pick an object placed on the chair pick apple from chair
Fold Towel 4 Fold the towel by moving one corner to another fold towel from bottom right
Swivel Chair 10 Swivel the office chair push the chair

Figure 3.4. Visualization of trajectory sketches overlaid on the initial image for 7 unseen skills.
From left to right: Place Fruit, Upright and Move, Fold Towel, Move within Drawer, Restock
Drawer, Pick from Chair, Swivel Chair. See the rollouts in Fig. 3.18.

Evaluation Protocol

Different trajectory sketches will prompt RT-Trajectory to behave differently. To make the

quantitative comparison between different methods as fair as possible, we propose the following

evaluation protocol. For each skill to evaluate, we collect a set of scenes. Each scene defines the

initial state of the task, described by an RGB image taken by the robot head camera. During

evaluation, we first align relevant objects to their original arrangements in the scene, and then

run the policy. For conditioning RT-Trajectory, we use human drawn sketches for unseen tasks in

Sec. 3.4.2. In Sec. 3.4.3, we evaluate other trajectory sketch generation methods described in

Sec. 3.3.4.
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3.4.2 Unseen Task Generalization

In this section, we compare RT-Trajectory with other learning-based baselines on

generalization to the unseen task scenarios introduced in Sec 3.4.1.

• RT-1 [12]: language-conditioned policy trained on the same training data;

• RT-2 [11]: language-conditioned policy trained on a mixture of our training data and

internet-scale VQA data;

• RT-1-Goal: goal-conditioned policy trained on the same training data.

For RT-Trajectory, we manually generate trajectory sketches via the GUI (see Sec. 3.5.1).

Details about trajectory generation are described in Sec. 3.5.2. For RT-1-Goal, implementation

details and goal conditioning generation are presented in Sec. 3.5.4. The results are shown

in Fig. 3.5 and Table 3.3. The overall success rates of our methods, RT-Trajectory (2D) and

RT-Trajectory (2.5D), are 50% and 67% respectively, which outperform our baselines by a

large margin: RT-1 (16.7%), RT-2 (11.1%), RT-1-Goal (26%). Language-conditioned policies

struggle to generalize to the new tasks with semantically unseen language instructions, even if

motions to achieve these tasks were seen during training (see Sec. 3.4.5). RT-1-Goal shows

better generalization than its language-conditioned counterparts. However, goal conditioning is

much harder to acquire than trajectory sketches during inference in new scenes and is sensitive to

task-irrelevant factors (e.g., backgrounds). RT-Trajectory (2.5D) outperforms RT-Trajectory (2D)

on the tasks where height information helps reduce ambiguity. For example, with 2D trajectories

only, it is difficult for RT-Trajectory (2D) to infer correct picking height, which is critical for Pick

from Chair.

3.4.3 Diverse Trajectory Generation Methods

In this section, we aim to study whether RT-Trajectory is able to generalize to trajectories

from more automated and general processes at inference time. Specifically, we evaluate
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Figure 3.5. Success rates for unseen tasks when conditioning with human drawn sketches.
Scenarios contain a variety of difficult settings which require combining seen motions in novel
ways or generalizing to new motions. Each policy is evaluated for a total of 64 trials across 7
different scenarios.

Table 3.3. Success rates for unseen tasks when conditioning with human drawn sketches.

Task RT-Traj (2D) RT-Traj (2.5D) RT-1 RT-2 RT-1-goal

Place Fruit 75% 75% 0% 33% 8%
Upright and Move 33% 50% 17% 0% 0%
Move within Drawer 67% 100% 33% 0% 17%
Restock Drawer 92% 67% 42% 17% 42%
Pick from Chair 0% 38% 0% 0% 17%
Fold Towel 75% 75% 0% 0% 0%
Swivel Chair 0% 70% 17% 0% 50%
Overall 50% 67% 17% 11% 26%

quantitatively how RT-Trajectory performs when conditioned on coarse trajectory sketches

generated by human video demonstrations, LLMs via Prompting with Code as Policies, and show

qualitative results for image generating VLMs. Additionally, we compare RT-Trajectory against a

non-learning baseline (IK Planner) to follow the generated trajectories: an inverse-kinematic

(IK) solver is applied to convert the end-effector poses to joint positions, which are then executed

by the robot.
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Figure 3.6. Trajectory from human demonstration video to fold a towel. From left to right, the
first 4 images show the human demonstration, and the last image shows the derived trajectory
sketch.

Table 3.4. Success rate of different trajectory generation approaches across tasks.

(a) Trajectory from human video demonstrations.

Method Pick Fold Towel

IK Planner 42% 25%
Ours (2D) 94% 75%
Ours (2.5D) 100% 75%

(b) Trajectory from LLM prompting.

Method Pick Open Drawer

IK Planner 83% 71%
Ours (2D) 89% 60%
Ours (2.5D) 89% 60%

Human Demonstration Videos

We collect 18 and 4 first-person human demonstration videos with hand-object interaction

for Pick (seen training skill) and Fold Towel. An example is shown in Fig. 3.6. Details about

video collection and how trajectory sketches are derived from videos are described in Sec. 3.5.3.

The resulting trajectory sketches are more squiggly than the ones for training. Results are shown

in Table 3.4a.

Prompting with Code as Policies

We prompt an LLM [85] to write code to generate trajectories given the task instructions

and object labels for two seen skills, Pick and Open Drawer. After executing the code written

by the LLM, we get a sequence of target robot waypoints which can then be processed into a

trajectory sketch. In contrast with human-specified trajectories, LLM-generated trajectories are

designed to be executed by an IK planner and are therefore precise and linear as seen in Fig. 3.9.

While they are also different from the hindsight trajectories in the training data, RT-Trajectory

is able to execute them correctly and outperform the IK planner in diverse pick tasks due to its

ability to adapt motion to the scene nuances like object orientation. Results are shown in Table
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3.4b.

Image Generation Models

We condition the VLM with a language instruction and an initial image to output trajectory

tokens which are de-tokenized into 2D pixel coordinates for drawing the trajectory. Qualitative

examples are shown in Fig 3.7. Although we see that generated trajectory sketches are noisy

and quite different from the training hindsight trajectory sketches, we find promising signs that

RT-Trajectory still performs reasonably. As image-generating VLMs rapidly improve, we expect

that their trajectory sketch generating capabilities will improve naturally in the future and be

usable by RT-Trajectory.

Figure 3.7. Example trajectories from image generation models. Each row shows
the trajectory sketch overlaid on the first frame and the rollout. The language instruc-
tions are: pick orange can from top drawer and place on counter, open middle drawer, place
orange into middle drawer, move 7up can near blue plastic bottle.
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3.4.4 Emergent Capabilities and Behaviors

Prompt Engineering for Robot Policies

Similar to how LLMs respond differently in response to language prompt engineering, RT-

Trajectory enables visual prompt engineering, where a trajectory-conditioned policy may exhibit

better performance when the initial scene is fixed but the coarse trajectory prompts are improved.

We find that changing trajectory sketches induces RT-Trajectory to change behavior modes in a

reproducible manner, which suggests an intriguing opportunity: if a trajectory-conditioned robot

policy fails in some scenario, a practitioner may just need to “query the robot” with a different

trajectory prompt, as opposed to re-training the policy or collecting more data. Qualitatively,

this is quite different from standard development practices with language-conditioned robot

policies, and may be viewed as an early exploration into zero-shot instruction tuning for robotic

manipulation, similar to capabilities seen in language modeling [13].

Fig. 3.8 illustrates two examples of prompt engineering. For instance, if the user wants to

prompt RT-Trajectory to place an object at a high position, it is better to draw a trajectory that

first reaches a higher peak, and then move downward to the target.

Retry behavior

Compared to non-learning methods, RT-Trajectory is able to recover from execution

failures. Fig. 3.9 illustrates the retry behavior emerged when RT-Trajectory is opening the drawer

given the trajectory sketch generated by prompting LLMs with Code as Policies (CaP) mentioned

in Sec. 3.3.4. After a failure attempt to open the drawer by its handle, the robot retried to grasp

the edge of the drawer, and managed to pull the drawer.

Height-aware Disambiguation for RT-Trajectory (2.5D)

2D trajectories (without depth information) are visually ambiguous for distinguishing

whether the robot should move its arm to a deeper or higher. We find that height-aware color

grading for RT-Trajectory (2.5D) can effectively help reduce such ambiguity, as shown in Fig. 3.10.
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(a) The objective is to place the apple onto the middle stage.

(b) The objective is to place the apple onto the top stage.

Figure 3.8. Case studies in prompt engineering. Each row shows the trajectory sketch overlaid on
the first frame and the corresponding rollout. As seen in the first two rows, suboptimal trajectory
prompts result in failures. However, by keeping the initial scene conditions identical but simply
improving the trajectory prompt, the policy is able to succeed.

Generalizing to Realistic Settings

Prior works studying robotic generalization often evaluate only a few distribution shifts at

once, since generalizing to simultaneous physical and visual variations is challenging; however,

these types of simultaneous distribution shifts are widely prevalent in real world settings. As a

73



Figure 3.9. Example of retry behavior. The first image is the trajectory sketch generated from
the CaP overlaid on the initial observation. The remaining images show the rollout. The robot
first attempts to open the drawer by grasping its handle, but fails (2nd image). Then, it retries to
open the drawer by grasping the edge instead.

Figure 3.10. Comparison between RT-Trajectory (2D) and RT-Trajectory (2.5D). Given the same
2D trajectory generated by the CaP, RT-Trajectory (2.5D) lifts the object while RT-Trajectory
(2D) moves the object to a deeper position due to the ambiguity of a 2D trajectory.

qualitative case study, we evaluate RT-Trajectory in 2 new buildings in 4 realistic novel rooms

which contain entirely new backgrounds, lighting conditions, objects, layouts, and furniture

geometries. With little to moderate trajectory prompt engineering, we find that RT-Trajectory is

able to successfully perform a variety of tasks requiring novel motion generalization and

robustness to out-of-distribution visual distribution shifts. These tasks are visualized in Fig. 3.11

and rollouts are shown fully in Fig. 3.19.

3.4.5 Measuring Motion Generalization

We wish to explicitly measure motion similarity in order to better understand how

RT-Trajectory is able to generalize to unseen scenarios and how well it can tackle the challenges

of novel motion generalization. Towards this, we intend to compare evaluation trajectories to the

most similar trajectories seen during training. To measure the distance between two end-effector
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Figure 3.11. Example RT-Trajectory evaluations in realistic scenarios involving (a) novel
articulated objects requiring new motions, (b) manipulation on new surfaces in new buildings
in new heights, (c) interacting with a pivot-hinge cabinet despite training only on sliding-hinge
drawers, and (d) circuitous tabletop patterns extending beyond direct paths in the training dataset.
Full rollouts are shown in Fig. 3.19 and the supplemental video at https://rt-trajectory.github.io/.

motion trajectories, we employ the Fréchet distance [29, 25], a measure that quantifies the

similarity between two curves by finding the minimum “leash length” required for two agents

traversing each curve simultaneously while maintaining their respective temporal order. As a

well-adopted similarity measure in computer vision and vehicle tracking [8], Fréchet distance

may be a reasonable choice for comparing 3D robot end-effector waypoint trajectories since it is

order-preserving and parameterization independent [43].

Specifically, consider two trajectories 𝜏 and 𝜏′ where each trajectory contains 𝑛 waypoints

𝜏 = {𝜌0, 𝜌1, ..., 𝜌𝑚} and 𝜏′ = {𝜌′0, 𝜌
′
1, ..., 𝜌

′
𝑛}, and 𝑑 (𝜌𝑖, 𝜌′𝑖) is a distance measure like Euclidean

distance. Then, using the notation 𝜏[1:] to denote removing the first element and returning the

rest of the sequence 𝜏, the Fréchet distance 𝐹𝐷 is recursively defined as:

𝐹𝐷 (𝜏, 𝜏′) = max
(
𝑑 (𝜌0, 𝜌

′
0),min {𝐹𝐷 (𝜏[1:], 𝜏′[1:]), 𝐹𝐷 (𝜏, 𝜏′[1:]), 𝐹𝐷 (𝜏[1:], 𝜏′)}

)
In this work, each waypoint is the sensed end-effector center position and the distance

measure is Euclidean distance. Note that the orientation and interaction (closing/opening action)

are not taken into consideration.

By computing the distance between a query trajectory and all trajectories in our training
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dataset, we can retrieve the most similar trajectories our policy has been trained on. We perform

this lookup for trajectories from the rollouts for the unseen task evaluations in Sec. 3.3.4. Fig. 3.12

showcases the 10 most similar training trajectories for a selection of query trajectories.

Top-10 Most Similar Training Trajectories to Query Trajectories

“close top drawer” (from Training Dataset)

“place fruit”

“pick from chair”

“move within drawer”

(a)

(b)

(c)

(d)

Figure 3.12. Each row contains 4 instances of an initial image of an evaluation rollout
super-imposed with the executed evaluation trajectory (red) compared with the 10 most similar
trajectories (purple) in the training dataset. Row (a) shows query trajectories of the in-distribution
close top drawer skill seen in the training data. Rows (b,c,d) show query trajectories of unseen
evaluation skills.

Fig. 3.13, 3.14, and 3.15 furthermore show statistics of the most similar training samples,

such as the distribution of skill semantics. We find that the trajectories for unseen tasks show

varying levels of similarity to training trajectories. For example, the motion for place a fruit

into a tall bowl may be surprisingly similar to the motion for particular seen instances of the
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Figure 3.13. Semantic relevance measures how the semantic skills of rollout trajectories compare
to the semantic skills of the most similar training trajectories, as measured by motion similarity.
For the seen skill (close top drawer), the most similar training trajectories are largely of the
same semantic skill. For the unseen skills, the most similar training trajectories are composed of
semantically different tasks.

move X near Y. However, for many unseen skills, the most similar examples in the training data

are still significantly more different than for examples within the training set. In addition, even

for evaluation trajectories that seem close in shape to the most similar training trajectories, we

find differences in precision-critical factors like the z-height of gripper interactions (picks that

are just a few centimeter incorrect will not succeed) or semantic relevance (the most similar

training trajectories describe different skills than the target trajectory). Thus, we expect that the

proposed new skills for evaluation indeed require a mix of interpolating seen motions along with

generalizing to novel motions altogether.

Figure 3.16 shows additional examples of evaluation trajectories and their most similar

trajectories in the training dataset.
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(a) “close top drawer” 
(from Training Dataset)

(b) “place fruit” (d) “pick from chair”(c) “move within drawer”

Figure 3.14. First-interaction height alignment compares the relative difference between the
z-height of the first gripper interactions of query trajectories to the first gripper interactions of
the most similar training trajectories, as measured by motion similarity. The red line represents
the baseline relative difference of the query trajectory compared with itself, which would be
a difference of 0.0. The unseen skills in general see large variance in the difference of first-
interaction heights of the query trajectories compared to the most similar training trajectories.

(a) “close top drawer” 
(from Training Dataset)

(b) “place fruit” (d) “pick from chair”(c) “move within drawer”

Figure 3.15. We visualize the distribution of Fréchet distances of query trajectories to the most
similar training trajectories, as measured by motion similarity. The red line represents the median
of the average distance between evaluation trajectories and the most similar training trajectories.
Query trajectories of unseen skills in general see larger Fréchet distances to the most similar
training trajectories, compared to query trajectories from training skills.
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Figure 3.16. Evaluation trajectories for new skills and their 10 closest trajectories from the
training set. Each row shows three frames of a skill evaluation rollout, with the executed trajectory
and similar training set trajectories overlaid, as well as depicting the trajectories in an orthographic
projection in robot base frame looking at the robot from the front and the side. As can be seen,
the policy is able to follow the desired trajectories closely and achieve the tasks. While in many
cases, in particular in image space, some of the similar trajectories from the training set look very
close to the executed trajectory, the front and side view in rows 1 to 4 reveal that the policy at
some crucial point has to - and successfully does - deviate from what it has seen during training.
E.g., in row 3 the prompt says to go all the way down to pick up a bottle, while all nearest training
trajectories are from close middle drawer, which doesn’t move the gripper down far enough.
Additionally, row 5 is an example where for a swivel chair prompt trajectory there coincidentally
are many very closely matching move X near Y training trajectories. However, the prompt here
specifies to not close the gripper at the first contact point, which the policy is able to respect.
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3.5 Implementation Details for Different Input Modalities

3.5.1 GUI for Human-drawn Trajectory Sketches

As the main trajectory generation method we study is user-specified trajectory drawings,

we develop a graphical user interface (GUI) for users to draw trajectory sketches. See Fig. 3.17

for example. Given the current robot camera image, a user can drag and move the mouse to

draw curves on the canvas. Then, they can click on the canvas to add markers to indicate gripper

closing or opening actions. Additionally, the UI interface also supports simple height annotation.

Users can specify the desired height values for pixels they select on the canvas. This height value

will be assigned to the closest point on the drawn 2D trajectory. For unannotated points on the

2D trajectory, we interpolate their height values according to annotated ones.

Figure 3.17. Left: The GUI for users to draw trajectory sketches given the robot’s current camera
image. The 2D trajectory is directly drawn by manual input, which can then be annotated with
interaction markers or waypoints corresponding to user-specified heights. Right: The resulting
height-aware trajectory sketch generated according to the output of the UI.

3.5.2 Collecting Human-drawn Trajectory Sketches

For each scene, we use a held-out RT-Trajectory (2.5D) policy to explore different

trajectory “prompts” given a budget of trials, and save the trajectory sketch of the first successful

episode. We refer to such process as “prompt engineering” (Sec. 3.4.4). If all attempts fail, we

just save the trajectory sketch from the last episode. RT-Trajectory policies used for evaluation
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are trained with different random seeds and evaluated with the saved trajectory sketches as

conditioning. Note that we observe that our evaluated policies can have non-zero success rates

on the scenes where we fail to find a successful episode during “prompt engineering”.

3.5.3 Human hand pose estimation

We employ Mediapipe [67] to detect the human hand pose represented as 21 landmarks

from the 2D image at each video frame. The two landmarks on the thumb and another two

landmarks on the index finger are used to represent a parallel gripper. The 2D landmarks are

lifted to 3D given the depth map. We then interpolate the end-effector pose from these four

points. We manually annotate the key frames at which the hand begins to grasp and release the

target object. Given estimated end-effector poses and key frames for interaction, we can generate

a trajectory sketch per video.

3.5.4 Implementation Details for RT-1-Goal

The network architecture of RT-1-Goal is the same as RT-Trajectory, except a goal image

is used instead of a trajectory sketch. To acquire goal conditioning for training, we use the last

observation of each episode as the goal image for all frames in the episode. For the quantitative

comparison in Sec. 3.4.2, the image of the last step of the episode (Sec. 3.5.2) used to generate

the trajectory sketch for each scene is saved as the goal conditioning for evaluation.

3.6 Additional Visualization

Fig. 3.18 visualizes the example rollouts of unseen skills.

Fig 3.19 shows the rollouts of example evaluations in realistic scenarios mentioned in

Sec. 3.4.4. We showcase additional evaluations in Fig. 3.20. Notably, we find that RT-Trajectory is

quite robust to various simultaneous visual distribution shifts including new buildings, new

backgrounds, new distractors, new lighting conditions, new objects, and new furniture textures.

In addition, these realistic “in the wild” evaluations were not ran in controlled laboratory
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environments, so the evaluations often required generalization to new heights or furniture

geometries (different shaped drawers, cabinets, or tables).
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Figure 3.18. Example rolllouts of 7 unseen skills. The trajectory sketch overlaid on the initial
image is visualized. From top to bottom: Place Fruit, Upright and Move, Fold Towel, Move
within Drawer, Restock Drawer, Pick from Chair, Swivel Chair.
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(a)

(c)

(d)

(e)

(g)

(f)

(b)

Figure 3.19. Qualitative examples of emergent capabilities of RT-Trajectory in realistic scenarios
beyond the training settings: (a) new articulated objects requiring novel motion strategies, (b)
new circuitous motions requiring multiple turns, (c) new living room setting with a new height,
object, and background, (d) new bathroom setting with precise picking from a cup, (e) new
bedroom setting with a drawer at a new height, (f) new kitchen setting with an unseen pan
requiring placement onto a new stove, and (g) new kitchen setting with a new pivot hinge that
requires a new motion for opening and closing.
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Figure 3.20. Visualizing additional interesting examples of RT-Trajectory’s generalization
performance in new scenarios. These include a novel kitchen room setting with an unseen cup
and unseen placemat, a new living room room setting with new manipulation objects with new
furniture pieces in new heights, and a bathroom setting with harsh lighting and different table
height.
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3.7 Conclusion and Limitations

In this work, we propose a novel policy-conditioning method for training robot manip-

ulation policies capable of generalizing to tasks and motions that are significantly beyond the

training data. Key to our proposed approach is a 2D trajectory sketch representation for specifying

manipulation tasks. Our trained trajectory sketch-conditioned policy enjoys controllability from

visual trajectory sketch guidance, while retaining the flexibility of learning-based policies in

handling ambiguous scenes and generalization to novel semantics. We evaluate our proposed

approach on 7 diverse manipulation skills that were never seen during training and benchmark

against three baseline methods. Our proposed method achieves a success rate of 67%, significantly

outperforming the best prior state-of-the-art methods, which achieved 26%.

Though we demonstrate that our proposed approach achieves encouraging generalization

capabilities for novel manipulation tasks, there are a few remaining limitations. First, we currently

assume that the robot remains stationary and only uses the end-effector for performing useful

manipulation motions. Extending the idea to mobile-manipulation scenarios that allow the robot

to manipulate with whole-body control is a promising direction to explore. Second, our trained

policy makes its best effort in following the trajectory sketch guidance. However, a user may

want to specify spatial regions where the guidance is more strictly enforced, such as when to

avoid fragile objects during movement. Thus, an interesting future direction is to enable systems

to use trajectory sketches to handle different types of constraints.
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Chapter 4

Improving Skill Formulations for Robust
Skill Chaining

We study a modular approach to tackle long-horizon mobile manipulation tasks for object

rearrangement, which decomposes a full task into a sequence of subtasks. To tackle the entire

task, prior work chains multiple stationary manipulation skills with a point-goal navigation skill,

which are learned individually on subtasks. Although more effective than monolithic end-to-end

RL policies, this framework suffers from compounding errors in skill chaining, e.g., navigating

to a bad location where a stationary manipulation skill can not reach its target to manipulate. To

this end, we propose that the manipulation skills should include mobility to have flexibility in

interacting with the target object from multiple locations and at the same time the navigation

skill could have multiple end points which lead to successful manipulation. We operationalize

these ideas by implementing mobile manipulation skills rather than stationary ones and training a

navigation skill trained with region goal instead of point goal. We evaluate our multi-skill mobile

manipulation method M3 on 3 challenging long-horizon mobile manipulation tasks in the Home

Assistant Benchmark (HAB), and show superior performance as compared to the baselines.

4.1 Introduction

Building AI with embodiment is an important future mission of AI. Object rearrange-

ment [4] is considered as a canonical task for embodied AI. The most challenging rearrangement
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Stationary manipulation skillPoint-goal navigation skill

Region-goal navigation skill Mobile manipulation skill

Initial states Terminal states

Initial states Terminal states

Terminal statesInitial states Our approach

Previous approaches

Initial states Terminal states

(a) Method Overview (b) The Home Assistant Benchmark

Figure 4.1. 4.1a provides an overview of our multi-skill mobile manipulation (M3) method.
The inactive part of the robot is colored gray. Previous approaches exclusively activate either
the mobile platform or manipulator for each skill, and suffer from compounding errors in
skill chaining given limited composability of skills. We introduce mobility to manipulation
skills, which effectively enlarges the feasible initial set, and a region-goal navigation reward to
facilitate learning the navigation skill. 4.1b illustrates one task (SetTable) in the Home Assistant
Benchmark [109], where the robot needs to navigate in the room, open the drawers or fridge,
pick multiple objects in drawers or fridge and place them on the table. Best viewed in motion at
the project website.

tasks [109, 24, 31] are often long-horizon mobile manipulation tasks, which demand both

navigation and manipulation abilities, e.g., to move to certain locations and to pick or place

objects. It is challenging to learn a monolithic RL policy for complex long-horizon mobile

manipulation tasks, due to challenges such as high sample complexity, complicated reward

design, and inefficient exploration. A practical solution to tackle a long-horizon task is to

decompose it into a set of subtasks, which are tractable, short-horizon, and compact in state or

action spaces. Each subtask can be solved by designing or learning a skill, so that a sequence of

skills can be chained to complete the entire task [61, 19, 62, 60]. For example, skills for object

rearrangement can be picking or placing objects, opening or closing fridges and drawers, moving

chairs, navigating in the room, etc.

Achieving successful object rearrangement using this modular framework requires careful

subtask formulation such that skills trained for these subtasks can be chained together effectively.

We define three desirable properties for skills to solve diverse long-horizon tasks: achievability,
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composability, and reusability. Note that we assume each subtask is associated with a set of

initial states. Then, achievability quantifies the portion of initial states solvable by a skill. A pair

of skills are composable if the initial states achievable by the succeeding skill can encompass

the terminal states of the preceding skill. This encompassment requirement is necessary to

ensure robustness to mild compounding errors. However, trivially enlarging the initial set of

a subtask increases learning difficulty and may lead to many unachievable initial states for the

designed/learned skill. Last, a skill is reusable if it can be directly chained without or with

limited fine-tuning [19, 60]. According to our experiments, effective subtask formulation is

critical though largely overlooked in the literature.

In the context of mobile manipulation, skill chaining poses many challenges for subtask

formulation. For example, an imperfect navigation skill might terminate at a bad location where

the target object is out of reach for a stationary manipulation skill [109]. To tackle such “hand-off”

problems, we investigate how to formulate subtasks for mobile manipulation. First, we replace

stationary (fixed-base) manipulation skills with mobile counterparts, which allow the base to

move when the manipulation is undertaken. We observe that mobile manipulation skills are

more robust to compounding errors in skill chaining, and enable the robot to make full use of its

embodiment to better accomplish subtasks, e.g., finding a better location with less clutter and

fewer obstacles to pick an object. We emphasize how to generate initial states of manipulation

skills as a trade-off between composability and achievability in Sec 4.4.1. Second, we study how

to translate the start of manipulation skills to the navigation reward, which is used to train the

navigation skill to connect manipulation skills. Note that the goal position in mobile manipulation

plays a very different role from that in point-goal [122, 54] navigation. On the one hand, the

position of a target object (e.g., on the table or in the fridge) is often not directly navigable; on the

other hand, a navigable position close to the goal position can be infeasible due to kinematic and

collision constraints. Besides, there exist multiple feasible starting positions for manipulation

skills, yet previous works such as [109] train the navigation skill to learn a single one, which

is selected heuristically and may not be suitable for stationary manipulation. Thanks to the
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flexibility of our mobile manipulation skills, we devise a region-goal navigation reward to address

those issues, detailed in Sec 4.4.2.

In this work, we present our improved multi-skill mobile manipulation method M3,

where mobile manipulation skills are chained by the navigation skill trained with our region-

goal navigation reward. It achieves an average success rate of 63% on 3 long-horizon mobile

manipulation tasks in the Home Assistant Benchmark [109], as compared to 50% for our best

baseline. Fig 4.1 provides an overview of our method and tasks. Our contributions are listed as

follows:

1. We study how to formulate mobile manipulation skills, and empirically show that they are

more robust to compounding errors in skill chaining than stationary counterparts;

2. We devise a region-goal navigation reward for mobile manipulation, which shows better

performance and stronger generalizability than the point-goal counterpart in previous

works;

3. We show that our improved multi-skill mobile manipulation pipeline can achieve superior

performance on long-horizon mobile manipulation tasks without bells and whistles, which

can serve as a strong baseline for future study.

4.2 Related Work

4.2.1 Mobile Manipulation

Rearrangement [4] is “to bring a given physical environment into a specified state”. We

refer readers to [4] for a comprehensive survey. Many existing RL tasks can be considered as

instances of rearrangement, e.g., picking and placing rigid objects [140, 133] or manipulating

articulated objects [114, 82]. However, they mainly focus on stationary manipulation [114, 140,

133] or individual, short-horizon skills [82]. Recently, several benchmarks like Home Assistant

Benchmark (HAB) [109], ManipulaTHOR [24] and ThreeDWorld Transport Challenge [31], are

proposed to study long-horizon mobile manipulation tasks. They usually demand that the robot
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rearranges household objects in a room, requiring exploration and navigation [3, 16] between

interacting with objects entirely based on onboard sensing, without any privileged state or map

information.

Mobile manipulation [97] refers to “robotic tasks that require a synergistic combination

of navigation and interaction with the environment”. It has been studied long in the robotics

community. [84] provides a summary of traditional methods, which usually require perfect

knowledge of the environment. One example is task-and-motion-planning (TAMP) [105, 32, 33].

TAMP relies on well-designed state proposals (grasp poses, robot positions, etc.) to sample

feasible trajectories, which is computationally inefficient and unscalable for complicated scenarios.

Learning-based approaches enable the robot to act according to visual observations. [126]

proposes a hierarchical method for mobile manipulation in iGibson [127], which predicts either a

high-level base or arm action by RL policies and executes plans generated by motion-planning

to achieve the action. However, the arm action space is specially designed for a primitive

action pushing. [107] develops a real-world RL framework to collect trash on the floor, with

separate navigation and grasping policies. [24, 84] train an end-to-end RL policy to tackle

mobile pick-and-place in ManipulaTHOR [24]. However, the reward function used to train such

an end-to-end policy usually demands careful tuning. For example, [84] shows that a minor

modification (a penalty for disturbance avoidance) can lead to a considerable performance drop.

The vulnerability of end-to-end RL approaches restricts scalability. Most prior works in both

RL and robotics separate mobile the platform and manipulator, to “reduce the difficulty to solve

the inverse kinematics problem of a kinematically redundant system” [101, 99]. [116] trains an

end-to-end RL policy based on the object pose and proprioception to simultaneously control the

base and arm. It focuses on picking a single object up in simple scenes, while our work addresses

long-horizon rearrangement tasks that require multiple skills.

[109] adopts a different hierarchical approach for mobile manipulation. It uses task-

planning [28] to generate high-level symbolic goals, and individual skills are trained by RL to

accomplish those goals. It outperforms the monolithic end-to-end RL policy and the classical
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sense-plan-act robotic pipeline. It is scalable since skills can be composited to solve different

tasks, and benefit from progress in individual skill learning [133, 82]. Moreover, different from

other benchmarks, the HAB features continuous motor control (base and arm), interaction with

articulated objects (opening drawers and fridges), and complicated scene layouts. Thus, we

choose the HAB as the platform to study long-horizon mobile manipulation.

4.2.2 Skill Chaining for Long-horizon Tasks

[109] observes that sequentially chaining multiple skills suffers from “hand-off” problems,

where a preceding skill terminates at a state that the succeeding skill has either never seen during

training or is infeasible to solve. [61] proposes to learn a transition policy to connect primitive

skills, but assumes that such a policy can be found through random exploration. [60] regularizes

the terminal state distribution of a skill to be close to the initial set of the following skill, through

a reward learned with adversarial training. Most prior skill chaining methods focus on fine-tuning

learned skills. In this work, we instead focus on subtask formulation for skill chaining, which

directly improves composability and reusability without additional computation.

4.3 Preliminary

4.3.1 Home Assistant Benchmark (HAB)

The Home Assistant Benchmark (HAB) [109] includes 3 long-horizon mobile manipula-

tion rearrangement tasks (TidyHouse, PrepareGroceries, SetTable) based on the ReplicaCAD

dataset, which contains a rich set of 105 indoor scene layouts. For each episode (instance of task),

rigid objects from the YCB [14] dataset are randomly placed on annotated supporting surfaces of

receptacles, to generate clutter in a randomly selected scene. Here we provide a brief description

of these tasks.

TidyHouse: Move 5 objects from starting positions to goal positions. Objects and goals

are located in open receptacles (e.g., table, kitchen counter) rather than containers. Complex
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scene layouts, diverse receptacles, dense clutter all pose challenges. The task implicitly favors

collision-free behavior since a latter target object might be knocked out of reach when a former

object is moved by the robot.

PrepareGroceries: Move 2 objects from the fridge to the counters and move an object

from the counter to the fridge. The fridge is fully open initially. The task requires picking and

placing an object in a cluttered receptacle with restricted space.

SetTable: Move a bowl from a drawer to a table, and move a fruit from the fridge to the

bowl on the table. Both the drawer and fridge are closed initially. The task requires interaction

with articulated objects as well as picking objects from containers.

All the tasks demand onboard sensing instead of privileged information (e.g., ground-truth

object positions and navigation map). All the tasks use the GeometricGoal [4] specification

(𝑠0, 𝑠∗), which describes the initial 3D (center-of-mass) position 𝑠0 of the target object and the

goal position 𝑠∗. For example, TidyHouse is specified by 5 tuples {(𝑠𝑖0, 𝑠
𝑖
∗)}𝑖=1...5.

4.3.2 Subtask and Skill

In this section, we present the definition of subtask and skill in the context of reinforcement

learning. A long-horizon task can be formulated as a Markov decision process (MDP) 1

defined by a tuple (S,A, 𝑅, 𝑃,I) of state space S, action space A, reward function 𝑅(𝑠, 𝑎, 𝑠′),

transition distribution 𝑃(𝑠′|𝑠, 𝑎), initial state distribution I. A subtask 𝜔 is a smaller MDP

(S,A𝜔, 𝑅𝜔, 𝑃,I𝜔) derived from the original MDP of the full task. A skill (or policy), which

maps a state 𝑠 ∈ S to an action 𝑎 ∈ A, is learned for each subtask by RL algorithms.

[109] introduces several parameterized skills for the HAB: Pick, Place, Open fridge,

Close fridge, Open drawer, Close drawer, Navigate. Each skill takes a 3D position as input, either

𝑠0 or 𝑠∗. See Sec. 4.6.2 for more details. Here, we provide a brief description of these skills:

• Pick(𝑠0): pick the object initialized at 𝑠0

• Place(𝑠∗): place the held object at 𝑠∗
1To be precise, the tasks studied in this work are partially observable Markov decision process (POMDP).
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• Open [container](𝑠): open the container containing the object initialized at 𝑠 or the goal

position 𝑠

• Close [container](𝑠): close the container containing the object initialized at 𝑠 or the goal

position 𝑠

• Navigate(𝑠): navigate to the start of other skills specified by 𝑠

Note that 𝑠0 is constant per episode instead of a tracked object position. Hence, the target

object may not be located at 𝑠0 at the beginning of a skill, e.g., picking an object from an opened

drawer. Next, we will illustrate how these skills are chained in the HAB.

4.3.3 Skill Chaining

Given a task decomposition, a hierarchical approach also needs to generate high-level

actions to select a subtask and perform the corresponding skill. Task planning [28] can be applied

to find a sequence of subtasks before execution, with perfect knowledge of the environment. An

alternative is to learn high-level actions through hierarchical RL. In this work, we use the subtask

sequences generated by a perfect task planner [109]. Here we list these sequences, to highlight

the difficulty of tasks 2:

• TidyHouse(𝑠𝑖0, 𝑠
𝑖
∗): Navigate(𝑠𝑖0) → Pick(𝑠𝑖0) → Navigate(𝑠𝑖∗) → Place(𝑠𝑖∗)

• PrepareGroceries(𝑠1
0, 𝑠

1
∗, 𝑠

2
0, 𝑠

2
∗, 𝑠

3
0, 𝑠

3
∗): Navigatefr(𝑠1

0) → Pickfr(𝑠1
0) → Navigate(𝑠1

∗)

→ Place(𝑠1
∗) → Navigatefr(𝑠2

0) → Pickfr(𝑠2
0) → Navigate(𝑠2

∗) → Place(𝑠2
∗)

→ Navigate(𝑠3
0) → Pick(𝑠3

0) → Navigatefr(𝑠3
∗) → Placefr(𝑠3

∗)

• SetTable(𝑠1
0, 𝑠

1
∗, 𝑠

2
0, 𝑠

2
∗): Navigatedr(𝑠1

0) → Opendr(𝑠1
0) → Pickdr(𝑠1

0)

→ Navigate(𝑠1
∗) → Place(𝑠1

∗) → Navigatedr(𝑠1
0) → Closedr(𝑠1

0)

→ Navigatefr(𝑠2
0) → Openfr(𝑠2

0) → Navigatefr(𝑠2
0) → Pickfr(𝑠2

0)

→ Navigate(𝑠2
∗) → Place(𝑠2

∗) → Navigatefr(𝑠2
0) → Closefr(𝑠2

0)
2We only list the subtask sequence of TidyHouse for one object here for illustration. The containers are denoted

with subscripts 𝑓 𝑟 (fridge) and 𝑑𝑟 (drawer) if included in the skill.
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4.4 Subtask Formulation and Skill Learning for Mobile
Manipulation

Following the proposed principles (composability, achievability, reusability), we revisit

and reformulate subtasks defined in the Home Assistant Benchmark (HAB). The core idea is to

enlarge the initial states of manipulation skills to encompass the terminal states of the navigation

skill, given our observation that the navigation skill is usually more robust to initial states.

However, manipulation skills (Pick, Place, Open drawer, Close drawer) in [109], are stationary.

The composability of a stationary manipulation skill is restricted, since its feasible initial states

are limited due to kinematic constraints. For instance, the robot can not open the drawer if it is

too close or too far from the drawer. Therefore, these initial states need to be carefully designed

given the trade-off between composability and achievability, which is not scalable and flexible.

On the other hand, the navigation skill, which is learned to navigate to the start of manipulation

skills, is also restricted by stationary constraints, since it is required to precisely terminate at a

small set of “good” locations for manipulation. To this end, we propose to replace stationary

manipulation skills with mobile counterparts. Thanks to mobility, mobile manipulation skills

can have better composability without sacrificing much achievability. For example, a mobile

manipulator can learn to first get closer to the target and then manipulate, to compensate for

errors from navigation. It indicates that the initial states can be designed in a more flexible way,

which also enables us to design a better navigation reward to facilitate learning.

In the context of mobile manipulation, the initial state of a skill consists of the robot base

position, base orientation, and joint positions. For simplicity, we do not discuss the initial states

of rigid and articulated objects in the scene, which are usually defined in episode generation.

Moreover, we follow previous works [109, 60] to initialize the arm at its resting position and reset

it after each skill in skill chaining. Such a reset operation is common in robotics [33]. Each skill

is learned to reset the arm after accomplishing the subtask as in [109]. Furthermore, for base

orientation, we follow the heuristic in [109] to make the robot face the target position 𝑠0 or 𝑠∗.
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4.4.1 Manipulation Skills with Mobility

We first present how initial base positions are generated in previous works. For stationary

manipulation, a feasible base position needs to satisfy several constraints, e.g., kinematic (the

target is reachable) and collision-free constraints. [109] uses heuristics to determine base

positions. For Pick, Place without containers (fridge and drawer), a navigable position closest

to the target position is selected. For Pick, Place with containers, a fixed position relative to

the container is selected. For Open, Close, a navigable position is randomly selected from a

handcrafted region relative to each container. Noise is added to base position and orientation in

addition, and infeasible initial states are rejected by constraints. See Fig 4.2 for examples.

The above example indicates the difficulty and complexity to design feasible initial states

for stationary manipulation. One naive solution is to enlarge the initial set with infeasible states,

but this can hurt learning as shown later in Sec 4.5.4. Besides, rejection sampling can be quite

inefficient in this case, and [109] actually computes a fixed number of feasible initial states offline.

Manipulation Skills with Mobility. To this end, we propose to use mobile manipulation

skills instead. The original action space (only arm actions) is augmented with base actions. We

devise a unified and efficient pipeline to generate initial base positions. Concretely, we first

discretize the floor map with a resolution of 5 × 5𝑐𝑚2, and get all navigable (grid) positions.

Then, different candidates are computed from these positions based on subtasks. Candidates are

either within a radius (e.g., 2m) around the target position for Pick, Place, or a region relative to

the container for Open, Close. Finally, a feasible position is sampled from the candidates with

rejection and noise. Compared to stationary manipulation, the rejection rate of our pipeline is

much lower, and thus can be efficiently employed on-the-fly during training. See Fig 4.2 for

examples.
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(a) Pick(stationary) (b) Pick(mobile)

(c) Close drawer (d) Close fridge

Figure 4.2. Initial base positions of manipulation skills. We only show the examples for Pick,
Close drawer, Close fridge, as Place, Open drawer, Open fridge share the same initial base
positions respectively. Positions are visualized as green points on the floor. The target object in
Pick is highlighted by a circle in cyan. Note that the initial base position of Pick(stationary) is a
single navigable position closest to the object.

4.4.2 Navigation Skill with Region-Goal Navigation Reward

The navigation skill is learned to connect different manipulation skills. Hence, it needs to

terminate within the set of initial achievable states of manipulation skills. We follow [109] to

randomly sample a navigable base position and orientation as the initial state of navigation skill.

The challenge is how to formulate the reward function, which implicitly defines desirable terminal

states. A common navigation reward [122] is the negative change of geodesic distance to a single

2D goal position on the floor. [109] extends it for mobile manipulation, which introduces the

negative change of angular distance to the desired orientation (facing the target). The resulting
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reward function, 𝑟𝑡 (𝑠, 𝑎), for state 𝑠 and action 𝑎 is the following (Eq 4.1):

𝑟𝑡 (𝑠, 𝑎) = −Δ𝑔𝑒𝑜 (𝑔) − 𝜆𝑎𝑛𝑔Δ𝑎𝑛𝑔 𝐼[𝑑𝑔𝑒𝑜𝑡 (𝑔)≤�̃�] + 𝜆𝑠𝑢𝑐𝑐 𝐼[𝑑𝑔𝑒𝑜𝑡 (𝑔)≤𝐷∧𝑑𝑎𝑛𝑔𝑡 ≤Θ] − 𝑟𝑠𝑙𝑎𝑐𝑘 (4.1)

Δ𝑔𝑒𝑜 (𝑔) = 𝑑𝑔𝑒𝑜𝑡 (𝑥𝑏𝑎𝑠𝑒𝑡 , 𝑔) − 𝑑𝑔𝑒𝑜
𝑡−1 (𝑥

𝑏𝑎𝑠𝑒
𝑡−1 , 𝑔), where 𝑑𝑔𝑒𝑜𝑡 (𝑥𝑏𝑎𝑠𝑒𝑡 , 𝑔) is the geodesic distance between

the current base position 𝑥𝑏𝑎𝑠𝑒𝑡 and the 2D goal position 𝑔. 𝑑𝑔𝑒𝑜𝑡 (𝑔) is short for 𝑑𝑔𝑒𝑜𝑡 (𝑥𝑏𝑎𝑠𝑒𝑡 , 𝑔).

Δ𝑎𝑛𝑔 = 𝑑
𝑎𝑛𝑔
𝑡 − 𝑑𝑎𝑛𝑔

𝑡−1 = ∥𝜃𝑡 − 𝜃∗∥1 − ∥𝜃𝑡−1 − 𝜃∗∥1, where 𝜃𝑡 is the current base orientation, and

𝜃∗ is the target orientation. Note that the 2D goal on the floor is different from the 3D goal

specification for manipulation subtasks. 𝐼[𝑑𝑔𝑒𝑜𝑡 ≤�̃�] is an indicator of whether the agent is close

enough to the 2D goal, where �̃� is a threshold. 𝐼[𝑑𝑔𝑒𝑜𝑡 ≤𝐷∧𝑑𝑎𝑛𝑔𝑡 ≤Θ] is an indicator of navigation

success, where 𝐷 and Θ are thresholds for geodesic and angular distances. 𝑟𝑠𝑙𝑎𝑐𝑘 is a slack

penalty. 𝜆𝑎𝑛𝑔, 𝜆𝑠𝑢𝑐𝑐 are hyper-parameters.

This reward has several drawbacks: 1) A single 2D goal needs to be assigned, which

should be an initial base position of manipulation skills. It is usually sampled with rejection, as

explained in Sec 4.4.1. It ignores the existence of multiple reasonable goals, introduces ambiguity

to the reward (hindering training), and leads the skill to memorize (hurting generalization). 2)

There is a hyperparameter �̃�, which defines the region where the angular term Δ𝑎𝑛𝑔 is considered.

However, it can lead the agent to learn the undesirable behavior of entering the region with a

large angular distance, e.g., backing onto the target.

Region-Goal Navigation Reward. To this end, we propose a region-goal navigation

reward for training the navigation skill. Inspired by object-goal navigation, we use the geodesic

distance 3 between the robot and a region of 2D goals on the floor instead of a single goal.

Thanks to the flexibility of our mobile manipulation skills, we can simply reuse the candidates

(Sec 4.4.1) for their initial base positions as the navigation goals. However, these candidates are

not all collision-free. Thus, we add a collision penalty 𝑟𝑐𝑜𝑙 = 𝜆𝑐𝑜𝑙𝐶𝑡 to the reward, where 𝐶𝑡 is

3The geodesic distance to a region can be approximated by the minimum of all the geodesic distances to grid
positions within the region.
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the current collision force and 𝜆𝑐𝑜𝑙 is a weight. Besides, we simply remove the angular term,

and find that the success reward is sufficient to encourage correct orientation. Our region-goal

navigation reward is as follows:

𝑟𝑡 (𝑠, 𝑎) = −Δ𝑔𝑒𝑜 ({𝑔}) + 𝜆𝑠𝑢𝑐𝑐 𝐼[𝑑𝑔𝑒𝑜𝑡 ({𝑔})≤𝐷∧𝑑𝑎𝑛𝑔𝑡 ≤Θ] − 𝑟𝑐𝑜𝑙 − 𝑟𝑠𝑙𝑎𝑐𝑘 (4.2)

4.5 Experiments

4.5.1 Experimental Setup

We use the ReplicaCAD dataset and the Habitat 2.0 simulator [109] for our experiments.

The ReplicaCAD dataset contains 5 macro variations, with 21 micro variations per macro

variation 4. We hold out 1 macro variation to evaluate the generalization of unseen layouts. For

the rest of the 4 macro variations, we split 84 scenes into 64 scenes for training and 20 scenes

to evaluate the generalization of unseen configurations (object and goal positions). For each

task, we generate 6400 episodes (64 scenes) for training, 100 episodes (20 scenes) to evaluate

cross-configuration generalization, and another 100 episodes (the hold-out macro variation) to

evaluate cross-layout generalization. The robot is a Fetch [98] mobile manipulator with a 7-DoF

arm and a parallel-jaw gripper. See Sec. 4.6.1 for more details about the setup and dataset

generation.

Observation space: The observation space includes head and arm depth images

(128 × 128), arm joint positions (7-dim), end-effector position (3-dim) in the base frame, goal

positions (3-dim) in both base and end-effector frames, as well as a scalar to indicate whether

an object is held. The goal position, depending on subtasks, can be either the initial or desired

position of the target object. We assume a perfect GPS+Compass sensor and proprioceptive

sensors as in [109], which are used to compute the relative goal positions. For the navigation

skill, only the head depth image and the goal position in the base frame are used.

4Each macro variation has a different, semantically plausible layout of large furniture (e.g., kitchen counter and
fridge) while each micro variation is generated through perturbing small furniture (e.g., chairs and tables).
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Action space: The action space is a 10-dim continuous space, including 2-dim base

action (linear forwarding and angular velocities), 7-dim arm action, and 1-dim gripper action.

Grasping is abstract as in [4, 109, 24]. If the gripper action is positive, the object closest to the

end-effector within 15cm will be snapped to the gripper; if negative, the gripper will release any

object held. For the navigation skill, we use a discrete action space, including a stop action, as in

[131, 109]. A discrete action will be converted to continuous velocities to move the robot, while

arm and gripper actions are masked out.

Hyper-parameters: We train each skill by the PPO [100] algorithm. The visual

observations are encoded by a 3-layer CNN as in [109]. The visual features are concatenated

with state observations and previous action, followed by a 1-layer GRU and linear layers to output

action and value. Each skill is trained with 3 different seeds. See Sec. 4.6.3 for details.

Metrics: Each HAB task consists of a sequence of subtasks to accomplish, as illustrated

in Sec 4.3.3. The completion of a subtask is conditioned on the completion of its preceding

subtask. We report progressive completion rates of subtasks, and the completion rate of the

last subtask is thus the success rate of the full task. For each evaluation episode, the robot is

initialized at a random base position and orientation without collision, and its arm is initialized at

the resting position. The completion rate is averaged over 9 different runs 5.

4.5.2 Baselines

We denote our method by M3, short for a multi-skill mobile manipulation pipeline where

mobile manipulation skills (M) are chained by the navigation skill trained with our region-goal

navigation reward (R). We compare our method with several RL baselines. All baselines follow

the same experimental setup in Sec 4.5.1 unless specified. We refer readers to [109] for a

sense-plan-act baseline, which is shown to be inferior to the skill chaining pipeline emphasized

in this work. Stationary manipulation skills and point-goal navigation reward are denoted by S

and P.
53 seeds for RL training multiplied by 3 seeds for initial states
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Figure 4.3. Progressive completion rates for HAB [109] tasks. The x-axis represents progressive
subtasks. The y-axis represents the completion rate of each subtask. The mean and standard
error for 100 episodes over 9 seeds are reported. Best viewed zoomed.

Monolithic RL (mono): This baseline is an end-to-end RL policy trained with a

combination of reward functions of individual skills. See Sec. 4.6.5 for more details.

Stationary manipulation skills + point-goal navigation reward (S+P): This baseline is

TaskPlanning+SkillsRL (TP+SRL) introduced in [109], where stationary manipulation skills are

chained by the navigation skill trained with the point-goal navigation reward. Compared to the

original implementation, we make several improvements, including better reward functions and

training schemes. For reference, the original success rates of all HAB tasks are nearly zero.

Mobile manipulation skills + point-goal navigation reward (M+P): Compared to

our M3, this baseline does not use the region-goal navigation reward. It demonstrates the

effectiveness of proposed mobile manipulation skills. Note that the point-goal navigation reward

is designed for the start of stationary manipulation skills.

4.5.3 Results

Fig 4.3 shows the progressive completion rates of different methods on all tasks. Our

method M3 achieves an average success rate of 71.2% in the cross-configuration setting, and
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55.0% in the cross-layout setting, over all 3 tasks. It outperforms all the baselines in both

settings, namely mono (1.8%/1.8%), S+P (57.4%/31.1%) and M+P (64.9%/36.2%). First, all

the modular approaches show much better performance than the monolithic baseline, which

verifies the effectiveness of modular approaches for long-horizon mobile manipulation tasks.

Mobile manipulation skills are in general superior to stationary ones (M+P vs.S+P). Fig 4.4

provides an example where mobile manipulation skills can compensate for imperfect navigation.

Furthermore, our region-goal navigation reward can reduce the ambiguity of navigation goals

to facilitate training (see training curves in Sec. 4.6.2). Since it does not require the policy to

memorize ambiguous goals, the induced skill shows better generalizability, especially in the

cross-layout setting (55.0% for M3 vs.36.2% for M+P).

We present more quantitative metrics in addition to progressive completion rates for the

main experiments on 3 HAB tasks. We report the number of successfully placed objects and the

average distance between objects and goals in Table 4.1 and 4.2. These metrics are analogous to

%FIXEDSTRICT and %E in [119].

Table 4.1. The number of successfully placed objects for HAB tasks. The metrics in the
cross-configuration/cross-layout setting are reported. The number of objects to place is shown
along with the name of each task.

Method TidyHouse (5) PrepareGroceries (3) SetTable (2)

S+P 4.58/4.56 2.33/1.54 1.45/1.03
M+P 4.45/4.54 2.45/1.79 1.71/1.08

M3 (ours) 4.64/4.60 2.56/2.44 1.71/1.22

Table 4.2. Average distance between objects and goals for HAB tasks. The metrics in the
cross-configuration/cross-layout setting are reported. Note that the average distance is sensitive
to outliers.

Method TidyHouse PrepareGroceries SetTable

S+P 0.245/0.256 0.338/0.982 3.506/6.481
M+P 1.296/0.821 0.302/0.689 4.165/4.641

M3 (ours) 0.198/0.174 0.239/0.337 5.208/6.345
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(a) Stationary Manipulation (S+P)

(b) Mobile Manipulation (M+P)

Figure 4.4. Qualitative comparison between stationary and mobile manipulation. In this example,
the point-goal navigation skill terminates between two drawers (1st image). Mobile manipulation
manages to open the correct drawer containing the bowl (last image in the bottom row) while
stationary manipulation gets confused and finally opens the wrong drawer (last image in the top
row). More qualitative results can be found in Sec. 4.8 and on our project website.

4.5.4 Ablation Studies

We conduct several ablation studies to show that mobile manipulation skills are more

flexible to formulate than stationary ones, and to understand the advantage of our navigation

reward.

Can initial states be trivially enlarged? We conduct experiments to understand to

what extent we can enlarge the initial states of manipulation skills given the trade-off between

achievability and composability. In the S(L)+P experiment, we simply replace the initial states

of stationary manipulation skills with those of mobile ones. The success rates of stationary

manipulation skills on subtasks drop by a large margin, e.g., from 95% to 45% for Pick on

TidyHouse. Fig 4.5 shows that S(L)+P (37.7%/18.1%) is inferior to both S+P (57.4%/31.1%)

and M+P (64.9%/36.2%). It indicates that stationary manipulation skills have a much smaller set

of feasible initial states compared to mobile ones, and including infeasible initial states during

training can hurt performance significantly.

Is the collision penalty important for the navigation skill? Our region-goal navigation
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Figure 4.5. Progressive completion rates for HAB tasks. The x-axis represents progressive
subtasks. The y-axis represents the completion rate of each subtask. Results of ablation
experiments are presented with solid lines. The mean and standard error for 100 episodes over 9
seeds are reported.

reward benefits from unambiguous region goals and the collision penalty. We add the collision

penalty to the point-goal navigation reward (Eq 4.1) in S+P(C) and M+P(C) experiments. Fig 4.5

shows that the collision penalty significantly improves the success rate: S+P(C) (65.2%/44.6%)

vs.S+P (57.4%/31.1%) and M+P(C) (67.9%/49.2%) vs.M+P (64.9%/36.2%). A collision-aware

navigation skill can avoid disturbing the environment, e.g., accidentally closing the fridge before

placing an object in it. Besides, M+P(C) is still inferior to our M3 (71.2%/55.0%). It implies that

reducing the ambiguity of navigation goals helps learn more robust and generalizable navigation

skills.

Impact of different initial state distributions

We study the impact of different initial state distributions on mobile manipulation skills.

We enlarge initial states by changing the distributions of the initial base position (the radius

around the target) and orientation. For reference, the maximum radius around the target is set to

2m in the main experiments (Sec 4.5). Several experiments are conducted: M(S)+R, M(L1)+R,

M(L2)+R, M(L3)+R. M(S)+R, M(L1)+R and M(L2)+R stand for the experiments where the
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Figure 4.6. Progressive completion rates for HAB [109] tasks. The x-axis represents progressive
subtasks. The y-axis represents the completion rate of each subtask. Results of ablation
experiments are presented with solid lines. The mean and standard error for 100 episodes over 9
seeds are reported.

maximum radii around the target are set to 1.5m, 2.5m and 4m respectively. M(L3)+R keeps

the radius as 2m, but samples the initial base orientation from [−𝜋, 𝜋], instead of using the

direction facing towards the target. Fig 4.6 shows the quantitative results. Enlarging the initial

states in general leads to performance degradation. Compared to M3 (71.2%/55.0%), M(L1)+R

(67.4%/49.7%) and M(L3)+R (67.5%/46.4%) show moderate performance drop. M(L2)+R

(55.2%/38.9%) shows the largest performance drop, which indicates that mobile manipulation

skills are not able to handle long-range navigation yet. Moreover, M(S)+R (69.5%/52.1%)

performs on par with M3. It implies that there usually exists a “sweet spot” of the initial state

distribution for mobile manipulation skills as a trade-off between achievability and composability.

Besides, we extend the S(L)+P experiment described in Sec 4.5.4, where we simply

replace the initial states of stationary manipulation skills with those of mobile ones. We reject

the initial states that the target is not reachable due to the kinematic constraint. The constraint is

checked via inverse kinematics (IK). The extended experiment is denoted by S(L+IK)+P. Fig 4.7

shows the quantitative results. The overall success rate of S(L+IK)+P is 44.7%/21.1% in the
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Figure 4.7. Progressive completion rates for HAB [109] tasks. The x-axis represents progressive
subtasks. The y-axis represents the completion rate of each subtask. Results of ablation
experiments are presented with solid lines. The mean and standard error for 100 episodes over 9
seeds are reported.

cross-configuration/cross-layout setting. It indicates that increasing the feasible initial states

help stationary manipulation skills compared to S(L)+P (37.7%/18.1%), but still has a large

performance drop compared to S+P (57.4%/31.1%). One possible reason is that although the

target might be IK-reachable, it can be hard to achieve with stationary manipulation skills due

to collision with other objects. However, mobile manipulation skills can first navigate to better

locations with fewer obstacles in the front.

4.6 More Experiment Details

4.6.1 Dataset and Episodes

[109] keeps updating the ReplicaCAD dataset. The major fix is “minor furniture layout

modifications in order to better accommodate robot access to the full set of receptacles” 6. The

agent radius is also decreased from 0.4m to 0.3m to generate navigation meshes with higher

connectivity. Besides, [109] also improves the episode generator 7 to ensure stable initialization

6https://github.com/facebookresearch/habitat-sim/pull/1694
7https://github.com/facebookresearch/habitat-lab/pull/764
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of objects. Those improvements eliminate most unachievable episodes in the initial version.

The episodes used in our experiments are generated with the ReplicaCAD v1.4 and the latest

habitat-lab 8.

Cross-configuration and cross-layout settings are the same except for scene layouts. In

the cross-configuration setting, test scene layouts (micro variations) are different but similar to

training ones. In the cross-layout setting, test scene layouts (macro variations) are significantly

different from training ones. Each macro variation has a different, semantically plausible layout of

large furniture (e.g., kitchen counter and fridge) while each micro variation is generated through

perturbing small furniture (e.g., chairs and tables). Thus, the cross-layout setting demands

stronger generalization on scene layouts.

For TidyHouse, each episode includes 20 clutter objects and 5 target objects along with

their goal positions, located at 7 different receptacles (chair, 2 tables, tv stand, two kitchen

counters, sofa). For PrepareGroceries, each episode includes 21 clutter objects located at 8

different receptacles (the 7 receptacles used in TidyHouse and the top shelf of the fridge) and 1

clutter object located at the middle shelf of the fridge. 2 target objects are located at the middle

shelf, and each of their goal positions is located at one of two kitchen counters. The third target

object is located at one of two kitchen counters, and its goal position is at the middle shelf.

SetTable generates episodes similar to PrepareGroceries, except that two target objects, bowl and

apple, are initialized at one of 3 drawers and at the middle fridge shelf respectively. Each of their

goal positions is located at one of two tables.

4.6.2 Skill Learning

Each skill is trained to accomplish a subtask and reset its end-effector at the resting

position. The robot arm is first initialized with predefined resting joint positions, such that the

corresponding resting position of the end-effector is (0.5, 1.0, 0.0) in the base frame 9. The initial

8https://github.com/facebookresearch/habitat-lab/pull/837
9The positive x and y axes point forward and upward in Habitat.
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end-effector position is then perturbed by a Gaussian noise N(0, 0.025) clipped at 0.05𝑚. The

base position is perturbed by a Gaussian noise N(0, 0.1) truncated at 0.2𝑚. The base orientation

is perturbed by a Gaussian noise N(0, 0.25) truncated at 0.5 radian. The maximum episode

length is 200 steps for all the manipulation skills, and 500 steps for the navigation skill. The

episode terminates on success or failure. We use the same reward function for both stationary

and mobile manipulation skills, unless specified.

For all skills, 𝑑𝑜𝑒𝑒 is the distance between the end-effector and the object, 𝑑𝑟𝑒𝑒 is the

distance between the end-effector and the resting position, 𝑑ℎ𝑒𝑒 is the distance between the

end-effector and a predefined manipulation handle (a 3D position) of the articulated object, 𝑑𝑔𝑎

is the distance between the joint position of the articulated object and the goal joint position.

Δ𝑏𝑎 = 𝑑
𝑏
𝑎 (𝑡 −1) − 𝑑𝑏𝑎 (𝑡) stands for the (negative) change in distance between 𝑎 and 𝑏. For example,

Δ𝑜𝑒𝑒 is the change in distance between the end-effector and the object. Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 indicates if the

robot is holding an (correct) object or handle. I𝑠𝑢𝑐𝑐 indicates the task success. 𝐶𝑡 refers to the

current collision force, and 𝐶1:𝑡 stands for the accumulated collision force.

The 7-dim arm action stands for the delta joint positions added to the current target joint

positions of the PD controller. The input arm action is assumed to be normalized to [−1, 1], and

will be scaled by 0.025 (radian). The 2-dim base action stands for linear and angular velocities.

The base movement in the Habitat 2.0 is implemented by kinematically setting the robot’s

base transformation. The collision between the robot base and navigation meshes is taken into

consideration. The input base action is assumed to be normalized to [−1, 1], and will be scaled

by 3 (navigation skill) or 1.5 (manipulation skills). For the navigation skill, we follow [109] to

use a discrete action space and translate the discrete action into the continuous one. Concretely,

the (normalized) linear velocity from -0.5 to 1 is discretized into 4 choices ({−0.5, 0, 0.5, 1}), and

the (normalized) angular velocity from -1 to 1 is discretized into 5 choices (({−1,−0.5, 0, 0.5, 1}).

The stop action corresponds to the discrete action representing zero velocities.
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Pick(𝑠0)

• Objective: pick the object initialized at 𝑠0

• Initial base position (noise is applied in addition):

– Stationary: the closest navigable position to 𝑠0

– Mobile: a randomly selected navigable position within 2m of 𝑠0

• Reward: I𝑝𝑖𝑐𝑘 indicates whether the correct object is picked and I𝑤𝑟𝑜𝑛𝑔 indicates whether a

wrong object is picked.

𝑟𝑡 = 4Δ𝑜𝑒𝑒I!ℎ𝑜𝑙𝑑𝑖𝑛𝑔 + I𝑝𝑖𝑐𝑘 + 4Δ𝑟𝑒𝑒Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 + 2.5I𝑠𝑢𝑐𝑐

−max(0.001𝐶𝑡 , 0.2) − I[𝐶1:𝑡>5000] − I𝑤𝑟𝑜𝑛𝑔 − I[𝑑𝑜𝑒𝑒>0.09]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 − 0.002

• Success: The robot is holding the target object and the end-effector is within 5cm of the

resting position. I𝑠𝑢𝑐𝑐 = Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 ∧ 𝑑𝑟𝑒𝑒 ≤ 0.05

• Failure:

– I[𝐶1:𝑡>5000] = 1: The accumulated collision force is larger than 5000𝑁 .

– I𝑤𝑟𝑜𝑛𝑔 = 1: A wrong object is picked.

– I[𝑑𝑜𝑒𝑒>0.09]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 = 1: The held object slides off the gripper.

• Observation space:

– Depth images from head and arm cameras.

– The current arm joint positions.

– The current end-effector position in the base frame.

– Whether the gripper is holding anything.

– The starting position 𝑠0 in both the base and end-effector frame.
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• Action space: The gripper is disabled to release.

Place(𝑠∗)

• Objective: place the held object at 𝑠∗

• Initial base position (noise is applied in addition):

– Stationary: the closest navigable position to 𝑠∗

– Mobile: a randomly selected navigable position within 2m of 𝑠∗

• Reward: I𝑝𝑙𝑎𝑐𝑒 indicates whether the object is released within 15cm of the goal position,

and I𝑑𝑟𝑜𝑝 indicates whether the object is released beyond 15cm.

𝑟𝑡 = 4Δ𝑠∗𝑜 Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 + I𝑝𝑙𝑎𝑐𝑒 + 4Δ𝑟𝑒𝑒I!ℎ𝑜𝑙𝑑𝑖𝑛𝑔 + 2.5I𝑠𝑢𝑐𝑐

−min(0.001𝐶𝑡 , 0.2) − I[𝐶1:𝑡>7500] − I𝑑𝑟𝑜𝑝 − I[𝑑𝑜𝑒𝑒>0.09]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 − 0.002

• Success: The object is within 15cm of the goal position and the end-effector is within 5cm

of the resting position. I𝑠𝑢𝑐𝑐 = 𝑑𝑠∗𝑜 ≤ 0.15 ∧ I!ℎ𝑜𝑙𝑑𝑖𝑛𝑔 ∧ 𝑑𝑟𝑒𝑒 ≤ 0.05

• Failure:

– I[𝐶1:𝑡>7500] = 1: The accumulated collision force is larger than 7500𝑁 .

– I𝑑𝑟𝑜𝑝 = 1: The object is released beyond 15cm of the goal position.

– I[𝑑𝑜𝑒𝑒>0.09]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 = 1: The held object slides off the gripper.

• Observation space:

– Depth images from head and arm cameras.

– The current arm joint positions.

– The current end-effector position in the base frame.

– Whether the gripper is holding anything.

110



– The goal position 𝑠∗ in both the base and end-effector frame.

• Action space: The gripper is disabled to grasp after releasing the object.

Open drawer(𝑠)

• Objective: open the drawer containing the object initialized at 𝑠. The goal joint position of

the drawer is 𝑔 = 0.45𝑚.

• Initial base position (noise is applied in addition):

– Stationary: a navigable position randomly selected within a

[0.80,−0.35] × [0.95, 0.35] region in front of the drawer.

– Mobile: a navigable position randomly selected within a [0.3,−0.6] × [1.5, 0.6]

region in front of the drawer.

• Reward: I𝑜𝑝𝑒𝑛 = 𝑑𝑔𝑎 ≤ 0.05 indicates whether the drawer is open. I𝑟𝑒𝑙𝑒𝑎𝑠𝑒 indicates whether

the handle is released when the drawer is open. I𝑔𝑟𝑎𝑠𝑝 indicates whether the correct handle

is grasped. 𝑎𝑏𝑎𝑠𝑒 is the (2-dim) base action.

𝑟𝑡 = 2Δℎ𝑒𝑒I!𝑜𝑝𝑒𝑛 + I𝑔𝑟𝑎𝑠𝑝 + 2Δ𝑔𝑎Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 + I𝑟𝑒𝑙𝑒𝑎𝑠𝑒 + 2Δ𝑟𝑒𝑒I𝑜𝑝𝑒𝑛 + 2.5I𝑠𝑢𝑐𝑐

−I𝑤𝑟𝑜𝑛𝑔 − I[𝑑ℎ𝑒𝑒>0.2]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 − I𝑜𝑢𝑡 − 0.004∥𝑎𝑏𝑎𝑠𝑒∥1

• Success: The drawer is open, and the end-effector is within 15cm of the resting position.

I𝑠𝑢𝑐𝑐 = I𝑜𝑝𝑒𝑛 ∧ I!ℎ𝑜𝑙𝑑𝑖𝑛𝑔 ∧ 𝑑𝑟𝑒𝑒 ≤ 0.15

• Failure:

– I𝑤𝑟𝑜𝑛𝑔 = 1: The wrong object or handle is picked.

– I[𝑑ℎ𝑒𝑒>0.2]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 = 1: The grasped handle slides off the gripper.

– I𝑜𝑢𝑡 = 1: The robot moves out of a predefined region (a 2𝑚 × 3𝑚 region in front of

the drawer).
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– II[𝑜𝑝𝑒𝑛(𝑡−1)∧!𝑜𝑝𝑒𝑛(𝑡 ) ] = 1: The drawer is not open after being opened.

– The gripper releases the handle when the drawer is not open (I!𝑜𝑝𝑒𝑛 = 1).

– Δ
𝑔
𝑎 >= 0.1: The drawer is opened too fast.

• Observation space:

– Depth images from head and arm cameras.

– The current arm joint positions.

– The current end-effector position in the base frame.

– Whether the gripper is holding anything.

– The starting position 𝑠 in both the base and end-effector frame.

Close drawer(𝑠)

• Objective: close the drawer containing the object initialized at 𝑠. The goal joint position is

𝑔 = 0𝑚.

• Initial joint position: 𝑞𝑎 ∈ [0.4, 0.5], where 𝑞𝑎 is the joint position of the target drawer. A

random subset of other drawers are slightly open (𝑞′𝑎 ≤ 0.1).

• Initial base position (noise is applied in addition):

– Stationary: a navigable position randomly selected within a [0.3,−0.35]×[0.45, 0.35]

region in front of the drawer.

– Mobile: a navigable position randomly selected within a [0.3,−0.6] × [1.0, 0.6]

region in front of the drawer.

• Reward: It is almost the same as Open drawer by replacing open with close. I𝑐𝑙𝑜𝑠𝑒 = 𝑑𝑔𝑎 ≤

0.1.

• Success: The drawer is closed, and the end-effector is within 15cm of the resting position.

• Failure: It is almost the same as Open drawer by replacing open with close, except that the

last constraint Δ𝑔𝑎 >= 0.1 is not included.
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Open fridge(𝑠)

• Objective: open the fridge containing the object initialized at 𝑠. The goal joint position is

𝑔 = 𝜋
2 .

• Initial base position (noise is applied in addition): a navigable position randomly selected

within a [0.933,−1.5] × [1.833, 1.5] region in front of the fridge.

• Reward: I𝑜𝑝𝑒𝑛 = 𝑔 − 𝑞𝑎 > 0.15, where 𝑞𝑎 is the joint position (radian) of the fridge. To

avoid the robot from penetrating the fridge due to simulation defects, we add a collision

penalty but excludes collision between the end-effector and the fridge.

𝑟𝑡 = 2Δℎ𝑒𝑒I!𝑜𝑝𝑒𝑛 + I𝑔𝑟𝑎𝑠𝑝 + +2Δ𝑔𝑎Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 + I𝑟𝑒𝑙𝑒𝑎𝑠𝑒 + Δ𝑟𝑒𝑒I𝑜𝑝𝑒𝑛 + 2.5I𝑠𝑢𝑐𝑐

−I𝐶1:𝑡>5000 − I𝑤𝑟𝑜𝑛𝑔 − I[𝑑ℎ𝑒𝑒>0.2]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 − I𝑜𝑢𝑡 − 0.004∥𝑎𝑏𝑎𝑠𝑒∥1

• Success: The fridge is open, and the end-effector is within 15cm of the resting position.

I𝑠𝑢𝑐𝑐 = I𝑜𝑝𝑒𝑛 ∧ I!ℎ𝑜𝑙𝑑𝑖𝑛𝑔 ∧ 𝑑𝑟𝑒𝑒 ≤ 0.15

• Failure:

– I𝑤𝑟𝑜𝑛𝑔 = 1: The wrong object or handle is picked.

– I[𝑑ℎ𝑒𝑒>0.2]Iℎ𝑜𝑙𝑑𝑖𝑛𝑔 = 1: The grasped handle slides off the gripper.

– I𝑜𝑢𝑡 = 1: The robot moves out of a predefined region (a 2𝑚 × 3.2𝑚 region in front of

the fridge).

– II[𝑜𝑝𝑒𝑛(𝑡−1)∧!𝑜𝑝𝑒𝑛(𝑡 ) ] = 1: The fridge is not open after being opened.

– The gripper releases the handle when the fridge is not open (I!𝑜𝑝𝑒𝑛 = 1).

• Observation space:

– Depth images from head and arm cameras.

– The current arm joint positions.
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– The current end-effector position in the base frame.

– Whether the gripper is holding anything.

– The starting position 𝑠 in both the base and end-effector frame.

Close fridge(𝑠)

• Objective: close the fridge containing the object initialized at 𝑠. The goal joint position is

𝑔 = 0.

• Initial joint position: 𝑞𝑎 ∈ [ 𝜋2 − 0.15, 2.356], where 𝑞𝑎 is the joint position of the target

fridge.

• Initial base position (noise is applied in addition): a navigable position randomly selected

within a [0.933,−1.5] × [1.833, 1.5] region in front of the fridge.

• Reward: It is almost the same as Close fridge by replacing open with close. I𝑐𝑙𝑜𝑠𝑒 = 𝑑𝑔𝑎 ≤

0.15.

• Success: The fridge is close, and the end-effector is within 15cm of the resting position.

Navigate(𝑠) (point-goal)

• Objective: navigate to the start of other skills specified by 𝑠

• Reward: refer to Eq 4.1. 𝑟𝑠𝑙𝑎𝑐𝑘 = 0.002, �̃� = 0.9, 𝜆𝑎𝑛𝑔 = 0.25, 𝜆𝑠𝑢𝑐𝑐 = 2.5

• Success: The robot is within 0.3 meter of the goal, 0.5 radian of the target orientation, and

has called the stop action at the current time step.

• Observation space:

– Depth images from the head camera.

– The goal position 𝑠∗ in the base frame.
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Navigate(𝑠) (region-goal)

• Objective: navigate to the start of other skills specified by 𝑠

• Reward: refer to Eq 4.2. 𝑟𝑠𝑙𝑎𝑐𝑘 = 0.002, 𝑟𝑐𝑜𝑙 = min(0.001𝐶𝑡 , 0.2), 𝜆𝑠𝑢𝑐𝑐 = 2.5

• Success: The robot is within 0.1 meter of any goal in the region, 0.25 radian of the target

orientation at the current position, and has called the stop action at the current time step.

• Observation space:

– Depth images from the head camera.

– The goal position 𝑠∗ in the base frame.

4.6.3 PPO Hyper-parameters

Our PPO implementation is based on the habitat-lab. The visual encoder is a simple

CNN 10. The coefficients of value and entropy losses are 0.5 and 0 respectively. We use 64

parallel environments and collect 128 transitions per environment to update the networks. We use

2 mini-batches, 2 epochs per update, and a clipping parameter of 0.2 for both policy and value.

The gradient norm is clipped at 0.5. We use the Adam optimizer with a learning rate of 0.0003.

The linear learning rate decay is enabled. The mean of the Gaussian action predicted by the

policy network is activated by tanh. The (log) standard deviation of the Gaussian action, which

is an input-independent parameter, is initialized as −1.0. Fig 4.8 shows training curves of skills.

4.6.4 Other Implementation Details

The PPO algorithm implemented by the habitat-lab does not distinguish the termination

of the environment (MDP) and the truncation due to time limit. We fix this issue in our

implementation. Furthermore, we separately train all the skills for each HAB task to avoid

potential ambiguity. For example, the starting position of an object in the drawer is computed

when the drawer is closed at the beginning of an episode. However, the skill Pick needs to pick

10https://github.com/facebookresearch/habitat-lab/blob/main/habitat baselines/rl/models/simple cnn.py
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(b) Pick(M)
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(c) Place(S)
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(d) Place(M)
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(k) Navigate(P)
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(l) Navigate(R)

Figure 4.8. Training curves for skills. The y-axis represents the success rate of the subtask
(including resetting the end-effector at its resting position). “S” and “M“ stand for stationary and
mobile manipulation skills. “P” and “R“ stand for point- and region-goal navigation skills. Best
viewed zoomed.

this object up when the drawer is open and the actual position of the object is different from the

starting position. It is inconsistent with other cases when the object is in an open receptacle or

the fridge. We observe such ambiguity can hurt performance. See Fig 4.8 for all task-specific

variants of skills.

4.6.5 Monolithic Baseline

For the monolithic baseline, a monolithic RL policy is trained for each HAB task. During

training, the policy only handles one randomly selected target object, e.g., picking and placing one

object in TidyHouse. During inference, the policy is applied to each target object. We use the same

observation space, action space and training scheme as those for our mobile manipulation skills.

The main challenge is how to formulate a reward function for those complicated long-horizon

HAB tasks that usually require multiple stages. We follow [109] to composite reward functions
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for individual skills, given the sequence of subtasks. Concretely, at each time step during training,

we infer the current subtask given perfect knowledge of the environment, and use the reward

function of the corresponding skill. To ease training, we remove the collision penalty and do not

terminate the episode due to collision. Besides, we use the region-goal navigation reward for

the navigation subtask. Thanks to our improved reward functions and better training scheme,

our monolithic RL baseline is much better than the original implementation in [109]. However,

although able to move the object to its goal position, the policy never learns to release the object

to complete the subtask Place during training. It might be due to exploration difficulty since

Place is the last subtask in a long sequence and previous subtasks all require the robot not to

release. To boost its performance, we force the gripper to release anything held at the end of

execution during evaluation.

4.7 More Evaluation Details

4.7.1 Sequential Skill Chaining

For evaluation, skills are sequentially executed in the order of their corresponding subtasks,

as described in Sec 4.3.3. The main challenge is how to terminate a skill without privileged

information. Basically, each skill will be terminated if its execution time exceeds its max episode

length (200 steps for manipulation skills and 500 steps for the navigation skill). The termination

condition of Pick is that an object is held and the end-effector is within 15cm of the resting

position, which can be computed based on proprioception only. The gripper is disabled to release

for Pick. The termination condition of Place is that the gripper holds nothing and the end-effector

is within 15cm of the resting position. The gripper is disabled to grasp for Place. Besides,

anything held will be released when Place terminates. For Open and Close, we use a heuristic

from [109]: the skill will terminate if the end-effector is within 15cm of the resting position and

it has moved at least 30cm away from the resting position during execution. Navigate terminates

when it calls the stop action. Furthermore, since the manipulation skills only learn to reset
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its end-effector, we apply an additional operation to reset the whole arm after each skill. This

reset operation is achieved by setting predefined joint positions as the target of the robot’s PD

controller.

4.7.2 Progressive Completion Rate

In this section, we describe how progressive completion rates are computed. The

evaluation protocol is the same as [109] (see its Appendix F), and here we phrase it in a way

more friendly to readers with little knowledge of task planning and Planning Domain Definition

Language (PDDL). To partially evaluate a HAB task, we divide a full task into a sequence of

stages (subgoals). For example, TidyHouse can be considered to consist of pick 0, place 0,

pick 1, etc.Each stage can correspond to multiple subtasks. For example, the stage pick i includes

Navigate(𝑠𝑖0) and Pick(𝑠𝑖0). Thus, to be precise, the completion rate is computed based on stages

instead of subtasks. We define a set of predicates to measure whether the goal of a stage is

completed. A stage goal is completed if all the predicates associated with it are satisfied. The

predicates are listed as follows:

• holding(target_obj|i): The robot is holding the i-th object.

• at(target_obj_pos|i,target_goal_pos|i): The i-th object is within 15cm of its

goal position.

• opened_drawer(target_marker|i): The target drawer is open (the joint position is

larger than 0.4m).

• closed_drawer(target_marker|i): The target drawer is close (the joint position is

smaller than 0.1m).

• opened_fridge(target_marker|i): The target fridge is open (the joint position is

larger than 𝜋
2 radian).

• closed_fridge(target_marker|i): The target fridge is close (the joint position is

smaller than 0.15 radian).
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During evaluation, we evaluate whether the current stage goal is completed at each time

step. If the current stage goal is completed, we progress to the next stage. Hence, the completion

rate monotonically decreases. Listings 4.1, 4.2, 4.3 present the stages defined for each HAB task

and the predicates associated with each stage. Note that the stage goal place i only indicates

that the object has been released at its goal position, but the placement can be unstable (e.g.,

the object falls down the table), which can lead to the failure of the next stage. Besides, due to

abstract grasp, it is difficult to place the object stably since the pose of the grasped object can not

be fully controlled. Therefore, we modify the objective of SetTable to make the task achievable

given abstract grasp. Concretely, instead of placing the fruit in the bowl, the robot only needs to

place the fruit picked from the fridge at a goal position on the table.

4.8 More Qualitative Results

Fig 4.9, 4.10, 4.11 show more qualitative comparison of different methods. Their animated

versions can be found on our project website.
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(a) Stationary manipulation and point-goal navigation (S+P)

(b) Mobile manipulation and point-goal navigation (M+P)

(c) Mobile manipulation and region-goal navigation (M3)

Figure 4.9. Qualitative comparison in TidyHouse. In this example, the point-goal navigation skill
terminates behind the TV (1st image). The arm is blocked by the TV in stationary manipulation
(last image in the top row). The robot manages to move backward and avoid being blocked in
mobile manipulation (last image in the middle row). The region-goal navigation skill instead
terminates in front of the TV (1st image in the bottom row).
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(a) Point-goal navigation

(b) Region-goal navigation

Figure 4.10. Qualitative comparison in PrepareGroceries. In this example, the point-goal
navigation skill accidentally close the fridge (top row). The region-goal navigation skill is able to
avoid disturbing the environment due to the collision penalty (bottom row).

(a) Stationary manipulation

(b) Mobile manipulation

Figure 4.11. Qualitative comparison in SetTable. In this example, the navigation skill terminates
at the position where the robot can not reach the target object in the fridge in stationary
manipulation. (top row). The robot can move closer to the object and then pick it, to compensate
for the navigation skill in mobile manipulation (bottom row).
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Listing 4.1. Stage goals and their associated predicates defined for TidyHouse. The stages are
listed in the order for progressive evaluation.

1 pick_0:
2 - "holding(target_obj|0)"

3 place_0:
4 - "not_holding()"

5 - "at(target_obj_pos|0,target_goal_pos|0)"

6 pick_1:
7 - "holding(target_obj|1)"

8 - "at(target_obj_pos|0,target_goal_pos|0)"

9 place_1:
10 - "not_holding()"

11 - "at(target_obj_pos|0,target_goal_pos|0)"

12 - "at(target_obj_pos|1,target_goal_pos|1)"

13 pick_2:
14 - "holding(target_obj|2)"

15 - "at(target_obj_pos|0,target_goal_pos|0)"

16 - "at(target_obj_pos|1,target_goal_pos|1)"

17 place_2:
18 - "not_holding()"

19 - "at(target_obj_pos|0,target_goal_pos|0)"

20 - "at(target_obj_pos|1,target_goal_pos|1)"

21 - "at(target_obj_pos|2,target_goal_pos|2)"

22 pick_3:
23 - "holding(target_obj|3)"

24 - "at(target_obj_pos|0,target_goal_pos|0)"

25 - "at(target_obj_pos|1,target_goal_pos|1)"

26 - "at(target_obj_pos|2,target_goal_pos|2)"

27 place_3:
28 - "not_holding()"

29 - "at(target_obj_pos|0,target_goal_pos|0)"

30 - "at(target_obj_pos|1,target_goal_pos|1)"

31 - "at(target_obj_pos|2,target_goal_pos|2)"

32 - "at(target_obj_pos|3,target_goal_pos|3)"

33 pick_4:
34 - "holding(target_obj|4)"

35 - "at(target_obj_pos|0,target_goal_pos|0)"

36 - "at(target_obj_pos|1,target_goal_pos|1)"

37 - "at(target_obj_pos|2,target_goal_pos|2)"

38 - "at(target_obj_pos|3,target_goal_pos|3)"

39 place_4:
40 - "not_holding()"

41 - "at(target_obj_pos|0,target_goal_pos|0)"

42 - "at(target_obj_pos|1,target_goal_pos|1)"

43 - "at(target_obj_pos|2,target_goal_pos|2)"

44 - "at(target_obj_pos|3,target_goal_pos|3)"

45 - "at(target_obj_pos|4,target_goal_pos|4)"
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Listing 4.2. Stage goals and their associated predicates defined for PrepareGroceries. The stages
are listed in the order for progressive evaluation.

1 pick_0:
2 - "holding(target_obj|0)"

3 place_0:
4 - "not_holding()"

5 - "at(target_obj_pos|0,target_goal_pos|0)"

6 pick_1:
7 - "holding(target_obj|1)"

8 - "at(target_obj_pos|0,target_goal_pos|0)"

9 place_1:
10 - "not_holding()"

11 - "at(target_obj_pos|0,target_goal_pos|0)"

12 - "at(target_obj_pos|1,target_goal_pos|1)"

13 pick_2:
14 - "holding(target_obj|2)"

15 - "at(target_obj_pos|0,target_goal_pos|0)"

16 - "at(target_obj_pos|1,target_goal_pos|1)"

17 place_2:
18 - "not_holding()"

19 - "at(target_obj_pos|0,target_goal_pos|0)"

20 - "at(target_obj_pos|1,target_goal_pos|1)"

21 - "at(target_obj_pos|2,target_goal_pos|2)"
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Listing 4.3. Stage goals and their associated predicates defined for SetTable. The stages are
listed in the order for progressive evaluation.

1 open_0:
2 - "opened_drawer(target_marker|0)"

3 pick_0:
4 - "holding(target_obj|0)"

5 place_0:
6 - "not_holding()"

7 - "at(target_obj_pos|0,target_goal_pos|0)"

8 close_0:
9 - "closed_drawer(target_marker|0)"

10 - "at(target_obj_pos|0,target_goal_pos|0)"

11 open_1:
12 - "closed_drawer(target_marker|0)"

13 - "at(target_obj_pos|0,target_goal_pos|0)"

14 - "opened_fridge(target_marker|1)"

15 pick_1:
16 - "closed_drawer(target_marker|0)"

17 - "at(target_obj_pos|0,target_goal_pos|0)"

18 - "opened_fridge(target_marker|1)"

19 - "holding(target_obj|1)"

20 place_1:
21 - "closed_drawer(target_marker|0)"

22 - "at(target_obj_pos|0,target_goal_pos|0)"

23 - "not_holding()"

24 - "at(target_obj_pos|1,target_goal_pos|1)"

25 close_1:
26 - "closed_drawer(target_marker|0)"

27 - "at(target_obj_pos|0,target_goal_pos|0)"

28 - "closed_fridge(target_marker|1)"

29 - "at(target_obj_pos|1,target_goal_pos|1)"
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4.9 Conclusion and Limitations

In this work, we present a modular approach to tackle long-horizon mobile manipulation

tasks in the Home Assistant Benchmark (HAB), featuring mobile manipulation skills and the

region-goal navigation reward. Given the superior performance, our approach can serve as a

strong baseline for future study. Besides, the proposed principles (achievability, composability,

reusability) can serve as a guideline about how to formulate meaningful and reusable subtasks.

However, our work is still limited to abstract grasp and other potential simulation defects. We

leave fully dynamic simulation and real-world deployment to future work.
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Chapter 5

Finale

In this dissertation, we introduce our work on learning generalist robot manipulation

policies, an endeavor that unfolds across three key areas: data, model, and task. To collect diverse

demonstration data and evaluate policies, we developed a simulated benchmark named ManiSkill2,

designed to foster generalizable manipulation skills. To enhance task-level generalization, we

propose the use of trajectory sketches within RT-Trajectory, which enables visual prompting for

robot policies. In our study on Multi-skill Mobile Manipulation (M3), we investigate which tasks

are more conducive to mobile manipulation, in the context of skill chaining.

Despite the remarkable progress in the field, many important questions remain unanswered.

Here, I list several key issues that I am eager to explore in my future work:

1. Sim-to-Real for Generic Manipulation Policies: While sim-to-real techniques have seen

success in locomotion tasks for quadrupeds and humanoids, their application in manipulation

tasks involving rich contacts and complex dynamics, or even generic pick-and-place tasks,

remains challenging. Such manipulation tasks, despite appearing simple sometimes, depend

on interactions between robots and a wide variety of objects, unlike locomotion tasks that

mainly focus on the robot itself. The primary hurdle lies in the vast diversity of objects

that can be manipulated. The diversity of objects results in diverse visual appearances

and various ways to manipulate. It necessitates scalable methods for generating a wide

array of assets including objects, scenes, and their layouts in simulated environments.
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This diversity is key to bridging the sim-to-real gap, suggesting that improvements in

diversity and scale could naturally narrow this gap. Furthermore, manipulation hardware

often features lower degrees of freedom (e.g., 7 DoF for a single arm and 2 DoF for a

parallel gripper) compared to locomotion hardware (typically 20+ DoF). Similar to neural

networks, over-parameterization can facilitate finding suboptimal yet satisfactory solutions,

whereas under-parameterization presents challenging scenarios that might not always be

necessary to address. It remains uncertain whether the techniques we develop for current

hardware will be necessary and useful for future hardware advancements.

2. Real-to-Sim for Evaluation: Evaluating robot policies in the real world is notoriously

difficult, time-consuming, costly, and hard to replicate. Simulations offer a valuable

alternative, but the creation of realistic simulated environments that accurately mirror

real-world scenarios is a significant challenge. This task calls upon advanced techniques

from the graphics community, such as inverse rendering and physical simulation, to achieve

high fidelity in simulated environments.

3. Data Curation for Generalist Policies: A critical question in developing generalist robot

manipulation policies is deciding which skills to focus on and how to organize heterogeneous

demonstrations that span different observation and action spaces. Like curating a dataset

akin to ImageNet for the robotics domain, the management and organization of these

datasets are paramount. This includes considering the types of skills valuable for a

generalist policy, and how to structure and annotate the data to support effective learning.

4. Cross-Embodiment Robot Policies: The issue of embodiment in robot manipulation policies

is crucial, as it significantly influences how a robot interacts with its environment. This

necessitates the development of policies that are not only effective but also flexible enough

to adapt to various robotic platforms. However, the necessity of creating policies that span

across different embodiments is debatable. For instance, humans do not share manipulation

policies with animals such as dogs or cats. This might suggest that a universally applicable
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cross-embodiment policy is not essential. Nevertheless, it’s possible to argue that humans

possess a kind of foundational model, perhaps coded in their genes, which allows for

online adaptation to their unique physical forms. An analogy can be drawn to a person

maturing: as they grow, they must ”recalibrate” their understanding and control of their

body to perform tasks they were previously familiar with. This concept underscores the

potential for designing adaptable and learning-centric robot policies that can adjust to the

specificities of their embodiment, much like humans adapt to theirs over time.

5. Combining High-Level Planning with Low-Level Skills: Robots, akin to the dual-process

theory of human cognition “System 1 and System 2 thinking” [55], may embody similar

modes of operation. System 1—representative of low-level skills—is fast and instinctive,

while System 2—aligned with high-level planning—is slower, more deliberative, and

logical. It introduces a unique set of challenges and questions. For instance, high-level

planning has seen advancements through the use of Large Language Models (LLMs),

which are capable of generating sophisticated reasoning steps. However, there remains a

gap as our low-level policies often struggle to fully execute these high-level instructions.

Furthermore, a common limitation of current low-level policies is their inability to provide

feedback to the high-level planner, particularly regarding their capacity to address given

tasks. This issue was approached by the introduction of affordance prediction in the Say-

Can [1] framework, which aims to bridge this communication gap. This area presents ample

opportunity for exploration, suggesting that further integration of high-level reasoning and

low-level execution could enhance adaptability and efficiency of robotic systems.
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[26] Clemens Eppner, Arsalan Mousavian, and Dieter Fox. Acronym: A large-scale grasp
dataset based on simulation. In 2021 IEEE International Conference on Robotics and
Automation (ICRA), pages 6222–6227. IEEE, 2021.
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