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Contingent Thinking and the Sure-Thing Principle:

Revisiting Classic Anomalies in the Laboratory*

Ignacio Esponda Emanuel Vespa

(UCSB) (UCSD)

April 24, 2023

Abstract

We present an experimental framework to study the extent to which failures of contingent

thinking explain classic anomalies in a broad class of environments, including overbidding

in auctions and the Ellsberg paradox. We study environments in which the subject’s choices

affect payoffs only in some states, but not in others. We find that anomalies are in large part

driven by incongruences between choices in the standard presentation of each problem and

a ‘contingent’ presentation, which focuses the subject on the set of states where her actions

matter. Additional evidence suggests that this phenomenon is in large part driven by people’s

failure to put themselves in states that have not yet happened even though they are made aware

that their actions only matter in those states.
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1 Introduction

In many economic environments, people need to anticipate the consequences of their actions under
different contingencies. A recent economics literature attributes several mistakes to failures in
contingent thinking.1 Some of this literature makes progress in a piecemeal fashion, studying one
environment at a time. In this paper, we propose a common experimental framework to study
the extent to which several classic anomalies can be attributed to failures of contingent thinking.
By focusing on a specific (and relevant) type of contingent thinking that can be formally defined
and tested in the laboratory, we are able to connect environments that have been the focus of
the contingent-thinking literature (e.g., auctions) to environments that have not (e.g., the Ellsberg
paradox).

To illustrate the main ideas and results, consider one of Ellsberg’s (1961) classic experiments.
There is an urn with 90 balls, 30 of which are red (R) and 60 of which are yellow (Y) or blue (B).
One ball is selected from the urn and its color is used to determine the payoff. In Question 1 (Q1),
the subject must choose between two options, f (win $10 if R or B, $0 otherwise) and g (win $10
if Y or B, $0 otherwise). The options and payoffs are depicted in the top portion of Figure 1. In
this question, the payoff if the ball is blue is the same regardless of the choice of the subject ($10).
Therefore, when facing this question, it is natural to ask oneself what choice to make contingent
on the ball not being blue. Let’s say that in Q1 you would prefer f over g in the hypothetical case
that the ball were not blue (i.e., it is red or yellow). Then, a natural principle is that you should
prefer f over g in Q1, since the payoff in case the ball is not blue is the same regardless of your
action.

This principle is an instance of what Savage (1972) called the sure-thing principle (STP), and he
stated that “...except possibly for the assumption of simple ordering, I know of no other extralog-
ical principle governing decisions that finds such ready acceptance.” Motivated by STP, Savage
introduced his central postulate P2 (henceforth, we refer to Savage’s P2 as Separability, or simply
SEP). When defining SEP, Savage relied on STP and added one more restriction: that the choice
contingent on the ball not being blue in Q1 should not depend on the specific payoff obtained if
the ball is blue, that is, the case where f and g pay the same amount. These two restrictions (STP

1For recent experiments with a focus on contingent reasoning, see Esponda and Vespa (2014), Louis (2015),
Dal Bó, Dal Bó, and Eyster (2018), Li (2017), Martínez-Marquina, Niederle, and Vespa (2019), Ngangoué and
Weizsäcker (2021), Bayona, Brandts, and Vives (2020), Martin and Munoz-Rodriguez (2019), Moser (2019), Ali,
Mihm, Siga, and Tergiman (2021) and Calford and Cason (2021). Failures in contingent reasoning may create dif-
ficulties with understanding correlations (Eyster and Weizsäcker (2010; 2016), Enke and Zimmermann (2019) and
Rees-Jones, Shorrer, and Tergiman (2023)) and/or selection effects (Esponda and Vespa (2018), Araujo, Wang, and
Wilson (2021), Barron, Huck, and Jehiel (2019) and Enke (2020)).
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A︷ ︸︸ ︷ Ac︷︸︸︷
R Y B

Question 1
f $10 $0 $10
g $0 $10 $10

Question 2
f ′ $10 $0 $0
g′ $0 $10 $0

Figure 1: Example - Ellsberg problem (ELLS)
Notes: There are 30 red (R) balls and 60 balls each of which can be yellow (Y) or blue (B). In each question, a ball is selected (with replacement).
In both questions, the subject’s choice only matters if the ball is R or Y.

and the additional preference restriction) are embodied by Savage’s SEP postulate, which in this
problem implies that changing the payoff if the ball is blue from $10 to something else should not
affect the (noncontingent) choice.2 For this reason, Ellsberg’s experiment uses a second question,
where the payoff if the ball is blue changes from $10 to $0. Specifically, in Question 2 (Q2), the
subject is asked to choose between two other options, f ′ (win $10 if R, $0 otherwise) and g′ (win
$10 if Y, $0 otherwise). In this example, the restriction imposed by SEP rules out preference re-
versals in Q1 and Q2, since in both questions the choice is between f = f ′ and g = g′ in case the
ball is not blue, and a payoff that is the same regardless of the choice and differs by question ($10
in Q1 and $0 in Q2).

SEP has been shown to be violated in several experiments, in line with Ellsberg’s thought ex-
periment, where the typical preference reversal is to prefer g over f in Q1 but f ′ over g′ in Q2.
This violation of SEP is overwhelmingly attributed to non-standard preferences in the literature
(e.g., ambiguity aversion).3 But psychologists have argued that hypothetical thinking is challeng-
ing (e.g., Nickerson, 2015), and people may have difficulty putting themselves in situations that
have not occurred (such as “the ball is not blue” in the Ellsberg problem). So a violation of SEP
may result not from an explicit preference to respond to the common consequence in case the ball
is blue, but rather from a failure of contingent thinking. In other words, it is possible that SEP is
violated because the sure-thing principle fails, that is, a person prefers f to g contingent on the ball
being blue, but then reports that they prefer g to f in the overall problem.

We design an experiment to test the extent to which violations of classical (subjective) expected
utility postulates, such as SEP and Dominance (DOM, discussed in more detail in Section 2), arise
due to failures in contingent thinking. The results indicate that if the problem is described in a con-

2The sure-thing principle is so embedded into the notion of Savage’s P2 that scholars often refer to P2 itself as
the sure-thing principle (e.g., Slovic and Tversky (1974)), when in fact P2 (or SEP in our terminology) includes an
additional restriction on preferences, as explained above.

3These choices are consistent with an aversion to ambiguity, because in each case the subject chooses the alternative
with the known probability of success (2/3 in the first question and 1/3 in the second question).
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tingent form (to be explained below), then the reversal leading to a violation of SEP significantly
decreases in the Ellsberg problem. Moreover, we show that a similar failure of contingent thinking
arises in a broad set of problems where the literature has documented violations of the classical
postulates. These problems all have the feature that there is an event, which we denote byA, where
the choice matters, and an event, Ac, where the payoff is the same regardless of the choice. The
examples we study include the above Ellsberg problem and two versions (common-consequence
and common-ratio) of the Allais paradox (where in case a ball of a certain color is drawn, the
payoffs are the same regardless of one’s choice), auctions (where a bidder’s decision to bid above
one’s valuation is irrelevant if the maximum of others’ bids is below the bidder’s valuation), and
elections (where one’s vote in a committee only matters in a pivotal event).

Our strategy is to elicit subjects’ choices under two frames for each of the five problems we
study. The first frame (noncontingent) replicates existing experimental anomalies by presenting
each problem in the standard way it appears in the literature. The second frame (contingent) frames
the problem in the contingent manner that Savage envisioned when motivating his central postulate.
In particular, the contingent frame asks the subject to make a choice contingent on event A being
true. The subject is also told that, if event Ac is true, then she will receive the specific amount of
money corresponding to that event (recall this amount is the same, regardless of her choice). And,
if event A is true, the subject will be paid according to her contingent choice. Crucially, in both
treatments the subject must make the choice before any uncertainty about the state is resolved,
and so the difference between treatments is just a framing effect. This is crucial because in the
discussion above, when the agent determines her preference conditional on the hypothetical case
where event A is true, she does not yet know if event A is actually true.

We can assess failures of STP in each problem by comparing responses between the noncontin-
gent and contingent frames, since a subject who gives different responses in the two frames violates
STP. Moreover, we can assess the extent to which anomalies (i.e., failures of SEP or DOM) per-
sist in the contingent treatment. The failure to replicate the anomalies in the contingent treatment
would cast doubt on the claim that anomalies are mainly driven by a preference to respond to the
common consequence in event Ac.

We first successfully replicate existing anomalies in all the problems that we study, which in-
volve 1,164 subjects who participated in our experimental sessions. We then document that a large
part of the anomalies are driven by the failure of STP. In particular, we report violations of STP in
all problems, ranging from 20% to 70%. Additionally, in most environments we document large
reductions of failures of Savage’s P2 (SEP) and Dominance in the contingent frame. However, we
also document heterogeneity in subjects’ response to the treatment. While most subjects go from
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being inconsistent with standard postulates in the noncontingent frame to being consistent in the
contingent frame, several subjects are converted in the opposite direction, particularly for SEP. The
net effect of the treatment is that failures of Dominance and SEP drop by half in all problems, ex-
cept in common-consequence Allais, where conversions in the opposite direction essentially cancel
out.

Our results are robust to several variations of each problem as well as to between- and within-
subjects designs. Overall, a clear picture emerges that, in a broad set of problems, one should
be cautious about drawing inferences about people’s preferences from anomalies. Subjects in the
noncontingent frame have all the information to reconstruct the contingencies and behave as they
do in the contingent frame, but the fact that they don’t indicates that non-standard behavior is
largely driven by the manner in which subjects mentally represent the problem.

We conclude by examining the possible mechanisms driving the treatment effect between the
contingent and noncontingent frames. Broadly speaking, the contingent frame can operate through
two channels. First, it highlights the payoff structure of the problem. Specifically, it highlights
that because the payoffs are the same in event Ac, the decision only matters in event A. Moreover,
it computes the payoffs in event Ac, which seems trivial in some problems (e.g., Ellsberg) but
not others (e.g., election). Second, the contingent treatment asks subjects to put themselves in
the hypothetical position in which event A is true and make a choice. This type of hypothetical
thinking may be challenging, and it is plausible that even if people know that their choice only
matters in A, they may still not mentally place themselves in a world in which A is hypothetically
true.

To examine the validity of these two channels, we conduct a third frame for two of our rep-
resentative problems, the Ellsberg and the election problems. In this new treatment, we turn off
the second feature described above, and simply highlight the payoff structure and the fact that the
choice can only affect payoffs in event A. We find a not statistically significant decrease in anoma-
lies in this new treatment relative to the noncontingent frame. This suggests that the differences
in anomalies between the noncontingent and contingent frame are in large part driven by people’s
failure to put themselves in situations that have not yet happened.4

These findings imply that several classic anomalies are in large part driven by failure of con-
tingent thinking. Our approach of unpacking failures of standard postulates into failures of STP
or genuine failures of standard postulates can provide a new fruitful perspective on the modeling

4In the conclusion, we argue that this failure to put oneself in an event that has not happened is likely to be due
to an inability to do so more than a preference for not doing so, though we acknowledge that the question of whether
what looks like a mistake could be represented as a constrained form of optimization (for example, because it is costly
to do hypothetical thinking) is not completely settled.
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of anomalies. The standard approach in the literature to deal with anomalies has been to relax
Savage’s axioms to allow for nonstandard preferences, but these extensions maintain the implicit
assumption that subjects can run through the state space and satisfy STP. Our work, however,
shows that a larger issue is not so much what kind of preferences people have over final payoffs,
but rather the way in which they mentally represent the problem. Finally, our finding that people
have difficulty with hypothetical thinking in such a wide range of settings suggests that this is a
pervasive issue and likely to manifest in several other economic contexts.

Connections to the literature

The paradoxes of Allais (1953) and Ellsberg (1961) inspired a great amount of experimental and
theoretical literature testing for and relaxing the classical postulates, with a particular emphasis
on SEP.5 While SEP relies on the more basic STP, the specific role of STP that we highlight
in this paper in connection to SEP has largely been overlooked. Evidence from psychology on
the difficulty of contingent thinking, however, suggests that satisfying STP may not be trivial.6

In economics, some early contributions showing the importance of contingent thinking include
Shafir and Tversky (1992) and Croson (1999) in the context of the prisoner’s dilemma, and Char-
ness and Levin (2009) in environments with adverse selection. Yet a recent literature has ex-
panded the scope of these ideas to several environments, including elections (Esponda and Vespa,
2014), auctions (Li (2017), Moser (2019), Martínez-Marquina, Niederle, and Vespa (2019), Mar-
tin and Munoz-Rodriguez (2019)), markets (Bayona, Brandts, and Vives (2020), Ngangoué and
Weizsäcker (2021)), and environments where selection plays a central role (Esponda and Vespa
(2018), Barron, Huck, and Jehiel (2019), Enke (2020), Ali, Mihm, Siga, and Tergiman (2021),
Araujo, Wang, and Wilson (2021)).7

Evidence of failures of contingent thinking have also motivated a theoretical literature. Li
(2017) defines the notion of an obviously dominant strategy as one that a cognitively challenged

5A limited sample of the large experimental literature includes MacCrimmon and Larsson (1979), the survey by
Camerer (1995), Wakker (2001), Halevy (2007), Ahn, Choi, Gale, and Kariv (2014), Andreoni, Schmidt, and Sprenger
(2014), Dean and Ortoleva (2015), and Kovářík, Levin, and Wang (2016). For theoretical responses to the paradoxes,
see the surveys by Machina (2008), Gilboa and Marinacci (2011) and Machina and Siniscalchi (2013). For a critical
assessment of the ambiguity aversion literature, see Al-Najjar and Weinstein (2009) and Siniscalchi (2009),

6A large literature in psychology finds that people have difficulty with various forms of hypothetical thinking. The
early evidence dates back to Wason selection tasks (Wason 1966, 1968). See Evans (2007) and Nickerson (2015) for
recent textbook treatments.

7There is also a large literature documenting mistakes in strategic settings, though these are not always directly
linked to contingent thinking: Bazerman and Samuelson (1983), the survey by Kagel and Levin (2002), Charness and
Levin (2009), Ivanov, Levin, and Niederle (2010), Esponda and Vespa (2014), and Levin, Peck, and Ivanov (2016) for
mistakes in common value settings, such as auctions or elections, and Kagel, Harstad, and Levin (1987), Kagel and
Levin (1993), and Harstad (2000) for overbidding in second-price private value auctions.
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player who cannot perform a certain kind of contingent thinking can recognize as dominant. He
shows experimentally that subjects play obviously dominant strategies at higher rates than non-
obviously dominant ones.8 In our election and auction problems, there is weak dominance of
one action over another, so there is no obviously dominant action. But, in the contingent frame,
assuming the subject prefers not to respond to the common consequence in event Ac, then there
is an obviously dominant choice in event A and this might help explain why more subjects satisfy
dominance in the contingent treatment. More recently, Cohen and Li (2022) present an extension of
the notion of cursedness (Eyster and Rabin, 2005) designed to accommodate experimental findings
on failures of contingent thinking such as the ones presented in this paper. Meanwhile, Chew and
Wang (2022) rely on STP to extend the notion of obvious dominance. Piermont (2022) develops
a model in which the decision-maker misperceives or ignores certain hypothetical events, which
allows for STP to fail and can accommodate several of our experimental findings (see also Piermont
and Zuazo-Garin (2022)). Finally, de Clippel (2022) provides implications of failures of STP in
game theory and mechanism design.

While we focus on a specific aspect of contingent thinking (the sure-thing principle), a few
papers formalize other aspects of contingent thinking, including models of local thinkers who fo-
cus on salient aspects of the decision problem (e.g., Gennaioli and Shleifer, 2010 and Gabaix,
2014).9 In particular, Bordalo, Gennaioli, and Shleifer (2012) experimentally show that, in line
with predictions from salience theory, the preference reversal of the common-consequence Allais
problem is drastically mitigated if the randomization is correlated relative to the standard presen-
tation.10 Since our focus is instead on failures of STP, we use the correlated presentation for both
frames (contingent and noncontingent) of the common-consequence Allais problem. Consistent
with Bordalo, Gennaioli, and Shleifer (2012), we find relatively few preference reversals. But in
our comparison between contingent and noncontingent frames, we document a large proportion of
STP failures.

The focus of our paper is on testing possible failures of STP and the tool we use involves a

8Zhang and Levin (2017) extend these results to more general partitions of the state space.
9Other related work includes: Gilboa and Schmeidler (1995), who develop case-based decision theory (where

agents choose acts based on past performance) partly motivated by environments where probabilities or states of the
world are not salient (or easily accessible) features of the problem; Glazer and Rubinstein (1996), who illustrate
how the extensive form can facilitate contingent thinking relative to the normal form of a game; and the experimental
findings of Dal Bó, Dal Bó, and Eyster (2018), who document under-appreciation of equilibrium effects, and Martínez-
Marquina, Niederle, and Vespa (2019), who show that mistakes in contingent thinking occur when these contingencies
are framed in a probabilistic manner.

10Correlated here roughly means that the outcomes are presented state-by-state. Starmer (1992), Starmer and Sug-
den (1993) and Leland (1998) show that regret theory also predicts that behavior depends on the correlation between
lotteries. However, the mechanism implied by regret theory differs from the mechanism under salience, and Frydman
and Mormann (2016) provide further evidence in support of salience theory.
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comparison between different frames, which connects our paper to the literature on framing effects.
The potential difference between the noncontingent and contingent treatments has been previously
examined in the specific context of the common-ratio Allais paradox. Tversky and Kahneman
(1981) and Holler (1983) find significant differences between treatments, but Cubitt, Starmer, and
Sugden (1998) find no significant differences in the marginal responses across treatments, like we
do for this specific problem. Their focus, however, is different from ours and so they do not test if
there is a reduction of reversals (we find there is). We also introduce a conceptual framework that
allows us to go beyond the common-ratio Allais paradox and study anomalies in both decision and
strategic environments.11 Moreover, while there is a large literature documenting the importance
of framing effects (e.g., Tversky and Kahneman, 1986), we find that a specific frame, linked to
people’s ability to put themselves in situations that have not occurred, has a systematic effect
across a wide range of problems that seemed previously unrelated.

2 Experimental framework

We study five classic problems in the laboratory: Ellsberg (ELLS), common-consequence Allais
(CC ALLAIS), a private-values second-price auction (AUCT), a common-value election (ELECT),
and common-ratio Allais (CR ALLAIS). We begin by describing each of the problems and then we
introduce the common experimental framework that applies to all problems.

2.1 Five problems

Each problem has the property that there is an event A in which the choice affects payoffs and an
event Ac in which it does not. We now describe each problem separately.

Ellsberg (ELLS). Figure 1 depicts the classical one-urn Ellsberg discussed in the introduction,
where there are 30 red (R) balls and 60 yellow (Y) or blue (B) balls. Here and in all related
problems, a ball is randomly drawn (with replacement) for each question. In Question 1 (Q1), the
subject must choose between two options, f (win $10 if R or B, $0 otherwise) and g (win $10 if Y
or B, $0 otherwise). In Question 2 (Q2), the subject is asked to choose between two other options,
f ′ (win $10 if R, $0 otherwise) and g′ (win $10 if Y, $0 otherwise). A typical response pattern is
to prefer g in Q1 and f ′ in Q2, which as explained in the introduction violates Savage’s P2, which
we call separability (SEP).

11In a theory paper, Eliaz, Ray, and Razin (2006) make a connection between anomalies in decision and game theory
environments by establishing a formal equivalence between violations of expected utility theory and choice shifts in
groups.
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A︷ ︸︸ ︷ Ac︷︸︸︷
R (1) Y (10) B (89)

Question 1
f $100m $100m $100m
g $0 $500m $100m

Question 2
f ′ $100m $100m $0
g′ $0 $500m $0

Figure 2: CC ALLAIS

Notes: There are 1 red (R), 10 yellow (Y), and 89 blue (B) balls. In each question, a ball is selected (with replacement). In both questions, the
subject’s choice only matters if the ball is R or Y.

Common-consequence Allais (CC ALLAIS). There is an urn with 100 balls. Of the 100 balls,
1 is R, 10 are Y, and 89 are B. In Q1, the subject must choose between f , which gives $100 million
for sure, and g, which gives $500 million if the ball is yellow and $100 million if it is blue.12 In
Q2, the subject must choose between f ′, which gives $100 million if the ball is red or yellow, and
g′, which gives $500 million if the ball is yellow. Figure 2 illustrates these payoffs. The paradox is
that a significant number of subjects choose f (safe option) in Q1 and g′ (risky option) in Q2. This
reversal also constitutes a violation of SEP.

Auction (AUCT). Consider an auction where the highest bidder wins and pays the bid of the
second-highest bidder. There are two bidders, the subject and one other bidder that is represented
by a computer and is equally likely to bid amounts $0.50, $4.50, or $8.50. The subject must choose
an integer bid from $1 to $8. She gets $5.50 if she wins the auction and an outside value of $3 if
she does not.13

Question 1 in Figure 3(a) depicts the choices faced by the subjects. There are three states
of the world, corresponding to the three possible bids of the competitor, and the decision maker
essentially chooses one of two options. Option f ′ corresponds to a bid of $1, $2, $3, or $4 while
option g′ corresponds to a bid of $5, $6, $7, or $8. Question* in the figure contrasts two options,
f and g, that deliver constant payoffs of $3 and $1, respectively. We will not ask Question* in the
experiment but will rather simply assume that more money is preferred to less, i.e., f is preferred

12This is the only decision problem for which we use hypothetical payoffs. Huck and Müller (2012) study three
alternative ways of implementing the common-consequence Allais problem. They find few violations of SEP with
small payoffs, but that violations become more prevalent with hypothetical payoffs expressed in millions of euros. For
a recent meta study in the common-consequence Allais problem, see Blavatskyy, Ortmann, and Panchenko (2022). The
meta study documents under which settings the paradox is more likely and less likely to appear. We also conducted a
version of this problem with real payoffs; see footnote 22.

13While it is standard to normalize the outside value to be zero, here we illustrate the ideas using the payoffs from
the actual experiment, where an outside value of $3 guarantees that subjects do not incur losses. Moreover, we used
a neutral, non-auction language to describe this problem to subjects, in order to avoid the issue pointed out by Cason
and Plott (2014) that subjects may mistakenly interpret the second-price auction as a first-price auction.
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A︷︸︸︷ Ac︷ ︸︸ ︷
$4.50 $0.50 $8.50

Quest.*
f $3 $3 $3
g $1 $1 $1

Quest. 1
f ′ $3 $5 $3
g′ $1 $5 $3

(a) AUCT

A︷︸︸︷ Ac︷︸︸︷
bWB wWW

Quest.*
f $5 $5
g $0 $0

Quest. 1
f ′ $5 $5
g′ $0 $5

(b) ELECT

A︸︷︷︸ A︸︷︷︸
RY B

Quest.2
f x x

g y y

Quest. 1
f ′ x $0

g′ y $0

(c) CR ALLAIS

Figure 3: Dominance: Payoffs in the Auction, Election, and CR Allais problems
Notes: (i) AUCT: There are three possible bids of the computer bidder, $4.50, $0.50, and $8.50, but the subject’s choice only matters if the bid of
the computer is $4.50. Option f ′ corresponds to a bid of $1, $2, $3, or $4 while option g′ corresponds to a bid of $5, $6, $7, or $8.
(ii) ELECT: In event A, the ball is black, computers vote differently, and the subject’s vote matters. In event Ac, the ball is white, both computers
vote White, and the subject earns $5 regardless of her vote.
(iii) CR ALLAIS :x is a lottery that gives a sure payoff of $4, y is a lottery that gives $5.30 with probability .8 and nothing otherwise, and 0 is a
lottery that pays $0 for sure. In Q1, the subject’s choice matters in state RY (the ball is red or yellow) but not in state B (blue). In Q1, the jar has
12 red, 3 yellow, and 85 blue balls. In Q2, the jar has 80 red balls and 20 yellow balls.
(iv) In AUCT and ELECT, Question* represents a trivial choice between a lower and a higher amount of money, illustrating that a preference reversal
violates dominance. We do not ask this question but simply assume more money is preferred to less.

to g.14

In the auction, the choice of an integer bid from $1 to $8 is only relevant in the event that the
other bidder bids $4.50. In this case, however, it is optimal to lose the auction by submitting a bid
of $1, $2, $3 or $4, which is represented by f ′. The paradox in this problem is that, in a treatment
where subjects in the role of the decision maker are asked to submit an integer bid from $1 to
$8, a significant fraction of subjects end up overbidding and choose g′ over f ′. Note that, under
the assumption that f is preferred to g in Question*, which is the assumption that more money is
preferred to less money, then this choice constitutes a reversal: f is preferred to g but g′ is preferred
to f ′. This reversal is a violation of dominance (DOM).

Common-value election (ELECT). There is an urn with 7 white balls and 3 black balls, and one
ball is randomly drawn. There are two computers. If the drawn ball is white (w), both computers
vote White (WW). If the drawn ball is black (b), computers vote for different colors (WB). Without
observing either the color of the drawn ball or the votes of the computers, the subject must choose
between voting for Black and voting for White. If the color chosen by the majority matches the
color of the drawn ball, the subject gets $5; otherwise, she gets $0. It is optimal for the subject to

14By stating Question* we make explicit an assumption that is commonplace in experimental research in the labo-
ratory. Namely, that showing up to participate in an incentivized experiment is taken to indicate that subjects prefer
more money to less. However, a recent paper by Gupta, Rigotti, and Wilson (2021) provides some direct evidence.
One of their environments is a symmetric game in which subjects select between A that entails a payoff of either $15
or $16, and B that would deliver a payoff of $10 or $11. While A is obviously dominant in the sense of Li (2017),
selecting it still involves contemplating more moving pieces than a problem like Question*. There is another player
involved, and there is more than one possible payoff per action. With undergraduates in a laboratory setting, Gupta,
Rigotti, and Wilson (2021) find that 97.3% of subjects select A.
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vote for Black, since, if her vote matters, it must be that the ball is indeed black.
Question 1 in Figure 3(b) represents the payoffs. Voting for Black is represented by f ′ and

voting for White is represented by g′. We also include Question* with options f (a sure payment
of $5) and g (a sure payment of $0), but we do not ask this question and instead assume that f is
preferred to g. The paradox in this problem is that a significant fraction of subjects choose g′ over
f ′, which is a violation of DOM.15

Common-ratio Allais (CR ALLAIS). There is a jar with 100 balls, and the subject answers
two questions, Question 1 (Q1) and Question 2 (Q2). In Q1, the jar has 12 red, 3 yellow, and 85
blue balls. The subject must choose an option that gives $4 if the drawn ball is red or yellow, and
an option that gives $5.30 if it is red. In Q2, the jar has 80 red balls and 20 yellow balls. The
subject must choose between an option that gives $4 for sure and an option that gives $5.30 if it
is red. Note that the ratio of red to yellow balls is the same in both jars, which explains the term
“common-ratio” in this experiment.

To depict this problem in Savage’s framework, let the space of consequences be given by
Z = {x, y, 0}, where x is a lottery that gives a sure payoff of $4, y is a lottery that gives $5.30 with
probability .8 and nothing otherwise, and 0 is a lottery that pays $0 for sure. The set of states is
S = {RY,B}, where RY is the state where the ball drawn from the urn is red or yellow and B is
the state where it is blue. Figure 3(c) depicts the choices faced by the subject in each question. In
Q1, the subject must choose between f ′ and g′. In Q2, the subject must choose between f (a sure
payoff of $4, represented by x) and g (a lottery that pays $5.30 with probability .8, represented by
y).16 The typical paradox is that many subjects choose g′ in Q1 and f in Q2. This is a violation of
dominance (DOM).

2.2 Experimental design

For each of these five problems, we conduct two treatments. The noncontingent treatment is the
benchmark treatment and it is intended to replicate existing results in the literature. In contrast,
in the contingent treatment we elicit choices contingent on the event for which the consequences
of the two options differ, and we investigate if this manipulation has a systematic effect across
problems.

15In Online Appendix B, we describe the complete payoff table, including states that have zero probability, and
argue that depending on the subject’s beliefs about zero probability events, then either DOM or an objective version
of DOM is violated. We will be content with either interpretation (DOM or objective DOM) since our main focus will
be on STP.

16Even though the objective probability of the blue state is zero in Q2, we include it in the table to ease comparison
with Q1. The important feature is that the subject chooses between x and y in Q2, which is the same choice contingent
on event RY in Q1.
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In the contingent treatment, we first describe the payoffs in event Ac and highlight that these
payoffs do not depend on the subject’s choice. Then, we ask the subject to make a choice contingent
on eventA being true. Crucially, we ask the subject to commit to a choice in case eventA is realized
before she knows whether or not the state of the world will be inA. Thus, the subject faces the same
choice she faces in the noncontingent problem. In particular, as in the noncontingent treatment, the
subject (i) also faces a static choice problem in the contingent treatment, and (ii) can also decide
whether or not to take into account the payoff in event Ac.17

To illustrate the contingent treatment, consider Q1 in ELLS. We tell a subject that, if the ball is
(B)lue, then she will get $10. And, if the ball is (R)ed or (Y )ellow, then she has a choice between
the option that pays $10 if the ball is R or $0 if Y (f ), and the option that pays $10 if it is Y and
$0 if R (g). But we ask the subject to commit to a choice in case event A = {R,Y} is realized
before she knows whether or not the state of the world will be in A. Thus, the subject faces the
same choice between f and g that is faced by a subject in the first question of the noncontingent
treatment. For the second question, Q2, we proceed in the same way except that we tell the subject
that she will get $0 if the ball is B. Thus, the subject faces the same choice between f ′ and g′ that
is faced by a subject in the second question of the noncontingent treatment.

Our experimental framework is motivated by the observation that there are two underlying
principles behind the failure of separability (SEP) and dominance (DOM). To illustrate, consider
first the case of SEP in ELLS, where the typical reversal is to choose g in Q1 but f ′ in Q2. There
are two underlying principles behind this reversal. The first is a contingent version of SEP. For
example, if the subject continues to choose g and f ′ in the contingent treatment, then we say that a
contingent version of separability, which we call C-SEP, is violated.

The second principle, and the main focus of the paper, is the sure-thing principle. As an exam-
ple of this principle, consider Q1 and suppose that the subject prefers f over g in the contingent
treatment. Assuming that the subject is indifferent between f and g contingent on Ac, then the
sure-thing principle says that she should prefer f over g in the problem where the choice is not
contingent, that is, in the noncontingent problem. In the experiment, f and g give exactly the same
monetary payoffs in Ac. To focus on the issue of contingent thinking and to avoid testing for in-
difference between two options that deliver the same consequences under Ac, we test a version of
the sure-thing principle where we elicit choice contingent on A and the subject is told exactly what
payoff she would get if a state in Ac is realized, a payoff that does not depend on her choice.18

17For a discussion of dynamic choice problems where the subject is asked to move after receiving information about
an event, see Online Appendix B.

18In addition, this choice not to test for indifference allows us to compare our results to the existing literature, which
also does not ask for indifference.
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Figure 4: Experimental design and tests of STP, SEP, and C-SEP.
Notes: STP fails if there are differences between Question 1 noncontingent and Question 1 contingent, or differences between Question 2
noncontingent and Question 2 contingent. SEP fails if there are differences between Question 1 noncontingent and Question 2 noncontingent.
C-SEP fails if there are differences between Question 1 contingent and Question 2 contingent.

Thus, we test a version of the sure-thing principle, which we abbreviate by STP, that says that if f
is preferred to g contingent on A and f is equal to g outside of A, then f should be preferred to g.
In other words, if f is preferred to g in the contingent treatment, then STP says that f should be
preferred to g in the noncontingent treatment. The same is true regarding Q2 between f ′ and g′.

Figure 4 illustrates the testable hypotheses in the problems where the typical reversal violates
SEP (i.e., ELLS and CC ALLAIS). A comparison between Q1 and Q2 in the noncontingent treatment
is the standard way of testing for SEP in the literature. A comparison between Q1 and Q2 in
the contingent treatment provides a test of C-SEP, our contingent version of SEP. A comparison
between Q1 in the noncontingent treatment and Q1 in the contingent treatment provides a test of
STP; the same is true for the comparison between Q2 across treatments.

Similarly, there are two principles underlying the failure of dominance (DOM). The first is
a contingent version of DOM. In particular, if there is a preference reversal (i.e., if the subject
chooses the dominated option) in the contingent treatment, then we say that a contingent version
of dominance, which we call C-DOM, is violated. The second is STP as introduced above, which
says that, for each question, the options chosen in the contingent and noncontingent framing must
coincide.

Figure 5 illustrates the testable hypotheses in the problems where the typical reversal vio-
lates DOM (i.e., AUCT, ELECT,and CR ALLAIS). A comparison between Q1 and Q* (or Q2 in
CR ALLAIS) in the noncontingent treatment tests DOM. This is the standard test in the literature.
A comparison between Q1 and Q* (or Q2 in CR ALLAIS) in the contingent treatment tests C-DOM,
our contingent version of DOM. Finally, a comparison between Q1 in the noncontingent treatment
and Q1 in the contingent treatment tests STP.

In Online Appendix A, we provide a simple formalization of the connections between the dif-
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Figure 5: Experimental design and tests of STP, DOM, and C-DOM.

Notes: STP fails if there are differences between Question 1 noncontingent and Question 1 contingent. DOM fails if there are differences between
Question 1 noncontingent and Question* noncontingent. C-DOM fails if there are differences between Question 1 contingent and Question*
contingent. In AUCT and ELECT, Question* was not presented to subjects as we directly assumed that subjects prefer more money to less. In
CR ALLAIS, Question* corresponds to Question 2 in Figure 3(c).

ferent concepts depicted in Figures 4 and 5. In particular, we show that, as the informal discussion
in this section suggests, if STP and C-SEP (or C-DOM) hold, then SEP (or DOM) must also hold.
These results formalize the claim that a very particular form of contingent thinking, embodied by
the notion of STP, underlies behavior in classical environments from both decision and game the-
ory. In the experiment, we will apply this simple framework to test to what extent it is failure of
STP that explains the classic anomalies, as opposed to failures of C-DOM or C-SEP.

2.3 Treatments

For each of the five problems, we conduct two treatments, noncontingent and contingent, as de-
scribed above. We conducted both between-subjects and within-subject designs. In the between-
subjects design, each subject participated in one of the five problems and in one of the two treat-
ments only. We conducted three experiments with a within-subjects design. In the first version,
which we refer to as the within design, each subject participated in both treatments for all of the five
problems using the same parameterization of the between-subjects design. Subjects first go over
the noncontingent versions of all problems before going over the contingent versions of all prob-
lems. Provided we can replicate the between-subjects design, the within design provides valuable
information to assess the effect of the treatment.

For robustness purposes, we conducted a second version of a within-subjects design, which
we refer to as as the within+ design, where we exposed subjects to several parameterizations of
each of the five problems. We also conducted a third version that is identical to the first version
except that the subjects were exposed to all five problems using the contingent treatment first and
the noncontingent treatment second. We refer to this version as the withinCNC design.
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Finally, in order to understand the mechanisms behind the treatment effects, we conducted an
auxiliary treatment that uses a different presentation of the Ellsberg and Election problems that we
introduce in Section 4.

The between-design and all the within-design experiments were conducted at the University
of California, Santa Barbara and subjects were recruited using ORSEE (Greiner, 2015). There
were 1,093 subjects who participated only once: 742 participants in the between-subjects design,
a total of 351 in the within-subjects designs (131 in the within, 119 in within+, and 101 in the
withinCNC). The auxiliary treatment was conducted at the University of California, San Diego
and 71 subjects participated. The experiment was conducted using zTree (Fischbacher, 2007).19

At the end of the experiment, each subject was asked additional questions to assess her level of
risk or ambiguity aversion and cognitive ability. We describe these questions and demographic
information in Online Appendix C and in the Procedures Appendix.

3 Results

In subsection 3.1 we use the between-subjects design to document failures of STP. Finding #3,
which rejects the hypothesis that STP holds in all of the five problems that we study is the central
finding. The following subsection shows that the findings hold in the within-subject experiment
where a participant faces both contingent and noncontingent frames for each problem. The within

design also allows us to document (finding #5) that the rates of STP failures at the individual level
are between 19.9% and 72.5%, depending on the problem. In addition, we can show that subjects
that are affected by the contingent/noncontingent frames largely go from being inconsistent with
SEP or DOM to being consistent with C-SEP or C-DOM (finding #7), though we report that there
is some degree of heterogeneity at the individual level.

Subsection 3.3 shows that the results hold for several parameterizations of each problem and
studies correlation of inconsistencies across problems.

3.1 Between-subjects results

Figure 6 summarizes the findings for the between-subjects design. For each of the five problems
and for each treatment (noncontingent, NC, and contingent, C), we report the number of observa-

19A session in the between-subjects (within, within+, withinCNC, auxiliary) design lasted approximately 30 (90,
120, 90, 30) minutes and on average subjects received $9.50 ($19.10, $27.10, $18.60, $9.73) in compensation. In
Online Appendix C we show that in terms of observables there are no significant differences between participants
depending on their university.
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tions and the percent of subjects making each of four (in ELLS, CC ALLAIS and CR ALLAIS, where
subjects face two questions) or two (in AUCT and ELECT, where subjects face one question) pos-
sible choices. Based on these choices, we compute and report the percent of subjects failing SEP
or DOM (in the noncontingent treatment) and C-SEP or C-DOM (in the contingent treatment). In
the last row, we report, separately for each problem, the p-value of a test of the null hypothesis that
percentage failure of SEP or DOM equals percentage failure of C-SEP or C-DOM. There are three
main takeaways from this table and we start by documenting that if for each problem we focus on
noncontingent treatments, we replicate previous results in the literature.

Finding #1. We replicate the anomalies pointed out in the literature for all noncontingent

versions of the problems.

This finding is observed by looking at each column labeled NC (noncontingent treatment).
Consider first the case of ELLS. Most subjects (50.9%) select g in Q1 and f ′ in Q2, a result that
is in line with previous literature, as reviewed by Camerer (1995). These choices are consistent
with the heuristic of ambiguity aversion (Ellsberg, 1961): subjects in this group prefer g in the first
question (where the probability of receiving $10 is known to be 2/3) and f ′ in the second question
(where the probability of receiving $10 is known to be 1/3). There is also a 6.8% of subjects who
fail SEP by selecting f in Q1, but g′ in Q2. Overall, the percent of subjects with choices that
are inconsistent with SEP in ELLS is 57.7%. In the case of CC ALLAIS, in line with the literature,
we find that the most common violation of SEP occurs when subjects select f in Q1 and g′ in
Q2. Such violation is consistent, for example, with the heuristic of regret aversion (Loomes and
Sugden, 1982). The percent of subjects with choices that are inconsistent with SEP is 19.1%. This
relatively low proportion of inconsistencies is in line with the findings of Bordalo, Gennaioli, and
Shleifer (2012).20,21

20Our implementation of CC ALLAIS uses lotteries that are perfectly correlated. Once the state (i.e. a ball) is selected
for one of the questions, it determines the payment for any of the two options. An alternative implementation simply
describes the probability of obtaining each payoff for each option without explicitly describing a state space. It is thus
possible to have a different randomization device to determine payoffs for each lottery, which would be uncorrelated.
Bordalo, Gennaioli, and Shleifer (2012) compare both environments and find that inconsistencies are lower when
lotteries are correlated (in an implementation similar to ours). This result, which is consistent with Salience Theory,
rationalizes the larger inconsistencies observed when lotteries are uncorrelated. That is, in the case of CC ALLAIS our
findings are consistent with the literature: when lotteries are described as correlated, deviations from SEP are relatively
low. But our design allows us to evaluate to what extent STP is satisfied even when there are relatively few deviations
from SEP.

21In addition, the experimental literature has documented that inconsistencies in CC ALLAIS may be larger or
smaller depending on aspects of the implementation; see Huck and Müller (2012) for a study using college students
and a broader population, and the recent meta-study of Blavatskyy, Ortmann, and Panchenko (2022). One concern
is that our results may change if instead of using hypothetical payoffs we had used real payoffs. To evaluate such
possibility, we replaced $100m with 10 dollars and $500m with $20 dollars in Figure 2. We recruited 58 subjects for
the noncontingent treatment and 60 subjects for the contingent treatment. We found that 39.6% of subjects violated
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Figure 6: Between-subjects design: summary of results
Notes: 1) NC: Noncontingent treatment, C: Contingent treatment.
2) In ELLS and CC ALLAIS, (f, f ′) indicates the proportion of subjects who selected f in Q1 and f ′ in Q2. In AUCT and ELECT, (f, f ′)
indicates choices of f in Q* and f ′ in Q1. We assume that all subjects prefer more money to less and so we impute that all subjects select f in Q*.
In CR ALLAIS, (f, f ′) indicates choices of f in Q2 and f ′ in Q1.
3) Shaded cells correspond to choices that are consistent (inconsistent) with SEP/C-SEP or DOM/C-DOM, respectively. % fail SEP/C-SEP and %
fail DOM/C-DOM presents the addition of subjects who chose (f, g′) and subjects who chose (g, f ′).
4) The reported p-value results from a regression in which the unit of observation is a subject. The dependent variable is a dummy that takes value
1 if the subject’s choices fail to satisfy the corresponding postulate, and the right-hand side includes a constant, a treatment dummy that takes value
1 if the subject participated in the contingent treatment, and the demographic variables detailed in Table 3. The p-values we report correspond to
the coefficient estimated for the treatment dummy.
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Choices of g′ in Q1 of AUCT and ELECT are inconsistent with DOM under the assumption
that subjects prefer more money to less. In Figure 6, we force this assumption by imposing that
all subjects would select f in Q*. We find that 32.3% and 84.8% of subjects select g′ in AUCT

and ELECT, respectively. In AUCT, the observed overbidding is consistent with the illusion that it
increases the chance of winning with little cost because the winner pays the second highest bid
(Kagel, Harstad, and Levin, 1987). In ELECT, the mistake is consistent with the heuristic that
subjects choose the color that is more prevalent in the jar. These results are in line with previous
evidence on overbidding in second-price auctions (Kagel (1995)) and non-pivotal voting (Esponda
and Vespa (2014; 2018)).

Finally, in CR ALLAIS, DOM is violated if subjects’ choices are (f, g′) or (g, f ′). Figure 6 shows
that 50% of subjects make choices inconsistent with DOM, qualitatively in line with previous
findings; see Camerer (1995). As in ELLS and CC ALLAIS, the most prevalent anomaly in CR ALLAIS

coincides with the one found in the literature, which corresponds to choosing (f, g′). These choices
are consistent with the certainty effect heuristic (Tversky and Kahneman, 1986).

In terms of Figures 4 and 5, our first finding focuses on the left-most comparison: contrasting
answers to Question 1 of the noncontingent to Question 2 of the contingent treatment, or Question*
for SEP and DOM, respectively. We can subsequently compute to what extent inconsistencies arise
for C-SEP and C-DOM (right-most comparison in the Figures) by focusing for each problem on
subjects who participated in the contingent treatment. Finally, we can compare inconsistencies in
noncontingent relative to contingent treatments, which is what we state in our second finding.

Finding #2. In all problems except CC ALLAIS, the anomalies drop by about half in the contin-

gent treatment; in CC ALLAIS, anomalies increase but the difference is not statistically significant.

In particular, reversals decrease from 57.7% to 27.8% (p-value of .001) in ELLS and from 50.0%
to 25.4% (p-value of .001) in CR ALLAIS. Inconsistent choices decrease from 32.3% to 12.9% in
AUCT and from 84.8% to 46% in ELECT, with both differences being statistically significant.22

SEP in the noncontingent treatment. In the contingent treatment, violations of C-SEP are almost identical, at 41.7%,
and the difference is not statistically significant (p-value .826). Moreover, the three findings listed in this section are
robust to using hypothetical or real payoffs in CC ALLAIS. The percentages of choices between the noncontingent and
contingent treatments were 19.0 vs 28.3 for (f, f ′), 41.4 vs 30.0 for (g, g′), 29.3 vs 10.0 for (f, g′), and 10.3 vs 31.7
for (g, f ′). We find no significant difference in the choice of f in Q1 (48.3% vs. 38.3%; p-value of .280), but we find
a significant difference in the choice of f ′ in Q2 (29.3% vs. 60.0%; p-value of .001).

22We conduct a linear regression in which the unit of observation is a subject. The dependent variable is a dummy
that takes value 1 if the subject’s choices are inconsistent with the corresponding postulate, and the right-hand side
includes a constant, a treatment dummy that takes value 1 if the subject participated in the contingent treatment, and
the demographic variables detailed in Table 3. The p-values we report correspond to the coefficient estimated for the
treatment dummy. A similar approach is followed for the other tests reported in the paper except that when the dataset
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Finally, the proportion of subjects making inconsistent choices in CC ALLAIS increases from 19.1%
to 28.6%, but this difference is not statistically significant (p-value of .258).

Our second finding indicates that, when it makes a difference, the contingent treatment works
to reduce the proportion of inconsistencies. This result suggests that STP fails. However, observing
that the proportion of inconsistencies do not drop (as in CC ALLAIS) is not evidence that STP holds.
Upon inspection of Figure 4 it is possible to conceive a situation where the proportion of subjects
satisfying SEP and C-SEP are not different but where STP for the first and/or second questions
fails. Our third and main finding directly tests whether STP holds in each problem.

Finding #3. We find a treatment effect in all problems. In particular, by comparing the joint

distribution of responses across treatments, we can reject the hypothesis that STP holds in all of

the five problems.

We can also look at the extent to which differences in Q1 or Q2 are driving the failures of STP.
In Q1 of ELLS, f is preferred by 25.4% of subjects (this is the sum of (f, f ′)% and (f, g′)%) in
the noncontingent treatment and by 52.4% of subjects in the contingent treatment; the difference
is statistically significant (p-value of .005). We also find significant differences for Q1 of ELECT

(15.2% vs. 54%; p-value of .000) and Q1 of AUCT (67.7% vs. 87.1%; p-value of .011). For Q1
of CC ALLAIS, there is a difference but it is marginally not significant (34.9% vs 47.6%; p-value of
.25). Moreover, there is a significant difference for Q2 of CC ALLAIS (28.6% vs. 50.8%; p-value of
.013). Finally, we do not find a significant difference for either Q1 or Q2 of CR ALLAIS. The result
for Q2 is reassuring because Q2 is the same question in the noncontingent and contingent treat-
ments for this problem. Interestingly, despite no difference in the marginal distributions, the joint
distribution for CR ALLAIS is significantly different, as evidenced by the drop in half in anomalies.

Our last finding of this section documents that STP fails broadly in all the problems that we
study. This suggests that re-framing the same problem (by emphasizing the states where the conse-
quences of actions differ) does affect subjects’ choices. Moreover, finding #3 in conjunction with
finding #2 indicates that the difference in responses across contingent and noncontingent treat-
ments have directional consequences. In problems where we observe failures of STP and changes
in inconsistencies comparing SEP to C-SEP (or DOM to C-DOM), we observe fewer inconsisten-
cies in the contingent relative to the noncontingent treatment.

The strength of the between-subjects comparison is that we can use uncontaminated answers to
test for STP. For example, a subject who participates in the noncontingent ELLS treatment faces Q1
of that problem without having answered anything prior to that. A similar situation corresponds
to a subject who participates in the contingent ELLS treatment. Comparing the choices of subjects

involves more than one observation per subject (e.g within design), we cluster standard errors by subject.

18



who participate in the noncontingent to the contingent version allows us to cleanly assess whether
STP holds in the aggregate. But a clear shortcoming of the between-subjects design is that we
cannot assess to what extent STP fails at the individual level because no subject faced the same
question in the contingent and in the noncontingent frames. To gain further insight we use the
within design to which we turn next.

3.2 Failures of postulates at the individual level

Figure 7 summarizes the findings for the within design. Recall that this is an experiment with
131 subjects, where each subject participates first in the noncontingent version of all problems
and then in the contingent version of all problems. Since all subjects in the within design face the
noncontingent and the contingent version of each problem, we can evaluate whether each subject
satisfies SEP and C-SEP (or DOM and C-DOM) in each problem. Prior to presenting our findings
in the within design, we describe how we summarize the data.

For each problem, there are four possible outcomes regarding consistency with the relevant
postulate: always consistent (i.e., satisfies the relevant postulate in both treatments; e.g., satisfies
SEP and C-SEP in ELLS), always not consistent, inconsistent in the noncontingent treatment but
consistent in the contingent treatment (NOT → Cons in the figure) and the other way around
(Cons → NOT in the figure). Based on these four outcomes, we compute and report the percent
of subjects failing SEP/DOM and C-SEP/C-DOM. In particular, failure of SEP/DOM is given by
the sum of %AlwaysNOT and %NOT → Cons, since these were the subjects who were not
consistent in the noncontingent treatment. Similarly, the failure of C-SEP/C-DOM (i.e., the failure
of the relevant postulate in the contingent treatment) is given by the sum of %AlwaysNOT and
%Cons → NOT . In the table below the figure, we also report the p-value from a test of the null
hypothesis of an equal proportion of failures of SEP/DOM and C-SEP/C-DOM.

Towards the bottom of the table in Figure 7, we report the percent of STP violations for each
problem. For the problems that have two questions to test STP (ELLS and CC ALLAIS), we say that
the subject fails STP if it fails for at least one of the questions. The bottom three rows in the table
will be explained later. There are four main takeaways from Figure 7.

Finding #4. The findings of the within design are in line with the previous findings from the

between-subjects design.

Inspection of Figures 6 and 7 shows that the levels of failure of SEP/DOM and C-SEP/C-DOM
are comparable to the levels observed in the between-subjects design. In particular, failures of con-
sistency drop by about one-half in all problems except CC ALLAIS, where the difference continues
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Figure 7: Within design: summary of results
Notes: 131 Observations. Always Cons: consistent with the relevant postulate in noncontingent and contingent. Cons → NOT: consistent with
postulate in noncontingent, but inconsistent in contingent, NOT→ Cons: inconsistent with postulate in noncontingent, but consistent in contingent.
Always NOT: inconsistent with postulate in noncontingent and contingent.
(N): p-values for the null hypothesis that failures of SEP/DOM are not different than failures of C-SEP/C-DOM. Details in footnote 23.
qC|I : estimated probability of switching to being consistent (contingent treatment) conditional on being inconsistent in the noncontingent treatment;
qI|C : estimated probability of switching in the opposite direction (becoming inconsistent conditional on being consistent in the original treatment).
(⊗): p-values for the null hypothesis that qC|I = qI|C . For details see footnote 26.
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to be not significant.23,24 Based on this evidence, we feel more confident in taking advantage of the
additional information that the within design provides.

Finding #5. There is a large treatment effect across all problems, as evidenced by the number

of failures of STP documented.

The range of STP violations goes from a low of 19.9% in AUCT to a high of 72.5% in ELLS.
The fact that there is a large number of STP violations and that inconsistencies with separability
and dominance are lower in the contingent version of the problem suggests that most subjects move
from not being consistent to being consistent (i.e. NOT → Cons). The within design can help
us understand to what extent this is indeed the case. Note that a lower bound for failure of STP
is given by those subjects whose consistency is affected by the treatment (either NOT → Cons

or Cons → NOT ), except in CR ALLAIS, where only Q1, and not Q2, can be used to test for
STP. This bound is tight in the AUCT and ELECT problems. But for ELLS and CC ALLAIS, where
there are two questions to test for STP, a subject who is either always or never consistent may still
provide different responses to these questions and, therefore, fail STP.

Finding #6. Subject heterogeneity: In all problems, most subjects whose consistency is affected

by the treatment go from being inconsistent to consistent, but there is also a considerable number

of subjects who go from consistent to inconsistent in the case of SEP.

To the extent that the desire to satisfy SEP is determined by the preferences of a subject, there
is no a priori reason to believe that every subject should be more likely to satisfy this postulate
once faced with the contingent treatment. Indeed, while 36.6% of subjects go from inconsistent to
consistent in ELLS, there are also 13% of subjects who go from consistent to inconsistent.

By definition, the difference between %NOT → Cons and %Cons → NOT is exactly the
difference between subjects failing the noncontingent and contingent versions of the postulate.
For example, in the case of CC ALLAIS, 19.9% of subjects change consistency in one direction
and 10.7% in the other direction; these effects essentially cancel out and the difference of 9.2

23The test proceeds in the following manner. Let j ∈ {ELLS, CC ALLAIS, AUCT, ELECT, CR ALLAIS} capture each
of the problems. For each subject DInc is a dummy variable that takes value 1 if the subject is not consistent with the
corresponding postulate (SEP/DOM in the noncontingent versions and C-SEP/C-DOM in the contingent versions).
DC is a dummy that takes value 1 if the observation is from a Contingent problem and the dummy variable Dj

takes value 1 if the answers are for problem j. We run the following regression, in which for each subject we have
ten observations (corresponding to the contingent and noncontingent answer to each of the five problems): DInc =∑

j

(
δjDj + φj(D

C ×Dj)
)
+ υ, where υ is an error term. The null hypothesis of interest is that there is no effect of

the contingent treatment for each j. The (N) p-values reported in the table of Figure 7 correspond to the null hypothesis
that the corresponding coefficient φj = 0. Standard errors are clustered by subject.

24See Online Appendix D for a more detailed analysis of Findings 1-3 using the data from the within design. In
addition, Table 11 of Online Appendix D provides a detailed comparison of the between design and within design.
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percentage points, which is exactly the difference between %fail SEP (35.1%) and %fail C-SEP
(25.9%), is not statistically significant. But, despite these effects cancelling out, there are still a
total of 30.6% of subjects in CC ALLAIS whose consistency is affected by the treatment. Interest-
ingly, when the relevant postulate is dominance (as in AUCT, ELECT, and CR ALLAIS), there are
essentially no switches in the direction Cons→ NOT .

Another way to interpret these numbers is to note that, if subjects’ actual preferences were
more clearly elicited by the contingent treatment, then we would be incorrectly misclassifying a
large fraction of subjects using the noncontingent treatment, where this large fraction is equal to
the sum of %NOT → Cons and %Cons → NOT , a figure that is as high as 49.5% in ELLS.
Taken together, the two previous findings indicate that, while the treatment can move subjects in
either direction, in all problems except CC ALLAIS, the net effect is to decrease inconsistencies.

The data analyzed so far, however, does not account for base rates of consistency and, in par-
ticular, does not yet prove that the contingent treatment is more likely to convert an inconsistent
subject into consistent than vice versa. To investigate this issue, we define qC|I to be the estimated
probability of switching to being consistent (contingent treatment) conditional on being inconsis-
tent in the noncontingent treatment. Similarly, let qI|C be the estimated probability of switching
in the opposite direction: becoming inconsistent conditional on being consistent in the original
treatment.

Finding #7. In all problems, the estimated probability of switching to being consistent condi-

tional on being inconsistent (qC|I) is significantly higher than the estimated probability of switching

to being inconsistent conditional on being consistent (qI|C).

These probabilities, qC|I and qI|C , are reported in the last rows of the table at the bottom of
Figure 7, pg. 20, together with the p-value for the test of the null hypothesis that qC|I = qI|C .25,26

For ELLS, CC ALLAIS, and ELECT, qC|I is about three times higher than qI|C . For AUCT and
CR ALLAIS, the differences are even larger, as almost all subjects who are originally consistent

25For example, for ELECT,

qC|I =
42

36.6 + 42
= .53 > .18 =

3.8

3.8 + 17.6
= qI|C .

26To test this null hypothesis we proceed in the following manner. Let j ∈
{ELLS, CC ALLAIS, AUCT, ELECT, CR ALLAIS} capture each of the problems. For each subject in the contin-
gent (noncontingent) treatment of each problem DC

Inc (DNC
Inc ) is a dummy that takes value 1 if the subject is not

consistent. We run the following regression, in which for each subject we have five observations (corresponding to the
five problems): DC

Inc =
∑
j

(
αjDj + βj(D

NC
Inc ×Dj)

)
+ ε, where ε is an error term. The null hypothesis qC|I = qI|C

implies that 2αj = 1− βj . The reported p-values in the last row of the table in Figure 7 correspond to a Wald test of
this equality for the corresponding j. In the estimation we cluster standard errors by subject.
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remain consistent in the contingent treatment.
The calculation of qC|I and qI|C can also help us understand why there is no (significant) net

effect on consistency for CC ALLAIS, despite large changes in response to the treatment, as de-
scribed earlier. In particular, the difference between qC|I = .57 and qI|C = .17, while considerable,
is not sufficiently large to lead to a statistically significant reduction in inconsistencies given that
the baseline rate of inconsistency in the noncontingent treatment is 35.1%. It is interesting to com-
pare these figures to the ones for AUCT, where the difference between qC|I = .80 and qI|C = .02

is sufficiently large to lead to a significant reduction in inconsistencies, despite a baseline rate of
inconsistency of only 22.9% in the noncontingent treatment.

Figure 13 of Online Appendix G reproduces Figure 7, but using data from the withinCNC

design that is identical to within except that it inverts the order of the frames: Subjects face all
problems and parameterizations in the contingent frame first and in the noncontingent frame sec-
ond. Consistent with Finding #5, there is a large fraction of subjects who fail STP, ranging from
20.8% (AUCT) to 69.3% (ELLS). There is also similar evidence of heterogeneity, consistent with
Finding #6 and in all problems qC|I is higher than qI|C , in line with Finding #7. Overall, the ev-
idence suggests that failures of STP remain when treatments are faced in different order but that
some of the differences become smaller.

3.3 Multiple parameterizations of each problem

The previous results were obtained for specific parameterizations of five classical problems. To
check the robustness of our results and to be able to assess correlations between problems, we
conducted an additional, within-subjects experiment where subjects were exposed to both the non-
contingent and contingent versions of multiple (rather than just one, as before) parameterizations
for each of the five problems. In particular, we considered five parameterizations for ELLS, three
for CC ALLAIS, ten for AUCT, ten for ELECT, and four for CR ALLAIS. Following the within design
reported earlier, each subject in this new experiment participated in all parameterizations of all five
problems, with all noncontingent versions taking place before all the contingent versions. We refer
to this experiment as the within+ design.

In Online Appendix E we describe the details of the different parameterizations and we also
contrast the results of this within+ experiment with previous results. As we discuss in the online
appendix, the findings of the within+ design are qualitatively in line with the previous findings from
the within design, with two minor differences. First, average inconsistencies continue to drop in the
contingent relative to the noncontingent treatment, but not as dramatically as before. Presumably,
this is driven by the fact that the within+ design is much longer, lasting two hours. Second, for

23



CC ALLAIS, there is now a significant drop in inconsistencies in the contingent treatment driven by
our third parameterization, where we used real payoffs as high as $50 to incentivize subjects. In
addition, for all parameterization of CC ALLAIS, regardless of whether the drop in inconsistencies
is significant or not, we continue to document that qC|I is significantly higher than qI|C .

One advantage of having multiple measures of consistency for each subject and problem in the
within+ design is that we can obtain reliable measures of correlations across problems. We focus
on correlations between dummy variables that describe if a subject satisfies or not the relevant
postulate for each problem (separability or dominance). Correlations provide further evidence
about the stability of preferences within a frame. For example, if there is a frame where people
like to satisfy separability in ELLS but not in CC ALLAIS, one should be more cautious about
drawing inferences about people’s preference to satisfy separability from that frame.

Table 1 shows correlations of consistency with separability and dominance both for the noncon-
tingent version (SEP or DOM) and for the contingent version (C-SEP or C-DOM) of the problems
(see Online Appendix E for a detailed explanation of how these correlations are computed). Our
main finding is that there is a positive correlation across problems for both separability and dom-
inance in the contingent treatment (where there are fewer of these failures), but no correlation in
the noncontingent treatment. This suggests that the noncontingent treatment (i.e., the typical treat-
ment in the literature) may provide a misleading picture of people’s preference to satisfy or not the
standard postulates. It also suggests that the contingent treatment provides a more coherent picture
of people’s tendency to satisfy these postulates.

Finding #8. There is a positive correlation in satisfaction of separability across problems and

also in satisfaction of dominance across problems for the contingent versions, but not so for the

noncontingent versions of the problems.

For ELLS and CC ALLAIS, consistency with (contingent) separability in one problem is cor-
related with consistency in the other problem. The correlation is .482. For AUCT, ELECT, and
CR ALLAIS, consistency with (contingent) dominance in one problem is correlated with consis-
tency in each of the other problems. In particular, the correlation between AUCT and ELECT is
.419, the correlation between ELECT and CR ALLAIS is .389, and the correlation between AUCT

and CR ALLAIS is .415. Across postulates, the correlation is very close to zero or very small, with
the exception of the correlation between CC ALLAIS and CR ALLAIS of .692. Meanwhile, the cor-
relations are very different for the noncontingent treatment. For example, ELLS and CC ALLAIS

are negatively correlated (not significantly different from zero), even though separability underlies
both problems, and several other correlations are negative or have no clear pattern.

24



ELLS CC ALLAIS AUCT ELECT CR ALLAIS

ELLS — -.560 .482∗∗ -.006 -.060 .111 -.030 .298 .086
CC ALLAIS — — .254 -.070 -.250 .047 -.248 .692∗∗∗

AUCT — — — .198∗ .419∗∗∗ .006 .415∗∗∗

ELECT — — — — -.429 .389∗∗

CR ALLAIS — — — — —

Table 1: Correlations across problems
Notes: Correlations in Italics are for noncontingent versions. Correlations in Bold are for contingent versions. Correlations are computed using
standard corrections for multiple measures; see Online Appendix F for details on how correlations are computed. Standard errors are computed by
bootstrapping. The stars indicate that each is significantly different fro zero at the 1%(∗∗∗), 5%(∗∗) and 10%(∗) level. Standard errors are clustered
by subject.

4 Evidence on the mechanism behind the drop in anomalies

We documented differences in behavior between the noncontingent and contingent frames that are
systematic across a wide range of settings. In particular, subjects typically behave in a manner
that is more consistent with classical rationality postulates (dominance and separability) in the
contingent frame. In this section, we examine the possible mechanisms underlying this treatment
effect.

There are two channels through which the contingent frame may be affecting decisions. The
first channel highlights the payoff structure of the problem. Specifically, it emphasizes that the
decision only matters in event A because the payoffs are the same in event Ac. In addition, it
computes the payoffs in event Ac, which may be nontrivial in problems such as the election, where
where the payoff in case the subject is not pivotal depends on the state of the world and how
the computers vote. The second channel is more closely connected to the notion of hypothetical
thinking. In particular, the contingent treatment asks subjects to make a choice conditional on the
event that A realizes. That is, subjects are asked to put themselves in the hypothetical position in
which event A is true, and this is something they may not do on their own even if they were aware
that their choice only matters in A.

To understand to what extent the treatment effect between the contingent and noncontingent
frames is driven by these two channels, we introduce a third frame, which we will call the auxiliary

frame (Aux). The aim of this third frame is to clearly inform subjects of the payoff structure of the
problem, without asking them to make a choice contingent on event A being true. In other words,
of the two channels described above, the first one is still present but the second one is absent in
this new frame.

We focus on two problems, the Ellsberg (ELLS) and common-value election (ELECT) problems.
These are the two problems in which anomalies show the largest drop (29.9 and 38.8 percentage
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points in ELLS and ELECT, respectively; see Table 6), and the highest rates of STP failures (72.5
and 48.8 percent in ELLS and ELECT, respectively; see Table 7). Given that the reductions in
anomalies are large in these two problems, there is room to better understand what is driving the
treatment effect.

In the case of Q1 in ELLS, subjects in this new Aux treatment are told that, if the ball is Red,
their payoff is $10 if they pick option 1 and $0 if they pick option 2; if the ball is Yellow, their
payoff is $0 if they pick option 1 and $10 if they pick option 2; and that if the ball is Blue their
payoff is $10 if they pick option 1 and $10 if they pick option 2. In fact, we mention that if the
ball is blue their payoff is $10 regardless of their choice. But we then simply ask them to make a
choice between options 1 and 2, as opposed to asking them to make a choice that is contingent on
the event {Red, Y ellow} being true. Similarly, for ELECT, we break out the payoff structure into
an event A in which their vote is relevant and an event Ac in which it is not. We then tell subjects
that their vote is only relevant in event A and compute the payoffs for them in event Ac.27 But we
then simply ask them to cast a vote, as opposed to asking them to cast a vote that is contingent on
the event A that their vote is pivotal.

Our previously discussed Findings #2 and #3 show that failures of the underlying postulate
(SEP or DOM, respectively) fall in the contingent treatment relative to the noncontingent in both
ELLS and ELECT. If failures of the underlying postulate in Aux are close to those in NC, but remain
higher than those in C, this would suggest that the drop in failures observed in C is in large part
driven by the second channel, providing direct evidence about the failure of contingent thinking.
If, on the other hand, failures of SEP or DOM in Aux are close to those observed in C, but far from
NC, then it suggests that the treatment effect is mainly driven by the first channel.

We conducted five sessions with 71 participants that faced the Aux frame of both the ELLS

(first) and the ELECT (second) problems.28 Figure 8 presents the findings and, as a reference,
also reproduces the findings for the noncontingent (NC) and contingent (C) frames in the Between
design. In both problems, treatment Aux is in between NC and C in terms of failures of the

27Specifically, we tell participants that if the computers vote for different colors, the subject’s choice will determine
the color chosen by the majority. In this case, if computers vote for different colors and the subject votes for White
(Black), they would receive $5 if the ball drawn from the jar is White (Black) and $0 otherwise. Meanwhile, we tell
them that if computers vote for the same color, then that color would be selected by the majority and that the subject’s
payoff will not depend on how they voted. We also compute payoffs in this case for them. We tell them that if both
computers vote for White (Black), they will get $5 if the ball drawn from the jar is White (Black), and $0 otherwise.

28Sessions for Aux were conducted at UC San Diego. Table 6 in Online Appendix C provides a comparison
between these participants and participants in the between design, which was conducted at UC Santa Barbara. There
is no difference in the samples in terms of our measures of cognitive ability, gender, or stage of their college studies
(a proxy for age). There is a small difference in terms of risk aversion, with the UC San Diego sample being slightly
more risk loving. More participants in UC San Diego are majoring in economics. The p-values that compare across
samples that we report in the text control for these observables.
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Figure 8: Aux frame vs. contingent & noncontingent frames
Notes: 1) NC: Noncontingent treatment, C: Contingent treatment, Aux: Auxiliary treatment
2) In ELLS, (f, f ′) indicates the proportion of subjects who selected f in Q1 and f ′ in Q2. In ELECT, (f, f ′) indicates choices of f in Q* and
f ′ in Q1. We assume that all subjects prefer more money to less and so we impute that all subjects select f in Q*.
3) Shaded cells correspond to choices that are consistent (inconsistent) with SEP/C-SEP or DOM/C-DOM, respectively. % fail SEP/C-SEP and %
fail DOM/C-DOM presents the addition of subjects who chose (f, g′) and subjects who chose (g, f ′).
4) The reported p-values results from regressions in which the unit of observation is a subject. The dependent variable is a dummy that takes value
1 if the subject’s choices fail to satisfy the corresponding postulate, and the right-hand side includes a constant, the demographic variables detailed
in Table 3, and a treatment dummy that takes value 1 if the subject participated in the NC treatment and 0 if the subject participated in the Aux
treatment (for the p-value NC v. Aux) or a treatment dummy that takes value 1 if the subject participated in the Aux treatment and 0 if the subject
participated in the C treatment (for the p-value Aux v. C). The p-values we report correspond to the coefficient estimated for the corresponding
treatment dummy.
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corresponding SEP or DOM postulate. In ELLS, failures of SEP drop from 57.7 percent in NC
to 43.7 percent in Aux, and further to 27.8 percent in C. In ELECT, failures of DOM fall from
84.8 percent in NC to 77.5 percent in Aux, and further to 46 percent in C. In both cases, however,
failures in NC are not statistically different than failures in Aux (p-values of 0.215 and 0.279, in
ELLS and ELECT, respectively), but failures in Aux are statistically different than failures in C
(p-values of .024 and <0.000).

The evidence suggests that the reduction in anomalies when comparing NC to C mainly comes
from the second channel, that is, from the fact that in the contingent frame subjects are asked to
make a choice as if the relevant state is in set A. This suggests that the treatment effect is mainly
driven by people’s failure to put themselves in situations that have not yet happened but that are
the relevant ones for the decision problem at hand.

5 Conclusion

We proposed a common experimental framework to study the extent to which failures of classical
rationality postulates (SEP and DOM) can be attributed to failure of contingent thinking. Our
motivating observation is that these postulates rely on the more basic sure-thing principle (STP),
and that the specific role of STP that we highlight in this paper in connection to SEP and DOM has
largely been overlooked.

We find that some of the most common anomalies uncovered in laboratory experiments, includ-
ing overbidding in auctions, naive voting in elections, and Ellsberg and Allais types of paradoxes,
spring, at least in large part, from the failure of STP. Our strategy is to run subjects through stan-
dard versions of each of these canonical problems (noncontingent frame), and then to run subjects
through slight alterations of each problem (contingent frame), which focus on the subset of states
where their choices affect payoffs. STP would be satisfied if choices were the same across the two
frames, but we find that many subjects behave differently in the two versions of the problem, and
that this difference explains about half of the anomalies in many classic problems.

Moreover, we provide evidence that the differences in anomalies between the noncontingent
and contingent frame are in large part driven by asking subjects to make choices contingent on
the event for which their choice is relevant. In other words, to eliminate differences in anomalies
between the noncontingent and contingent frames, it does not suffice to simply tell people that their
choice is relevant in a particular event and to describe the payoffs in the complementary event. For
there to be a treatment effect, we also need to ask people to make a choice conditional on the
hypothetical event that the relevant event occurred. This suggests that people fail to put themselves
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in situations that have not occurred, which is a key aspect of contingent thinking.
Our findings cast doubts on claims that anomalies are mainly driven by (nonstandard) pref-

erences. Instead, our findings suggest that it is important to examine other aspects of a decision
problem, such as the manner in which people mentally represent the problem. More specifically,
our approach of unpacking failures of standard postulates into failures of STP or genuine failures
of standard postulates can be applied to understand related anomalies by developing theoretical
frameworks that allow STP to fail. Recent theoretical approaches along this dimension include Co-
hen and Li (2022), Chew and Wang (2022), Piermont (2022), Piermont and Zuazo-Garin (2022),
and de Clippel (2022).

Finally, our paper does not fully answer the question of whether failure to mentally place one-
self in a situation that has not yet happened is due to an inability to do so more than a preference for
not doing so. For example, we cannot rule out a situation where it is costly to engage in contingent
thinking, and people are optimally choosing not to engage in contingent thinking given the costs.
Alternatively, people may prefer not to engage in contingent thinking despite negligible costs, for
instance because they prefer to keep the “whole picture” in mind when evaluating choices. But, if
this were the case, then they could still choose to keep this whole picture in mind even if we ask
them to make a choice contingent on a hypothetical event. The finding that they no longer do so in
this case suggests that the story that people have difficulty with contingent thinking is more plau-
sible than the story that people prefer not to engage with contingent thinking. While completely
settling the issue of mistakes vs. preferences is outside the scope of this paper, we hope that further
work pays attention to this issue and the welfare implications of different mental representations
(see Nielsen and Rehbeck (2022) for recent work along these lines).
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