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Abstract of the Dissertation

On the thermodynamic efficiency of a

multiferroic thermomagnetic generator: From

bulk to atomic scale

by

Samuel Mancilla Sandoval

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2014

Professor Gregory P. Carman, Chair

A unique multiferroic type of thermomagnetic generator is being investigated in

order to establish its thermodynamic efficiency at different size scales. This device

generates electricity when a magnetic material interacts with a thermal gradient

by means of a spring-magnet mechanism. This unique technology is compared to

other thermal-electric energy harvesting technologies to show that these devices

have a similar goal of achieving a maximum theoretical efficiency of around 50%

relative to Carnot. The first approach towards achieving improved performance

relies on the analytical modeling, and experimental verification, of several sub-

systems stemming from the original design, which include the optimization of the

magnetic force component, the optimization of the heat transfer process and the

efficiency of the energy conversion process. The method to improve the magnetic

force component is not recommended and neither is the method to improve the

heat transfer process. Nevertheless, the energy conversion subsystem is success-

fully modeled and verified; thereby suggesting that an electromagnetic induction

coil may be better suited for the energy conversion process over a ferroelectric

transduction mechanism at bulk scale. A cascade design is also investigated as a

method to improve device efficiency; though analysis reveals a design flaw, which
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leads to other methods for improving efficiency.

Two models of thermomagnetic generator thermodynamic efficiency are devel-

oped, which are based on distinct approaches taken by Solomon and Brillouin in

order to compare this unique system to a Carnot engine. The model based on a

modified form of Solomon’s approach results in a relative efficiency of 0.5%, which

compares well with an estimate of efficiency based on provided data from the orig-

inal design. This representative model of efficiency was then applied to a survey

of pure elements for comparison, which confirms gadolinium as the best material

for use as a working body with a relative efficiency of around 20% . The model

based on Brillouin’s approach represents a more rigorous thermodynamic analysis,

which qualitatively agrees with the results based on Solomon’s approach, though

it predicts larger values of efficiency for most of the materials in the survey. The

conservative model based on Solomon’s approach is then applied to a hypothetical

system that uses a single-domain magnetic material as a working body. This effort

is pursued since single-domain nanostructures exhibit a remanent magnetization,

which is shown to increase magnetic energy density. The resulting analysis pre-

dicts efficiencies on the order of 30% relative to Carnot for this nanoscale system,

though the effects of size are not considered in this model.

A model is developed to correlate the effects of size on thermodynamic effi-

ciency for this device. Considering a nanoscaled nickel structure as a working

body, this model combines three existing models to predict relative efficiency

values that are comparable to the bulk scale, although this system may operate

closer to room-temperature. This result is unexpected since the absolute efficiency

is shown to increase as a function of decreasing size, though this discrepancy is

explained as a consequence of Curie point suppression. The combined model is

also applied to a hypothetical composite made of separated layers of nickel with

distinct thicknesses. This composite material is predicted to spread the ferro-

magnetic transition across a much larger temperature range as compared to bulk
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nickel, such that this material may be better suited for different applications; for

example, as a sensor or as a thermal switch. Moreover, this combined model is

also shown to be a lower-bound estimate of thermodynamic efficiency, since the

actual performance depends on material characterizations that have yet to be

determined.

The magnetization of ferromagnetic nanostructures as a function of both ap-

plied field, and temperature represents a current engineering challenge. This may

be due to current manufacturing techniques that produce defects, and may also

be due to resolution limitations of commercially available magnetometers. These

challenges also affect a proposed hypothesis regarding the existence of a distri-

bution of transition temperatures within a single nanostructure. This hypothesis

aims to resolve whether the diffuse transition behavior of ferromagnetic nanostruc-

tures is due to volume-averaged magnetometer measurement techniques, and/or

due to surface effects from defects resulting from imperfect manufacturing tech-

niques. These issues would need to be resolved before considering a nanoscale

design, which may potentially be useful as a secondary energy recycling device

in thermally-assisted magnetic recording applications. Nevertheless, a proof-of-

concept experimental setup is offered that may be useful for future designs at the

smallest relevant scales.
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CHAPTER 1

Introduction

The objective of this investigation is to develop a fundamental understanding of

thermodynamic efficiency for a unique thermal energy harvesting device across

multiple scales. The unique multiferroic device of interest may be classified as a

micro-electro-mechanical system (MEMS), which is capable of converting thermal

energy into electrical energy. This device was invented in 2007 by Ujihara et.al.,

and was called a thermal energy harvesting device (TEHD) that makes use of

ferromagnetic materials [UCL07]. In this investigation, we model this device as a

type of thermomagnetic generator (TMG) [SHC10, HSW11b, HSW11a] [ASH08,

SSC14, CBS09, SC14], and hereafter refer to it as a multiferroic thermomagnetic

generator (MTMG), which is shown in Figure 1.1.

This MTMG is designed to operate around room temperatures in order to

convert waste-heat, i.e. from the environment or as a byproduct of heat-intensive

industrial processes, into usable electrical energy. Such a design could poten-

tially power a network of sensors for a variety of applications involving a ther-

mal potential, including the following examples: structural health monitoring,

petroleum transportation, and the detection of a hazardous environment. In gen-

eral, any thermal energy harvesting device involving waste-heat recovery will be

limited to very small absolute efficiencies, i.e. less than 10% [Lee12] [LGM12]

[NVB10] [VKG12a] [VKG12b] [FST11]. Furthermore, these applications would

constrain the size of the power supply to approximately the size of the sensor

itself, which is ever decreasing towards the atomic scale. We aim to maximize
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Figure 1.1: Multiferroic thermomagnetic generator (MTMG) with restoring spring

mechanism (Images borrowed from Ujihara et al., 2007 [UCL07]); (a) Actual

device, (b) cross-section during cooling, (c) cross-section during heating.

thermal energy conversion efficiency in order to recover as much electrical energy

from both the limited thermal energy source and the limited scale. We hypothe-

size that nanoscale magnetic phenomena may dramatically increase the efficiency

of a MTMG, which represents a clean energy technology. Moreover, the atomic-

scale investigation of efficiency for this device may be considered as analogous to

a fundamental biological concept present in nature, e.g. the human body makes

efficient use of its resources by using distributed nano-scale processes [ACL06]

[Car11].

In the human body, the basic source of energy comes from an adenosine-

triphosphate (ATP) molecule, which is synthesized by an ATP enzyme [DSF06]

[DZB04] [JHF01] [KK09] [LSL05] [NBA08] [OW99] [PR99] [SNW02] [SLW99]

[WO98] [YMH01], and schematically shown in Figure 1.2 (left). This biologi-

cal example of interest, which serves as a strictly qualitative comparison in this

investigation, occurs when a human cell breaks down food molecules such that

the resulting ions spread unevenly throughout the cell boundary. This proton
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gradient is analogous to a temperature gradient in a MTMG, and represents the

input energy that drives the conversion into useful energy. The force generated

by the proton gradient drives ions into the base of the ATP enzyme, which causes

the head of the ATP structure to rotate, and thereby rearrange an adenosine-

diphospahte (ADP) molecule into an ATP molecule [KK09] [LSL05] [NBA08]

[SNW02] [SLW99]. This cyclic displacement of protons is analogous to the linear

displacement of the ferromagnetic working body in a MTMG due to a magnetic

instability, i.e a 2nd order phase transition between ferromagnetic and param-

agnetic phases, caused by oscillatory interaction with a thermal gradient. One

MTMG cycle will then produce a useful flow of electrical charge carriers, which

is qualitatively similar to the production of a useful energy packet by an ATP

enzyme. Furthermore, the production of ATP has been observed to operate close

to 100% efficiency [KYN00] [NBA08] [YMH01]. Thus, we aspire to qualitatively

replicate the outstanding efficiency of an ATP enzyme for a MTMG at a similar

scale.

Figure 1.2: Illustration of a ATP synthase (Image borrowed from Stock et al.,

1999 [SLW99]) to harvest energy (left) compared with our fundamental study

element (Images borrowed from T. Chung et al., 2009 [CKC09]) Ni nanobar (i.e.

150nm x 30 nm x 50nm) as a potential working body in thermomagnetic generator

system (right); note that the size scale is similar, and that both involve a transfer

mechanism
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The thermodynamic efficiency of the original MTMG design was not reported,

and was subsequently established by Sandoval et.al in 2010 [SHC10, HSW11b,

HSW11a]. This analysis revealed that the efficiency of the original MTMG was

small, i.e. on the order of 0.01%, since it was designed for maximum power

performance, i.e on the order of 1 mW/cm2. Nonetheless, previous analytical

work suggests that TMG conversion efficiency may be as much as 55% relative to

a Carnot engine operating under the same temperature gradient [BI48] [Ell59]. We

hypothesize that a nanoscaled version of this MTMG (nanoMTMG) may achieve

efficiencies closer to this upper bound when compared to its bulk counterpart.

This hypothesis is based on recent research into Ni single domains (SD) [BWH11]

[BCH13] [CKC09] [WBH11], schematically shown in Figure 1.2 (right), where

magnetization is confined by geometric boundaries at the nanoscale. The confined

magnetization of a SD represents a larger energy density when compared to its

multi-domain bulk counterpart, which indicates a larger absolute efficiency.

We aim to account for size-effects at these small scales in order to predict the

efficiency of a nanoMTMG relative to the original MTMG design. To this end,

in Chapter 2 we review some of the existing thermal energy harvesting devices

with an emphasis on thermomagnetic generators; specifically, we focus on the

MTMG device for which we will continually revisit throughout this investigation.

In Chapter 3 we cover some experimental methods aimed at improving the power

performance of this MTMG, including contactless generation via electromagnetic

induction. In Chapter 4 we review the existing theoretical framework of TMG

efficiency and uniquely apply them to a MTMG to establish efficiency for vari-

ous pure elements acting as a working body at the bulk scale. Subsequently, in

Chapter 5 , we consider various ways to establish the efficiency of this MTMG

both at the atomic and nano scales; including both magnetic analysis, as well as

thermal analysis. These analyses yield different predictions for efficiency, based on

different assumptions, and have yet to be tested. In general, however, they agree
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that the absolute efficiency will benefit from size-effects at the scale of molecules.

Finally, other considerations are reported for future research work aimed at mak-

ing use of this unique MTMG technology in Chapter 6 , before offering concluding

remarks in Chapter 7 .
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CHAPTER 2

Thermal-Electric Energy Harvesting Review

2.1 Introduction

In this chapter, we review a selection of thermal-electric energy harvesting devices

(TEHD), schematically illustrated as a general thermal-engine in Figure 2.1, with

relevant background. We start by reviewing Seebeck effect based thermoelectric

devices since they represent the standard in thermal-electric energy harvesting

devices. We also review other lesser-known TEHDs that are currently active

areas of research, which are thermomagnetic generators (TMG) and pyroelectric

generators (PEG).

Figure 2.1: Schematic for generic thermal-electric energy harvesting device.
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2.2 Thermoelectrics based on the Seebeck effect

The field of Seebeck effect based thermoelectric devices has received considerable

attention over the last few decades [AR10] [AOG12] [CBS09] [CDD03] [ELA10]

[FDF11] [Gan06] [HBK13] [HTS00] [HTW02] [HWT05] [Her06] [HWC13] [Ju08]

[KTH11] [LCZ10] [LW11] [Lut02] [Pet10] [SM09] [SGA09] [SCJ06] [VSC01] [WHC12]

[XYL12] [YC04], though the field began as a discovery made nearly two centuries

ago. In the 1820’s, Dr. Thomas J. Seebeck discovered that a pair of dissimilar

metals held at different temperatures produces a voltage [SO95], i.e. the trans-

port of an electric charge due to a thermal gradient. This phenomenon is called

the Seebeck effect and is the fundamental principle behind Seebeck thermoelectric

generators.

The degree to which a material can separate charge due to the influence of

an applied thermal gradient is known as the Seebeck coefficient (α). The classic

performance parameter used for this type of TEHD is the figure of merit (FOM),

ZT , and the relative efficiency, ηrel, may be defined as given in equation (2.1)

[SCJ06]:

ZT = α2T
ρk

ηrel =
(
Thot−Tcold

Thot

)
·
( √

ZT+1−1√
ZT+1+Tcold/Thot

) (2.1)

Where ρ, k and T are the electrical resistivity, thermal conductivity and mean

temperature, respectively. We observe that ηrel is directly related to ZT , i.e.

the FOM [AOG12] [Gor91] [Tel47]. It seems that the thermoelectric communities

focus on reporting the FOM, rather than on ηrel. Either definition may be ap-

plied and the relation in equation (2.1) is plotted in Figure 2.2 for cross-reference

between either measures.

In 1922, the first application for a Seebeck device was to power a radio receiver

by placing a bimetallic strip inside a fire lamp [Tel47]. In general, metals have

a large thermal conductivity and a small Seebeck coefficient, producing a small
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Figure 2.2: Thermoelectric device relative efficiency as a function of figure of merit

for various operating temperatures.

figure of merit, i.e. ZT � 1, which is a very small relative efficiency [Tel47]. This

marginal power output halted the pursuit of thermoelectric energy harvesting for

several decades. In the 1950’s [Iof57], new semiconductor materials were discov-

ered, e.g. bismuth-telluride alloys (BiTe) [CDD03], which possess a relatively low

thermal conductivity that produces a figure of merit close to ZT = 1. Although

the figure of merit represented a substantial improvement over metal-based ther-

moelectric generators, a figure of merit of ZT = 4 (ηrel ≈ 40%) is required to

compete with other energy harvesting approaches (e.g. magneto-mechanical gen-

erators) [ODD07] [BBR97].
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Recent research in developing new super-lattice thermoelectric materials pre-

dict improved efficiency [CDD03] [HTS00] [HTW02] [HWT05]. A super-lattice

structure is essentially an alternating stack of dissimilar materials that enhance

one or more material properties. A thermoelectric super-lattice structure incor-

porates a layer of non-thermoelectric material, which has a tendency to scatter

phonons (i.e. low thermal conductivity), while still permitting electric charge

transport (i.e. low electrical resistivity). Analytical predictions for these super-

lattice structures suggest a FOM of ZT > 4; however, measured values suggest a

FOM that is just over one, which as yet is hardly an improvement over non-super-

lattice materials. In fact, studies on phonon conduction in super-lattice structures

suggested that the super-lattices may not enhance the thermoelectric process, but

may limit their performance [CZ01] [Gan06] [Ju05] [PS04] [ZC01].

The performance of a Seebeck thermoelectric generators seem to be currently

limited by bulk material properties. A state-of-the-art Seebeck thermoelectric

generator can perform at a relative efficiency of 10% of Carnot, while operating

at a temperature difference of ∆T = 50◦K. A plot of idealized absolute efficiency

versus temperature for a state-of-the-art Seebeck material is shown in Figure 2.3,

where the ambient temperature is 300K. As can be seen from the Figure 2.3, the

typical absolute efficiencies for Seebeck devices that operate around room temper-

ature are on the order of 1 − 2%. Thermoelectric devices require large tempera-

ture gradients to achieve these efficiencies and are thus unsuitable in applications

with relatively small gradients. As a result, current thermoelectric generators are

not widely used in harvesting ambient thermal energy, although this has been

attempted for use as waste-heat recovery for automobiles [ELA10] [KTH11]. Cur-

rent thermoelectric generators are mostly used in specialized applications, such as

in deep-space satellites and in optoelectronic applications.
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Figure 2.3: Plot of ideal efficiency for a Seebeck effect based thermoelectric device,

as a function of operating temperature difference, with cold-side temperature at

Tcold = 300K and Z = 1.

2.3 Thermomagnetic Generators

The extraction of electrical energy from a system that can convert thermal energy

into magnetic energy may be called a thermomagnetic generator (TMG) [BI48]

[Ell59] [KM84a] [KM84b] [Ros67] [Sol88] [Sol91] [Sta59]. The idea behind a TMG

involves a thermally oscillating switch inside a magnetic circuit. The switch is

a ferromagnetic material that exhibits a second-order phase transformation, i.e.

from ferromagnetic to paramagnetic phase, as well as vice versa, about its Curie

temperature. The change in induction within an attached magnetic circuit may
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then generate current in a pick-up coil [Max81]. Before we review the existing

literature on this subject however, we clarify some of the terminology used in this

investigation.

We start by clarifying our use of the term “multiferroics” to describe a class

of devices. The term multiferroics refers to certain active materials, whose phys-

ical description may be derived from the term “ferro,” such as ferromagnetism,

ferroelectricity, or ferroelasticity [CCB07] [Vop12] [Vop13]. Here, we consider a

multiferroic device as a system that incorporates two or more of these “ferroic”

type phenomena, such as the ferromagnetic and the ferroelectric phenomena ob-

served in a MTMG type of device (see Section 2.3.3). However, if we consider the

same case system and instead change its energy harvesting mechanism to elec-

tromagnetic induction, should we then reconsider using the term multiferroic? In

this last instance, the new system can be modeled as a combination of thermo-

magnetic and electromagnetic phenomena. This multiphysics problem involves

two applications of a single “ferroic” type of phenomena (i.e. ferromagnetism).

As such, here we do not describe this type of TMG as a multiferroic device, even

though the materials involved may exhibit multiferroic properties under different

loading conditions for a different application.

We now turn our attention to the term “thermomagnetic,” which up to this

point in the investigation has not been well defined either. We elaborate on this

term by first considering the black-box interpretation, shown in Figure 2.1 in sec-

tion 2.1. Here, we take a system containing only the working body of a fully

operational TMG and consider this as our black-box for further interpretation.

The “thermal” aspect may be interpreted as the input and the output heat ar-

rows going into and out of the black-box, respectively. This heat causes a change

in the “magnetic” aspect of the working body, i.e. within the black-box, which

then causes the production of electrical energy output via electromagnetic induc-

tion. This indirect method of thermal-electric energy harvesting is here referred
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to as a “thermomagnetic” generator, all of which involve a type magnetic phase

transition. Therefore, we first review the relevant physics of a thermally induced

2nd-order ferromagnetic phase transition before reviewing TMGs.

2.3.1 Ferromagnetic Phase Transition

A ferromagnetic material may exhibit a considerably different response to an

applied magnetic field at temperatures above and below a critical temperature,

known as the Curie point, or the Curie temperature. Above the Curie temper-

ature, the ferromagnetic material behaves like a paramagnet; conversely, ferro-

magnetic behavior is observed below the Curie point [ACN72] [CG11] [Sta87]

[CC78]. This transition occurs without latent heat and is therefore classified as

a second-order transformation. A general model that describes all types of mag-

netism, including the second-order magnetic phase transition, does not currently

exist [KGH67]. Nevertheless, the first attempted solutions to the phase transition

problem were the phenomenological models of Ising and Landau [CG11] [KM86].

These models may only qualitatively describe experimental observations, e.g. the

divergence of the heat capacity at the Curie point and do not compare well with ex-

perimental measurements across all relevant temperatures in a second-order phase

transition [KGH67]. One quantitative model of magnetism stems from an assump-

tion that, in general, thermodynamic properties scale according to a power-law in

the vicinity of a second-order phase transformation [KGH67] [Sta87]. This power-

law model however, also fails to satisfactorily compare with experimental data

across all relevant temperatures. We adopt, and here review, the Langevin-Weiss-

Heisenberg model of ferromagnetism, even though it too has similar limitations

[CC78] [CG11] [Jil98] [Oh99].

In 1907, Dr. Pierre Weiss hypothesized a molecular field theory of magnetism

[Wei07], also called mean-field theory (MFT). This theory describes how a local

magnetic force within a material is responsible for the large fields found in ferro-
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magnets with a zero applied-field. This theory is a result of the Curie-Weiss law

of paramagnetism [CC78] [CG11], which describes the mass susceptibility, χm, as

function of temperature and is given in equation (2.2).

χm =
C

(T − θ)
(2.2)

Where C represents the Curie constant and θ the temperature at which the sus-

ceptibility diverges; both of these constants are explicitly defined in equations

(2.3)-(2.4).

C =
µHσ0(J + 1)

3kBJ
(2.3)

θ =
µHγρσ0(J + 1)

3kBJ
(2.4)

Where µH represents the maximum atomic moment, σo the mass specific spon-

taneous magnetization at absolute zero temperature (i.e. σo = Mo/ρ), J the net

atomic angular momentum, kB the Boltzmann constant, γ the molecular field co-

efficient and ρ the density of the material. As can be seen from equation (2.3), the

Curie constant is defined by material properties; on the other hand, the tempera-

ture defined by equation (2.4) must be determined by experimental measurement

[Boz93] [CC78]. In ferromagnets for example, this temperature is theoretically

identical to the Curie temperature. Furthermore, this temperature then yields

information about the molecular field HM , as shown in equation (2.5).

HM = γρσ (2.5)

In the absence of an applied field, the mass specific spontaneous magnetization

σ is only a function of temperature. At absolute zero temperature, the specific

magnetization is a maximum (i.e. σ = σo); however, at the Curie point the

magnetization vanishes (i.e. σ = 0). In between these extreme cases, the behavior

of the spontaneous specific magnetization is described using Brillouin’s function,
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given in equation (2.6).

σ

σ0

=
σ

ngJµB
=

2J + 1

2J
coth

(
2J + 1

2J
a
′
)
− 1

2J
coth

(
a
′

2J

)
= B

(
J, a

′
)

(2.6)

Such that n is the number of atoms per unit volume, a
′

= µHH/kBT and

µH = gJµB where g is the Landé factor and µB is a Bohr magneton. The Landé

factor is a convenient way of distinguishing whether the atomic contribution to

magnetism is due to orbital motion, or pure spin, or some combination of both.

The Bohr magneton is a fundamental unit that is used to describe the magnetic

moment of a hydrogen atom. The Brillouin function describes the general reduced

magnetization behavior, as a function of reduced temperature, for a ferromagnetic

atom [Boz93] [Dar67] and is shown as a plot in Figure 2.4. This description is not

valid if a magnetic field is applied and a few more steps are required to determine

the “adjusted” magnetization. To begin this problem, note that the molecular

field is assumed to apply at all temperatures and fields. At the Curie point, with

zero applied field, the Brillouin function is zero because its argument a
′

= 0.

Thus, the slope of the Brillouin function about this point can be computed using

a Taylor series expansion, i.e. assuming a small value for a
′
, the result of which

is shown in equation (2.7).

B(J, a′) = a′
(J + 1)

3J
(2.7)

After some rearranging, this equation reduces to equation (2.8).

σ

σ0

=

(
kT

µHγρσ0

)
a′ (2.8)

Which represents the molecular field line at any temperature and applied field

[CG11]; however, this equation is only valid in the ferromagnetic region if it in-

tersects with the curve of equation (2.6).

If a field is applied, i.e. the total field equals the sum of the applied field and

the molecular field, the same steps from equations (2.7)-(2.8) apply and they yield
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Figure 2.4: Reduced saturation magnetization of iron, nickel and cobalt, as a func-

tion of reduced temperature, for various values of net atomic angular momentum

(Image borrowed from Cullity et.al. 2011 [CG11]).

the result given in equation (2.9).

σ

σ0

=

(
kT

µHγρσ0

)
a′ − H

γρσ0

(2.9)

Thus, the method of finding the magnetization if the applied field is nonzero is

graphical and illustrated in Figure 2.5. The lines 2 and 4 represent molecular

field lines (i.e. from equation (2.8)) for a ferromagnet below and above its Curie

temperature Tc, respectively, with a zero applied field. The intersection of these

lines with curve 1 (i.e. the Brillouin function) represents the predicted value of
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reduced magnetization; which for point P is about 90% of its maximum, while

zero for line 4 since it is paramagnetic. On the other hand, if a nonzero field

is applied, then the lines shift according to the second term in equation (2.9),

while retaining their respective slope when compared to the zero-field case. The

new intersection points have the following interpretation: point P
′

is only slightly

increased due to its near saturated state, while point B represents a large increase

to about 40% of its maximum since its mass susceptibility is relatively large. This

process allows the computation of M-H-T curves for a given material based on an

average molecular field.

Figure 2.5: Graphical technique for computing reduced magnetization for the case

of non-zero applied field (Image borrowed from Cullity et.al. 2011 [CG11]); curve

1 represents the case of J = 1/2.

The current interpretation of Weiss’ molecular field stems from Heisenberg’s

concept of exchange-interaction energy between neighboring spins, which was in-
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troduced in 1928 [Hei28] and defined in equation (2.10).

Eex = −2JexSiSj (2.10)

Where Jex represents the exchange interaction energy and Si the spin angular

momentum at site i. In other words, this exchange energy is hypothesized to

account for Weiss’ molecular field. If we assume a pure element contains spins

with the same angular momentum S, between z neighbors, then the exchange

energy can be computed at site i as given in (2.11).

Eex = z
(
−2JexS

2
)

(2.11)

This energy may be assumed to be equivalent to the energy of a spin under an

applied field, i.e. the molecular field HM , which is defined in (2.12).

Epot = −µHHm (2.12)

Where µH represents the atomic magnetic moment of each spin. Equation (2.11)

may then be set equal to equation (2.12), in order to produce a relation for the

molecular field, which is given in equation (2.13).

HM =
z (−2JexS

2)

µH
(2.13)

This result may then be substituted into equation (2.4), while assuming J = S

(i.e. the condition of pure spin contribution to the atomic moment), to produce

a relation given in equation (2.14), which reveals the proportionality between the

exchange energy and the Curie temperature of a ferromagnetic material.

Jex =
3kθ

2zS(S + 1)
(2.14)

Although the complete equation of state can be calculated, this theory doesn’t

compare well with experiments in the vicinity of the Curie point [CG11]. For

instance, one drawback of this molecular field theory in the bulk state is illus-

trated in Figure 2.6. In this case, the transition between ferromagnetic, θf , and
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paramagnetic, θp, behavior is diffuse, although MFT predicts a sharp drop to zero

magnetization. This discrepancy, or “fuzziness,” is attributed to spin clusters

[CG11]. Examples of spin clusters include domains, domain walls, or any locally

coherent interaction among adjacent spins. We may further hypothesize that if

these spin clusters are reduced or eliminated, then the drop in magnetization

should reach zero at the same point that the paramagnetic behavior is initiated,

i.e. θf = θp. In other words, MFT represents an average local spin description of

magnetism and as such, the interaction among spins deters this behavior. Never-

theless, this MFT model does agree well with experimental observations for many

magnetic materials at high temperatures and low applied fields [CG11].

Figure 2.6: Bulk behavior of a ferromagnetic material in the vicinity of its Curie

point (Image borrowed from Cullity et.al. 2011 [CG11]).
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2.3.2 Energy Harvesting based on Electromagnetic Induction

Nikola Tesla postulated the first type of thermomagnetic generator with his 1889

patent [Tes89] of a “Thermo Magnetic Motor,” also known as a Curie motor, or

Curie wheel. This system was then given a rigorous thermodynamic treatment by

Brillouin et.al. in 1949 and yielded a theoretical upper-bound value for relative

efficiency of 55% of Carnot for any material [BI48]. At this time, the rare-earth

element Gadolinium (Gd) was not thought of as a suitable material for this appli-

cation due to its rarity. However, the advent of manufacturing techniques capable

of isolating Gd opened the opportunity for further investigation into thermomag-

netic generation [Ell59], since this material possesses a room-temperature Curie

point.

In 1959, Elliott investigated the role of material properties on the performance

of a TMG [Ell59]. This work was largely based on the fundamental study by Bril-

louin; however, the goal of this study was to predict an upper-bound value for

power density and absolute efficiency based on material properties. With Gd as

the switch and Alnico XII as the permanent magnet, Elliot predicted a maximum

power density of 3 Watts per pound of magnetic material at an absolute efficiency

of 0.57%, i.e. 55% of Carnot efficiency. For comparison, thermoelectric power

densities in 1959 were 50 Watts per pound. This study discouraged any more

research on TMG for another quarter-century due to the impractical implementa-

tion of a high Curie temperature material as a switch, e.g. iron, nickel, or cobalt.

However, it should be noted that modern hard ferromagnetic materials, e.g. Nd-

FeB, have energy densities which are an order of magnitude larger than Alnico

XII.

The next significant advancement in TMG theory came in 1984, when Kirol et.

al. proposed a regenerative cycle [KM84a] [KM84b]. A regenerative cycle reuses

the rejected heat from one thermomagnetic generator cycle in order to reduce
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the amount of heat input for the next cycle and thereby increase total efficiency.

This revised fundamental study idealized the regenerative cycle and used numer-

ical analysis techniques in order to predict a maximum relative efficiency of 75%

relative to an equivalent Carnot engine. These predictions inspired at least one

researcher to design, fabricate and test the first TMG.

In 1991, Solomon designed a thermomagnetic generator with a regenerative

cycle [Sol88] [Sol91]. The basic idea of this setup was to oscillate the thermomag-

netic switch, both thermally and magnetically, under very large applied-fields. In

the place of a permanent magnet, a superconducting solenoid coil was used to

produce an arbitrarily large oscillating magnetic field within the switch. If the

energy consumed by the solenoid coil is neglected, the system performed with a

relative efficiency of 44%. On the other hand, when taking into account the en-

ergy required to operate the solenoid, as well as the energy required to maintain

superconducting temperatures, the energy output from the system is insufficient

to compensate for the input power, i.e. a negative-power output. This result did

not discourage other researchers from developing innovative ideas that incorporate

fundamentals aspects of a TMG, such as realizing Tesla’s vision of a Curie motor

[ACF13] [ACF14] [Tra10] [Tra11] [FVT13].

2.3.3 Energy Harvesting based on Multiferroics

More recently, a multiferroic approach to thermomagnetic generation (MTMG)

was demonstrated in 2007 by Ujihara et.al [UCL07]. This type of TMG uses a re-

setting and dynamic mechanism in order to produce power; which was an idea dat-

ing back to the first issued patent on thermomagnetic generation [Tes89] and other

similar investigations [ACF13] [ACF14] [CCC14] [FBS14] [FVT13] [HSW11b] [HSW11a]

[SHC10] [ASH08] [SC14]. We justify the name MTMG for this device in Chapter

4, which thoroughly considers thermodynamic efficiency.

20



In this design, a spring-force mechanism shuttles a soft ferromagnetic switch,

i.e. gadolinium (Gd), between a hot and a cold reservoir. Additionally, the mag-

netostatic force of attraction between the switch in its ferromagnetic-state, i.e.

its cold-state, and a hot-side hard ferromagnet causes a spring displacement. A

ferroelectric material is incorporated onto the spring mechanism for mechanical

transduction in both phases of shuttling. During the next phase of operation,

the thermal contact between Gd and the ferromagnet causes a phase transition

within the working body, such that the magnetostatic force of attraction is reduced

enough to allow a restorative spring displacement. These two phases make up one

complete cycle. This design initiated a research and development trend in mul-

tiferroic thermal energy harvesting [ASH08] [CCC14] [CST13] [CTC12] [DWZ14]

[He12] [JP13] [LBF13] [WBF13] [WSX11]; some of which included working bodies

that exhibit a first-order phase transformation, though these materials will not be

considered in this investigation.

A lower-bound estimate of power density output for this MTMG, while oper-

ating in a vacuum, is 3.61mW/cm2 at a frequency of 27Hz through an operating

temperature range of 273−323K. The device dimensions measure (2x2cm)x6mm,

while the working body dimensions measure 6x6x2mm. A thermodynamic effi-

ciency analysis was not reported in the seminal paper; however, we treat this

problem in Chapter 4 and here we report the relative efficiency of the working

body as approximately 0.20%. This represents an order of magnitude smaller

relative efficiency when compared to Seebeck effect based thermoelectric devices;

however, this design was not optimized for efficiency. We may hypothesize an op-

timized version of this design to yield as much as 100mW/cm2, corresponding to

a maximum relative efficiency of 5.38%, under the same assumptions. Moreover,

this device is limited by the mechanical transduction efficiency of the ferroelectric

material, which remains outside of the scope of this investigation.
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2.4 Pyroelectric Generators

The final type of TEHD device considered in this chapter is known as a pyroelectric

generator (PEG). As the name may imply, a thermal gradient causes a working

body to change states; thereby allowing the production of electricity [FFP10]

[GSP09] [HLB11] [KNP11] [KPS09] [LGM12] [LJL13] [LPH13] [MXL11] [MP13]

[NVB10] [NNP10] [PT14] [RHK11] [SLG08] [SGA09] [Xie09]. This type of device

exhibits both similarities and differences between the previous generators so far

mentioned.

First, the input thermal energy into a pyroelectric generator causes a phase

change, i.e. just as in a thermomagnetic generator. However, PEG materials have

ferroelectric properties [KNP11] [KPS09] [LGM12] [LJL13] [NNP10]. As such,

this phase change is a first-order phase transformation; which means a structural

change occurs within the working body and implies a cost latent heat of trans-

formation energy [LGM12] [LJL13] [SH99][VCV14]. We elaborate on this point

by emphasizing that in one state, the pyroelectric material is in an ordered state

(i.e. as in a ferromagnetic state for TMG), which is contrasted by a second state

described as disordered (i.e. as in paramagnetism for a TMG). In a ferroelec-

tric material, the arrangement of crystallographic dipoles along one direction may

be used to define an ordered state, such that the material is considered disor-

dered if this arrangement is disrupted by thermal agitation. Therefore, one PEG

cycle experiences two opposing phase transformations, each with distinct latent

heats of transformation due to hysteresis. We point out that the hysteresis of a

second-order phase transformation is zero by definition.

Second, a PEG may operate as a direct converter of thermal to electric energy,

i.e. like a Seebeck effect based thermoelectric generator. However, unlike a typical

thermoelectric device, a PEG is not a solid-state device since it employs heat

exchangers to maintain a thermal gradient, which is also true for most TMG.
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The research and development of PEG devices has seen improvements in the last

decade [GSL09] [MP13] [PT14] [RHK11] [SLG08] and they are predicted to attain

a maximum relative efficiency of 50% [SGA09].

2.5 Summary

A literature survey on three distinct types of TEHDs were introduced, reviewed

and finally compared against each other. First, a Seebeck-effect based thermoelec-

tric generator technology was introduced as the most common and commercially

successful of all TEHDs. The class of materials for this application exhibit low

electrical resistivity and low thermal conductivity in order to directly generate

a potential across a thermal gradient. Second, a thermomagnetic generator was

introduced as a device that makes use of a second-order phase transition in fer-

romagnetic materials to indirectly generate a potential: (1) via electromagnetic

induction and (2) via ferroelectric transduction. The Langevin-Weiss-Heisenberg

model of second-order phase transition was reviewed before focusing on the pri-

mary device of interest throughout this investigation; namely, a multiferroic ther-

momagnetic generator. Lastly, a class of TEHD known as a pyroelectric generator,

which makes use of the first-order phase transformation in ferroelectric materials,

was introduced as a cycle capable of generating a potential via direct manipulation

of ions lined along a prescribed axis. All three of these TEHDs accept thermal

energy and produce useful electrical energy and they all appear to predict a max-

imum relative efficiency that is on the order of 50% of Carnot.
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CHAPTER 3

Experimental Approach to Improve Performance

3.1 Introduction

In this chapter, we focus on experiments aimed at improving the output power

performance of a unique MTMG [UCL07], i.e. an innovative thermal-electric en-

ergy harvesting system (see section 2.3.3 for more details), in order to produce

electrical power densities greater than 10mW/cm2. We consider three main limi-

tations to the power production of this device (i.e. currently 3mW/cm2), they are:

(1) the impedance matching between the spring and magnetic force, (2) the ther-

mal heat transfer limitation on operational frequency, as well as (3) the limiting

ferroelectric transduction efficiency. We cover a limited number of experiments

and/or simulations that aim to investigate and improve on these limitations. In

particular, we cover experiments relating to: (1) optimization of magnetic design,

(2) interfacial thermal heat transfer and (3) alternate designs that do not require

ferroelectric transduction.

To improve the power output, we first consider the frequency response of the

case-study MTMG. To increase the dynamic response, we focused on the thermal

conduction at the contact locations, i.e. between the soft ferromagnetic ma-

terial and a heat source. Based on fundamental calculations [CMY69] [Mik74]

[MYM04], a conservative estimate of a 10x improvement may be achievable by

modifying the thermal interface. This would produce power outputs on the order

of 15−30mW/cm2, which represents at least one order of magnitude larger power
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density than what was originally reported. Secondly, to further increase the power

production capabilities, an optimization of the magnetic energy component should

be considered. We cover simulation models that reveal the sensitivity of the force

output as a function of geometry. This is due to the fact that the original device

waw fabricated without analytical considerations aimed at optimizing the force of

attraction between the applied magnetic field and the device geometry. This opti-

mization may then potentially produce power outputs approaching 100mW/cm2.

Finally, we consider substituting the ferroelectric transduction component with

an electromagnetic induction method in order to avoid potentially heavy energy

conversion losses. We review the details of these potential improvements to the

original MTMG design, before reporting details of the corresponding experiments.

3.2 Magnetic Energy

This section focuses on increasing the magnetic force component of a MTMG

by simulation and experimental verification [CBS09]. The magnetic energy is a

function of device geometry as well as the geometry of the ferromagnetic working

body [Boz93] [CC78] [CG11]. We implemented ANSY S R© [DGI87], i.e. a com-

mercially available finite element method (FEM) software package, to model the

magnetic field distribution in order to both predict and to optimize the magnetic

force component of a redesigned MTMG. The FEM model was used to evaluate

various magnetic geometries using an 8-node quadrilateral magnetic element, a 2-

D infinite boundary element for the surrounding air and a Maxwell Surface Force

solution.

We chose to analyze NdFeB as the hard ferromagnetic material since it cur-

rently has the largest energy density of the hard ferromagnetic class of materials

[Oh99]. For the soft ferromagnetic material, we chose to analyze Gd since it repre-

sents the same material used in the original MTMG design. We specifically choose
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to vary the horizontal x-axis width and the vertical y-axis thickness of both the

hard and soft magnets (see Figure 3.1 for the result of one test). In addition, the

gap distance was varied between the materials. The resulting simulation predic-

tions of force can be found in Table 3.1. This simulated data compares reasonably

well with some of the data provided in [UCL07]; however, the plot shown in Figure

3.2 reveals a possible anomaly. The magnetic force is expected to increase with

increasing Gd thickness and instead, we observe an unexpected drop in magneti-

zation for the cases of 50 and 70 micron. This anomalous result is attributed to

modeling error, although the cause of the error remains uncertain.

Figure 3.1: ANSY S R© modeling of the magnetic force of attraction between

gadolinium (top rectangle) and NdFeB (bottom rectangle).
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Figure 3.2: Simulation results revealing an anomaly between magnetic force and

gadolinium thickness.
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Test NdFeB Gd Gap Force

No x [mm] y [mm] x [mm] y [mm] [mm] [N]

1 1 1 1 0.02 0.1 5.1

2 0.5 1 1 0.02 0.1 4

3 1.5 1 1 0.02 0.1 2.2

4 1 0.75 1 0.02 0.1 2.6

5 1 0.5 1 0.02 0.1 1.1

6 1 0.25 1 0.02 0.1 0.5

7 1 1 0.5 0.02 0.1 1.4

8 1 1 0.25 0.02 0.1 0.9

9 1 1 1.5 0.02 0.1 4.7

10 1 1 1 0.05 0.1 9.9

11 1 1 1 0.01 0.1 1.4

12 1 1 1 0.07 0.1 6.7

13 1 1 1 0.02 0.2 2

14 1 1 1 0.02 0.5 0.3

15 1 1 1 0.02 0.05 12.2

Table 3.1: Simulation results for an optimization problem that considers the mag-

netic force between a soft ferromagnetic material in Gd and a hard ferromagnetic

material in NdFeB.
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3.3 Heat Transfer

In general, the power density of the original MTMG device is a linear function of

frequency, which in this investigation is primarily limited by thermal cycling time.

The thermal cycling time of the ferromagnetic element in this microscale device

can be estimated using a lumped capacitance model as the product of the thermal

capacitance and the thermal resistance, the so called RC time constant [BYC05]

[CMY69] [Mik74] [MYM04]. The magnitude of thermal interface resistance is

thus governed by the mechanical and thermal properties of the interface materials,

their surface roughness and the applied force. To achieve faster thermal cycling

times, we focus on the issue of interfacial thermal contact resistance due to surface

roughness.

A primary source of the thermal contact resistance between two solid surfaces

with finite roughness is incomplete contact. Heat conduction can only occur at

places where the asperities of one surface physically touch the other. Therefore,

the asperity deformations, under finite contact pressure, control the amount of

heat transfer. Previous analysis in this field found an approximate value of this

thermal contact resistance for the original MTMG as 1cm2K/W [BJC09] [CBS09].

In the following experiments, we aimed at reducing the contact resistance of Gd

by polishing its surface [CBS09].

We follow the procedure outlined in Figure 3.3 in order to quantify the effect

of surface roughness on heat transfer. We begin by considering two different

types of samples for comparison. In the case of Sample A, Gd has dimensions of

6x6x0.62mm and requires a minimum 0.2 micron peak-to-peak surface roughness

on both of the 6x6mm sides. On the other hand, Sample B consists of a Gd

substrate (with the same planar dimensions as sample A), with two sputtered

layers of Gold (Au) on its top and bottom surface and is constrained to the same

surface roughness tolerance as for Sample A. Other constraints and considerations
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for this process include: (1) samples should have very little or no curvature at all,

(2) no particular thickness after polishing and/or gold sputtering was required, (3)

the 6x6mm sides should be as parallel as possible after polishing and/or sputtering

and (4) Gd tends to react strongly with water and with air.

Figure 3.3: Polishing process to determine gadolinium thermal performance based

on surface roughness.

The polishing process begins by mounting a sample of as-received (AR) Gd

onto a mold-cup, where a 5:1, epoxy:hardener, mixture was added and allowed

to cure overnight at room-temperature. After the sample is pulled away from its

mold-cup, a 600-grit rough grind ensues until a uniform track pattern emerges,

which was observed using a x100 magnification optical microscope as shown in

Figure 3.4. Many samples were polished to various degrees and their surface
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roughnesses were characterized by an atomic-force microscope (AFM). A typical

image of the surface produced by the AFM is shown in Figure 3.5, with the result-

ing characterizations of all samples given in Table 3.2. The surface characteristics

of these samples were also measured using a Wyko optical profiler, with the re-

sults given in Table 3.3. We note that both methods of surface characterization

are from different samples and each reveal an order of magnitude improvement on

surface-roughness for the diamond polish when compared to the as-received (AR)

samples. Nevertheless, the smallest surface roughness produced by this polishing

process was 365 nm, which is almost two times larger than the goal of 200 nm.

Figure 3.4: Optical image of as-received gadolinium surface and after polishing

using various grit sizes.

Polish

Type

Thickness

[micron]

Roughness

p-p [nm]

As-Received 628 1788

600-Grit 535 989

800-Grit 549 1038

1200-Grit 356 948

Diamond 525 716

Table 3.2: Resulting Gd surface roughness, given as peak-to-peak distance using

atomic-force microscopy.

We note here that Gd surface processing in this manner is not recommended
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Figure 3.5: Atomic force microscope image of gadolinium surface after a 1200 Grit

polishing process.

Specification
Thickness

[micron]

Surface Roughness

p-p [micron]

1200 Grit 356 0.900

D − 3µ 525 0.365

Table 3.3: Surface roughness measurements on a Wyko optical profiler for a

1200-Grit and a 3µ diamond polish sample.

for two important reasons. First, heavy oxidation was observed at all points in

the process and could not be avoided; its effect could not be quantified in this

study, though this issue must be addressed and resolved for an optimally tuned

MTMG. Second, and most important, since both sides of the Gd sample required

polishing for testing, we observed different tilt angles among samples. In other
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words, the slight curvature at the bottom of each mold-cup, which is purposely

designed to help set the sample in the correct position, became a hindrance after

the second run for the opposing surface. The resulting tilt was so severe that

thermal contact conductance testing could not be completed on these samples.

Therefore, a different approach to polishing Gd is suggested.

3.4 Harvest by Electromagnetic Induction

In this section, we explore alternate means of energy conversion for MTMG tech-

nology. In particular, we investigate an electromagnetic induction coil as an al-

ternative to ferroelectric transduction [ASH08] [CBS09]. One advantage of this

approach is the potential for direct energy transfer via a magnetic circuit, i.e. no

mechanical interface, which is one reason why early TMG devices adopted this

approach in their analyses [BI48] [Ell59] [Ros67] [Sol88] [Sta59] (see section 2.3.2

for more information). In other words, at least some of the kinetic energy in the

original MTMG spring mechanism design must remain unconverted due to a lack

of perfect efficiency from the ferroelectric transducer [AS07] [CST13] [RCW06]

[SIP04].

In the electromagnetic induction approach, a permanent magnet and a movable

thermal-magnetic switch, which is wrapped inside a solenoid, can be designed to

form a magnetic circuit. The repetitive thermal cycling, due to periodic contact

between Gd and a hot-side permanent magnet, would then cause a magnetic

flux oscillation in the magnetic circuit, which then induces an electromotive force

within the solenoid [Max81]. We focus on modeling this idea before proving the

concept in two different ways.
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3.4.1 Analytical Modeling

The schematics on the left of Figure 3.6 show the open and closed states of a mag-

netic circuit. These circuits were modeled using ANSY S R© 2-D planar elements,

so that the induction could be predicted within the magnetic circuit. The picture

on the top right shows the meshing elements used for this model. This model

predicts a change in induction between the open and closed circuits of about 0.4

Tesla, which can then be used to predict the output power, here given as 157 mW.

Figure 3.6: Schematic illustration of two-states (left), resulting ANSY S R© simu-

lation of induction across the material boundary (right), open-circuit state (top)

and closed-circuit state (bottom).
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We also attempted to prove the concept of a contactless TMG in a different

way, now as a stand-alone system [ASH08] with no artificial switching, i.e. other

than the artificial thermal gradient necessary for operation. In particular, we

model the magnetic circuit based on the design shown in Figure 3.7, with the

resulting simulation given in Figure 3.8. We observe the potential of this design to

be able to harvest energy from both the spring, e.g. via ferroelectric transduction,

as well as electromagnetic induction; though here we only consider the latter. This

concept design is analyzed in section 3.4.2.

Figure 3.7: Design of a mechanically induced thermomagnetic generator [ASH08],

using the electromagnetic induction method to harvest energy.
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Figure 3.8: Simulation results for a stand-alone system representing a multiferroic

thermomagnetic generator, based on schematics in Figure 3.7.
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3.4.2 Experimental Test Setup & Results

An aluminum flywheel is used to mimic the thermal cycling of the ferromagnetic

switch in order to prove the concept of a contactless MTMG, illustrated in Figure

3.6. As the flywheel turns, the working body will open and close the magnetic

circuit as shown in Figure 3.9, i.e. mimicking a change from a ferromagnetic

state to non-ferromagnetic state for a total of six times per flywheel revolution.

Three different switch materials were used in this study, namely: (1) iron, (2)

nickel and (3) silicon steel. Iron produced the largest power density output of 20

mW/cm2 at a frequency of 160 Hz, as shown in Figure fig:ContactlessTMGresults.

One key assumption in this test setup is that the frequency of operation is for a

near-ideal thermal contact between the switch and permanent magnet; thereby

allowing experiments to run as high as 160 Hz operational frequency. Moreover,

the electromagnetic coil operates as expected and may be a suitable option for a

TMG.

We also consider a stand-alone design for a unique proof-of-concept. The ex-

perimental setup of this device is shown in Figure 3.11, with the results shown

in Figure 3.12. From this plot of data, we calculate the RMS power as Pavg =

9.3x10−12W , for a load of R = 10Ω and a frequency of about 0.2 Hz. This small

output could not power any relevant sensor, though the data clearly indicates

regular signal spikes, which we interpret as the system response to changes in

induction over a period of about 10 seconds. Furthermore, the demonstration of

this stand-alone device indicates that multiple harvesting modes could potentially

be implemented together to improve system output; and thereby also increase sys-

tem efficiency. We also note that this was not an optimized design. Furthermore,

possible design improvements include: (1) the use of stronger magnetic materials,

with a room temperature Curie point, to improve performance, (2) reduce the

number of interfaces, (3) operate in a vacuum environment and (4) improve the

solenoid windings.
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Figure 3.9: Experimental setup for proof-of-concept of electromagnetic induction

harvesting for a TMG [CBS09].
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Figure 3.10: Experimental results for proof-of-concept of electromagnetic induc-

tion harvesting for a TMG [CBS09].
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Figure 3.11: Experimental setup for a stand-alone TMG that uses an electro-

magnetic inductor for electrical energy harvesting, compare with Figure 3.7 and

Figure 3.8.
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Figure 3.12: Experimental results for a stand-alone TMG that uses an electro-

magnetic inductor for electrical energy harvesting.
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3.4.3 Other Considerations

We investigate models that have yet to be demonstrated in laboratory setting in

order to encourage further research aimed at proving the concept, or aimed at a

complete redesign. Therefore, we consider a bistable TMG with electromagnetic

inductor, which may dramatically improve performance. We also investigate a

cascaded TMG design, which may improve efficiency by means of a regenerative

method.

It is widely known that reversing the direction of the induction vector will

increase the current output of an attached coil, e.g. as in an electromagnetic in-

duction motor, due to the large magnetic flux change. This idea is captured by

the design shown in Figure 3.13, where two circuits operate 180◦ out of phase,

such that when one circuit is open the other is closed and vice versa [CBS09].

Such a system, can be considered as a bistable TMG, since only one working ele-

ment is ever magnetically stable during the hypothetical operation. This idea was

confirmed by ANSY S R© modeling, though no proof-of-concept has been demon-

strated to date. Nonetheless, this design holds potential for TMG harvesting by

electromagnetic induction and spring mechanism.

We also simulated a cascaded version of the MTMG design, as shown in the

top of Figure 3.14, and present the simulation results of magnetic force (shown

in the bottom of the same figure). We note that a hard ferromagnet like NdFeB

cannot be used at each node in this cascade design and must remain at the bottom

hot-side. In other words, a hard ferromagnet at each node in this design would

compete with adjacent working bodies and thereby reduce performance. This

simulation further suggests that the further Gd is from the bottom the smaller

the force of attraction and thereby, a smaller output by extension. Therefore, we

do not recommend the cascaded design illustrated in Figure 3.14.
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Figure 3.13: Concept of a bi-stable TMG with electromagnetic induction coil

[CBS09].
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Figure 3.14: Schematic of the cascaded TMG design (top), with simulation results

(bottom) [CBS09].
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3.5 Summary

Three performance enhancements of a MTMG were considered, including: (1)

increasing magnetic force, (2) increasing heat transfer and (3) increasing energy

conversion efficiency. First, a 2D optimization study was carried out aimed at

understanding how the geometry of magnetic materials and their relative spacing

affected the magnetic force between them. Some of the test results conflicted with

observed phenomena and as such, the analysis was discarded. Second, the surface

of Gd samples were physical processed to produce a smooth surface for maximum

thermal contact. Although the polishing process produced samples confirming a

smoother surface, the heat transfer analysis could not be carried out to due to

defects resulting from the mechanical processing. Lastly, the energy conversion

process was changed from a ferroelectric transducer to an electromagnetic inductor

for increased efficiency. This concept was proven by a combination of simulation

and experimental verification, which indicates that an electromagnetic induction

coil may be a better design option. The concept of a combination ferroelectric

transducer and electromagnetic induction coil was also proven by analysis and

experimental verification. In addition, a unique concept for increasing efficiency

by means of a cascade design was also investigated; however, flaws in this design

suggest that the device may not benefit as expected. The analytical definitions

of thermodynamic efficiency for a MTMG design are be established in the next

chapter.
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CHAPTER 4

Thermodynamic Efficiency Analysis of a

Multiferroic Thermomagnetic Generator

4.1 Introduction

We begin this chapter by referring to the idealized multiferroic thermomagnetic

generator MTMG [UCL07]; though the focus here shifts towards establishing the

thermodynamic efficiency of this device. We justify this focus by recalling the

biological example of an ATP enzyme from Chapter 1 and represented as a black-

box in Figure 1.2. In Chapter 1, we highlighted the exceptional efficiency of an

ATP enzyme, which here serves as a lofty goal and also serves as an argument

for the fundamental study of TMG efficiency at comparable scales, i.e. the nano

scale or smaller. We also emphasize here that the ATP enzyme does not fit our

criteria to be considered as a type of thermal-electric energy harvesting device; for

example, an input temperature gradient is required in all TEHDs. As such, we

may only qualitatively compare efficiencies of these competing energy generators

[Aut07]. Nevertheless, we aim to establish MTMG efficiency values for the bulk

state in this chapter, in order to predict the efficiency for scaled down versions of

this MTMG technology in the next chapter.

We begin by considering the MTMG as an ideal thermodynamic power-cycle,

as shown in Figure 1.2 (right), such that we may apply standard definitions for

both absolute and relative efficiency regardless of any dynamics that may be

occurring within the black-box [Bej88] [BI48] [CBK11] [SBS13]. In Chapter 2 we
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viewed the black-box dynamics from the perspective of ferromagnetism and with

an emphasis on the second-order transition. We now focus on establishing the

relative thermodynamic efficiency of this unique MTMG in order to investigate

potential device improvements. We first review existing thermodynamics analyses

from Solomon in 1988 and Brillouin in 1949 in order to define the relative efficiency

of a general TMG. These analyses are then applied to an idealized MTMG cycle

for further consideration. Finally, we consider improving the relative efficiency of

a MTMG based on ferromagnetic material considerations.

4.2 Solomon Efficiency

We refer again to 1.2 (right) and comment here that no matter what may have

occurred inside the black-box of a fully operational TEHD, the input heat must

equate to the sum of both the output work and the output heat. This restatement

of the first-law of thermodynamics must be satisfied throughout every process,

as well as over the span of one operational cycle. Furthermore, the second-law

of thermodynamics establishes an upper-bound efficiency limitation between any

two operating temperatures, also known as the Carnot power-cycle limit, for which

we subsequently use as a baseline for comparing relative efficiency values among

distinct power-cycle systems [Bej88] [CBK11]. All of the chosen models for effi-

ciency reviewed here implement both of these thermodynamic relations; however,

they each make different assumptions and therefore, in general, do not predict the

same efficiencies.

We follow the method of Solomon [Sol88] [Sol91] to formulate the thermo-

dynamic efficiency of a MTMG. Here, we consider the following cycle of four

processes, they are: 1) heat rejection at constant field, 2) work of the permanent

magnet at constant temperature, 3) heat input at constant field and 4) work of

the spring at constant temperature. This type of cycle is known as a Stirling cycle
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[Bro77] [Pet10]. The thermal and magnetic energies are calculated for entire cycle,

as well as for each process, such that the definitions of thermodynamic efficiency

may then be applied.

The theoretical maximum work output of a thermomagnetic generator cycle is

assumed to be the total change in magnetic energy [BI48] [Ell59] [Ros67] [Sta59]

[Sol88]. When a material is placed in a magnetic field, an incremental amount work

energy from the working body may be calculated using equation (4.1) [Boz93].

W = −µo
∫
HdM (4.1)

Where H is the applied field, M the magnetization and µo the permeability of free

space. This incremental work is a result of the reorientation of the working body’s

magnetic dipoles, which tend to lie along the field direction [Boz93]. Likewise,

when heat is transferred in and out of the system boundary, i.e. the physical

boundary of the working body, any changes in magnetization at various applied

fields may allow the system to produce work. The work output for a TMG cycle

is then given in equation (4.2) as the sum of all the work contributions resulting

from each process [Sol88] [Sol91].

Wcycle = −µo
∮
HdM (4.2)

If the cycle is described on a plot of magnetization as a function of applied-field,

then the Wcycle is mathematically equivalent to the bounded area [Sol88] [Sol91],

as shown in Figure 4.1.

The most obvious way to increase the bounded area and thereby increase

the work output, is to increase the applied field. This was was accomplished

using a superconducting electromagnetic coil, which had to be kept cool using a

cryogenic refrigerator. The net work produced by Solomon’s design is negative,

i.e. more work was consumed to keep the electromagnet cool then what was

produced by the TMG system. Therefore, we conclude that a permanent magnet
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Figure 4.1: Multiferroic thermomagnetic generator cycle description on a plot of

magnetization vs. applied field (Image borrowed from Hsu et. al. [HSW11a]).

(i.e. fixed applied field) is the best design alternative until room temperature

superconducting materials become available. We next consider heat across the

system boundary.

Thermal energy can be stored within a material if it undergoes a heat transfer

process from state (1) to state (2) and may be calculated using the relation given

in equation (4.3) [CBK11].

Q = ρ

2∫
1

c (T,H) dT (4.3)

Where ρ is the density, c the specific heat as a function of temperature and applied

field. For a given temperature range, and zero applied field, an average specific

heat capacity value may be calculated as given in equation (4.4) [CBK11].

c̄ =

2∫
1

c (T, 0)

T1 − T2

(4.4)
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Therefore, for a zero applied field, equation (4.3) can be reduced to equation (4.5).

Q = ρc̄ (T1 − T2) (4.5)

We now consider these heat and work relations for each process in a MTMG

system.

A thermomagnetic cycle is idealized in Figure 4.1 as two isothermal processes

and two constant-field processes, i.e. as a magnetic stirling cycle [Bro77]. The

magnetic and thermal energies of each process are examined in the next subsec-

tions. The absolute efficiency for the overall cycle is subsequently formulated.

This is followed by an alternate, and equivalent, form of the expression for abso-

lute efficiency.

4.2.1 Process 1− 2: Heat rejection at constant field

The first process changes the state of Gd, i.e. the working ferromagnetic material,

from state (1) to state (2) as shown in Figure 4.1. At state (1), Gd is paramagnetic

with a temperature greater than or equal to its Curie point. The applied magnetic

field is a minimum since there is a separation distance between Gd and the NdFeB

permanent magnet. In general, the applied field is inversely proportional to the

square of the gap distance. The gap distance is constant during this process and

hence the field is also constant. However, the hot Gd material is, at this point in

the cycle, in thermal contact with the cold-side reservoir, which cools the working

body to below its Curie temperature. This cooling process transforms Gd from

paramagnetic to a ferromagnetic phase, thereby increasing its magnetic order.

The work done by the system, resulting from this process, may be calculated from

equation (4.1) and given in equation (4.6).

W1−2 = −µo
∫
HdM = −µoHo(M1 −M2) (4.6)

This work term is similarly evaluated for each process. Also, the heat transfer

during this process may be calculated by using equation (4.5) along with experi-
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mental data for the specific heat of Gd [GSS54] [JGG66].

4.2.2 Process 2− 3: Applied field at constant temperature

After the cooling process the working body is in a ferromagnetic state and is

therefore magnetically attracted to the hot permanent magnet shown in Figure

4.1. The applied magnetic field starts small at state (2), i.e. at 100 A/m or less

and ends as the maximum applied field at state (3). This maximum field, Ha,

which is sufficient to overcome the spring force that holds Gd in place throughout

this process, delivers work to the Gd system as given in equation (4.7) [CBK11].

Wfield =
1

V

∫
F (x, T ) dx (4.7)

Where V represents the volume and F the force as a function of both the spatial

position, x, as well as the temperature of the system. In general, the magnetic

force of attraction is due to the temperature dependence of magnetization within

the hard ferromagnetic material. The integral in equation (4.7) can be evaluated

if the magnetic force distribution is known as a function of temperature, such as

from experimentally determined data shown in Figure 4.2. During this process,

the flight from the cold-side to the hot-side is assumed to take place at constant

temperature, T2 = T3 = Tcold; however, heat will be generated within Gd due to

the magnetocaloric effect.

Heat may evolve from within a ferromagnetic material whenever it is placed in-

side a uniform magnetic field, a phenomenon known as the magnetocaloric effect.

This phenomenon is best explained by examining the atomic magnetic moments.

For example, when the magnetic moments of Gd are aligned due to the applied

field, the magnetic entropy is decreased. However, the second-law of thermody-

namics prohibits the net entropy change of any process to be negative; therefore,

the working body gives up heat such that the net change in entropy is positive.

The reverse process will also apply in Process 4 − 1; however, we neglect both
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Figure 4.2: Magnetic force of attraction between Gd and NdFeB as a function of

gap distance and temperature (Image borrowed from Ujihara et. al.[UCL07]).

of these heat terms for this analysis since the applied field isn’t large enough to

cause a significant change in material temperature [BB81]. In other words, we

treat this process as adiabatic, such that we only evaluate work terms.

We note that Gd is not fully saturated throughout this process, such that the

change in magnetization may be assumed to be linearly proportional to the applied

field. This assumption allows the change in magnetic energy for this process to

be approximated using equation (4.1) and in equation (4.8).

W ≈ −1

2
µo(Ha −Ho)(M2 −M3)− µoHo(M2 −M3) (4.8)

The sum of equation (4.7) and equation (4.8) represents an estimate of the total

work for Process 2− 3 and the result is given as equation (4.9).

W2−3 ≈ −
1

2
µo(Ha −Ho)(M2 −M3)− µoHo(M2 −M3)− 1

V

∫
F (x, T ) dx (4.9)
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At state (3), the working body experiences a maximum magnetization since its

temperature is still that of the cold-side and it experiences the largest applied

field since the gap distance is zero.

4.2.3 Process 3− 4: Heat input at constant field

The working ferromagnetic body will immediately absorb heat once in thermal

contact with the hot-side, such that a phase change occurs, i.e. from a ferromag-

netic to a paramagnetic phase. However, we do not evaluate this heat term until

the first-law of thermodynamics is applied to the overall cycle. Furthermore, we

measured the magnetic field at the boundary of a NdFeB permanent magnet in

order to estimate the value of Ha as on the order of 230 kA/m. This allows the

calculation of magnetic work for this process as given in equation (4.10)

W3−4 ≈ −µo(Ha)(M3 −M4) (4.10)

4.2.4 Process 4− 1: Spring restoration at constant temperature

After the heating process induces a paramagnetic state, the restorative spring

force will displace the system towards its equilibrium position. Here we assume

that this system is optimized to such an extent that the spring force is equivalent

to the magnetic force, such that for the same gap distance, we can assume that

the work contributions from the spring and magnet are equivalent in magnitude,

though of opposite sign. In other words, the net displacement of the working

body, over a complete cycle, is assumed to be zero since the spring force resets

its position. This assumption may also be true for an impedance-matched system

and is favorable in terms of device efficiency. We therefore compute the work of

this process as given in equation (4.11)

W4−1 ≈ −
1

2
µo(Ha −Ho)(M4 −M1)− µoHo(M4 −M1) +Wfield (4.11)
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We neglect the magnetocaloric heat term from this process, i.e. just as in Process

2− 3, thus assuming an adiabatic process.

4.2.5 Cycle Analysis

We now consider calculating both the net heat input and the net work output,

for one MTMG cycle by summing terms from each of the previous processes. We

start by applying equation (4.2) to calculate the net work in this cycle as the sum

of the work terms from each process, i.e. the sum of equations (4.6), (4.9), (4.10)

and (4.11), with the result given in equation (4.12).

Wcycle = W1−2 +W2−3 +W3−4 +W4−1 ≈
1

2
Ha (M3 −M4) (4.12)

Note that this sum cancels out the work contributions from the spring and the

magnet due to the impedance-matched assumption that they are designed as equal

and opposite forces, acting over the same gap distance. Also, the net work term

represents the bounded area of the cycle, shown in Figure 4.1. Thus, we recover

the same definition of work as in the method of Solomon, though uniquely applied

here to a MTMG. This represents the justification for analyzing the multiferroic

system as a type of TMG, as well as for the name MTMG. We may now apply

the first-law of thermodynamics to calculate the net heat input over a cycle and

the result is given in equation (4.13).

Qin = Wcycle +Qout ≈
1

2
Ha (M3 −M4) + ρc̄ (Thot − Tcold) (4.13)

Since we have defined the system as the physical boundary of the thermomagnetic

switch, we may then define the absolute efficiency as the ratio of the net work

produced in a cycle, to the net heat input into the system, as given in equation

(4.14).

ηabs =
Wcycle

Qin

(4.14)
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We may now apply equations (4.12) and (4.14) to (4.14), with the result given in

equation (4.15).

ηabs =
1
2
Ha (M3 −M4)

1
2
Ha (M3 −M4) + ρc̄ (Thot − Tcold)

(4.15)

We assume the heat input term is much larger than the work output term, such

that we neglect the work term in the denominator (e.g. calculations show that

this is a reasonable assumption for low grade heat sources [FST11]). Therefore,

the absolute efficiency is approximated as shown in equation (4.16).

ηabs =
1
2
Ha (M3 −M4)

ρc̄ (Thot − Tcold)
(4.16)

The second-law of thermodynamics is here applied to define the upper-bound

efficiency of any power-cycle, i.e. the Carnot engine efficiency, as given in equation

(4.17).

ηCarnot =
∆T

Thot
(4.17)

Thus, the relative efficiency may then be defined as the ratio of equation (4.16)

to equation (4.17), as given in equation (4.18).

ηrel =
Thot
∆T

1
2
Ha (M3 −M4)

ρc̄ (Thot − Tcold)
(4.18)

For example, assume Gd acts as the working body for a thermomagnetic gener-

ator that operates between 0 ≤ T ≤ 50◦C and operates as an ideal Stirling cycle.

For a maximum applied field strength of 230 kA/m, we find the work of the cycle

as Wcycle = 1.07x105J/m3, the net heat input as Qin = 1.39x108J/m3, the abso-

lute efficiency as ηabs = 0.08% and the relative efficiency as ηrel = 0.5%. We note

that this measure represents an upper-bound for the considered system due to the

assumption of an optimized and ideal system. We also calculated the efficiency

of the actual system using this method and based on reported information about

power and dimensions [UCL07], we estimate the relative efficiency value as 0.2%.
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We note the order of magnitude agreement between these values using Solomon’s

approach for evaluating efficiency and conclude we have a representative model.

Therefore, we similarly calculated the efficiency of the same Gd system by

varying the applied field and the operating temperature ranges, for comparison.

Part of the results are given in Table 4.1 [HSW11a] [HSW11b] [SHC10]. The rest

of the information about this method can be found in Figure 4.3. In general,

we observe that the efficiency of a thermomagnetic generator will increase as the

operating temperature is decreased and as the applied magnetic field increases,

i.e. based on the plots shown in Figure 4.3. We also applied this method to a

survey of pure elements [HSW11a] [HSW11b] [SHC10], with the results shown in

Table 4.2.

Figure 4.3: The effects of ∆T and H on relative efficiency for Gd as a working

body in a multiferroic thermomagnetic energy harvesting device.
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Tcold

[K]

Thot

[K]

Wout

[J/m3]

Qin

[J/m3]
ηabs ηCarnot

ηrel

[%]

0 10 18999 2.64E+07 7.20E-04 0.03534 2.04

0 20 67567 5.84E+07 1.16E-03 0.06826 1.70

0 30 94653 7.88E+07 1.20E-03 0.09901 1.21

0 40 103090 9.83E+07 1.05E-03 0.12780 0.82

0 50 106410 1.39E+08 7.63E-04 0.15480 0.49

10 20 48568 3.28E+07 1.48E-03 0.03413 4.34

10 30 75654 5.32E+07 1.42E-03 0.06601 2.15

10 40 84090 7.27E+07 1.16E-03 0.09585 1.21

10 50 87414 9.44E+07 9.26E-04 0.12384 0.75

20 30 27086 2.04E+07 1.33E-03 0.03300 4.03

20 40 35522 3.99E+07 8.90E-04 0.06390 1.39

20 50 38846 6.16E+07 6.30E-04 0.09288 0.68

30 40 8436 1.95E+07 4.32E-04 0.03195 1.35

30 50 11760 4.12E+07 2.85E-04 0.06192 0.46

40 50 3324 2.17E+07 1.53E-04 0.03096 0.50

Table 4.1: Relevant input parameters and values used to calculate relative effi-

ciency, which is then plotted in Figure 4.3.

57



Elements
Tc

[K]

Magnetic

phase transition

Crystal

structures

Mcold
a[emu/cm3]

(Tcold [K], Ha [Oe])

Max. b Cp

[J/mol ·K]

ηCarnot

[%]

ηrel
c

[%]
Ref.

Co 1394 F-P d Poly 139 (1389, 3000 e ) 54.2 0.36 2 [MS51] [BP79]

Fe 1044 F-P Poly 288 (1039, 3000 e ) 72.5 0.49 3.4 [CG71] [Sha74]

Ni 630 F-P Poly 76 (630, 3000) 42.5 0.79 3.4 [CG71] [OY01]

Gd
288

F-P
Poly 375 (288, 3000) 52.4 1.71 11.4

[DTP98]

294 Single 422 (294, 3000) 59 1.67 20.5

Tb 221 F-A f
Poly 1176 (221, 3000)

148 2.21
17.5 [TLS58] [HLS63]

[JSC84]Single 1180 (221, 3000) 18.1

Dy 89 F-A
Poly 1028 (89, 3000)

70.8 5.32
7.5 [ELS54] [JCS85]

[Woh80]Single 2540 (89, 3000) 23.5

Ho 20 F-A
Poly 1594 (15, 3000)

16.5 25
16.2 [RLS58] [SLS62]

[SC89]Single 2816 (15, 3000) 57

Er 20 F-A
Poly 678 (20, 3000)

20.8 20
3.5 g [Coq77][GF88]

[GLS61][ELS55][SGS04]Single 2430 (20, 3000) 65.1 h

Table 4.2: Multiferroic thermomagnetic generator efficiency model, calculated for

a survey of elements acting as a working element [HSW11a].
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aFor single crystal, only the magnetizations along the easy axis were consid-

ered.

bCp(T ) anomaly appeared in the vicinity of Tc.

cHa = 3kOe and ∆T = 5K are assumed for all the calculations. Optimistic

isothermal magnetization data were chosen from interpolation.

dFerromagnetic to paramagnetic transition at Tc.

eMcold at H = 3000Oe was calculated from linear interpolation.

fFerromagnetic to antiferromagnetic transition at Tc.

gCalculated based on interpolation using limited isothermal magnetization data

for polycrystalline Er.

hηrel = 3.4% if using the isothermal magnetization data from Gama et.al (1988)

[GF88].

4.3 Brillouin efficiency

Here we follow the results of a rigorous thermodynamic analysis of efficiency for

an ideal TMG by Brillouin in 1949 [BI48]. A more detailed derivation of all the

equations used in this section can be found in the Appendix (see section 4.6);

however, the eventual result of this seminal work revealed a maximum of 55%

relative efficiency for any material. Here, we make use of a portion of these derived

thermodynamic relations and apply the same Stirling cycle dynamics under a set

of assumptions that will be covered next. First, the relative permeability of the

material is assumed to take the form shown in equation (4.19).

µ = µo + A(θ − T )n (4.19)

Where µo = 4πx10−7N/A is the permeability of free space, A is a non-zero and pos-

itive constant, θ represents the Curie temperature and n an exponential constant.

A hypothetical plot of relative permeability is given in Figure 4.4, from which

the slope constant A may be extracted; in our case, we compute the slope from
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measured data collected on a superconducting quantum interference detecting

(SQUID) magnetometer for bulk Gd. Next, an assumption on both the tempera-

ture, and applied field profiles, requires a sinusoid of the form shown in equation

(4.20).

T = Ta + b sin (ωt) (4.20)

Where Ta represents the average temperature, b the temperature amplitude of

oscillation and ω the frequency. The range of temperatures, T1 = Thot and T2 =

Tcold respectively, are bound by the relations given in equation (4.21).

T1 = Ta + b < θ

T2 = Ta − b

∆T = 2b

(4.21)

The cycle T −H profile may also be represented in the time domain as illustrated

in Figure 4.5 and in the frequency domain as a parametric function shown in

Figure 4.6. We specifically choose the profile of T and H to match the MTMG

model profile requirement, i.e. illustrated in Figure 4.5, of a two isothermal and

two constant field processes in a Stirling cycle. In this case, the applied field

profile leads the temperature profile by a quarter period phase. From this study,

we summarize the efficiency as given in equation (4.22).

ηabs =
T1 − T2

T1 + 2c̄
AHa

(T1 − T2)
(4.22)

Where c̄ represents the average volume specific heat, as defined in equation (4.4).

We apply this equation using our chosen properties for Gd as an example.

For example, assume a MTMG cycle consisting of two isothermal and two

constant field processes with Gd as a working body. The operating temperatures

are between 290 and 295 K. The applied field is between 0 and 230 kA/m. The

material properties for Gd are given as A = 0.10H/(m·K) and c̄ = 2.4x106J/(m3 ·

K). We can may then compute the predicted efficiency using equation (4.22) as
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Figure 4.4: A hypothetical description of relative permeability as a function of

temperature, from which the slope A may be calculated for efficiency considera-

tions.

Figure 4.5: Idealized Stirling cycle (top-left) for a multiferroic thermomagnetic

generator (top-right), where the ideal (blue) and model (red) temperature and

applied field profiles are plotted in the time domain (bottom).
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Figure 4.6: Parametric model of a multiferroic thermomagnetic generator cycle,

where the temperature and applied field profiles are plotted as a function of fre-

quency.

ηabs = 0.13%, the Carnot efficiency as ηCarnot = 1.69% and the relative efficiency

as ηrel = 7.7%. We then made similar calculations to determine efficiency values

for a survey of pure ferromagnetic elements, which are reported in Table 4.3.
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Mat.
Thot

[K]

Tcold

[K]

A

[H/(m ·K)]

c

[J/(m3 ·K)]

H

[kA/m]

ηCar

[%]

ηabs

[%]

ηrel

[%]

Gd 293 288 1.28E-07 2.41E+06 230 1.69 0.13 7.7

Ni 632 627 3.09E-07 6.00E+06 238 0.79 0.12 15.67

Fe 1044 1039 3.62E-07 8.51E+06 238 0.48 0.10 20.11

Dy 94 89 4.84E-07 2.89E+06 240 5.32 0.41 7.68

Ho 25 20 7.61E-07 5.86E+05 477 20 8.49 42.46

Table 4.3: Results of the Brillouin approach for evaluating efficiency, assuming

the temperature and applied field profiles given in Figures 4.5 and 4.6, applied to

several magnetic materials and using the same material references as in Table 4.2.

4.4 Magnetic Single Domain Considerations

We now focus on improving efficiency based on the previous model analyses of

a MTMG. First, consider the plot shown in Figure 4.1 and consider the well-

established observation from bulk ferromagnetic materials that they tend to have

zero remanent magnetization under a zero-applied field. This phenomenon is hy-

pothesized to be due to the presence of magnetic domains [Wei07], which are

schematically shown on the left-side of Figure 4.7. On the right-side of this fig-

ure, we note that a scaled down ferromagnetic body that behaves like a magnetic

single domain (SD) should exhibit a remanent magnetization, even at zero ap-

plied field. We hypothesize that this remanent magnetization may potentially

improve the efficiency of a MTMG when using the method of Solomon [SHC10]

[HSW11b] [HSW11b] and shown schematically in Figure 4.8. For example, we

use the Brillouin function (see section 2.3.1) to estimate the reduced remanent

magnetization of SD Gd at T = 287K as M/Mo = 0.225. This remanence would

increase the bounded area to such an extent that the new efficiency values would

be ηrel = 33.1% using the Solomon method for evaluating efficiency. This re-
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sult quantitatively supports the qualitative argument of improved efficiency when

including remanent magnetization for SD ferromagnetic working materials.
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Figure 4.7: A schematic hypothesis of magnetic transition behavior for multi-do-

main vs. single-domain of gadolinium (right).

We may further hypothesize that the thermal energy required to induce a

second-order transformation in a multi-domain (MD) material, may actually be

less than that for SD materials representing small permanent magnets. We justify

this hypothesis by considering the energy of a domain wall as a barrier that doesn’t

exist, by definition, in the energy state of a SD. As a consequence, this energy

barrier must be overcome in order to induce the second-order phase transformation

in a MD material. By eliminating domain walls (i.e. energy barriers) the amount

of energy required to undergo the phase transformation will decrease and the

amount of stored magnetization will increase (i.e. due to the absence of competing

domain structures). In other words, a bulk sample of a ferromagnet contains many

domains and these domains may be responsible for interrupting the point at which

magnetic energy is completely balanced by thermal agitation, i.e. a gradual, as

opposed to sharp, second-order phase transition. A consequence of this hypothesis

is that a single-domain ferromagnet will reduce its overall magnetic moment with
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Figure 4.8: The remanent magnetization of a working body can substantially

improve efficiency, which depends on the bounded-area of a power-cycle. The

bounded are of a single-domain is hypothesized to be substantially larger than

that produced by a multi-domain material [SHC10] [HSW11b][HSW11b]. Note

that σ = ρM represents the mass specific magnetization.

less applied thermal energy when compared to its multi-domain bulk counterpart;

thereby increasing the potential for thermomagnetic energy conversion coupling

behavior between these competing geometries.

Thus, we set out to analytically predict the magnetic behavior as a function of

applied field and temperature for a SD to further support this hypothesis, i.e. even

before attempting to prove the concept. This endeavor has yet to yield satisfactory

results, probably due to limitations in our adopted theory of ferromagnetism,

which fails in the vicinity of the Curie point (i.e. recall from section 2.3.1 that no

complete theory of ferromagnetic transition as yet exists). This task also proved

difficult for current micromagnetics simulation methods, which are based on the

Lifshitz-Landau-Gilbert (LLG) equation. For example, the central assumption
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for a solution to the LLG equation, i.e. for a finite-element mesh, requires the

temperature to be far below the Curie point in order to ensure a stable saturation

magnetization vector. This may be the likely reason why Gd has yet to be modeled

as an LLG problem close to room-temperature. However, a modified version of the

LLG equation that takes temperature into account, which is based on the Lifshitz-

Landau-Bloch (LLB) equation, may be able to model the M-H-T behavior of a

single-domain; however, this model requires more computational resources as the

temperature range approaches the Curie point [FCF11] [FFB07]. This is explained

by considering that the susceptibility diverges near the Curie point, while the

magnetic moment behavior becomes unstable. This combination requires a finer

and finer mesh in order to spatially resolve the transition phenomena. In addition,

any micromagnetics model requires a priori knowledge of the Curie temperature,

as well as the complete M-H-T characterization in order to “tune” the magnetic

precession behavior. This last point challenged one of the core assumptions thus

far, which is a constant Curie temperature for any one material. We break away

from this assumption in the next chapter.

4.5 Summary

The thermodynamic efficiency of a MTMG was established in two ways: (1) us-

ing the method of Solomon and (2) using the method of Brillouin. First, the

method of Solomon was modified to account for the energies due to the mechani-

cal spring and permanent magnet. The resulting analysis compared well with the

estimated efficiency from the original MTMG and as such, was applied to a survey

of pure elements for further comparison. This method also verified that of the pure

elements in this survey, Gd represents the best choice for room-temperature appli-

cations and that single crystal Gd would operate around 20% relative efficiency,

which outperforms the poly-crystal form by a factor of about two. The tradi-
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tional 3d ferromagnetic materials, with Curie temperatures approaching molten

states, showed relative efficiency values of about half that of Gd in polycrystal

form, i.e. on the order of 1%. On the other hand, the rare-earth elements, with

mostly cryogenic Curie temperatures, showed relative efficiency values closer to

50% The second design constraint considers the observation that a larger applied

field will translate into a larger net work output, which results in efficiency values

approaching their theoretical maximum of around 50%. Lastly, the method of

Brillouin was applied to a MTMG as a more rigorous estimate of expected ther-

modynamic efficiency. This method was also applied to a survey of materials and

in each case the predicted efficiency was larger when compared to the method

of Brilloiuin. This discrepancy can be attributed to a linear approximation in

the method of Solomon, which provides a more conservative estimate of thermo-

dynamic efficiency. The conservative model from Solomon was then reanalyzed

to predict the change in efficiency when considering single-domain magnetic ma-

terials, which tend to align magnetic energy along a preferred direction in the

absence of an applied field. The resulting analysis predicts efficiencies on the or-

der of 30% relative to Carnot, which is a lower-bound estimate that represents

about a three-fold improvement over conventional bulk materials.

4.6 Appendix

The derivation of Brillouin efficiency [BI48] begins with the definition of the 1st

law of thermodynamics applied to a cycle, given in equation (4.23).∮
dU =

∮
δQ−

∮
δW = 0 (4.23)

Assuming reversibility, the differential of heat absorbed is given by Maxwell’s

relations, where T,B are independent variables, and is defined in equation (4.24)

dQ =

(
∂Q

∂T

)
B

dT +

(
∂Q

∂B

)
T

dB = c(T,B)dT + fdB (4.24)
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Where c is the heat capacity at constant induction, and f is the heat of magne-

tization, with each term in this equation carrying units of energy density J/m3.

The magnetic work done by the system is given in equation (4.25).

−δW = HdB (4.25)

This work is negative since the system loses energy in order to produce work. The

1st law of thermodynamics, i.e. equation (4.23), applied to a process results in

the relation given in equation (4.26).

dU = δQ− δW = [c (T,B) dT + fdB]− [HdB] (4.26a)

dU = c (T,B) dT + (f +H) dB (4.26b)

Where U represents internal energy, and assuming thermodynamic reversibility,

this state variable is an exact differential, such that we may apply Maxwell’s

relations as shown in equation (4.27).

dU =

(
∂U

∂T

)
B

dT +

(
∂U

∂B

)
T

dB (4.27)

We now equate equations (4.26), and (4.27) to yield the relations given in equation

(4.28). (
∂U

∂T

)
B

= c(T,B) (4.28a)(
∂U

∂B

)
T

= f +H (4.28b)

Also, the second partial derivatives of U must equate, which is a relation given in

equation (4.29).

∂

∂B

((
∂U

∂T

)
B

)
T

=
∂

∂T

((
∂U

∂B

)
T

)
B

(4.29)

Substituting the equations (4.28) into equation (4.29), will yield the relation be-

tween c and B as given in equation (4.30).

∂

∂B
(c(T,B))T =

∂

∂T
(f +H)B (4.30a)

∂

∂B
(c(T,B))T =

∂

∂T
(f)B +

∂

∂T
(H)B (4.30b)
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We now define entropy as given in equation (4.31).

dS =
δQ

T
=
c(T,B)

T
dT +

f

T
dB (4.31)

Entropy is also a state variable with an exact differential, from which Maxwell’s

relations apply, as given in equation (4.32).

dS =

(
∂S

∂T

)
B

dT +

(
∂S

∂B

)
T

dB (4.32)

Setting equations (4.31) and (4.32) equal to each other, will yield the expression

given in equation (4.33). (
∂S

∂T

)
B

=
c(T,B)

T
(4.33a)(

∂S

∂B

)
T

=
f

T
(4.33b)

The second partial derivative terms of S must equate, which is a relation given in

equation (4.34).

∂

∂B

((
∂S

∂T

)
B

)
T

=
∂

∂T

((
∂S

∂B

)
T

)
B

(4.34)

Substituting equation (4.33) into equation (4.34) will yield the result given in

equation (4.35).

∂

∂B

(
c(T,B)

T

)
T

=
∂

∂T

(
f

T

)
B

(4.35)

Applying the chain rule to simplify equation (4.35) will yield the relations given

in equation (4.36).

1

T

∂

∂T
(c(T,B))T = f

∂

∂T

(
T−1

)
B

+ T−1 ∂

∂T
(f)B (4.36a)

1

T

∂

∂T
(c(T,B))T =

−f
T 2

+
1

T

∂

∂T
(f)B (4.36b)

Multiply both sides of equation (4.36) by T to yield equation (4.37).

∂

∂T
(c(T,B))T =

−f
T

+
∂

∂T
(f)B (4.37)
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Combining equations (4.30) and (4.37) will yield a relation for f as given in

equation (4.38).

∂

∂T
(f)B +

∂

∂T
(H)B =

−f
T

+
∂

∂T
(f)B (4.38a)

f = −T ∂

∂T
(H)B (4.38b)

Back substitute equation (4.38) into either equation (4.30) or (4.37) to get the

form of c(T,B). If we choose to substitute into equation (4.37), then c(T,B) will

take the form given in equation (4.39).

∂

∂T
(c(T,B))T =

−1

T

(
−T ∂

∂T
(H)B

)
+

∂

∂T

(
−T ∂

∂T
(H)B

)
B

(4.39a)

∂

∂T
(c(T,B))T =

∂

∂T
(H)B +

{
−T ∂

∂T

(
∂

∂T
(H)B

)
B

+
∂

∂T
(H)B ·

∂

∂T
(−T )

}
(4.39b)

∂

∂T
(c(T,B))T =

∂

∂T
(H)B − T

∂2

∂T 2
(H)B −

∂

∂T
(H)B

(4.39c)

∂

∂T
(c(T,B))T = −T ∂2

∂T 2
(H)B

(4.39d)

Integrating both sides of equation (4.39) with respect to B will yield equation

(4.40).

B∫
0

∂

∂T
(c(T,B))TdB

′ =

∫
−T ∂2

∂T 2
(H)BdB (4.40)

Assuming a linear relation for relative permeability, as given in equation (4.41),

then equations (4.26), (4.31), and (4.40) will yield the relations given in equations

(4.42)-(4.44).

H (T,B) =
1

µ (T )
B (4.41)
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U (T,B) = U (T, 0) +
1

2
B2

(
1

µ
− T

∂ 1
µ

∂T

)
(4.42)

S (T,B) = S (T, 0)− 1

2
B2

∂ 1
µ

∂T
(4.43)

c (T,B) = c (T, 0)− 1

2
B2T

∂2 1
µ

∂T 2
(4.44)

Where the heat capacity for zero induction is given in equation (4.45).

c (T, 0) =
∂U (T, 0)

∂T
= T

∂S (T, 0)

∂T
(4.45)

Equation (4.24) may then also be evaluated as given in equation (4.46).

dQ = c (T,B) dT − T

[
∂ 1
µ

∂T

]
B

BdB (4.46)

If dT = 0, then equation (4.46) yields the amount of heat given to the system due

to dB, i.e. the magnetocaloric effect. We now redo the analysis with T , and H

as the independent variables, such that B(T,H) = µ(T )H, to produce a similar

set of equations, given as equations (4.47)-(4.49).

U (T,H) = U (T, 0) +
1

2
H2

(
µ+ T

∂µ

∂T

)
(4.47)

c (T,H) = c (T, 0) +
1

2
H2T

∂2µ

∂T 2
(4.48)

dQ = c (T,H) dT + T
∂µ

∂T
HdH (4.49)

For paramagnetic substances, i.e. T > θ, the Curie-Weiss law is given as equation

(4.50).

µ = µ0 +
C

T − θ
(4.50)
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Equation (4.50) may be simplified if the permeability of free space is neglected,

which yields the relations given in equations (4.51)-(4.52).

∂ 1
µ

∂T
=

1

C
(4.51)

∂2 1
µ

∂T 2
= 0 (4.52)

Equations (4.51)-(4.52) may then be substituted into equations (4.48)-(4.49) to

yield equations (4.53)-(4.54).

dQ = c(T,B)dT − T

C
BdB = c(T,H)dT − CT

(T − θ)2HdH (4.53)

c(T,B) = c(T, 0) (4.54a)

c(T,H) = c(T, 0) +H2T
C

(T − θ)3 (4.54b)

Considering an adiabatic process, i.e. dQ = 0, and equations (4.48)-(4.49), will

yield the relation given in equation (4.55).[
c (T, 0) +

1

2
H2T

∂2µ

∂T 2

]
dT + T

∂µ

∂T
HdH = 0 (4.55)

The relative permeability will be assumed to take the form given in equation

(4.56). 
µ = µo + A(θ − T )n

∂µ
∂T

= −A
∂2µ
∂T 2 = 0

(4.56)

Where A is a positive constant, n is an exponent (here taken as n = 1), and

T ≤ θ. This form of µ allows equations (4.48), and (4.55) to simplify as given in

equation (4.57).

c(T,H) = c(T, 0) = co (4.57a)

c(T,H)dT = ATHdH (4.57b)
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Where co is assumed to be a constant, such that equation (4.57) may be integrated,

with the result expressed as equation (4.58).

co log
T

To
=

1

2
AH2 (4.58)

Where To represents the temperature for which H = 0. Solving for T in equation

(4.58) will yield equation (4.59).

T = Toe
( A

2co
H2) (4.59)

The absolute efficiency may now be defined as given in equation (4.60).

ηabs =
W

Q1

=
Q1 − |Q2|

Q1

= 1− Q2

Q1

(4.60)

Where W is the work output per cycle, Q1, and Q2 represent the net heat input,

and heat output respectively, per cycle. The value of heat Q may be computed

using equation (4.49), such that an isothermal process will yield the result given

in equation (4.61).

Q =

H′∫
H

dQ = T
∂µ

∂T

H′∫
H

HdH =
1

2
T
∂µ

∂T

(
H ′

2 −H2
)

(4.61)

Applying equation (4.56) to this result will simplify into equation (4.62).

Q = −1

2
AT

(
H
′2 −H2

)
(4.62)

This result may be applied to the condition of an adiabatic process, such that

equation (4.58) may be further simplified into the result given in equation (4.63).

co log
T

To
=

1

2
AH2

1 =
1

2
A
(
H
′2
1 −H

′2
2

)
(4.63)

Such that H2
1 −H

′2
1 = −H ′22 , which simplifies equation (4.56) as given in equation

(4.64).

Qi = −1

2
ATiH

′2 (4.64)
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Where the subscript i takes on the value of 1 for the hot-state, and the value

2 for the cold-state. Applying equation (4.64) to equation (4.60) will yield the

definition of Carnot efficiency, which is given as equation (4.65).

ηCarnot = 1− T2

T1

(4.65)

For a Stirling cycle, the thermal energy terms due to changes in heat capacity are

included, which is given in equation (4.66).

Q1 = c(T,H)(T1 − T2) +
1

2
AT1H

′2 (4.66a)

Q2 = c(T, 0)(T1 − T2) +
1

2
AT2H

′2 (4.66b)

Applying this result, with equations (4.57), and (4.60) will yield efficiency as given

in equation (4.67).

ηabs = 1−
co(T1 − T2) + 1

2
AT1H

′2

co(T1 − T2) + 1
2
AT2H

′2
(4.67)

If co is assumed to be large, then equation (4.67) may be simplified to produce the

result given in equation (4.68), which represents the efficiency of a TMG operating

as a Stirling cycle.

ηabs =
T1 − T2

T1 + 2co
AH′2

(T1 − T2)
(4.68)
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CHAPTER 5

Size Effects on Efficiency

5.1 Introduction

In this chapter, we build on the efficiency equations developed in section 4.2

by accounting for size-effects in order to predict MTMG efficiency at the nano

and atomic scales. Specifically, we focus on comparing the magnetization as a

function of temperature between nickel nano and atomic structures and reported

values of bulk nickel. Furthermore, the parameter of interest for this investigation

is the Curie point, which is the temperature for which the magnetic energy of a

ferromagnetic material is perfectly balanced by thermal energy (see section 4.2).

Experiments measuring the Curie point of nickel have shown its reduction for

nano-grained samples when compared to its bulk counterpart. For example, if the

structure is reduced to nanoscale dimension, such as a Nickel nanowire with a 30

nm diameter, the Curie temperature is comparatively reduced by 51 K [CXG07]

[FCF11] [SSC00]. In 2004, Sun et.al. reported nickel Curie temperatures much

lower than its bulk value, e.g. values around 300 K, for structures with features

less than 10 nm [SZL04]. The analysis of nickel nanostructure will use this result,

i.e. Tc ≈ 300K, for a comparison with bulk nickel.

This chapter will show how the trend of a decreasing transition temperature,

i.e. with a corresponding decrease in size for the same material, affects calcula-

tions of thermomagnetic energy conversion efficiency. In particular, three existing

models from literature will be combined to predict this change in efficiency, they
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are: (1) Hsu-Sandoval’s model of MTMG thermodynamic efficiency [HSW11a],

(2) Kittel’s model of ferromagnetic transition [KS65] and (3) Sun’s model of a

suppressed Curie point [SZL04]. The resulting combined model is then applied

to several atomic and nano films to predict a trend in efficiency as a function of

decreasing size [SSC14]. Finally, the combined model may then also be used to

predict the efficiency of a hypothetical composite-volume containing multiple and

separated atomic scale films of similar or distinct thicknesses.

5.2 Background

5.2.1 Model 1 - Thermodynamic Efficiency

The first model considers the thermodynamic efficiency of a MTMG, shown in

Figure 1.1 (a) [UCL07], which was reviewed in section 2.3.3 and defined in section

4.2. From this efficiency analysis, we note here that the relation for absolute

efficiency is approximated as being proportional to the ratio of the change in

magnetization to the change in temperature, i.e. of the working body over the

span of one cycle, and for constant applied field, as shown in equation (5.1).

ηabs ∝
∆M

∆T
(5.1)

We also note from section 4.2 that the Carnot engine efficiency may be summarized

by the relation given in equation (5.2).

ηrel ∝
∆M

∆T

Thot
∆T

(5.2)

These metrics will subsequently be used to compute both the absolute and relative

efficiency values of atomic scale systems operating at different temperatures by

comparing to the bulk case. Moreover, we may estimate ∆M/∆T by examining

the slope of the curve describing the magnetic transition behavior of a ferromagnet

as a function of temperature and zero applied field.
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5.2.2 Model 2 - Ferromagnetic Transition

This atomic model describes the magnetic behavior of a ferromagnet as it transi-

tions from a ferromagnetic state into a paramagnetic state with increasing temper-

ature, which also remains general enough to apply to any ferromagnetic system.

To this end, we apply an exactly solvable statistical mechanics model of a many-

spin system introduced by Kittel in 1965 [KS65]. This model serves the purpose

of analytically describing the observed phenomenon of the decrease in a system’s

magnetic order with increasing temperature. One of the main assumptions is that

neighboring spins are equally coupled via a Heisenberg Hamiltonian exchange in-

teraction energy. Furthermore, the geometric arrangement of the atomic system

does not play a role in the model analysis since the spins are assumed to be-

have independent of each other. The magnetic order of the spin-system begins

as perfect (i.e. normalized to unity by the total number of spins) at absolute-

zero temperature and tends to complete disorder at the Curie transition point as

shown in Figure 5.1(a). This model also requires a minimum of N = 20, 000 spins

(i.e. statistical data points) in order to predict a reasonable drop in magnetic

ordering (i.e. about ten percent order at its Curie point) of a general magnetic

spin-system. The derivation of this model can be found in the original paper and

here we apply key results from that derivation to describe the ferromagnetic tran-

sition of various systems with differing Curie points. The governing equation that

predicts the degree of order in the magnetic system is given in equation (5.3).

〈η〉 = 1−
(

2

NZ

)∑
p
pGpe

−λpβ (5.3)

Where η represents the magnetic order of the system, which is bounded between

0 and 1 as a dimensionless fraction of the complete magnetic saturation, N the

number of spins, Z the partition function, p the number of reversed spins, Gp and

λp represent the degeneracy and eigenvalue of the system at the p-th eigenstate,

respectively, β the reciprocal of the thermodynamic temperature, i.e. β = kBT ,
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and the sum runs over p-values ranging between 0 ≤ p ≤ N/2.

The definition of Curie temperature prescribes the condition of balance be-

tween thermal and magnetic energy and is given as equation (5.4).

kBTC =
1

2
NJ (5.4)

Where J represents the Heisenberg exchange interaction energy and kB is Boltz-

mann’s constant. We now also define a dimensionless parameter, α, as defined in

equation (5.5), which represents the ratio of magnetic energy to thermal energy.

α ≡ NβJ =
NJ

kBT
(5.5)

We note from the condition of equation (5.4), that α = 2 at the Curie point. The

minimum number of spins must be N ≥ 20, 000 for the model to be valid, with

increasing accuracy as N →∞. We apply this model to the specific case of bulk

nickel to show the transition as a function of absolute temperature. We must

choose an empirically measured value for the Curie point to apply this model. In

this case, we choose to apply the Curie point for bulk nickel, see Table 5.1, as

Tc = 630K [CG71]. The resulting curve of order as a function of temperature,

shown in Figure 5.1 (b), reveals the expected trend of a decrease in magnetic order

as thermal energy increases; all the way to about 10% of full saturation at the

chosen Curie point.
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Figure 5.1: A statistical mechanics model of ferromagnetic transition for a

many-spin system [KS65]; (a) dimensionless representation for both order and

thermomagnetic energy balance, for various number of atomic spins (Image bor-

rowed from Kittel [KS65]) and (b) semi-dimensional analysis of this model applied

to N = 20, 000 bulk nickel spins using values from Table 5.1, i.e. the equivalent

of Curve E from (a).
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Input Value

Applied Field Ha = 3kOe

Specific Heat c̄ = 32.5J/(mol ·K)

Operating Temperatures Tcold = 625K; ∆T = 5K

Bulk Curie Temperature Tc = 630K

Maximum Magnetization Mmax = 76emu/cm3

Bulk Exchange-Energya 8.698x10-18erg

Atomic Diameter do = 0.248nm

Table 5.1: Input parameters for bulk nickel as working body of a MTMG, taken

from [HSW11a].

aApproximate exchange-energy for a sample of N = 20, 000 spins from bulk

state.

5.2.3 Model 3 - BOLS Correlation

The third, and last of the existing models, hypothesizes that the atomic coordi-

nation number, CN , or the number of nearest neighbor atoms, z plays a crucial

role in determining the observed percent suppression when compared to the bulk

case, which has a full CN, i.e. zb = 12. In the case of imperfect CN , i.e. z < 12,

the surface-to-volume ratio is close to unity and surface features will dominate the

physics of the solid. The bond energy between neighboring atoms of an extended

solid may become drastically different when compared to solids with CN imper-

fection. This phenomenon may be explained by the Bond-Order-Length-Strength

(BOLS) correlation, first derived by Sun et.al. [SZL04] and applies to very flat,

or very curved, geometries. For example, the Curie point tends to absolute-zero

temperature for the case of an isolated atom, i.e. z = 0. A summary of definitions
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for this BOLS correlation is given as a set in equation (5.6).
ci = 2/ {1 + exp [(12− zi) / (8zi)]}

Ei/Eb = c−1
i

Ecoh,i/Ecoh,b = zibc
−1
i

(5.6)

In equation (5.6), ci represents the BOLS correlation coefficient of the i-th

atomic layer, E the cohesive energy per atomic bond, such that Ecoh represents

the overall atomic cohesion energy. The subscript i represents an index that

counts layers starting from the outermost layer and ending at the center a given

geometric arrangement, i.e. as in the space containing atoms with the same CN

value per layer as zi, which can either be multilayered or not. The extended solid

has a subscript b for bulk, or does not have a subscript at all. The variable zib

represents the ratio of CN imperfection in the i-th layer to the bulk CN , i.e.

zib = zi/zb. We chose to define the geometry of any sized plate by its radial

thickness, denoted as R and defined in equation (5.7), which takes into account

the BOLS correlation for the first three atomic layers of a nanosolid only.

R = Ri =

(
K +

1

2
−
∑
i≤3

(1− ci)

)
do (5.7)

This radial line commences at the center of an atom belonging to the central

atomic layer of the plate, i.e. assuming infinite in-plane dimensions, and extends

to the boundary surface-layer. The number of atoms lined along this radial line

is defined as K = R/do and refers to the size of the solid. This K parameter may

then also represent the number of atomic film-layers starting from the outermost-

layer and ending at the central layer, while the opposite side remains symmetric.

These definitions of geometry allow the calculation of the surface-to-volume ratio,

γi, by comparing the thickness of the i-th surface layer to the overall thickness

R. The overall surface-to-volume ratio, γsum is the ratio of the sum of the i ≤ 3

surface layer thicknesses to the overall thickness R. In Figure 5.2 the computed

values of both γ and γsum are plotted against size K.
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Figure 5.2: Surface-to-volume ratio, γ, of the first three individual layers and their

sum, as a function of atomic plate thickness.

The relation given in equation 5.8 describes the Tc suppression of an atomic

film, with thickness R, as a fraction of the empirical bulk Tc value, i.e when

R→∞.

∆TC(R)

∆TC(∞)

=
Ecoh,i
Ecoh(∞)

=
∑
i≤3

γi
(
zibc

−1
i − 1

)
(5.8)

The corresponding decrease in cohesive energy with decreasing thickness may

be thought of as the reason why the Curie temperature decreases in the same

proportion, as shown in equation (5.8). This is due to the general definition of the

Curie point from equation (5.4), where the thermal vibration energy of the solid

balances with the magnetic exchange energy of the spins. This method has been
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experimentally verified [HKM94] to accurately predict the Curie point suppression

as a function of nickel plate size K, as shown in Figure 5.3 (a), which implies that

this suppression appears mostly for atomic layers on the order of a monolayer. We

follow an example calculation for the case of a nickel monolayer (ML), i.e K = 1,

which may then be used to calculate other distinct K values; with the results

shown in Table 5.2.

K z c R [nm] γsum Tc[K]

1 4 0.876 0.248 1 240.2

2 6 0.938 0.496 1 272.3

3 12 1 0.744 1 356.9

4 12 1 0.992 0.875 435.2

5 12 1 1.240 0.667 478.7

Table 5.2: Analytical Tc value, for various nickel atomic plate K atomic thick-

nesses, z number of nearest neighbors, BOLS correlation parameter c, with corre-

sponding radial thickness R and surface-to-volume ratio γ.

We present the the case of K = 1 as an example, which represents a ML

of nickel spins with z = z1 = 4 nearest neighbors since i = 1 only. This value

is first applied to equation (5.6) to compute the BOLS correlation coefficient as

c = c1 = 0.876. We then apply this information to equation (5.7) and calculate

the radial thickness as R = R1 = 0.248nm, or the expected size of a nickel atom,

given as do in Table 5.1. We note that γ = 1 since the single surface-layer also

represents the entire volume. Finally, we apply equation(5.8) using the values

tallied so far, to yield a Tc = 240.2K prediction for the Curie point of a nickel

ML. The computed values for this example make up the the first row of Table

5.2. The next case, i.e K = 2, makes use of the K = 1 values for its i = 1 layer

and although the values for its i = 2 layer will change, they may be calculated

in a similar fashion as in the example case. One caveat being the sum terms in
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Figure 5.3: BOLS correlation applied to ferromagnetic nanosolids (Image bor-

rowed from Sun et. al. (2004) [SZL04]); (a) a comparison to experimental values

for a nickel plate [HKM94], (b) schematic layout for a K = 4 atomic arrangement

showing expressions for parameters summarized later in Table 5.2.
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equations (5.7)-(5.8), for which none were needed in the example case and another

caveat being the calculation of γ. The illustration given in Figure 5.3(b) assumes

a spherical geometry, hence the annotated definition of γ, though here we assume

a film geometry, which for our case γ = (Rout,i−Rin,i)/R, since each layer has the

same in-plane dimensions. These calculations were carried out up to K = 5 in

Table 5.2, where we observe that after the first three atomic layers, only the overall

surface-to-volume ratio plays a role in Curie point suppression. In other words,

any geometry other than these three cases will tend to asymptotically approach

the bulk Tc as K →∞. In particular, we point out that of the five cases analyzed,

the case K = 2 represents a geometry where the Curie temperature is closest to

room-temperature at Tc(K=5) = 272K.

5.3 Combined Model

The previous three models will now be combined to form criteria for comparing

the efficiency values of a nickel-based TMG, at various length scales. In section

5.2.3, we observed that the length scale required to appreciably change the bulk

ferromagnetic Curie temperature of nickel is on the order of 10 nm. We used the

BOLS correlation to predict the Curie temperature based solely on size, which

yielded values as small as Tc = 240K for a single nickel monolayer. We may then

apply the ferromagnetic transition model to reflect the difference in magnetic be-

havior, i.e as a function of temperature starting from perfect order and complete

saturation at absolute zero and ending at the Curie point, of this ML when com-

pared to the conventional bulk state. Lastly, we adhere to equation (5.1)-(5.2)

when comparing both the absolute and relative efficiency values of different sys-

tems. In particular, we evaluate the slope of the M − T curve through the Curie

point for each system.

We first apply the combined model’s criteria to the bulk state of nickel by
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calculating the ∆M/∆T value from its corresponding M − T curve (for H = 0),

see Figure 5.1 (b). This value then serves as a basis for comparing other systems

containing nickel with different atomic thicknesses. For bulk nickel acting as the

working body of a MTMG, the parameters in Table 5.1 are used to compute

relative efficiency as reported by Hsu-Sandoval [HSW11a] and reproduced here

as the first row in Table 5.3. The subsequent values for relative efficiency in

Table 5.3 represent those reported here by this combined model. All of these

calculated values make use of the definitions found in Section 5.2 to establish

the comparison among working bodies of dramatically different size and scale,

along with their respective transition behaviors. Notice that the relative efficiency

remains dependent on the absolute efficiency and thereby also proportional to

the ratio of change in magnetization to the change in temperature of a given

MTMG cycle, except that the operating temperatures are taken into account.

This method may be considered conservative since an applied field would increase

the magnetization of a ferromagnetic working body; nonetheless, if we keep the

applied field and other parameters constant, then we can make a fair comparison

for different nickel systems with unique transition slopes, like those shown in

Figure 5.5 from section 5.4.

We start by computing the slope of the M − T plot within range of the Curie

point. In the case shown in Figure 5.1 (b), we apply a linear regression to compute

the representative slope. We choose Thot to be the Curie point and run a linear

regression analysis to compute the slope for a ∆T = 5K temperature range. The

resulting slope for the bulk scale, ∆M/∆T = 9.45 × 10−3emu/ (cm3K), repre-

sents a key parameter for further comparison to systems of nickel with distinctly

different geometries. For example, recall the ML case from section 5.2.3 having a

Tc = 240K, we then apply Kittel’s model to compute the ferromagnetic transition

curve, thereby allowing the the slope to be calculated by linear regression fit, to

arrive at a value of ∆M/∆T = 22.7× 10−3emu/ (cm3K). We compare this slope
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to that from bulk and observe a factor 2.4 difference. We further compute the rel-

ative efficiency by taking into account the operating temperatures as ηrel = 3.1%.

The efficiency values for other systems of nickel can be similarly calculated.

5.4 Results & Discussion

The uniquely combined model represents the collective features and assumptions

of all three previous models. In section 5.3, we applied the combined model to

the bulk case and established a ∆M/∆T = 9.45 × 10−3emu/ (cm3K) value as

a basis for comparison. We apply the combined models to various atomic plate

geometries, i.e. up to K = 5, in order to produce the efficiency plots shown in

Figure 5.4, which is also summarized in Table 5.3 for further comparison with the

bulk case. From Figure 5.4 (a), we observe a trend of increasing slope as the size

of the system decreases from bulk film to atomic ML. These results indicate that

a decreasing size tends to increase the absolute efficiency, with the largest value

is predicted for a nickel ML system with ηabs = 0.0645%. Although this absolute

efficiency for a ML is a factor of 2.4 larger than the bulk case, we may only

compare relative efficiency values of the respective systems. As such, we compute

the corresponding relative efficiency for five small-scale, i.e. for 1 < K < 5.

We note from Figure 5.4 (b) and Table 5.3, that all of the relative efficiency

values being considered in this investigation are comparably equivalent. This

unexpected result may be explained by recalling that the relative efficiency is

proportional to the hot-side temperature as well as the slope. Here we take the

hot-side temperature to be its corresponding Curie point. Thus, the relatively

smaller hot-side temperature of the atomic case will outweigh the benefit of an

increased absolute efficiency, i.e. a larger ∆M/∆T value.

The combined model may be further extended to analyze a multilayered sys-

tem, i.e. a composite-volume, with the resulting analysis shown in Figure 5.5

87



Scale

[K]

|∆M/∆T |

[emu/cm3 ·K]

ηabs

[%]

ηrel

[%]

Bulk (K∞) 0.0094 0.0269 3.38

Micro (K > 5000) 0.0094 0.0269 3.38

Nano (K = 5) 0.0124 0.0354 3.39

Atomic (K = 4) 0.0137 0.0391 3.40

Atomic (K = 3) 0.0164 0.0465 3.32

Atomic (K = 2) 0.0205 0.0583 3.18

Atomic (K = 1) 0.0227 0.0645 3.10

Table 5.3: Efficiency values for various nickel-based TMG on sizeK; the |∆M/∆T |

represents a measure of efficiency (see section 5.3: The first row corresponds to

the method of Hsu-Sandoval et. al. [HSW11a] for the bulk nickel case (K∞). The

subsequent rows represent predictions of efficiency using the combined model for

various K values, where K > 5000 represents the microscale

(b). A multilayered structure offers the possibility of scaling-up the size of this

working body, while retaining the M − T behavior. This raises the question of

how this type of working body might theoretically behave if different size films are

layered together as a composite structure, for example, a K1 layer separated by a

spacer and a K2 layer. This example case is shown as a blue curve in Figure 5.5

(b). If the layering of different sized atomic films is possible, then the theoretical

behavior of such a structure may then be predicted by this combined model. The

reason behind this concept is to “tune” the Curie temperature, so that the oper-

ating temperatures may be designed, e.g. to broaden the operating temperature

range. The efficiency analysis of this plot is similar to the case of a single layer,

where we look at the slope of the curves near their transition point. We observe

from the combined model that the magnetization of the layered structures tend

to gradually reduce to near-zero with increasing temperature and thus have a
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smaller slope when compared to the single layer cases. This implies a tendency to

decrease absolute efficiency for a multilayered system as compared to the stand-

alone bulk case. Furthermore, the relative efficiency would tend to decrease with

a decreasing hot-side temperature, i.e. just as in the case of the single layer anal-

ysis. Therefore, we conclude that the overall relative efficiency of a multilayered

composite MTMG would decrease as compared to its bulk counterpart, such that

a different application may be developed for the exotic features shown in Figure

5.5 (b); such as a thermal sensor, or as a thermal switch [BLJ09].

The drop in magnetization for a nickel atomic system near room-temperatures

may be useful as a thermal sensor. For such an application, we would choose a

multilayered nickel working body in order to design the operating temperature

range. We forgo the sensor design here and comment that the plausibility of a

multilayered structure itself should be established first before designing the sensor.

On the other hand, the atomic-sized working body may still serve as an efficient

generator if a large enough applied magnetic field in the cycle, just as in the bulk

case [HSW11a] [Sol88].

We may reconsider the assumptions that yield equations (5.1) and (5.2), if a

sufficiently large magnetic field, i.e. H > 50kOe, acts on the working body during

the cold-side process. In this design, the contour integral in the numerator may

not be approximated as Ha∆M and the combined model may not be applied as

given here. Such is also the case if remanent magnetization were to be included

(see section 4.4) since this too breaks the proportionality assumption. Also, the

combined model assumes the same material properties as in the bulk, which is an

assumption that becomes weaker as the scale decreases. For example, the heat

capacity of ultra thin nickel films decreases with decreasing size [LPR08]. This

means that the input heat is smaller relative to its bulk value; thereby increasing

the absolute efficiency by an amount not accounted for in the combined model.

Such a discrepancies make this combined model even more conservative than what
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was already assumed. Therefore, the combined model represents a lower-bound

estimate of efficiency for small both atomic and nano scaled versions of the original

MTMG design.
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Figure 5.4: Calculation of efficiency for nickel atomic layers of size K and sum-

marized in Table 5.3, where the bulk (dashed line) is provided for reference; (top)

absolute efficiency, (bottom) relative efficiency.
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Figure 5.5: Combined model showing the ferromagnetic transition for various

systems of nickel, with varying film thicknesses, according to their respective Curie

point; (a) single-layer system, (b) multi-layered system.
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5.5 Summary

The thermodynamic efficiency of an atomic scaled MTMG was analyzed by a

method combining the following three existing models: (1) Hsu-Sandoval’s model

of MTMG efficiency, (2) Kittel’s model of ferromagnetic transition and (3) Sun’s

model of Curie point suppression. The first model establishes the definitions of

thermodynamic efficiency as they relate to a MTMG. The second model analyti-

cally describes the transition behavior of a ferromagnetic system. The third, and

last, model establishes an experimentally verified relation between size and the

Curie point of a ferromagnetic nanosolid. The resulting combined model, which

also caries over all of the assumptions from the previous models, was then applied

to various atomic film thicknesses of nickel in order to correlate thermodynamic

efficiency relative to bulk scale.

This analysis revealed that efficiency begins to deviate from bulk material

at around thicknesses of 10 nm or less and that operating temperatures drop to

around room-temperature. At this length scale and smaller, the absolute efficiency

tends to increase while the relative efficiency tends to remain around the bulk

value. The combined models was also used to analyze a potential volume-averaged

composite made of multiple, and distinct, atomic nickel layers. This composite

might be better suited for application as a switch, or thermal sensor, rather than

as an energy-harvester since the ferromagnetic transition behavior is predicted to

be much broader as compared to the bulk transition. Nevertheless, this method

for evaluating efficiency at atomic scales does not account for possible remanent

magnetization, or for the possible decrease in heat capacity and as such, represents

a lower-bound estimate. Therefore, the combined model analysis suggests that

the thermodynamic efficiency of atomic scale films should be about the same as,

though possibly greater than, what can be expected in the bulk case. This result

may also allow room-temperature applications for a nickel-based MTMG.
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CHAPTER 6

Other Considerations

6.1 Introduction

In this chapter, we explore the issue of structural defects in current methods for

manufacturing nickel nanostructures. This structural imperfection is hypothesized

to produce a gradual ferromagnetic transition. We explore ways to quantify this

spread of the transition point, before considering a nanoMTMG design.

6.2 Transition Temperature Distribution

The MFT predicted magnetic behavior of spins seems to break-down near the

transition temperature (see section 2.3.1). The “critical indices” model for mag-

netism near the Curie point predicts a drop-off in magnetic properties as expo-

nential functions of temperature. This model, can be generalized to various other

systems with a similar transition via a random process and requires experimental

measurements to corroborate its predictions. Such a generalized and mathemati-

cal theory insufficiently accounts for the particular physics of interest involved in

this investigation, which is the observation of a diffuse magnetic transition in an

array of non-interacting SD nano-structures. The experimental observation of a

diffuse transition for bulk ferromagnetic materials, as opposed to a sharp tran-

sition predicted by Weiss’ MFT, may also apply at the atomic and nano scales;

though for different reasons, as will be explored in this section. Thus, a mod-

ified MFT model is introduced that aims to account for the observed gradual
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ferromagnetic transition of nanostructures.

We begin with a volume-average model, which may be useful in describing

the diffuse behavior of an array of SD nano structures spins near their transition

temperature. In particular, a distribution function may be assumed to model

the various Curie transition temperatures exhibited by a given material and this

function itself may be a function of temperature. Experiments on bulk nickel show

that two distinct transition temperatures exist [CG11], the so-called ferromagnetic

and paramagnetic transition points, which negates the MFT prediction of a single

transition temperature. Therefore, we begin this investigation by assuming two

different Curie temperatures, i.e. θf , and θp associated with the ferromagnetic and

paramagnetic phases, before extending this model to an array of SD structures.

To build the volume-averaged distribution function, we begin by assuming a

unit volume of magnetic material. Next, we assume some unknown volume frac-

tion, νf , of this material may be characterized by a known transition temperature,

θf . This volume fraction remains unknown in the bulk state since it cannot be

directly observed under the surface of the material, nor can it currently be mea-

sured directly; hence, its very existence currently remains a hypothesis. The rest

of the material, 1−νf , is assumed to be long-range magnetic “noise,” and charac-

terized by the larger transition temperature, θp. Thus, the volume-averaged Curie

temperature may take the form shown in equation (6.1).

θ̄ = υfθf + (1− υf ) θp (6.1)

The physical interpretation of equation (6.1) may best be represented as a proba-

bility density function (PDF), namely a Gaussian distribution shown in equation

(6.2), and plotted in Figure 6.1.

PDF =
e

(
− (θ−θ̄)2

2σ2

)
√

2πσ
(6.2)

In this equation, σ represents the variance, or shape of the curve and is related

to the volume fraction, which represents the area under the curve. Therefore,
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the actual shape of this curve is unknown; and the shape shown in Figure 6.1,

which implies a volume fraction of exactly half, may not represent reality. Since

this averaged transition temperature depends on the unknown volume-fraction of

ordered spins and that of spin-clusters, the usefulness of equation (6.2) appears

limited. The hypothesis of this report is therefore dependent on the validity

of equation (6.1), which seems to require experimental support that does not

currently exist. Nevertheless, we may be able to extend this model to an array

of non-interacting SD structures. First, we assuming that each structure in the

array may only be characterized by either a θf or θp transition temperature. This

assumption implies defective structures are present in the array; otherwise, they

would all be characterized by the exact same transition temperature. Also, an

array of SD structures will most likely be characterized by many more transition

temperatures In reality, the number of distinct transition temperatures in the

array will most likely be much larger than two and as many as the number of

structures in the array. Moreover, the validity of this model, as applied to an

array of SD structures, may be testable if ferromagnetic transition data from two

distinctly designed nano-structures can be produced.

One experimental setup that may verify the modified MFT model appears to

be a superposition of two distinct nano-structured geometries. Moreover, each of

the two unique geometries must be individually tested, which represent two control

experiments, for further comparison of their superposition. One nickel nanostruc-

ture, with its limited magnetic degrees of freedom (i.e. minimal locations for spins

to cluster and form long-range order) is hypothesized to have a narrower Curie

temperature distribution as compared to its bulk counterpart (i.e. less variance),

as well as compared to an array of similar sized structures. From this viewpoint,

the nanostructure itself represents a single cluster of short-range spins, as shown

in the ideal case shown in Figure 6.1. This hypothetical case represents the best

case-scenario and is not currently testable until magnetometers with a sufficiently
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Figure 6.1: Schematic shape of Curie temperature distribution for bulk material

(not to scale).

small resolution are developed. Instead, current techniques require a large number

of non-interacting nano-structures (i.e. 107 for a magnetometer with a minimum

resolution of about 10−7) in order to measure an average magnetic response.

Current manufacturing techniques do not produce a large array of SD struc-

tures without defect; and as such, variability in the distribution of spin sites will

exist, which may cause a spread of transition temperatures, as shown by schematic

comparison in Figure 6.2. This variability might therefore directly affect the sys-

tematic magnetic behavior near the transition point, i.e. a broadening of the

Curie temperature distribution that draws parallels to magnetic “noise” observed

in the bulk state. Although the case of magnetic ordering in the bulk state may

be more complicated than is being considered here, the validity of the hypothesis

could lend support to the volume-average model given in equation (6.1) for an

array of atomic scale structures. Furthermore, a narrower distribution of tran-

sition points will favor thermomagnetic energy conversion applications due to a
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relatively larger ∆M/∆T (see section 5.3).

Figure 6.2: Schematic distribution of transition temperatures for ideal vs. defec-

tive nanostructures (not to scale).

The hypothesis of this investigation can be restated in a unique way; namely,

that a narrow distribution of transition temperatures represents a favorable way

to increase the thermomagnetic energy conversion potential of Nickel in nanos-

tructured form. This investigation depends on the conformity of nanostructures

resulting from currently available manufacturing processes. In both of these sce-

narios, defects are hypothesized to effectively broaden the distribution of transition

temperatures, as shown in Figure 6.3. We consider both a high and a low con-

formity of manufactured nano-structures, as well as their hypothesized effect on

magnetic transition. The defects in highly conforming structures is hypothesized

to exhibit a distribution in transition temperatures like that shown in Figure 6.3

(a) since the majority of individual structures most likely behave in much the

same way as the average structure. On the other hand, a low conforming array is

hypothesized to broaden the distribution of transition temperatures, as shown in

Figure 6.3 (b), since the average structure may only be representative of a minor-
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ity of individual structures. In either case, surface-effects dominate the physical

behavior of each nano-structure.

Figure 6.3: Schematic transition temperature distribution for highly conforming

nanostructures (a) and for low conforming nanostructures (b).

If we consider the geometric variability of a random surface defect and its cor-

responding cohesive energy, on a nano-structure, then we may interpret the grad-

ual ferromagnetic transition as a volume-averaged phenomenon. This seems to be

analogous to the magnetic transition of a multilayered composite from section 5.3,

Figure 5.5(b); however, a distinction being that in this case the competing vol-

umes, i.e. between the defective region and the designed region, are hypothesized

to interact within the same structure, i.e. no spacer between regions. Moreover,

if this is the case, then the distribution of transition temperatures might then be

exacerbated by an aggregate of individually “smeared” nano-structures. In such a

scenario, the distribution of transition temperatures for an array of SD structures

is hypothesized to tend towards the volume-dominant region, as illustrated in Fig-

ure 6.4. In one extreme, the defective area is negligible in comparison to the overall

volume and in the other extreme, the defective area dominates the transition be-

havior. Any case in between would most likely be considered as a low-conforming

array of nano-structures. Such distributions are only hypothesized, such that the

effects of defects may only currently be qualitatively considered; though the fer-

romagnetic transition seems to be gradual in any of these cases. The usefulness of
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this analysis will remain limited unless manufacturing techniques reach tolerances

that are on the order of an atomic diameter and unless magnetometers resolve

magnetic moments of atomic clusters.

Figure 6.4: Hypothetical extreme cases showing possible behavior of transition

temperature distribution; T ≈ θf (blue), T ≈ θp (red).

6.3 Design of a NanoMTMG

We consider the MEMS design shown in Figure 6.5 as a proof-of-concept for a

nanoMTMG. In this design, a ferroelectric membrane, which is sitting on top of a

silicon substrate, surrounds a dimple where the magnetic working body can trans-

late in the vertical direction. This system should be impedance mismatched if we

assume intermittent operation, such as in local plasmonic heating for thermally-

assited magnetic recording devices [CPI09] [KGM08] [RBB06] [SC10]. These de-

vices are expected to be prevalent in the future due to the increasing demand for

data storage. We model a plasmonic pulse that applies a large heat flux to a local

area of 50 × 50nm, for 20 ns, in order to increase the temperature of a highly
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coercive bit, e.g. FePt, to a temperature above its Curie temperature, i.e. around

650 K for FePt. This blast wouldn’t occur regularly, and only when a bit needs

to be rewritten. Therefore, we design the nanoMTMG to harvest a maximum

amount of energy per exposure to a plasmonic heat blast. In other words, a larger

magnetic force compared to the spring force, such that when the plasmonic blast

effectively turns off the hard ferromagnetic bit material, the nanoMTMG can al-

low a piezo membrane to be released and find equilibrium at its natural frequency.

Such energy production may then be stored by a local capacitor for storage when

its needed. This capacitor, as well as the whole nanoMTMG system, would have

to be sealed off from its environment inside a vacuum to avoid unwanted side-

effects from the excess heat. A lubricant is used at the tip of the transducer and

recording bit medium in order to control the amount of heat being transmitted to

the bit material, and may be tuned for the proof-of-concept in order to understand

any further design complications.

Figure 6.5: Micro-scale design to prove the concept of a nanoMTMG.
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6.4 Summary

The characterization of nanoscale ferromagnetic transition behavior represents a

current engineering challenge, which is partially due to the following facts: (1)

current manufacturing techniques produce defects, and (2) current commercially

available magnetometers cannot resolve the small magnetic moments of individual

nanosolids. First, defects resulting from current manufacturing techniques seem

to be unavoidable, and as such, any magnetic characterization of an array made

up of identically designed structures will yield average measurements that may

likely not be representative of the intended individual design. The magnetic char-

acterization of one nano structure is not currently possible due to the second issue,

which demands that many identical structures have to be fabricated in order to

produce a large enough signal for modern day magnetometers to resolve. Thus,

a statistical analysis of an array, or set of arrays, of single-domain structures is

introduced with the intent of resolving an issue that is relevant to MTMG design;

mainly, that a distribution of transition temperatures may possibly exist to un-

dermine thermodynamic efficiency. These issues would need to be resolved before

considering a nanoMTMG design, which may potentially be useful as an energy-

harvester for a thermally-assisted magnetic recording device, i.e. as a secondary

device for recycling energy. Nevertheless, a proof-of-concept for a nanoMTMG

device is offered that makes use of MEMS fabrication techniques, and a thin film

working body, for future design size scaling.
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CHAPTER 7

Conclusion

A unique multiferroic thermomagnetic generator (MTMG) was investigated for

possible performance improvements. Particular emphasis was placed on modeling

MTMG thermodynamic efficiency due to the following reasons: (1) the efficiency

of the original design by Ujihara et.al. had yet to be established, (2) we predict

that nanoscale magnetic phenomena may increase efficiency and (3) atomic scale

size effects on efficiency had yet to be considered. In this investigation, we es-

tablished the thermodynamic relative efficiency of the original design as 0.5 %

of Carnot using a model based on the method of Solomon. This efficiency model

was then reanalyzed to include the remanent magnetization observed in nanoscale

single-domains, which predicts an increase in efficiency to around 30% of Carnot.

This model was then modified to include the effects of size at the atomic scale,

which predicts that relative efficiency should be at least equivalent to, if not better

than, bulk values. Here, we review details about this model at each stage of its

development.

The original MTMG design by Ujihara et.al. was shown to be a type of thermo-

magnetic generator (TMG) since it can generate electricity by means of a magnetic

material interactaction with a thermal gradient. The multiferroic component of

this device represents a departure from conventional TMGs, i.e. which have no

spring mechanism. As such, we developed a model of efficiency by modifying the

method of Solomon for determining TMG thermodynamic efficiency to account

for this mechanism. In our model, the energy associated with the spring mech-
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anism was shown to cancel out due to the zero net displacement of the working

body over a complete cycle. This model was then used to calculate the MTMG

thermodynamic relative efficiency as 0.5% of Carnot. The original design reported

a maximum power density of 3.6 mW/cm2, which we used to estimate its thermo-

dynamic relative efficiency as 0.2 % of Carnot. The agreement between these two

calculations confirmed that we had established the thermodynamic efficiency of

this unique MTMG. Furthermore, our model of MTMG thermodynamic efficiency

allowed us to consider ways to improve upon these low efficiency values.

The thermodynamic efficiency of a MTMG was shown to depend on the fol-

lowing design constraints: (1) the type of material used as a working body, (2)

the maximum applied field and (3) the remanent magnetization of the working

body. First, the material response to an applied field at a given temperature

will affect both the net work output, as well as the heat input requirement. As

such, a survey of pure element materials were selected as working bodies in a

MTMG for analysis and subsequent comparison. This survey confirmed Gd as

the ideal working body for room temperature applications, which was shown to

theoretically operate around 20% relative efficiency in single-crystal form. The

second design constraint considers a large applied field, which results in efficiency

values approaching their theoretical maximum of around 50%. However, we chose

to limit the applied field to that generated by a permanent magnet since larger

applied fields would require energy to be input into the system, i.e. in the form of

powering a superconducting electromagnetic coil subsystem for example. Lastly,

a material with remanent magnetization was shown to increase the available mag-

netic energy for producing work, thereby increasing the efficiency values to an

order of magnitude of 30% relative to Carnot for a redesigned MTMG system.

Moreover, a working body that can recover remanent magnetization, i.e. at zero

applied field, after being cycled through its Curie point seems to only be possible

at very small size scales.
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Ferromagnetic structures that confine magnetization to an anisotropic direc-

tion have been observed for characteristic lengths at the nanoscale and smaller.

Such nanostructures are predicted to retain this remanent magnetization, even

after being thermally cycled about its Curie point and also in the absence of an

applied field. This type of nanoscale working body could then take advantage of

the extra magnetic energy, over a given MTMG cycle, to possibly outperform its

bulk counterpart and thereby approach upper-bound efficiency values. However,

defects resulting from current manufacturing techniques may not allow perfect

nano structures to be fabricated, such that these ideas may not be verified, or

discarded, until future fabrication and measurement technologies are made avail-

able. Thus, we next investigated MTMG thermodynamic efficiency at the nano

and atomic scale.

A model was developed to correlate the effects of size on MTMG thermody-

namic efficiency. This model combined three existing models to predict efficiency

as a proportion of the bulk value. The results indicate that the relative effi-

ciency of a nano scaled MTMG should operate at least as efficient as in the bulk

scale, although closer to room-temperatures. This model was also shown to be

a lower-bound estimate of efficiency since it did not take into account remanent

magnetization, nor other material properties that would otherwise increase effi-

ciency values. This result allows us to recommend the pursuit of realizing MTMG

technology at smaller scales than what has already been achieved, i.e. at least at

the nanoscale, with the prospect of efficiency values approaching their thermody-

namic upper-bound. As such, a prototype MEMS design was offered to prove the

concept of a nanoMTMG design; even though solutions to the engineering chal-

lenges posed by the prototype are presently unknown. Therefore, we conclude

that more investigations are required in order to verify that nanoscale phenom-

ena may allow TMG technology to approach the maximum efficiency allowed by

thermodynamics.
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