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Epigraph

”A human being should be able to change a diaper, plan an invasion, butcher a
hog, conn a ship, design a building, write a sonnet, balance accounts, build a wall,
set a bone, comfort the dying, take orders, give orders, cooperate, act alone, solve
equations, analyze a new problem, pitch manure, program a computer, cook a tasty
meal, fight efficiently, die gallantly. Specialization is for insects.”
Robert A. Heinlein, Time Enough for Love

”You may encounter many defeats, but you must not be defeated. In fact, it may
be necessary to encounter the defeats, so you can know who you are, what you can
rise from, how you can still come out of it.”
Maya Angelou
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Detecting, quantifying and visualizing biochemical mechanism in a living system

without perturbing function is the goal of the instrument and algorithms designed in

this thesis.

Biochemical mechanisms of cells have long been known to be dependent on the

signals they receive from their environment. Studying biological processes of cells in-

vitro can vastly distort their function, since you are removing them from their natural

chemical signaling environment. Mice have become the biological system of choice for

various areas of biomedical research due to their genetic and physiological similarities

with humans, the relatively low cost of their care, and their quick breeding cycle. Drug
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development and efficacy assessment along with disease detection, management, and

mechanism research all have benefited from the use of small animal models of human

disease.

A high resolution, high sensitivity, three-dimensional (3D) positioning positron

emission tomography (PET) detector system was designed through device charac-

terization and Monte Carlo simulation. Position-sensitive avalanche photodiodes

(PSAPDs) were characterized in various packaging configurations; coupled to various

configurations of lutetium oxyorthosilicate (LSO) scintillation crystals. Forty nov-

elly packaged final design devices were constructed and characterized, each providing

characteristics superior to commercially available scintillation detectors used in small

animal imaging systems: ∼1mm crystal identification, 14-15% of 511 keV energy res-

olution, and averaging 1.9 to 5.6 ns coincidence time resolution. A closed-cornered

box-shaped detector configuration was found to provide optimal photon sensitivity

(∼10.5% in the central plane) using dual LSO-PSAPD scintillation detector modules

and Monte Carlo simulation. Standard figures of merit were used to determine op-

timal system acquisition parameters. A realistic model for constituent devices was

developed for understanding the signals reported by the detector system and to create

event construction and utilization algorithms. To increase quantitative accuracy in

the reconstructed images acquired by the system, a component-based normalization

algorithm was developed.
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Chapter 1

Background

1.1 Introduction

The detection, tracking, and treatment of disease is important to all of us to main-

tain quality of life. Understanding mechanisms in biological systems can lead to new

knowledge about health maintainance and disease prevention. Being that an intact

biological system is the best venue for probing biochemical processes; a physically

and chemically non-invasive, repeatable, process-specific, high-resolution method for

identifying mechanism throughout a living organism could greatly aid research, from

basic biology to pharmacology to clinical medicine. Positron emission tomography

(PET) is the leading technology accomplishing such tasks. PET dynamically and

non-invasively probes a living system with the specificity and resolution necessary to

repeatably observe and quantify biochemical function.

1
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The following list is a subset of applications of positron emission tomgraphy:

• Disease management: discovery and staging of disease within a living organism

as well as to then observe the progression or recurrence of disease and drug

efficacy in a subject.

• Drug development/pharmacology: in pre-clinical trials, the kinetics of concen-

tration of a drug and its elimination from the system can be monitored regularly,

not only providing a more rapid and cost effective methodology than the older

technique of euthanizing and performing chemical assays on the animals, but

also allowing longitudinal studies that show the dynamics of novel drug efficacy

and contraindications. Besides reducing the number of animals sacrificed, due

to inherent variations that different mice have in their response to a drug, the

advantage of in vivo imaging is that the animal can be used as its own control,

reducing the number of variables in an experiment. A single animal can be used

to track disease development and treatment.

• Disease mechanism research: examine links between end-product systems biol-

ogy [disease, symptoms (pain, inflamation, etc.), physiological and psychological

processes and disorders, etc.] and its constituent building blocks (biochemical

molecules and processes).

The manners in which PET systems accomplish these tasks are discussed in the

rest of this chapter. The following chapters will describe novel high-sensitivity, high-
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resolution positron emission tomography detector system components, designs, as well

as algorithms studied using traditional medical imaging figures of merit. The goal

of this work was to design the next generation small animal PET detector system

in conjunction with the algorithms that would be necessary to utilize the expanded

information gathered by such a system.

1.2 Motivation: Disease and Detection

Biochemical mechanisms of cells have long been known to be dependent on the

signals they receive from their environment [6]. Studying biological processes in-vitro

can vastly distort the function of the cell since they have been removed from their

normal cell signalling environment. Therefore, host biological systems play a vital

role in modern molecular biology research.

1.2.1 Mouse Models of Human Disease

Mice have become the test bed for understanding biochemical function, disease and

therapeutic methodologies for use in humans. The many advantages of the mouse as a

subject include the genetic and physiological similarities with humans, the relatively

low cost of their care, and their quick breeding cycle [15]. Genetic manipulation

of mice to develop in-vivo (in a living organism) human models have produced a

vast array of genetically similar environments in which researchers can study the
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mechanism and treatment of human disease.

Metabolism and Biological Processes

Figure 1.1: An illustration of the Tumor Necrosis Factor (TNF) signal transduction
pathway and its qualitative interconnections [183].

The way in which biological function is carried out in an organism is by signaling

pathways [16]. One such pathway is shown in Figure 1.1 is for TNF, or Tumor Necrosis

Factor [183]. TNF is a pathway for signaling cell death (apoptosis). In this pathway,

molecules such as the zinc finger molecule ”A20”, a regulator of another molcule, ”NF-

κB” (a transcription factor), are shown using shapes and labelled by their molecular

name. The relationship between molecules is identified by directional arrows between

the molecules that directly effect one another. The interdependence of the molecules

and systems involved in this pathway provide compelling research avenues for drug

development by developing compounds that either reduce/block a necessary molecule
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for an unwanted process, or increasing a competing molecule, diverting the path to a

harmless alternative. Studying the localization of molecules involved in a biochemical

process can also aid in (1) understanding the function of the molecule, (2) determining

if the process is taking place in the organism at all (detection), or (3) determining

if an introduced chemical (drug) is changing the location or production rate of the

molecule (therapy).

One of the most successful utilizations of PET to date is detecting or observing the

biological process of metabolism. Increased metabolism, and specifically increased

glycolysis, throughout the body has been correlated with multiple diseases and/or

symptoms. The presence of various tumor types [35, 126, 177, 184], pain [14, 17],

myocardial insulin resistance [109, 135], etc. have all been studied using a glucose

analog, fluorodeoxyglucose (FDG). FDG’s role in molecular imaging will be discussed

in Section 1.2.2.

Translational Research

Once a likely molecular candidate for detecting and/or regulating a particular

mechanism or disease with specificity has been identified, it can undergo testing to

be approved by the FDA for clinical trials. As Reference [124] points out, ”the Amer-

ican Physiological Society (APS) has defined translational research as the transfer of

knowledge gained from basic research to new and improved methods of preventing, di-

agnosing, or treating disease, as well as the transfer of clinical insights into hypotheses
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that can be tested and validated in the basic research laboratory”. This bi-directional

learning opportunity enriches both fields, steering further modes of discovery.

1.2.2 Tracer Development and Molecular Imaging

Molecular imaging can only do as well as its tracer. The tracer, or molecular

probe, is a biomolecule with a signaling mechanism attached. In the case of PET, the

signal is produced from an isotope that emits a positron such as fluorine-18 (18F ). The

biomolecule is designed to be specific to the process of interest. It is this specificity

that is the key to having a successful tracer.

Function Specificity

Specificity in the molecular imaging setting is essentially defined as observing a

correlation between a molecule of interest being over- or under-expressed (chemical,

molecule) and a single disease process as well as the degree of uptake of the molecular

probe in the region of interest of the specific disease process. If other unrelated

processes also produce the same molecular binding site, tracer accumulation does

not necessarily indicate the process of interest. If a pathway and its constituent

biochemical molecules are known, choosing a unique molecule to target within that

pathway provides the direction for tracer and drug development.

For instance, reporter probes can be used to track cells modified for use in cell-

based therapy. Heart muscle (myocardium) cells can be modified to express a reporter
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gene (HSV1-sr39tk) [68]. The modified myocardial cells are then injected into the sub-

ject’s myocardium. The modified cells and their progeny will then have the ability to

express the introduced gene and produce an HSV1-tk enzyme. An external substrate

for the HSV1-tk enzyme, injected into the myocardium, is designed to be phosphory-

lated by the enzyme and thus trapped within the modified myocardial cells. Attached

to the external substrate is a positron-emitting molecular probe (18F-FHBG), which

used to image the biodistribution of the modified myocardial cells.

Another aspect of specificity is what happens to the tracer after it has found the

molecule with which it is meant to interact, which leads to a discussion on biodistri-

bution.

Biodistribution

As mentioned in the beginning of this section, metabolism is a successfully probed

process using PET and its most successful tracer is FDG. FDG, a glucose analog, is

taken up by the cells, phosphorylated to FDG-6-phosphate (FDG-6-P) by the glucose

enzyme hexokinase [147]. Once it has been phosphorylated, the molecule cannot leave

the cell1. It is this trapping of the molecule that enables PET to image the location

(biodistribution) of the process. Because the tracer is trapped over time, the cellular

concentration of tracer inside the region of interest is increasing, and the amount

of tracer in the full blood volume (throughout the rest of the body) is decreasing.

1There is some controversy about further metabolism mechanisms of FDG [77,132,164].
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This feature enables a powerful contrast mechanism. for detecting, visualizing and

quantifying disease in living subjects.

In order to achieve the highest contrast, the tracer is injected into the subject

some time before data acquisition is performed (e.g. ∼50-90 minutes). This wait time

enables tracer to flow through the subject and over time, be selectively taken up in the

cells of tissue of interest by the process of interest, and giving high contrast at the time

of image acquisition. A compromise between uptake time and lifetime of the positron

emitter determines the time that image acquisition should occur [54, 101, 106,140].

1.3 The Physics of Positron Emission Tomography

One of the reasons that positron emission tomography (PET) is so successful at

non-invasively determining biomolecular function inside a large object of interest is

due to the energy of the photons emitted. If an object is sufficiently small or thin in

the direction of photon trajectory, two approaches could be useful in regards to choos-

ing the probe’s photon emission energy: (1) use numerous low energy photons and

strong physical models to calculate a likely photon origin, or (2) use a few high en-

ergy photons and simpler models to arrive at a likely photon origin. Bioluminescence

and fluorescence use the first photon energy regime to perform studies, but PET and

SPECT take advantage of the second. Further modalities use other properties of ma-

terial being imaged to determine structural or functional information (e.g. computed
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tomopgrahy (CT) uses x-ray energy photons, ultrasound uses sound propagation and

MRI utilizes the magnetization of nuclei to determine structure and fMRI uses the

magnetization of nuclei to determine molecular function).

(a) Coincidence line formation (b) Many coincidence lines: the data used in al-

gorithms for image feature formation

Figure 1.2: (a) an illustration of the tracer uptake (red circle) in the subject (grey
oval), positron-electron annihilation (green lightning bolt), annihilation photons gen-
erated (yellow wavy lines), interaction locations (blue stars) in the detector (grey
boxes) and coincidence line (black line), and (b) an illustration of many coincidence
lines (black) crossing through the tracer uptake location (red circle).

Positron emission tomography as an imaging modality takes advantage of the ten-

dency of a positron to annihilate with an electron and produce two 511 keV photons,

180 degrees apart, near the location of the positron emission. The 511 keV photons

that are generated have a small chance of interacting in low density matter such as

water (of which we are mostly comprised) and a high chance of escaping the body
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without interaction. By detecting both photons that are emitted from a single an-

nihilation, it is assumed that the electron-positron annihilation occurred somewhere

along a line drawn between the two detected positions.

Therefore, the location of the positron emitter is not directly measured, but rather

assigned to a response line. In order to make images, one collects many of these from

this double-photon, or coincidence photons, measured from many different angles.

These locations of high coincidence-line intersection density are the locations from

which the photons were likely generated. The illustrations in Figure 1.2 depict the

situation.

The coincidence lines, along with tomographic image reconstruction algorithms,

form an accurate tracer distribution image. Understanding some of the details of

the processes that the particles (positrons, electrons and photons) involved in PET

undergo will help to better understand both the advantages and limitations of the

imaging method, as well as possibly give some direction as to how the information

that is gathered could be better used.

1.3.1 Positrons

Positron Range

A chosen tracer molecule has attached to it a radionuclide that, for PET, will

preferentially emit positrons. The positron, having some kinetic energy from the
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Figure 1.3: The distribution of positron path lengths for 18F -emitted positrons in
water [99].

radionuclide decay, must slow down before interacting with an electron. The kinetic

energy of the positron has a range (from 0 to 635 keV maximum for 18F ), where

the released energy from decay is distributed between the positron and a neutrino

released simultaneously. The path that the positron takes is tortuous and highly

variable in direction and path length. The path length is mainly influenced by the

kinetic energy with which the positron is released as well as the composition of the

surrounding material. For 18F , the positron emitter used to tag the glucose analog

FDG, the absolute value of this range (distribution shown in Figure 1.3) averages

∼0.23 mm.

Therefore, positrons are essentially the middle man in PET signaling and de-

tection. Positrons do not, on average, remain at the exact location the tracer was
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trapped in the body, nor are they directly detected by the detector system.

Positron Annihilation

Near the end of the positron’s path, it interacts with an electron by annihilation,

producing two or more photons simultaneously. The most probable number of emitted

photons is two (>99% in water [112]) which is exploited by PET2. When two photons

are produced in the annihilation process, they have nearly (see Section 1.3.1) exactly

opposing momenta (collinear, back to back) and energy (511 keV). The collinear,

monoenergetic, and simultaneous emission of two annihilation photons is utilized in

reconstructing the biodistribution of tracer in the object (see Section 1.5).

Momentum Conservation: Acollinearity

Although positrons slow down before annihilating with electrons, they do not

always come to rest in the electron-positron rest frame. Therefore, the remaining

energy beyond the rest mass of the positron and electron is converted, via momentum

conservation, into a deflection from an exactly π angular separation between the two

emitted photons, resulting in acollinearity. The degree of angular deviation is due

mainly to the momentum distribution of bound electrons in the surrounding material

[107]. For water, the RMS deviation is ∼4.5 mradians or 0.26o [99]. As the diameter

of the detector system increases, this angular deviation translates into larger spatial

2Some groups have begun looking at the viability of building detectors that also take advantage
of three annihilation photon events, as PET is a count-starved imaging modality [5, 78].
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deviation in the detected location, producing a system-size dependent uncertainty in

the reconstruction of biodistribution.

1.3.2 Annihilation Photons

An overview of the mechanisms of annihilation photon interaction in matter will

be discussed here and in more detail in Section 7.2 of Chapter 7.

The interactions of annihilation photons are dependent on photon energy as well

as the effective atomic number (Zeff) and density (ρ) of the material with which it

interacts [154]. The probability of interaction in a body is also increased by a larger

amount of material the annihilation photon must traverse. In other words, a larger

volume object increases the chance a photon interacts somewhere along its trajectory.

Some interaction processes lead to annihilation photons being absorbed in a ma-

terial during interaction, some result in changing the direction of the photon. If

interaction occurs in the body before reaching the detector, both of these types of

processes can lead to a reduction in the number of annihilation photons that can be

detected or kept after signal filters (though a high percentage of interactions, >99%,

are due to scattering).

Detector systems, on the other hand, utilize the processes of interaction to ab-

sorb and therefore record an annihilation photon. Although the bulk of the energy

deposited in a detector interaction occurs at the location of the interaction, the lib-
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erated electrons and characteristic x-rays from the interaction processes also go on to

deposit energy in the detector. The pathlength of these particles can lead to energy

being deposited in neighboring detector elements.

The general trends in parameters that affect photon interaction and signal pro-

duction are modulated by mechanisms specific to a family of detector materials.

The characteristics of common materials used in PET can be found in References

[86, 120, 137].

1.3.3 Photon Attenuation

The probability of attenuation along the colinear trajectory of annihilation pho-

tons through the object of interest is uniform due to the exponential nature of at-

tenuation of photons through matter. For one of the photons, the probability of the

photon emerging along its original path from a depth of x inside the object is:

P = 100% ∗ Ix

Io
= 100% ∗ e−µx (1.1)

where Ix

Io

is the fraction of photons leaving the object, and µ is the material dependent

linear attenuation coefficient. For both photons, the probability of both emerging

along their original path through an object thickness d is the multiplication of the

two probabilities:
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P = 100% ∗ Ix

o
∗ Id−x

o
= 100% ∗ e−µx ∗ e−µ(d−x) = 100% ∗ e−µd (1.2)

where the second photon travels through the rest of the object thickness (d − x)

along the LOR path. The result is that the probability of both photons emerging

unscattered from the object is independent of the location of the annihilation along

the LOR.

1.3.4 Event Classification

Data gathered in an interaction are used, along with inference (see Section 1.5.1 for

a discussion on inference) based on the physics of annihilation photon transport from

production to detection, to distinguish usable interactions (signal) from interactions

that will lead to blur in the image (loosely framed here as ”noise”). Usability of events

is defined within the framework in which the events are expected to be used. In the

case of PET, traditional systems are using the energy and time of an interaction to

filter out events that will form lines of response that will reduce contrast in the image.

Noise: Scatters

Finite energy resolution (ERes) in the detection system contributes to the inability

to distinguish annihilation photons that have undergone a scattering of small angle

before being detected. The photon’s energy after a Compton scattering interaction

is a function of its pre-interaction energy and the angle at which it scattered (see
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Figure 1.4: An illustration of a detected scattering event. One of the annihilation
photons (yellow wavy lines) is detected unaltered and one has undergone one Compton
scattering interaction before being detected. The grey rectangles are the detectors,
the dark grey oval is the object being imaged, the red circle is a region of dense tracer,
the light blue lightening bolt is the annihilation event, the purple star is the Compton
scattering interaction location, the red line is the line connecting the two detected
interactions, and the blue dotted line is the line that would have resulted if neither
annihilation photon had scattered.

Figure 1.5 and Section 7.2.1). Therefore by energy filtering detected events, only

annihilation photons that have undergone relatively large angle scatter in the object

of interest are rejected (see Section 7.2.1). Table 1.1 shows the upper limit on the

scattering angle that would be accepted by a detector system with a given lowest

accepted energy threshold.

An event pair that contains annihilation photons that underwent one or more

scatter events, but are not filtered out by energy discrimination due to this energy

blur or a large acceptance energy window, are called scatter events or just ”scatters”.
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Figure 1.5: Energy lost by an annihilation photon due to a Compton scattering event
versus scattering angle.

Table 1.1: Accepted scattering angle for various lowest accepted energy thresholds.

Lowest Accepted En-
ergy [keV]

Lowest Accepted En-
ergy [% 511 keV]

Accepted Scatter-
ing Angle Range
[degrees]

501 98 0-12
482 94 0-20
451 88 0-30
414 81 0-40
377 74 0-50
308 60 0-70

The larger the (1) volume and (2) density of the material that the annihilation photons

must traverse, the greater the likelihood of Compton scattering.
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Noise: Randoms

Figure 1.6: An illustration of a detected randoms event. One pair of the annihilation
photons (yellow wavy lines) has one detected photon, and one is absorbed. The other
pair has one detected photon, while the other passes through the detector undetected.
The grey rectangles are the detectors, the dark grey oval is the object being imaged,
the red and blue circles are regions of dense tracer, the light blue lightening bolts are
the annihilation events, the blue dotted lines are the lines that would have resulted if
both annihilation photons of the pairs had been detected and distinguished, and the
red line is the line connecting the two detected interactions (notice the red line does
not go through either of the regions of the object with high tracer accumulation).

The other major contribution to large scale background in a reconstructed image

is the finite time resolution of the constituent detectors in a PET system. Events

are constructed from time pairing detected incident photons which are assumed to

be from a single photon emission event - an annihilation event produces two photons

at precisely the same time. An uncertainty in timing information leads to possible
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pairing of detected incident photons from separate annihilations, which incurs large

spatial background in the reconstructed image. Events that are paired from photons

from separate annihilation events, but are not filtered out by time discrimination

techniques due to the temporal uncertainty in the detectors, are call ”Randoms”.

Since all of the annihilation events emit photon pairs isotropically, the ”noise” due

to the Random coincidences is relatively uniform throughout the field of view [79].

Inclusion of these events degrades contrast, hence degrading quantitative information

(functional dependence of intensity in reconstructed image on tumor uptake).

One of a pair of generated photons can go undetected, or filtered out by the energy

window meant to discard scatter events, by (see Figure 1.6):

• traveling along a path that is not directed toward detectors (either initially or

after being scattered). The bulk of the annihilation photon loss is due to this

effect.

• passing through the detectors without (completely) interacting, i.e. the de-

tected energy of the event is less than 511 keV and could thus be removed from

the data. This is the second largest effect creating annihilation photons to go

undetected.

• being absorbed in the body before getting to the detectors. This is a very rare

occurence.

The other factors contributing to Randoms are the activity of the source with
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respect to the time resolution and size of the detectors in the system. Annihilation

photons are produced via the population-limited Poisson time-distributed emission of

positrons from all of the radioisotopes present, with a mean emission rate represented

by the current activity of the source. As with scatter events, the random events cannot

be labeled in a traditional system, but their rate, after energy and time windowing,

can be estimated.

Noise: Multiples

”Multiples” occur when multiple annihilation events have produced three or more

detected photons within the coincidence time window. Singles (see definition below)

and Multiples can occur for similar reasons as was the case for Randoms - that is,

due to photon loss and finite system time resolution - but may be estimated and

subtracted from the data. If more about the state of photons as the annihilation

photons enter the detector was known; random, single and multiple events could shed

some of their ambiguity and contribute with reduced noise to image reconstruction.

Signal: Trues

Taking into consideration the major types of ”noise” that contributes to blur or

background in the image, then true events are those where all of the following must

be true:

• Both annihilation photons from a single annihilation event (that produced only
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two annihilation photons) interact in the detector system within the coincidence

time window setting.

• Each of the pair of annihilation photons fully deposit there energy in the detector

system within the energy window setting.

• Neither of the annihilation photons have scattered in the object before reaching

the detector.

Breaking each rule 1) results in or defines different types of noise or 2) illustrates

ways in which true counts are reduced. The first rule being broken contributes to

random rates, the second rule means the event cannot be distinguished from scatter

events (and is thus filtered), and the third rule says that scatter events should be

filtered out. As each of the previous ”noise” discussions have mentioned, filters are

employed as efficiently as possible knowing the signal to noise is increased by using

the described filtering methods, but some true events are invariably lost and some

blurring events are included due to the finite resolution of the system.

Singles

When only one of a pair of annihilation photons is detected, these events are called

”singles”. The term ”single” is also used when referring to a single photon that is

detected above the lower energy threshold of the detection system.
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1.4 Key Performance Issues in Positron Emission

Tomography

Positron emission tomography systems detect the location, energy and time of

annihilation photon interactions in order to produce a map of the locations from which

the photons were emitted. This map, or image, corresponds to the biodistribution of

the process-specific tracer in the object being studied.

The sharpness and clarity of the tracer map is a function of the efficiency and

accuracy of the detector system used. However, intrinsic blurs from positron range

and acollinearity (see Sections 1.3.1 and 1.3.1, respectively), which are inherent in

the physics of the annihilation process, reduce the accuracy of the overall tracer

mapping process. Fundamental limits restrict PET images from achieving perfect

representations of the actual biodistribution in the object, hence impacting the ability

to quantitatively study disease mechanisms.

The materials and devices used to construct the detection system have tradition-

ally been the major contributor to blurs and artifacts found in the reconstructed

image [92, 110, 117, 124, 162, 165, 166, 168]. The major features of detector system

driven image limitations are discussed in this section.
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1.4.1 Sensitivity

Emission tomography is, by the nature of the method, an inherently counts-starved

means to study disease mechanisms in a living subject. The purpose of the method

is to assess biological function without perturbing it. Therefore, only trace amounts

of chemical tracer are introduced into the system, each molecule having at most one

chance of emitting a signal to advertise its location. Therefore, the efficiency with

which the system can detect coincident annihilation photon events is of great import.

Detector Photon Sensitivity

Traditional PET systems use only events consisting of the detection of two anni-

hilation photons from a single annihilation event to reconstruct an image (see Section

1.3.4 for a further discussion on event types and Reference [53] for a novel perspective

on event-typing). Many factors contribute to the efficiency with which these events

are detected. Although there are factors specific to the object being studied that

reduce the fraction of annihilation events that result in two detectable annihilation

photons. The detector-specific or controllable characteristics will be discussed here.

The major players in detector system efficiency are (see Section 8.3.2 for a further

discussion):

• The solid angle coverage or geometric efficiency, of the object being studied.

Detectors surround the object so that the isotropically directed annihilation
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photon pairs are, as often as possible, directed at the detector.

• For those annihilation photons that are directed at the detector, the intrinsic

detection efficiency depends on the chance that an incoming photon will be ab-

sorbed in the crystal material. This depends upon the Z, density and thickness

of the material. Intrinsic detection efficiency determines the fraction of annihi-

lation photons that produce detectable interactions. 511 keV photons have the

ability to traverse a non-negligible amount of material before interacting.

• Intrinsic properties of the components that are used to construct the

system, such as scintillation light output, photodetector quantum efficiency,

and coupling mechanisms between the photodetectors and electronics. These

factors determine whether an absorbed event will be accepted to be above a

given threshold setting. This factor is part of the intrinsic detection efficiency.

The components of detector sensitivity can be broken down further, and are dis-

cussed in Section 8.3.2 of Chapter 8.

Data Filters

The position of the detected interactions that are used in final image reconstruc-

tion are those from annihilation photons (511 keV interaction energy), desirably from

the same annihilation event (simultaneous or coincidence detection). As will be dis-

cussed in Section 1.4.2, the resolution with which the position, energy and time is
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measured in a detector is not perfect. Therefore, energy and time filters are used

to select each detected annihilation photon pair from background coincidence events

for reconstruction. These filters reduce the number of detected interactions with the

intent to improve the signal to noise ratio (SNR) of the reconstructed image.

1.4.2 Detector Resolution and Linearity

The three characteristics of an interaction that are recorded by the detector are

the position, energy and time of the interaction. The energy and the time between

two interactions (coincidence time) provide a means to select interaction events to

use for image reconstruction.

Position

Because PET uses the interactions from two annihilation photons to make the map

of the tracer locations inside the object being imaged, the position resolution and lin-

earity are important detector system considerations. The resolution with which the

image map can be made is intrinsically linked to the detector system position res-

olution. Positioning linearity in the detector also contributes to position resolution

in the image in that portions of the object can have artefacts and much lower sam-

pled regions when measured with systems having position detection non-linearities.

Section 8.2 explicates how the detector and image spaces are related.
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Energy

The energy of an annihilation photon interaction helps to distinguish the event

as one arising from annihilation photons. An annihilation photon should deposit 511

keV in the detector. Interactions with more or less than 511 keV are likely to have

compromised interaction information, therefore contributing to blurs and artifacts in

the reconstructed image. Section 3.2.6 discusses energy resolution when evaluating

detectors.

Beyond annihilation photon transport processes contributing to disparate interac-

tion energies, detection systems measure energy with a finite resolution. This energy

resolution blurs the distinguishability between unaltered annihilation photon inter-

actions and energy deposited by other means. The inclusion of interactions from

scattered photons, for instance, creates a uniform background in the entire image,

decreasing the contrast of features.

The energy resolution of current small animal systems existing or under devel-

opment average ∼17-50% of 511 keV for scintillator-photodetector designs [59, 116,

168, 169, 171, 187, 194], and ∼2-5% for system designs using direct semiconductor

photodetection [114,182].
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Interaction and Coincidence Time

The interaction time of an annihilation photon in a detector is used so that it can

be paired with the annihilation photon that was most likely to have been emitted

during the same annihilation event. Because detectors have finite timing resolution,

coupled with the rate at which annihilation events occur in the subject (total activity

of the injected tracer), pairing the wrong two annihilation photon interactions occurs

at a non-negligible rate. The rate of pairing error is dependent on the following major

factors: the detector system, the size and composition of the object being imaged and

the amount of activity in the object being imaged. Section 1.3.4 discusses this concept

further.

The coincidence time resolution of current small animal systems under devel-

opment average ∼3-14ns for scintillator-photodetector designs [59, 116, 168, 169, 171,

187,194], and ∼8-30ns for system designs using direct semiconductor photodetection

[114, 182]. These time resolutions do not allow for the detection of the difference in

flight times due to dissimilar path lengths of detected annihilation photons from the

same event.

Some detectors are able to resolve interactions in the high hundreds of picoseconds

(>500ps), too large to be useful in small animal imaging systems, however these

detectors are being investigated for larger diameter, full body human imaging systems

(∼15 cm in radius [149]) in order to reduce uncertainty in annihilation location along
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the annihilation photons’ line of trajectory. See Reference [108] for more details.

1.4.3 Sampling

Figure 1.7: An illustration of the coincident detector pair lines and the useful field of
view [31].

Because detector elements are only able to discretely measure position in the

PET system, the pairs of detectors that are used to form coincident events measure

or sample the object being imaged along coincidence lines. The density and linearity

of spacing of lines throughout the imaging volume is a major factor in determining

the ability of the detector system to uniformly and accurately quantify activity.

Many systems must use a small field of view (FOV), as compared to the inner

diameter of the system, to reduce resolution and sampling errors [85, 110, 119]. Un-
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fortunately, a small useful field of view increases the cost (more detector is needed to

view the same volume) and reduces the photon sensitivity (counts detected in coinci-

dence lines outside the smaller field of view are rejected) of the system. This smaller

field of view, or useful field of view (UFOV), is illustrated in Figure 1.7. Another

factor, however, also shrinks the useful field of view. A discussion on another major

contributor can be found in Section 6.2.1.

1.4.4 Image Quantification

Accuracy in intensity measurement across the reconstructed image is essential to

recreating the biodistribution of the tracer in the object being imaged. Intensity

measurement for each detector pair should be the same, given the same amount of

annihilation photons directed at them. In other words, the efficiency with which a

detector pair registers a coincidence event should be the same for all detector pairs.

The efficiency map for each detector pair should be measured using known activity

distributions and then equalized, a process called normalization. Chapter 8 discusses

a novel normalization algorithm developed for the system described in Chapter 6.

Counting Statistics and SNR

The majority of the processes involved in PET detection follow Poisson statistics.

Both the decay of an isotope producing a positron as well as photon counting in

the detectors are Poisson processes. Poisson noise arguments (where the standard



30

deviation of counts is equal to the mean which is square root of the counts) show that

the local signal to noise ratio (SNR) in the reconstructed image at location (x,y,z)

is a function the number of counts in that pixel [186] and the image reconstruction

method used.

Therefore, the larger the number of counts, the better the signal to noise ratio will

be. This result is a major driving force for increasing photon sensitivity in the detector

system and influences how finely discretized the image space can be in reconstruction.

A smaller image pixel size will not necessarily result in better image quality unless you

have adequate photon statistics in that smaller pixel to maintain high SNR. The two

factors in determining the optimal reconstructed pixel size to use are a) the intrinsic

resolution of the detector system and b) the number of counts that can be gathered

in the acquisition.

Contrast

Besides resolution, the other primary characteristic of feature distinction in recon-

structed images is that of contrast. Contrast is essentially the relative intensity in the

image due to tracer uptake in the body. Contrast is usually defined in the following

way:

Cl =
Rl − Ro

Ro
(1.3)

where Cl is the contrast in the lesion or area of interest, Rl is the count rate in the
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lesion or area of interest and Ro is the count rate in non-lesion tissue (background).

Contrast is used by physicians and researchers to distinguish regions where the chem-

ical process of interest within diseased tissue is taking place from normal tissue. The

primary source of contrast is due to the biochemical and molecular mechanisms of

uptake of the tracer by the tissue. The ideal tracer would be taken up only by the

process of interest, and not at all by the surrounding tissue. Due to the compromise

between the kinetics of tracer flowing through the body, the mechanisms of accumu-

lation in the cells of tissue of interest, and the half-life of the radio-isotope attached to

the biomolecule, this scenario is extremely difficult to achieve. Therefore, much work

is being done on producing high contrast tracers [64, 81, 122, 130]. Algorithms, such

as those used in image reconstruction, also play a part in resulting image contrast

[25].

1.5 Tomography and Inverse Problems

Because PET detector systems do not directly measure the activity distribution

in a body, models and inference must be utilized using information that is measured:

the position, energy and time of interactions from annihilation photons.
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1.5.1 Input/Output, Likelihood, and Inference

Ultimately, all methods try to achieve the same result: obtaining the origin of the

detected photon. The desired output of the models and reconstruction algorithms is

the accurate distribution of radionuclide that produced the detection pattern recorded

in the detectors. The methods with which information about the photon’s origin is

determined is discussed in the next section.

Measurements

The major method PET uses to reduce the space from which a single detected

photon pair originated is by using electronic collimation, or image-volume filtering

using gathered signals (see Figure 1.2). Each interaction characteristic recorded; i.e.

position, energy and time; filters the interactions to produce a usable event pair. By

this filtering, the event pair was likely from annihilation photons: 1) uncompromised

during their transit through the body and 2) that came from the same annihilation

event. The coincidence interaction pair locations in the detector system form a line

defining the most likely set of locations from which the photons originated in the

body. An overview of the coincidence lines, or lines of response (LORs), can be found

in Section 1.5.2 and discussed more thoroughly in Sections 1.5.3 and 1.5.5.

Another form of collimation not often employed in modern PET systems is that

of mechanical collimation, simply referred to as collimators. Collimators consist of
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high atomic number, high density material containing holes that only allow photons

from particular angles to enter the detector. This reduction of accepted angles may

be achieved by using long, thin, straight, hollow channels which let annihilation pho-

tons traveling parallel to the channels pass unabsorbed. Although using collimators

descreases blurs due to mis-event-typing, many of the annihilation photons are ab-

sorbed in the collimators, drastically reducing system photon detection sensitivity by

an order of magnitude or more [31, 84].

Some newer collimation methods are utilizing multiple interactions occurring in

the detector per annihilation photon to infer a segment of the volume from which

photons may have entered the detector. A standard method employed is using Comp-

ton kinematics [36, 133, 172]. Reference [53] discusses a novel algorithm for multiple

interaction-based electronic collimation (MIBEC).

1.5.2 Line of Response

Using models, inference, and filters on collected data results in distinguishing the

most likely regions of activity in the imaging volume that produced each detection

pair. These high likelihood regions generally encompass many image pixels and in

PET, are traditionally in the form of a line.

Because it is assumed that annihilation photons are emitted in exactly opposite

directions, if they are unhindered during their transit through the object before reach-
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ing the detector, the locations of the interactions will form the end points of the line

through which the photons traversed. As discussed in Section 1.5.5, the photons have

an equal probability of being emitted anywhere along the formed line, or line of re-

sponse. Therefore, the line of response is the projected representation of the acquired

data in image space. See Sections 1.5.3 and 1.5.5 for a more detailed discussion on

how lines of response are formed and utilized in image space.

1.5.3 Detector Space

For illustration purposes, suppose there is a 2D detector system made up of two flat

plate-like detector heads, and a 2D object between the heads that is uniformly filled

with activity (see Figure 1.8). If only the detector pairs that are directly opposing one

another in this detection configuration are selected for illustration, the thick black

lines in Figure 1.8 represent the parallel lines of response connecting them. Borrowing

nomenclature from x-ray computed tomography (CT), t parameterizes the position

of a detector pair response line along a given projection oriented at angle theta, and

C(t) is the detector-dependent integration of all counts.

Counts are collected for as long as possible to obtain the best counting statistics,

allowing all possible detection pairs to gather the most usable information from the

detection system. By collecting this data, the activity within the object of interest has

been discretely sampled by each detector element pair. As far as detection elements
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Figure 1.8: Illustration of detected counts from a single angle of the parallel lines of
response for a simple dual head detector. This illustration demonstrates one way in
which the detected events can be stored (i.e. grouped in parallel lines).

are concerned, an ideal tomographic detector system would be able to (1) sample

with infinitesimally small detector elements which would (2) fully cover the 4π surface

area surrounding the object; have (3) perfect energy, time and spatial resolution; (4)

perfect quantum efficiency, and (5) would have no dead time. This system would

still have inherent annihilation and photon interaction physics to take into account

such as Compton scatter and scintillation photon production variations, to name just
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two. Because none of these idealizations are achieved in PET systems, assumptions

and inference must be employed in order to create a likely representation of the

radionuclide distribution in the original object. The representation created in this

study was in the form of a pixelated image, much like the pixels on your computer

screen form images of a family photograph or a character in a video game. How

images in this study are formed is described in the following section.

1.5.4 Data Structures

There are two spaces in which information about the object is stored. The first is

detector space, commonly referred to in tomographic imaging as ”projection space”.

As discussed previously in this chapter, information is first gathered in this space

during acquisition. Section 1.5.4 talks about how acquired data can be sorted for

optimal use of computational resources. Section 1.5.2 briefly discussed how these two

spaces are linked through physical models of photon transport and detection.

Sinograms Data Sets

Sinograms are not used in any study contained herein; they are briefly discussed

here for completeness. The traditional method of storing filtered acquisition data is

in the compact form of a sinogram [7, 40, 155, 185]. Sinogram space is parameterized

for a particular LOR by: the angle θ a line of response forms in an axial slice of the

detector space, the radial distance r of that LOR from the center of an axial slice,
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Figure 1.9: Illustration of the nomenclature used to define sinogram space.

the ring difference d or the number of axial slices traversed by that LOR, and the

axial slice z of the LOR (see Figure 1.9). The LOR data, binned in four dimensions

(r,θ,d,z), can be a dense matrix for detector systems with relatively low numbers of

possible detector pairs as compared to the number of collected counts. Reducing the

number of calculations by grouping data in this way has traditionally lead to a large

speed up in image reconstruction computation time.

List Mode Data Sets

When the possible number of LORs becomes large compared to the number of

counts collected in an acquisition, the space used to store collected data may instead
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be most efficiently used by storing the individual detector element pairs involved in

each event. For instance, the number of possible detector pairs in the small animal

system designed in this thesis is ∼5x109, whereas the number of counts collected is

usually ∼108. A sparse matrix with an average count density of 0.01 per element

does not provide an efficient use of computational resources. Storing each event on a

line by line basis can also lead to increased sampling of the detector space as events

are not binned to prescribed locations.

1.5.5 Image Space

Section 1.5.4 discusses the methods in which counts acquired by detector pairs

can be stored for analysis. Since the method used in this thesis stores each event pair

individually in a list, that will be the framework used for the following discussion.

Lines of response formed from the event pair locations traverse the system’s field of

view, representing the solution space of possible annihilation locations that produced

the event. The probability of annihilation photon emission along the line of response

is constant when the time resolution of the detectors is large compared to the transit

time of the annihilation photons, which was true for the systems described in this work

(see Section 1.4.2). This information is transfered to an image space by distributing

a weighting factor into the subdivision of image space, which will be described in

Section 1.5.5. How the image space itself is subdivided will be discussed in the
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following section.

Subdividing Image Space

Figure 1.10: Illustration of an event line of response crossing image pixels.

The three dimensional image formed from event counts is constructed from sub-

divisions in the three coordinates. There are various methods of subdividing image

space, though a standard method is to use small cube-shaped divisions or pixels, i.e.

discrete image elements that have equal sized edges (see Figure 1.10). Each image

pixel dimension represents a physical size in the object. For example, most pixels in
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high resolution PET images represent object volumes on the order of 1mm3. The

pixels are the smallest element in the image, meaning an individual pixel has a value

that is uniform across the pixel. Although the LOR in Figure 1.10 traverses the pix-

els unequally, i.e. the LOR may only graze certain pixels, and completely encompass

others, the value of any pixel due to the LOR applies to the whole of that pixel.

Pixel size is chosen based on aspects of the detector system - for instance the

system’s sampling of the field of view, and the spatial resolution of the detectors.

Making smaller pixels in hope of reconstructing images with better resolution will

only succeed until the pixels are on the order of the system sampling size. If pixels

are too small, counts are stretched too thin per image pixel and counting statistics

become low. How the counts from each LOR are distributed to pixels is described in

the next section.

Detector Counts Distribution in Image Pixels

The goal of image reconstruction is to recover the original activity density in

the object from detector measurements. There are multiple ways to calculate the

contribution of a particular line of response to counts in the traversed image pixels.

System models specify LOR size, shape, location and cross-sectional profile. The

simplest model is illustrated in Figure 1.11, where a constant density, finite thickness

line crosses image pixels. The amount of counts distributed to a particular pixel is

dependent on the fraction of the pixel that the LOR intersects. The sum of the total
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Figure 1.11: Illustration of an event LOR crossing image pixels. The object in light
gray is shown for reference.

distributed counts for a single event LOR is normalized to one.

Looking back at the example illustrated in Figure 1.8, it is apparent in this simple

model that efficiency differences in detection would lead to mis-representation in

the images of the true object activity distribution. Therefore, the relative efficiency

differences of the LORs in the system must be determined so that a weight can be

applied to normalize LORs with respect to one another. The method of determining

this weighting factor is the subject of Chapter 8.
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1.6 Reconstruction Algorithms

The image is the representation of the annihilation photon emission distribution,

which is the best approximation to the tracer biodistribution. The accuracy of the

image with respect to the true radionuclide distribution depends on the detection

system, as discussed in Section 1.4, but also on the reconstruction algorithm and its

incorporated models.

1.6.1 Reconstruction Methods

Data gathered by a detector system is used to reconstruct an image of the density

of annihilation photon emission within the volume imaged by the detectors, and

hense the biodistribution of tracer in the object being imaged. The ideas used to

reconstruct an image can be shown using the Radon transform in two dimensions.

The left hand side of Figure 1.9 illustrates the system space nomenclature used in the

Radon transform, and the distance along the LOR will be called t. Then, the Radon

transform (R) is defined as [186]:

p(r, θ) = R[f(r, θ)] =
∫

∞

−∞

f ′(x, y)dt (1.4)

This equation states that the number of acquired coincidence pairs for a particular

(r, θ) is equal to the sum over all the tracer present along the LOR. This view of the

Radon transform is usually called ”forward projection” as the events are stored in a
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space after they have undergone the ”forward” process performed by event collection

by the detector, i.e. the data are represented in the space in which they were acquired.

The natural structure for the data for application of the Radon transform is the

sinogram, discussed in Section 1.5.4.

In order to retrieve the distribution of tracer in image space, the inverse-Radon

transform is employed, or by performing the ”backprojection” step:

R′[g(x, y)] =
∫ π

0
p(r, θ)dθ (1.5)

This step projects the data back into image space along each of the LORs, pro-

ducing a map of the biodistribution of the tracer.

The ideas in the Radon transform method have been used as a general framework

to construct other reconstruction methodologies such as those that include filters to

increase accuracy in reconstructed images (e.g. the filtered backprojection algorithm),

Fouier and Bayesian methods, as well as maximum-likelihood and other iterative

reconstruction techniques.

Optimizing reconstruction techniques is a rich and on-going field of research for

PET studies. Information on other techniques can be obtained in References [7, 23,

26, 27, 34, 46, 48, 85, 118, 121,131,142–144,189].
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1.6.2 Reconstruction Algorithm: OSEM

The reconstruction algorithm employed in this work is iterative in implementation

and uses a likelihood estimator to estimate the most likely image that produced the

pattern of recorded detector measurements. Iterative reconstruction algorithms are

utilized in PET because of the relatively low number of counts that are used to

reconstruct images.

The Ordered Subset Expectation Maximization Algorithm (OSEM) iterative algo-

rithm is based on concepts formed by the maximum-likelihood expectation-maximization

(MLEM) algorithm (see Reference [41] for more details). The MLEM algorithm uses

previous information about the image to estimate the current image. This is done by

first reconstructing data assuming no previous information, or prior. Another image

is produced using the same data set by estimating the expectation of the pixel values

and then maximizing the likelihood of the image pixel values knowing the pixel val-

ues from the previous image. This is iterated many times, ideally until convergence

is reached (i.e. the pixel values aren’t changing significantly with each successive

iteration) [18, 65, 179].

OSEM is also uses previous subsets of the data to form a likelihood map on which

further data is then added, but speeds up the iterative process by first breaking data

down into subsets [66]. Because the data becomes correlated, the number of subsets

in which the data is broken up and the number of times the whole data set is used in
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reconstruction (also called iterations), is generally dependent on the amount of data

and the complexity of the image. Therefore, the reconstruction parameters (number

of subsets, number of iterations), is decided empirically.

1.7 Monte Carlo Simulation Techniques

Monte Carlo simulation algorithms utilize random numbers and known probability

distributions to compute outcomes for a defined process. Monte Carlo simulation is

utilized in this thesis to generate physically accurate particle transport in modeled

PET detector systems. The major advantage of the Monte Carlo technique in the

algorithms employed in this work is that it produces and follows each generated

particle and secondary particles, effectively modeling the statistical nature of the

processes in a built system [67,152].

Two such Monte Carlo simulation tools are used in this work: one for the annihi-

lation photon and secondary particle transport in the detector system, and the other

for the optical transport of the scintillation photons generated from the annihilation

photon interactions.

1.7.1 Annihilation Photon and Secondary Particle Transport

Geant4 Application for Tomographic Emission or GATE is a GEANT4 add-on

package. GEANT4 is a well-validated simulation tool for the high energy physics
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community. GATE was developed for the emission tomography field by a consortium

of institutions that actively maintain the simulation package [4]. GATE has been

validated with many PET detectors systems that have been constructed [9,58,70,71,

88, 112, 175].

A detailed discussion on the physics that is modeled in GATE and how it is utilized

in the system designed in this study can be found in Section 7.2.

1.7.2 Optical Photon Transport

Detect2000 is utilized in many fields as a Monte Carlo simulation tool to study

visible spectrum light transport in materials [24,57,60,73,173]. It is a versatile, fast,

easy-to-use tool for studying scintillation light transport in a modeled PET detector

module. Section 4.4 discusses how the simulation tool was used in this work, as well

as how well it compared to experimental data taken in the same study.

1.8 Directions of this Work

The two fundamental novelties in the detector components developed in this work

are: 3 dimensional positioning of events in the detector and using detector components

(photodetectors) that can resolve distances on the order of a scattered photon’s path

length.

These two features lead to two major advances for emission tomography detection:
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1) the ability to move beyond previous limitations on how a system must be built;

leading to detector configuration versatility, higher sensitivity and sampling; and 2)

more information gained per detected photon leading to possible advances in event

classification.

These advances then break down the fundamental assumptions about how visual-

ization and quantitation are both measured and realized in PET: detector resolution,

sampling, normalization, and event type estimation.

The aim of this work is to begin to utilize these new possibilities to advance each

of the key issues in radionuclide emission tomography instrumentation (which are

listed in Section 1.4), namely, to improve:

• Detector Resolution and Linearity: identify and characterize improved photode-

tectors and scintillator geometries (Chapters 3, 4 and 5)

• Sensitivity, Sampling and Image Resolution: design and simulate, using realistic

detector models that I developed, improved system configurations (Chapters 6

and 7)

• Image Uniformity and Linearity: the design and implementation of a normal-

ization algorithm to increase image uniformity and linearity (Chapter 8)

• Image Signal to Noise: the design and implementation of novel event classifica-

tion algorithms for more accurate noise rejection and possibly decreased signal

rejection and use of previously discarded information (see Reference [53])
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These general ideas can be broken down into the following specific improvements:

1. New concept for scintillation light detection for high resolution PET. A new

geometry for scintillation light readout has been investigated and developed and it

allow the following features without compromising performance:

• 1 mm intrinsic spatial resolution,

• directly measured depth of interaction,

• high light collection efficiency,

• superior energy resolution (∼12%), and better coincidence time resolution than

most APD-based systems (∼2 ns),

• thick detectors for high coincidence detection efficiency without compromising

light collection efficiency and other performance parameters,

• and a high photon sensitivty geometrical arrangement of detector modules.

2. Development of a realistic LSO-PSAPD detector system signal model for the

following investigated system studies:

• operational system parameter estimation,

• development of positioning techniques for annihilation photons with interactions

in multiple photodetectors,
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• development of a component-based normalization algorithm for data acquired

using detection modules utilizing the new scintillation light readout geometry



Chapter 2

Detectors for PET

2.1 Motivation

The ultimate goal of a positron emission tomography system is to non-invasively

detect, visualize and quantify regions of molecular activity within an object of inter-

est. Biologically relevant molecules (see Section 1.2.2) are used as ”homing beacons”,

with up-take preferentially in regions of the studied imaging subject in which a par-

ticular biochemical process is taking place. In the case of PET, these homing bea-

cons, or tracers, report their location by emitting positrons. The emitted positrons

then undergo annihilation with surrounding electrons, creating annihilation photons.

These photons must be accurately detected in order to register the location that the

annihilation happened, and thus where the biochemical process is located.

The detectors specific to PET and their physics will be discussed in this chapter.

50
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More focus will be placed on the type of detector studied and utilized in all following

chapters of this thesis, i.e. the design comprising scintillation crystal coupled to a

photodetector.

2.2 Mechanisms and Characteristics of Detection

2.2.1 Scintillators Coupled to Photodetectors

The most common method of detecting annihilation photons for PET is using a

high atomic number, high density material to convert the single 0.511 MeV photons

into many photons (∼10,000) with a peak emission spectrum that is a good match

to the absorption spectrum of the photodetector [1, 139].

Scintillation

There are many types of materials, natural and engineered, that emit light. In-

organic scintillators are used in high energy photon detection because of their ability

to efficiently convert annihilation photons into a shower of photons that are in the

high quantum efficiency range of most photo-detectors [91, 105]. The accuracy and

efficiency of the photon detection process are dependent on many properties of the

material. One such property is the light production process.

Scintillation luminescence in inorganic scintillators occurs along various de-excitation

paths, depending on the constituent material of the scintillator. All luminescence is
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due to interactions imparting energy into the lattice structure of the material [186].

Photon interactions, or ionization from charged particles, moving through the

crystal lattice ionize or excite electrons from the phonon (a quanta of a particular

mode of lattice vibration) valence band, creating either unbound electron-hole pairs

or pairs that remain bound (excitons). The excitons are then free to move through

the lattice until they are trapped and recombine at defects or impurities (intended

(dopant) or unintended). Upon recombination, a photon is emitted.

Figure 2.1: An illustration of the band diagram of LSO [103].

Figure 2.1 shows the energy band diagram for one such doped inorganic scin-
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tillation crystal, Lutetium Oxyorthosilicate (Lu2SiO5 or LSO), doped with Cerium,

(LSO:Ce) [103]. LSO is the scintillation crystal studied and utilized throughout Chap-

ters 3-8 of this document. In the case of LSO, the dopant Cerium forms two different

structures, labeled Ce1 and Ce2 in the figure, each of which produce slightly different

wavelength photons. In fact, there are two such emission bands from the first dopant

structure, which peak at 393nm and 422nm. Only one band is emitted from the Ce2

center, which peaks at 462nm. The two observed emission bands from the Ce1 acti-

vation center result from the spin-orbit splitting of the two 4f electron energy levels,

when de-exciting from the lowest 5d electron energy level.

Figure 2.2: An illustration comparing the emission spectra of LSO, BGO, GSO and
NaI [111].

The basic processes involved can be broken down into three steps, illustrated in

Figure 2.1:
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• Excitation - electron-hole pair formation illustrated by the black and white

circles on the left of the figure or the upward pointing arrows in the Ce1 and

Ce2 centers.

• Thermal relaxation to the bottom of excited state - labeled thermal quenching

and by the dotted-lined arrows

• Emission - shown as downward pointing arrows at the two activation centers,

Ce1 and Ce2.

The emission bands from the two center types are thermally broadened when

measured at room temperature. Figure 2.2 shows the resultant emission spectra of

LSO, as well as those of a few other common scintillation crystals [111]. The peak

wavelength of LSO is at ∼432nm.

Treating the scintillator as a material whose light output is linearly proportional

to the energy of the incident high energy photon, the efficiency of the scintillation

response can be written as a product of three efficiencies [80]:

η = β · S · Q (2.1)

where β is the conversion efficiency (the ratio of the produced electronhole pairs

to the maximum possible), S is the transfer efficiency and Q is the quantum efficiency

of luminescence.
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Most of the energy introduced into the system by high energy interactions is lost

to creating phonons. Because phonons can absorb energies from the exciton before

recombination in a continuum of energy ranges, the spectrum of emission from the

scintillator is fairly broad in the optical regime.

The number of scintillation photons that are produced per keV of energy deposited

into the scintillation crystal during the annihilation photon interaction directly af-

fects the ability of the detector to accurately determine interaction parameters such

as energy, position, and time. Following Poisson statistics, when smaller numbers of

photons are used for event characteristic estimation, fluctuations due to statistical dif-

ferences in light production, as well as photon absorption, electronics, etc., produce a

larger fractional fluctuation of the interaction parameter. Shot noise, dark noise of the

photodetector and the Poisson nature of many of the physical processes in sctillation

photon production and detection, also contribute to these fluctuations. Therefore, the

larger the number of scintillation photon produced per keV of deposited energy, the

smaller the fraction of the signal which will be blurred by statistical fluctuations. The

signal-to-noise ratio can be roughly estimated using Poisson statistical arguments:

SNR[%] ∼ 100% ·
√

N

N
(2.2)

where N is the number of scintillation photons produced

Other factors affect the amount of scintillation light that makes it to the photo-
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detector surface. Optical transport properties of the crystal geometry, coupling to

the photodetector and index of refraction all play a significant part in the average

fraction of produced photons that are collected.

Figure 2.3: An illustration of the nomenclature of crystal coupling aspect ratio.

The aspect ratio of the crystal coupling geometry can greatly affect light collection

efficiency. Using the terms shown in Figure 2.3, where L is the height of the crystal

in the direction normal to the face of the photodetector and W is the longest width

of the crystal parallel to the face of the photodetector, aspect ratio (A) is defined as

[95]:

A =
W

L
(2.3)

As A increases, the fraction of light produced in the scintillation process increases.
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This increase is mainly due to a reduction in the number of surfaces each scintillation

photon intercepts on its path to the photodetector, and a reduction in the amount

of crystal the scintillation photons must traverse before reaching the photodetector.

Each time a scintillation photon impinges a crystal surface, based on the reflection

efficiency; i.e. the materials involved, their reflection coefficient, and their index of

refraction difference; there is a chance of photon loss.

In general, the reflectance of the material coating the edges of the crystals not

coupled to the photodetector, and the index of refraction differences between the

crystal and any material with which it is in contact, significantly impact the fraction

of produced scintillation light that is collected by the photodetector. Properties of

the material coupling each directly read-out crystal and the detection surface of the

photodetector also impact light collection efficiency. Reflection and absorption must

be kept to a minimum at this intersection, so coupling material properties, such as

index of refraction and wavelength dependent opacity, become paramount coupling

material features [30].

The initial speed and duration of the scintillation process also affects the ability

of the detection system to accurately report the number of photons produced by the

scintillation crystal, or ultimately, the energy deposited in the annihilation photon

interaction. Figure 2.4 shows the light pulse of LSO, decaying over time [105]. The

characteristic decay time of LSO is ∼47 ns. The deposited energy in the crystal is

best estimated from the integral of the photons over the entire scintillation photon
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Figure 2.4: The spectrum of the light pulse decay in time for LSO [105].

production process. This integration is performed by the pre-amplifier. The zero-

crossing of the rising edge slope of the pre-amplified scintillation pulse determines the

time that the interaction occurs.

Therefore, properties such as scintillation crystal photon production rates, optical

coupling materials and methods, and (as will be discussed in the next section) pho-

todetector gain and quantum efficiency, all play a significant role in the accuracy of

interaction measurement.

Photodetection

The device component in a detector module is a photodetector, which is coupled

to the scintillation crystal. The scintillator’s job is to provide a material in which
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Figure 2.5: An overview of the detection process in the scintillator-photodetector
module.

the annihilation photon is to interact and, in turn, produce a spray of near-visible

or visible wavelength light. The photodetector collects the scintillation photons that

reach the detector surface and coverts them via electron excitation (electron-hole

pair liberation into the conduction and valence bands, respectively) into an electrical

signal, to be processed and recorded. An illustration of this setup can be seen in

Figure 2.5.

The first parameter specific to the photodetector in this design is the efficiency

with which the photodetector creates an electron for every scintillation photon that

arrives at the photodetector detection surface. This efficiency is called quantum

efficiency (QE), and is generally photon wavelength dependent. Figure 2.6 shows

the wavelength dependent QE for an avalanche photodiode [158]. Generally, the QE



60

Figure 2.6: A graph of the QE of an APD over a range of photon wavelengths near
the visible band [158].

peaks in the visible wavelength region for devices that are coupled to scintillation

materials and falls off quickly. The peak QE for photodetection devices can vary

greatly, as will be shown for the two types of photodetectors mentioned in Section

2.3.

A feature of most photodetectors is a mechanism to amplify photocurrent pro-

duced at the detection surface. The factor used to quantify this amplification is a

multiplicative factor, or gain. The gain of photodetection also varies widely from de-

vice to device, and can be realized in various ways, nearly all involving high voltage

applied across the photodetector (≥1000 V). The gain of the device should not be

dependent on the number of photons entering the device in order to preserve the lin-

earity between the output current of the device and annihilation photon interaction
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energy.

Electronics process the signals from the photodetectors to extract position, energy

and timing information of the interaction. These processes will be described in later

chapters in which their measurement and evaluatation will be presented.

2.2.2 Direct Annihilation Photon Photodetectors

All of the studies described in this thesis will have detectors configured in the

manner described in the previous two sections pertaining to scintillators and pho-

todetectors. For completeness, another method of detecting annihilation photons is

mentioned here.

Figure 2.7: An overview of the detection process in the photodetector-only module
design.

Instead of making detection a two-step process of scintillation light creation fol-

lowed by collection and conversion using a photodetector, some devices are adequately

sensitive (high density, high atomic number) to be able to directly detect annihilation
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photon interactions. One such material is a semiconductor composed of cadmium zinc

telluride (CdZnTe or CZT). The device operation of CZT is very similar to the silicon

based photodiode described above, but has relatively low leakage current (dark noise)

[123].

Because the ”middle man” is taken out, many of the loss processes due to photon

transport and detector QE no longer apply. Position and energy resolution are very

accurately determined in this detection module design. Position accuracy across the

face of the detector is essentially customizable down to hundreds of microns, if desired,

limited mainly by estimation techniques of charge sharing between read-out anodes.

Energy is determined by the sum of the charges read-out, and due to the low leakage

current, can be on the order of 1-3% of 511 keV [181]. Interaction time determination,

on the other hand, can be more complex to estimate in these devices.

Due to the necessity of the annihilation photons to directly interact in the pho-

todetector, the thickness of the device across which the bias voltage is applied must

either be relatively thick, or the system design would require many more thinner de-

tectors and associated read-out channels. However, in the case of CZT, the time of an

interaction is depth-dependent. Due to these effects, coincidence time resolutions for

CZT have been measured to be ∼10 ns FWHM [104,125]. Depth of the interaction in

the photodetector must be estimated to increase the accuracy of time of interaction

determination. This method relies on knowing the mobility of the charge carriers

throughout the device, and is in general, device dependent [104].
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2.3 Devices

The photomultiplier tube (PMT) [8, 89, 100, 117] and its position-sensitive vari-

ations [19, 150, 151, 162, 190] are still the dominant photodetection devices in the

scintillator-photodetector system designs, both commercially and in research settings.

Avalanche photodiode (APD) use [158,160] has recently increased in system designs,

with its position-sensitive (PSAPD) variant being actively researched for next gen-

eration systems [13, 42, 161, 192]. Both PMTs and PSAPDs will be discussed in the

next sections.

2.3.1 Position Sensitive Avalanche Photodiodes

Avalanche photodiodes are semiconductors that can be constructed of various

materials such as Indium Gallium Arsenide (InGaAs), Germanium (Ge) and Silicon

(Si). The silicon design will be the focus of this discussion. As mentioned in Section

2.3, APDs collect the scintillation light that reaches the detection surface of the

device.

Figure 2.8 shows the different regions of the APD that perform the collection,

gain, and signal transmission tasks of the device. The p and n regions indicate the

portions of the device that are doped (added impurities) with materials producing p-

and n-type semiconductors, resulting in relatively more positive (holes) and negative

(electrons) charge carrier sections of the APD device, respectively. Essentially, an
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Figure 2.8: An illustration of the doping regions of the APD [136].

n-type (p-type) semiconductor has extra electron (hole) energy levels. Having these

added energy levels allows for easier excitation of electrons from the newly created

energy levels (in the n-type case) to the conduction band, or from the valence band

to the new energy levels (in the p-type case), increasing the number of charge carriers

(holes in p-type and electrons in n-type) in the doped region, thereby increasing

conduction.

Electron-hole pairs must be produced in the collection region (drift region) of the

device, not in the avalanche region (gain or space charge region), or interaction-depth-

dependent gain will occur. Avoidance of this nonlinearity is a reason the collection

region is constructed to be a large portion of the device. In contrast, the PSAPD

device used in this thesis requires only ∼100 microns over which its 1000x gain occurs.

A very large bias voltage is applied to the device in order to create this amplification,

which accelerates the charge carriers so that they impact and liberate further electron-
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hole pairs into the conduction and valence bands, respectively.

Figure 2.9: Illustration of the four corner positioning anodes (A,B,C and D) and
positioning scheme.

The essential difference between an APD and the PSAPDs utilized in this thesis is

a resistive coating applied across the entire electron collection side (the bottom anode

in Figure 2.8), which shares collected charge between contacts positioned at the four

corners of the device. Figure 2.9 shows an illustration of the 5 total signal read-

out nodes of the PSAPD, the four positioning anodes and the common (top) anode.

Positioning of created charge carriers (scintillation light production and ultimately

annihilation photon interaction location) can be achieved using the equations shown

in Figure 2.9.
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PSAPDs are very compact compared to vacuum tube designs because of the short

region (∼100 microns) over which gain is achieved. This compactness will become

evident when discussing the PMT avalanche method in the next section.

2.3.2 Photomultiplier Tubes

Figure 2.10: An illustration of the gain process of the photomultiplier tube [1].

PMTs are very robust, well-characterized, high gain, photodetector devices. Gain

is usually on the order of 106 (as opposed to the ∼103 gain factor of PSAPDs) and is

achieved using high bias voltage just as it is with PSAPDs.

Figure 2.10 shows the method vacuum technology uses to achieve this high gain.

Impinging scintillation light creates an electron-hole pair with a wavelength depen-

dent quantum efficiency. The electron-hole pair is accelerated to the first dynode by

an applied voltage with respect to the photocathode, and directed by the focusing
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(steering) electrode. Voltages are increased at each successive dynode in order to ac-

celerate the electron to the subsequent dynode. Because the electron is accelerated,

as it hits the dynode, ∼6 further electron-hole pairs are liberated [31]. This liberation

process results in 77 or ∼106 electrons leaving the anode.

Figure 2.11: Quantum efficiency versus wavelength for various PMTs sold by
Hamamatsu.

The quantum efficiency with which the PMT creates an electron-hole pair for

various models sold by Hamamatsu can be seen in Figure 2.11. As with PSAPD

quantum efficiency, the PMT QE is also wavelength dependent, but peaks around

∼20%, as opposed to the APD’s ∼85% peak QE. This reduction in peak efficiency

potentially increases the noise in interaction characteristics such as energy determi-

nation. Although the signal is higher due to the superior gain, the lower QE increases

the statistical noise in the initial scintillation signal. Therefore, using the same scin-
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tillation crystal setup, PMTs generally have slightly poorer energy resolution. The

gain process of the PMT is, however, simpler and produces less variation in the time

that it takes to complete the signal production. The simpler gain process of the PMT

is due to the fact that charge carriers travel together through a large potential in

vacuum as opposed to through a large potential within a semi-conductor material, as

they do in avalanche photodiodes. Therefore PMTs have superior time resolution (as

low as hundreds of picoseconds).
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2.4 Developed Small Animal PET Detection Sys-

tems

Table 2.1 shows a list of small animal PET detection systems for comparison.

Many in the list are commercially available, some are systems that are still under

development.
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Table 2.1: A list of the properties of some small animal PET detection systems.

System Name Scintillation
Material

Photo-
Detector

Volume Reso-
lution [µL]

Sensitivity [%] Reference

MicroPET Focus LSO PSPMT 2.5 3.4 [87]
MicroPET II LSO PSPMT 0.8 3.3 [170]
RatCAP LSO PMT 3.4 0.7 [188]
ClearPET LYSO/LuYAP PSPMT 2.5 4 [3]
ATLAS LGSO/GSO PSPMT 5.8 1.8 [156]
quad-HIDAC LSO PSPMT 0.8 3.3 [113]
Explore Vista LYSO/GSO PMT 4 3.3 [2]
Park detector BGO/Si PSPMT 0.9 0.0014 [134]
A-PET GSO/LYSO PMT 8.7 3.6 [168]
LabPET LYSO/LGSO APD 1.8 n/a [174]
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2.5 Conclusion

There are various materials and devices available for consideration when con-

structing a detection system. Since the advantages of the various technologies reside

in different regions of the cost-resolution-compactness-robustness space which design-

ers must navigate, choosing a particular design must therefore be dependent on the

utility for which it is built to provide. Table 2.2 briefly summerizes some properties

of PET detection schemes and components. The relative advantages of PSAPDs over

PMTs and PSPMTs for the application studied in this thesis will be discussed further

in Chapter 3, when system design considerations are discussed.

Table 2.2: A list of the properties of some PET detection schemes and components.
S/P: scintillator/photodetector, DD: direct detection

Detec-
tion
Scheme

Components Degree of
Characteriza-
tion

Cost/Detection
Area

Position
Reso-
lution
[mm]

Energy
Reso-
lution
[%
511
keV]

Time
Reso-
lution
[ns]

S/P LSO/PMT well estab-
lished

cheap >2 ∼20 <1

S/P LSO/PSPMT established fairly cheap >1 ∼20 <1
S/P LSO/APD relatively

novel
fairly expen-
sive

∼1 ∼11 ∼2

S/P LSO/PSAPD novel expensive <1 ∼11 ∼2
DD CZT novel fairly expen-

sive
<1 <3 ∼8



Chapter 3

Position Sensitive Avalanche

Photodiode Characterization

3.1 Introduction

Chapter 2 discussed the role that materials and devices play in general in positron

emission tomography (PET) detection. The detection design used in all studies

throughout the rest of this document is the scintillation crystal coupled to a pho-

todetector, in particular, an inorganic scintillator lutetuim oxyorthosilicate (LSO)

coupled to a position-sensitive avalanche photodiode (PSAPD). The characterization

testing of these two components are broken down into separate chapters: the PSAPD

as a photo-detection device is studied in this chapter, and the LSO design is detailed

in Chapter 4. The final LSO-PSAPD module design is studied in a further chapter,

72
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Chapter 5.

Although this chapter will focus on device testing of PSAPDs, a brief discussion

on the novel detector orientation in which the LSO-PSAPD modules will be utilized

in further chapters is necessary to understand the types of devices, and iterations

thereof that were characterized.

Figure 3.1: An illustration of a traditional and the novel (edge-on) detector orien-
tation. The light grey parallelepipeds represent the scintillation crystal, while the
dark grey the photodetector in both designs. The yellow oscillating arrows represent
annihilation photons entering the detectors from a likely direction.

Figure 3.1 shows, on the left, a traditional orientation of crystal and photodetector

with respect to incoming annihilation photons. In this design, long segmented scin-

tillation crystals are read out on their ends so that annihilation photons directed at
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the detection system traverse long distances of crystal. Large volumes of crystal give

the annihilation photons a chance to interact before passing through the system un-

detected. Interactions must occur in the scintillation crystal in these designs, because

the photodetector itself has a very low (≪ 1%) chance of interacting in the detector

with energy in the desired energy window. The small cross-sectional area coupled to

the photodetector gives the crystals an aspect ratio that does not promote optimal

light output [95,98]. This coupling geometry results in a compromise between system

resolution, light output (effectively energy resolution) and sensitivity [28,74,76,139].

Because crystal interaction position detection, perpendicular to the photodetection

surface, is in general not possible1, this crystal coupling method also results in depth

of interaction (DOI) blur. DOI blur has traditionally resulted in PET systems with

non-uniform reconstructed spatial resolution when traversing the image in the radial

direction away from the center of the system.

Due to the size of the photodetectors used in standard systems, other orientations

of detection modules are not practical. In any other orientation, large dead volumes

would result where annihilation photons would encounter no scintillation crystal,

instead only photodetector material. An advantage of making the photodetector

itself very small, on the order of hundreds of microns thick, is that it is feasible to

create a multitude of possible detector system orientations and designs. Figure 3.1

1Some detector designs include two photodetectors at either end of the long crystals and use a
ratio approach to estimate the DOI location [22,45,93]. Other researchers have developed maximum
likelihood estimation techniques based on light distribution in the photodetector for estimating DOI
location [102,115].
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shows on the right side the module orientation that will be featured in this and all

subsequent chapters. It will be referred to as the ”edge-on” orientation.

Figure 3.2: A picture of the ceramic device (left) and the novel design (right) with
only one PSAPD (black) packaged on the signal readout cable (yellow).

Figure 3.2, left, shows a commercially available PSAPD with ceramic substrate.

This device is already much more compact than photomultiplier tubes (PMTs). For

example, the dimensions of the position sensitive PMT shown in Figure 3.3 are 52 x

52 x 30 mm3, with active area 49 x 49 mm2, and an anode pitch of 6 mm. On the

other hand the dimensions of the PSAPD shown on the right of Figure 3.2 are 11 x

11 x 0.4 mm3, with active area 8 x 8 mm2, and nearly continuous positioning.

The ceramic substrate device was used as the ”gold standard” with which to

compare the novel devices. The device on the right of the picture in Figure 3.2 is



76

Figure 3.3: A picture of a compact position-sensitive photomultiplier tube.

one of the novel detector designs. A ruler is also shown in the picture for reference.

The novel device and its packaging was ∼ 400µm thick. The compact size of the

photodetector lended itself to being oriented as shown on the right of Figure 3.1,

with small segmented crystals coupled to the photodetector in a high light output

configuration. Annihilation photons can then traverse the scintillation crystal parallel

to the face of the photodetector. The novel device design on the right of Figure

3.2 had only one PSAPD device connected for testing the capabilities of a single

device’s operation in the new packaging. Another device can be added to the read-

out cable where the number ”4” is marked on the cable. Two PSAPDs, each with a

scintillation crystal array coupled to them, provided nearly 2 cm of crystal in which

the annihilation photon can interact. Two centimeters depth of scintillation crystal
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is on par with other small animal PET systems.

Ceramic packaged PSAPDs were first tested to understand the function of the

photodetector devices. The envisioned final module design was broken down into

design steps, with each new prototype having increasing complexity. Single PSAPDs

were tested when packaged with the Kapton flex circuit for signal readout to ensure

that the new packaging did not affect device performance. A new PSAPD design was

offered by the manufacturer with increased active area, therefore these new PSAPD

designs were tested in a single packaging format to compare with previous PSAPD

designs. Then two modules were packaged on Kapton flex readout circuits and tested

in a similar manner as previous designs as well as for any kind of device cross-talk be-

tween both chips on a single readout circuit. Finally, 40 PSAPDs were manufactured,

packaged into 20 dual-chip detectors, and tested with a single LSO scintillation crys-

tal array to document inter-detector variability (keeping the crystal array the same).

These 5 design steps and the characterization thereof is the subject of this chapter.

Of the performance characteristics mentioned in Section 1.4, the ones that can be

tested at a device level are positioning ability (identification, resolution, linearity),

as well as energy and coincidence time resolution. These performance characteristics

will be explored for all devices tested in this chapter.
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3.2 Methods

3.2.1 Crystal Orientation

Figure 3.4: 3D illustration of the sizes and layout of the three arrays used in the
ceramic PSAPD characterization experiments.

Three crystal array designs were used throughout this chapter, they are illustrated

in Figure 3.4. The first was an 8 mm x 8 mm x 2 mm single crystal, the second was

a 4 x 3 array made of segmented 2 mm x 2 mm x 3 mm crystals, and the third was

a 8 x 3 array comprising 1 mm x 1 mm x 3 mm crystals. To be able to compare

the photodetector packaging designs, the same crystals were always used to make

up these three arrays. The arrays were coupled to the center of the active area of

each device, laying so that their long dimension was optically coupled to the photo-

detector. Figure 3.5a shows the ceramic PSAPD with the sheet crystal (clear) lying

coupling-side-up, wrapped in Teflon (white, opaque) reflector. Figure 3.5b shows the
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(a) (b)

Figure 3.5: Photographs of the ceramic substrate PSAPD and sheet crystal LSO
wrapped in Teflon reflector. The sheet crystal is shown: a) laying on its side wrapped
in Teflon reflector to show the crystal inside, b) the side facing up in a) is lying on
the active area of the PSAPD.

crystal coupled to the PSAPD, with only the Teflon coating visible.

3.2.2 Four Corner Positioning Schemes

In the devices under study four corner contacts are placed on the backside which

is covered by a high resistivity layer. The position of a light flash on the PSAPD front

side is calculated using the four corner signals in an Anger-type logic. The energy

and timing of each signal may be extracted from the common front surface contact

or by summing the four back surface signals (see Figure 3.6).

To calculate the position of the center of mass of the scintillation photons hitting

the surface of the PSAPD, the four corner channels shown in Fig. 3.7 were used in
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Figure 3.6: Illustration of the optical coupling of the inorganic scintillator (LSO) to
the PSAPD with grease. The LSO is then wrapped with Teflon as a reflector material
(not shown).

Figure 3.7: An illustration of the four corner and one common contacts of the PSAPD.

the following standard Anger-type logic manner [159]:

X =
(A + B) − (C + D)

A + B + C + D
(3.1)

Y =
(A + D) − (B + C)

A + B + C + D
(3.2)

where A, B, C, and D are the digitized four corner anode signals of the PSAPD; and

X and Y are the coordinates of the scintillation light centroid on the PSAPD surface.
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Energy can be obtained from the measurement of all five channels in two ways, either

by directly measuring it from the common, or by summing the four corner channels

(A,B,C and D). Using the Anger-type logic positioning scheme, flood images always

showed significant ”pincushion”-like distortion due to the non-linearity of the resistive

sheet mediated charge sharing of the device (see Section 3.2.3). In other words, an

linear change in interaction position along the face of the detector does not in general

translate to a linear change in position the Cartesian map due to non-linear charge

sharing in the resistive sheet connecting the four corner electrodes when using the

Anger-type logic positioning method.

The rotated coordinate positioning method uses an algorithm developed by Zhang,

et al. [193] to reduce the effect of non-linear positioning of the PSAPD. The position

is calculated from the four digitized voltages using the data from only the opposing

corner anodes of the PSAPD (Figure 3.6) by using the following equations:

x′ =
B − D

B + D
(3.3)

y′ =
C − A

C + A
(3.4)

x = y′ · cos(π/4) − x′ · sin(π/4) (3.5)

y = x′ · cos(π/4) + y′ · sin(π/4) (3.6)

This rotated coordinate positioning method utilizes the four corner electrode sig-

nals to provide a more linear position map near the center of the device,. However,
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this method over-compensates for crystal configurations that produce a high dynamic

range of detected positions, creating a ”barrel”-like effect near the edges.

3.2.3 Resistive Coupling Between Corner Anodes

Figure 3.8: An illustration of a model for the resistive positioning sheet on the
PSAPDs produced by Radiation Monitoring Devices, Inc..

The four corner anodes are coupled on the back of the PSAPD by a resistive

sheet. This resistive sheet distributes the amplified charge gathered on the anode

of the device between the four corners. This distribution provides the means for

determining the (x,y) location of the charge deposition (and hence annihilation photon

interaction) within the device. Models for the resistive sheet have been obtained, a

few of which can be found in References [43, 128]. One such method is illustrated in

Figure 3.8, where the sheet is modeled as small resistors coupled in a finite element
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mesh.

3.2.4 Board Layout

Figure 3.9: A picture of the acquisition board with which all of the single chip designs
were tested.

All single chip PSAPD acquisition was performed using the acquisition board

shown in Figure 3.9. This board provided the connection from the Kapton flex-

circuit of the PSAPD to the pre-amplifiers (Cremat CR-110 - see the preamplifier

discussion below). Capacitors on the board provided a capacitive coupling from the

PSAPD device to the pre-amps. Bias voltage to the PSAPDs as well as supply voltage

to the pre-amplifiers was also input to this board. The board output five pre-ampflied

signals: the four corner channels and the single common channel.



84

This was a prototyping acquisition board and was not sufficient to test the dual-

chip PSAPDs. A second prototyping board was built, using the same electronics

and setup, but accommodating up to ten output signals, five from each chip, to be

acquired at the same time. This second board provided the same bias voltage to

both PSAPDs on a single flex, which prevented current arcing between devices under

normal operation.

Preamplifiers

The preamplifiers used in all measurements performed are the CR-110 charge-

sensitive pre-amps sold by Cremat (see Figure 3.10), which have the characteristics

mentioned in Table 3.1.

(a) (b)

Figure 3.10: Left: an image of the charge-sensitive pre-amplifier used in all experi-
mental setups. Right: the equivalent circuit of the pre-amplifier.

A picture of the Cremat CR-110 preamplifier used is shown on the left hand
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Table 3.1: Characteristics of the CR-110 charge-sensitive pre-amplifiers.

Description Value Units
Equivalent Noise Charge RMS 200 electrons

0.03 fC
Gain 1.4 Volts/pC
Rise Time 7 ns
Decay Time Constant 140 µs

side of figure 3.10 with the device’s pinout labeled. An example output pulse of the

charge-sensitive preamp can be seen in the right hand side of Figure 3.11. The shape

of the pulse determines how it should be proccessed to record the characteristics of

an event: namely, how large is the pulse and at what time did it occur. After the

initial rise time, the pre-amp acts like a discharging capacitor where the integral of

the area under the pulse curve is equal to the total number of electrons from the

photodetector, multiplied by the gain of the pre-amp. The number of electrons from

the photodetector is proportional to the energy deposited in the detector by the

annihilation photon interactions.

The left hand side of Figure 3.11 shows the slope of the rise of the signal. Using the

relationship described by Cremat, the 71 pF capacitance of the PSAPD will lengthen

this time to about 36 ns [37].
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Figure 3.11: Illustration of the pulse shape of the CR-110 preamplifier.

3.2.5 Flood Measurement

When flood irradiated, photon sources were placed sufficiently far (≫5 widths

of the active area) away from the center of the photodetector to achieve incoming

photon directions that were normal to the face of the photodetector. The four corner

anodes were then read to determine positioning and energy information. The fifth

electrode, or the common electrode, was not used in flood measurements.

Figure 3.12: An illustration of the shaping electronics used from PSAPD output to
acquisition data in the flood measurements.

Figure 3.12 shows all of the shaping electronics used to acquire flood measure-
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ments. A picture of the setup can be seen in Figure 3.13.

Figure 3.13: A picture of the NIM acquisition electronics used for the flood
measurements.

Figure 3.14: An illustration of gain balanced channels.

During each acquisition, the relative gain from each collected corner anode signals

was balanced by modifying the gain of the spectrum amplifier (Spec Amp) so that the
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histograms of all four corner channels overlapped (see Figure 3.14). This was done

so that, for each event, each channel behaved in a similar manner when recording

a given amount of charge. Signals were then delayed with respect to the trigger so

that each signal would be acquired at the peak of the signal pulse. The trigger for

acquisition was formed using a timing single channel analyzer (timing SCA) and a

gate and delay generator (gate & delay). The timing SCA’s input was the sum of the

four channels (essentially an energy signal) and produced a constant height pulse that

signified a signal with sufficient amplitude arrived at the timing SCA. The gate and

delay generator took the output signal from the timing SCA and produced a TTL

signal. The gate and delay also had a controllable delay which could be tuned to line

up with the processed four corner anode signals.

During flood measurements, the processed four corner anode signals from a single

PSAPD device were acquired for positioning and energy information of the recorded

interactions.

3.2.6 Energy Resolution Determination

Energy resolution was estimated from the raw energy spectra by taking the physics

of annihilation photon interactions into account. The main sources of energy depo-

sition in the crystal are from Compton scattering and the photoelectric effect. The

geometry that was used for most of the energy spectra acquisition was a flood irradi-
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ation: bringing the source to a distance at which the entire face of the crystal would

be irradiated uniformly. This would give the high energy photons an equal chance

of having a first interaction anywhere along the face of the PSAPD. The source that

was used in nearly all experiments was a 10 µCi, 500 µm diameter, spherically shaped

source of 22Na, which has two methods of decay: beta decay (branching ratio: 90.6%)

and electron capture (branching ratio: 9.4%). The beta decay branch emits a positron

and a 1275 keV gamma photon.

The main sources of detected events with energies in the vicinity of the photopeak

are (see figure 3.15):

• Interactions from a photon initially directed away from the detector module,

which get scattered back into the detector by materials surrounding the detec-

tor.

• The photon scatters multiple times in the scintillation crystal and then escapes

before depositing its fully energy by interacting via photoelectric interaction.

• Natural emission from the 2.6% of the Lutetium that is 176Lu in the LSO scin-

tillation crystal itself.

• The 1275 keV photons have a lower chance of interacting in the same volume

of crystal. If they do have an interaction, it is very likely to be a Compton

scattering interaction. Therefore a contribution to the background around the

photopeak is also due to 1275 keV gamma photon scattering in the crystal.
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Most of these effects are dependent on the size and geometry of the crystal array,

some on the relative position of the detector with respect to other materials. These

effects produce acquired data in a particular crystal that is unique to the crystal’s

position within the array. All of the effects add up to producing a background on

which the Gaussian 511 keV photopeak sits. This background can be thought of as a

sum of many Gaussians (each energy being blurred by energy resolution), with tails

decaying away from the Compton edge. This trend is traditionally approximated as

an exponential.

Fitting the acquired data to obtain the energy resolution is facilitated by perform-

ing two separate steps. As seen in Figure 3.15, the photopeak (green line) is riding

on a background (red line), which we approximate as an exponential. Points were

taken near the Compton edge and far away from the photopeak to fit the exponential

function.

The exponential fit is then subtracted from the data in the region around the

photopeak. The resulting data represents the 511 keV photopeak. If the energy

resolution of the detection process were perfect, the resulting data would be a dis-

tribution around 511 keV due to the momentum of the electron and positron at

annihilation in the frame of their rest mass. To measure the energy resolution, the

positron and electron momentum distribution at annihilation is consdered negligable,

and the Gaussian fit to the remaining shape is considered due to the energy blur in

the detection process. The full width at half maximum of the Gaussian describes the
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(a)

(b)

Figure 3.15: a) an energy spectrum without labeling for clarity and b) an illustration
of the nomenclature used for the regions and the values within the energy spectrum
for 22Na.

energy resolution of the detection process and must be calibrated in energy units.

This is done by using the Gaussian’s peak position (PP), which is at 511 keV for

PET. Energy resolution is traditionally given in % of the reference energy in keV.

Error bars seen in quantities measured from the energy spectrum such as energy

resolution, photopeak position, etc., (e.g. Figure 3.20 in Section 3.3.3) are those of a
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95% confidence interval to the fit to the spectrum.

3.2.7 Coincidence Timing Measurement

Experimental Setup

Figure 3.16: A picture of the Hamamatsu 3164 PMT used in the coincidence timing
experiments. The photo-detector is shown coupled to 1 cm x 1 cm x 2 cm of LSO,
wrapped in 9 layers of Teflon tape.

For the measurements mentioned here, the coincidence time resolution (CTR)

was measured for a particular device in coincidence with a compact Hamamatsu 3164

photomultiplier tube (PMT), unless otherwise noted. A picture of this PMT, optically

coupled to a 1 cm x 1 cm x 2 cm piece of LSO, is shown in Figure 3.16. The eighth

dynode was used for both energy information from the PMT and for triggering.

Figure 3.17 shows the shaping electronics used to acquire coincidence timing mea-

surements. Energy information was acquired from both the PSAPD and the PMT
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Figure 3.17: An illustration of the shaping electronics used from PSAPD & PMT
output to acquisition data in the coincidence timing experiments.

in the same manner as for the flood measurements. The timing information was

obtained using a circuit which comprised a fast filter amplifier (FFA), filtering both

the PSAPD common and PMT eighth dynode signals, constant fraction discrimina-

tor (Cons Frac Disc, or CFD) on the output of each FFA, and a time to amplitude

converter (TAC). The FFA provided integration filtering with as little time distortion

as possible, and the CFD shaped the signal using standard delayed and attenuation

summation techniques forming a signal with a precisely timed zero-crossing. The

FFA and CFD processed signals from both the PMT and PSAPD (plus delay) were
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used as the start and stop signals, respectively, for the time to amplitude converter.

The difference between the zero-crossing times from the PMT and delayed PSAPD

was converted into a voltage by the TAC electronics and then read out. The PSAPD

signal was delayed a few nanoseconds after the CFD step so that the PSAPD signal

always occurred after the PMT signal.

When the PMT and PSAPD signals produced a TAC pulse, the single channel

analyzer produced a pulse signifying a coincidence event occurred. This signal was

read out by a gate and delay generator and a TTL pulse was produced which provided

the trigger for all other signals (the four corner PSAPD signals, the PMT energy signal

and the TAC signal) to be read out.

Measurement Calibration

The coincidence timing data was acquired using the methods described in Section

3.2.7 and recorded as a voltage. The manner in which the recorded voltage corre-

sponded to an actual time difference was calibrated using a nanosecond delay module,

which shifted the acquired TAC signal in volts. Multiple acquisitions, each with a

separate nanosecond delay, were acquired to observe the shifting peak position of the

TAC signal. These peak positions were plotted with respect to the delay that was

used to produce them. A linear fit to this data produced the calibration factor in

ns/V, which could then be applied to the TAC FWHM to find the coincidence timing

resolution. An example of this fit is shown in Figure 3.18.
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Figure 3.18: An example of the calibration data and fit for a coincidence timing
experiment. The error bars are on the order of the size of the markers.

Error bars seen in quantities measured from the coincidence timing spectrum such

as peak position, (e.g. Figure 3.26) are those of a 95% confidence interval to the fit

of the spectrum.
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3.3 Ceramic Substrate PSAPDs

3.3.1 Introduction

The bulk of the data in this section was previously published in Reference [96].

The devices characterized in this section were commercial devices, sold by Radiation

Monitoring Devices, Inc. in Watertown, Massachusetts. These devices were char-

acterized not only to discover their ability to resolve interaction events in position,

energy and time, but as a gold standard for the characterization of the various pro-

totypes in the sections to follow. The goal of these experiments is to provide that

standard.

Figure 3.19: Photograph of (left) the 8 mm x 8 mm ceramic substrate PSAPD and
(right) a Teflon wrapped sheet crystal with the side that would be coupled to the
photodetector face up.

The off-the-shelf ceramic substrate PSAPD photodetectors studied in this section

were not considered for use in the final detector system design, though they have been

investigated as-is for use in similar applications in this field [13,21,22,42,45,192]. The
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aim of this design is to optimize the inter-crystal packing fraction of the detection

system by compacting as much of the volume not directly involved in annihilation

photon interaction such as the substrate and read-out electronics. Figure 3.19 shows

the scale of the material that is used in photodetection, and the materials that are

housing signal traces. Everything below the black silicon chip on this photodetector

(∼250 µm in thickness) is either a signal trace (the gold pin-outs, on which the device

is shown standing) or the trace’s packaging (the off white ceramic substrate). It is

indeed exciting to imagine the device packaged in a much more compact way, freeing

up the ways in which this photodetector could be used.

3.3.2 Materials and Methods

Specifications

Many of the mechanical and electrical characteristics of the device can be found

in Table 3.2 [159].

Table 3.2: Ceramic Substrate PSAPD Specifications for both the 8 mm x 8 mm and
14 mm x 14 mm active area devices. HVopt is optimal operational bias voltage. *LSO
peak emission wavelength.

Attribute Value (8 mm) Value (14 mm) Units Notes
Gain ∼1000 ∼1000 x at HVopt

Quantum Efficiency 65 65 % at 420nm*
Capacitance 85 202 pFarads

Leakage Current 300-600 600-1000 nAmps
Noise (erms) 140 210 electrons
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Scintillation Crystal Configurations

Three scintillation crystal configurations were studied for characterizing the two

sizes of ceramic PSAPD photodetectors for energy resolution and spatial crystal iden-

tification. Illustrations of the arrays are shown in Figure 3.4.

As mentioned in Section 3.2.1, the crystals in these arrays were coupled side-

on to the PSAPD photodetectors for optimal scintillation light collection. Surface

treatment has been shown to be a factor in the fraction of light collected by the

photodetector [44]. All of the segmented crystal arrays (4 x 3 and 8 x 3 arrays) had a

mechanically ground (as-cut) surface treatment on all faces, and the sheet crystal was

polished on all faces. All arrays were wrapped with Teflon reflector on every side that

was not coupled to the PSAPD photodetector. There was no reflector used between

any of the crystals in either segmented crystal array.

Energy and Coincidence Time Resolution

Energy and coincidence time resolution were acquired and analyzed in the manner

described in Sections 3.2.6 and 3.2.7, respectively.

Bias Voltage Optimization

The optimal operational high voltage bias was determined using three character-

istics that are important for signal detection and event classification. Figure 3.15

shows the portions of the energy spectrum used for these measurements.
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• Peak to valley ratio (PVR) is a measure of the detector to distinguish the pho-

topeak from events that don’t deposit 511 keV. This measurement is calculated

by taking the value of the peak height of the photopeak divided by the value

of the background counts at the base of the photopeak. This measurement can

also be an indication of other processes, such as the degree of light coupling of

the scintillator to the photodetector.

• Photopeak position (PP) is a measure of the gain of the device. Inefficiencies in

scintillation light generation, scintillation light collection, photodetector quan-

tum efficiency, etc., can cause variations in gain. The mean of the photopeak

position should be linearly related to the energy deposited in the detector by the

annihilation photon, and hense a measure of the gain of the detection scheme.

See Section 4.2 for a detailed description of the processes involved in this signal

value.

• Full-width at half-maximum (FWHM) of the photopeak is a measure of variance

in the detection process of measuring energy. Because the size of the crystal

is small, annihilation photons that first interact in the scintillation crystal as

a Compton scattering interaction, generally scattering out of the crystal before

interacting again (the solid angle of the crystal is small). Therefore, by and

large, the signals generated and recorded for this setup are from single interac-

tions, Compton or photoelectric. Because of the nature of Compton Scattering,
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only a fraction of the total energy of the photon can be deposited in a single

interaction, up to 2
3

of a 511 keV annihilation photon. This leads to a discern-

able ”forbidden energy region” called the Compton edge. Therefore, if no other

interactions could take place, only a single Compton or single photoelectric, a

histogram would reveal a mono-energetic spike at 511 keV and then a contin-

uum starting from 0 keV and ending at 2
3

of 511 keV or about 341 keV. There

are further complications on this simple model, but as a first approximation,

this tells us that we can use the variance of the spectrum at the photopeak for

measuring the detector’s ability to repeatedly report energy.

All measurements are made in volts as the charge pulses generated by the PSAPD

are first processed by charge sensitive preamplifiers, which integrates the charge and

sends out a voltage pulse with a fast rise time and relatively slow decay time (see

Section 3.2.4 for more details).

3.3.3 Results

Bias Voltage Optimization

Because the gain of these avalanche photodiodes depends on the bias voltage

applied, a PSAPD is likely to have the best position, energy and coincidence time

resolution near the limits of its linear gain region. To find this optimal voltage,

both the 8 mm x 8 mm and 14 mm x 14 mm active area ceramic devices were
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biased at a wide range of voltages and their photopeak full width at half maximum

(FWHM), photopeak position (PP), energy resolution (ER) and photopeak-to-valley

ratio (PVR) values were measured.

Figure 3.20 shows two figures with different ranges of bias voltages tested using the

8 mm x 8 mm ceramic PSAPD. The top figure shows the characterized values over a

large range of voltages (1700-1760V, 2V steps), looking for a voltage region to observe

operating characteristics more finely. A low value of energy resolution and a high value

of PVR were used to determine the region observed in the figure to the right. The

bottom graph of Figure 3.20 shows a smaller region of voltages (1736-1743V) over

which characteristics were determined with 1V steps between them. Although gain

is still increasing over this region, the bias voltage with the best compromise between

PVR and ER is 1740 V. This is the bias voltage applied to this device for the rest of

the experiments.
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(a)

(b)

Figure 3.20: Optimization of bias voltage for the 8 mm x 8 mm ceramic PSAPD,
(top) over a large range of voltages, and (bottom) windowed in on the region of best
performance. FWHM is in Volts, PP is in Volts, ER is in percent, and PVR is unitless.
Measurements shown in the first graph were taken seperately from the second graph.
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Also, for the 14 mm x 14 mm devices, a large range (Figure 3.21 top) and an

interesting smaller range (Figure 3.21 bottom) were studied to find the optimal bias

voltage. The bottom graph shows, as with the 8 mm x 8 mm active area device, a

good compromise between low values of ER and locally high values of PVR can be

found around 1740 V. This is the bias voltage applied to this device for the rest of

the experiments.

Crystal Identification - 8 mm x 8 mm Device

Two arrays were assessed for the ability of the 8 mm x 8 mm active area ceramic

detector to identify the position of individual crystals using flood irradiation. A 4 x

3 array constructed of 2 mm x 2 mm x 3 mm crystals, and an 8 x 3 array constructed

of 1 mm x 1 mm x 3 mm crystals were used in these studies..

Figure 3.22 shows the flood images (upper left); profile (lower left); and individual,

mean and standard deviation of the position peak to valley ratio (right) for both

crystal arrays studied.

Crystal Identification - 14 mm x 14 mm Device

As with the other ceramic device, two arrays were assessed for the ability of the

14 mm x 14 mm active area ceramic detector to identify the position of individual

crystals using flood irradiation. A 4 x 3 array constructed of 2 mm x 2 mm x 3 mm

crystals, and an 8 x 3 array constructed of 1 mm x 1 mm x 3 mm crystals were used



104

(a)

(b)

Figure 3.21: Optimization of bias voltage for the 14 mm x 14 mm ceramic PSAPD,
(top) over a large range of voltages, and (bottom) windowed in on the region of best
performance. FWHM is in Volts, PP is in Volts, ER is in percent, and PVR is unitless.
Measurements shown in the first graph were taken seperately from the second graph.
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(a)

(b) (c)

Figure 3.22: Flood image and profile for (top) 4 x 3 array along the 4 crystal direction,
and (bottom) 8 x 3 array along the (left) 3 and the (right) 8 crystal direction.

in these studies.

Figure 3.23 shows the flood images (upper left); profile (lower left); and individual,

mean and standard deviation of the position peak to valley ratio (right) for both

crystal arrays studied.

Comparing each of the measurements in Table 3.3, the 8 mm x 8 mm active
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(a)

(b) (c)

Figure 3.23: Flood image and profile for (top) 4 x 3 array along the 4 crystal direction,
and (bottom) 8 x 3 array along the (left) 3 and the (right) 8 crystal direction.

Table 3.3: Peak to valley ratio (PVR) for both 8 mm x 8 mm and 14 mm x 14 mm
devices, comparing the same three profile direction measurements. 4C: 4 x 3 array
along the 4 crystal direction, 3C: 8 x 3 array along the 3 crystal direction and 8C: 8
x 3 array along the 8 crystal direction.

Profile direction PVR, 8 mm x 8 mm device PVR, 14 mm x 14 mm device
4C 8.9±4.5 3.3±1.3
3C 27.0±10.4 20.2±13.3
8C 6.17±4.3 2.5±0.8
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area ceramic device out-performs the 14 mm x 14 mm active area ceramic device in

identifying crystals in the same array. The 8 mm x 8 mm device had 168%±84%,

33%±13%, and 144%±100% better peak to valley ratios for crystal profiles in the 4

x 3 array along the 4 crystal direction, 8 x 3 array along the 3 crystal direction, and

8 x 3 array along the 8 crystal direction, respectively.

Energy Resolution - 8 mm x 8 mm Device

Two arrays were assessed for the 8 mm x 8 mm active area detector’s energy

resolution capabilities. A 4 x 3 array constructed of 2 mm x 2 mm x 3 mm crystals,

and an 8 x 3 array constructed of 1 mm x 1 mm x 3 mm crystals were used in these

studies.

(a) 4 x 3 array (b) 8 x 3 array

Figure 3.24: 8 mm x 8 mm device: individual crystal energy resolution for (left) the
4 x 3 array and (right) the 8 x 3 array.

Figure 3.24 shows energy spectral analysis of the 8 mm x 8 mm active area device
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results for both the 4 x 3 array and the 8 x 3 array. Both subfigures have (upper left)

a histogram of the individual crystal resolution values, (upper right) a representative

energy spectra and (bottom) the mean and standard deviation of the photopeak full

width at half maximum (FWHM) in Volts, photopeak position (PP) in Volts, and

the energy resolution (ER).

Energy Resolution - 14 mm x 14 mm Device

The same two arrays were assessed for the 14 mm x 14 mm active area detector’s

energy resolution capabilities of individual crystals. A 4 x 3 array constructed of 2

mm x 2 mm x 3 mm crystals, and an 8 x 3 array constructed of 1 mm x 1 mm x 3

mm crystals were used in these studies.

(a) 4 x 3 (b) 8 x 3

Figure 3.25: 14 mm x 14 mm device: individual crystal energy resolution for (left)
the 4 x 3 array and (right) the 8 x 3 array.

Figure 3.25 shows energy spectral analysis of the 14 mm x 14 mm active area
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device results for both the 4 x 3 array and the 8 x 3 array. Both subfigures have

(upper left) a histogram of the individual crystal resolution values, (upper right) a

representative energy spectra and (bottom) the mean and standard deviation of the

photopeak full width at half maximum (FWHM) in Volts, photopeak position (PP)

in Volts, and the energy resolution (ER).

Table 3.4: Photopeak full width at half maximum (FWHM), photopeak position (PP)
and energy resolution (ER) means and standard deviation values for both 8 mm x 8
mm and 14 mm x 14 mm devices, and both 4 x 3 and 8 x 3 arrays tested.

Device Array FWHM PP ER
8 mm x 8 mm 4 x 3 0.8±0.1 7.1±0.6 11.9±0.7
8 mm x 8 mm 8 x 3 0.9±0.2 7.4±0.8 12.8±3.4

14 mm x 14 mm 4 x 3 0.9±0.1 7.4±0.3 12.5±0.6
14 mm x 14 mm 8 x 3 1.0±0.1 8.0±0.7 12.6±1.3

Comparing each of the measurements in Table 3.4, the 8 mm x 8 mm active area

ceramic device is comparable to the 14 mm x 14 mm active area ceramic device in

energy resolution performance.

Coincidence Timing Resolution - 8 mm x 8 mm Device

A single 8 x 8 x 2 mm2 sheet crystal was used to determine the coincidence time

resolution of the 8 mm x 8 mm active area ceramic PSAPD device, using the method

described in Section 3.2.7.

Figure 3.26 shows a representative TAC spectrum − this one was collected using a

0 ns delay between the PSAPD and the stop input of the TAC/SCA. The coincidence

time resolution was measured to be 2.0 ± 0.3 ns.
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(a) (b)

Figure 3.26: Coincidence timing resolution measurement and calibration (8 mm x 8
mm device). a) A representative TAC spectra, b) voltage to nanosecond calibration
graph.

Coincidence Timing Resolution - 14 mm x 14 mm Device

The same single 8 x 8 x 2 mm2 sheet crystal was used to determine the coincidence

time resolution of the 14 mm x 14 mm active area ceramic PSAPD device as well, in

the method described in Section 3.2.7.

Figure 3.27 shows a representative TAC spectrum, this one was collected using a

0 ns delay between the PSAPD and the stop input of the TAC/SCA. The coincidence

time resolution was measured to be 3.3 ± 0.34 ns.

Comparing the two devices, the 8 mm x 8 mm active area device showed 39%

lower coincidence time blur as compared to the 14 mm x 14 mm device.
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(a) (b)

Figure 3.27: Coincidence timing resolution measurement and calibration (14 mm x 14
mm device). a) A representative TAC spectra, b) voltage to nanosecond calibration
graph.

3.3.4 Conclusions

Both the crystal identification and coincidence time resolution of the 8 mm x 8

mm active area ceramic packaged PSAPD were superior to the 14 mm x 14 mm active

area device. The 8 mm x 8 mm device acheived a < 1 mm crystal feature size FWHM

(see Figure 3.22c), and coincidence time resolution of 2 ns. On the other hand, the 14

mm x 14 mm device showed a ∼ 1 mm crystal feature size FWHM (see Figure 3.23c),

and a coincidence time resolution of 3.3 ns. The 511 keV photopeak energy resolution

of the two devices were comparable (10-12% of 511 keV). Further packaging designs

are not likely to improve on these results because the ceramic packaging substrate

provides a well-isolated environment for the PSAPD chip. Nonetheless, both active

area designs will be tested in the next design step to better understand the effect of
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packaging on device operation characteristics.
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3.4 Single-Chip Flex Modules with a Dead Perime-

ter of 1.5 mm

Four novel Kapton flex circuit packaged module prototypes were tested with a

single PSAPD chip packaged on each circuit. Each PSAPD chip had a dead perimeter

of 1.5 mm around all the edges, as with the ceramic packaged PSAPD chips tested in

Section 3.3. Two of these devices had a 8 x 8 mm2 active area, the other two had a 14

x 14 mm2 active area. These chips had the same electrical properties (gain, leakage

current, noise, etc.) as the ceramic packaged PSAPDs tested in Section 3.3. The

goal of these tests was to understand the effect of the novel Kapton circuit packaging

method on the operational properties of the PSAPDs.

A single crystal array was used in each of the experiments performed in this

section: the 4 x 3 array comprising segmented 2 mm x 2 mm x 3 mm crystals. Bias

voltage optimization as well as position, energy and coincidence time measurements

were performed using the methods described in Section 3.2 of this chapter.
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3.4.1 Bias Voltage Optimization

Figure 3.28: Photopeak full width at half maximum (FWHM), photopeak position
(PP), energy resolution (ER), and photopeak-to-valley ratio (PVR) versus bias volt-
age for the position-sensitive 8 mm x 8 mm active area device.

Initial flood maps were taken on each device at the bias voltage at which the

ceramic chips were optimal. Of the two 8 mm x 8 mm active area devices, only

the second had positioning capabilities, so it was used for bias voltage optimization.

Figure 3.28 shows characteristics of the operation of the device at various bias volt-

ages. Photopeak FWHM (labeled FWHM), photopeak position (labeled PP), energy

resolution (labeled Eres), and energy photopeak to (Compton) valley ratio (labeled

PVR) are all plotted at each acquired bias voltage.

Flood maps were also taken near the optimal bias voltages for evaluating the

device function in position space. Figures 3.30-3.36 show the flood maps with corre-

sponding data measured: center of crystal separation distance in pixels between the
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Figure 3.29: An illustration of the location of data within the flood images used for
bias voltage optimization.

connected crystals (labeled distance), FWHM of crystal features in horizontal and

vertical directions (labeled FWHM1, etc. in figure 3.29 and is ordered by crystal

number), and peak counts to valley counts in each neighboring inter-crystal direction

(PVR top-center, bottom-center, right-center and left-center). For instance, the peak

to valley ratio (PVR) defined as ”top-center” finds the peak height at the center of

the crystal directly ”north” of the number, the valley height between the ”north”

and the ”south” crystals, and divides them. The data is shown in each of Figures

3.30-3.36 in the format illustrated in Figure 3.29.
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Figure 3.30: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1705 V
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Figure 3.31: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1710 V
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Figure 3.32: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1720 V
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Figure 3.33: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1730 V
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Figure 3.34: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1740 V
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Figure 3.35: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1750 V
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Figure 3.36: Flood image for 8 mm x 8 mm ceramic packaged single chip PSAPD at
bias voltage = 1754 V

A summary of the 8 mm x 8 mm active area device data shown in each of the

figures can be found in Table 3.5.

From the summary data shown in Table 3.5; inter-crystal distance, crystal size

FWHM, and peak-to-valley ratio remains about the same across voltage steps. A large

inter-crystal distance and a high PVR can signify better crystal resolution and crystal

feature size should be small to resolve smaller crystals. Therefore, having slightly
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Table 3.5: Position characteristics for the 8 mm x 8 mm active area 1.5 mm dead
perimeter PSAPD single flex device at operating bias voltages in the neighborhood
of optimal energy resolution.

Bias Voltage Mean Inter-crystal
Distance [pixels]

Mean FWHM [pixels] Mean PVR

1705 17.2±4.1 4.9±1.3 19.8±14.2
1710 17.2±4.1 4.9±1.3 17.2±6.2
1720 17.2±4.1 4.8±1.3 21.2±13.7
1730 17.2±4.1 4.8±1.3 18.9±9.1
1740 17.3±4.0 4.8±1.3 20.5±11.5
1750 17.3±4.1 4.8±1.3 17.2±9.6
1754 17.3±4.1 4.9±1.3 16.7±14.5

better PVR and mean inter-crystal distance, 1740 V was chosen for all subsequent

measurements on devices.

3.4.2 Flood Measurements and Crystal Identification

The flood measurements for all four devices with 1.5 mm-width dead perimeter

are shown in Figure 3.37, each taken at an operating bias voltage of 1740 V. Note

that the first of the 14 mm x 14 mm active area devices and the second of the 8 mm

x 8 mm active area devices were not able to produce position-resolved images. Bias

voltages throughout the safe operating regime were tested for the first and fourth

devices shown in Figure 3.37, but no operating voltages which produced spatial res-

olution. The devices were operated at 1740 V to produce the displayed flood images

for direct comparison. For the devices with no available spatial characterization, as

flood image results could not be obtained, only coincidence time resolution studies
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(a) first device with 14 mm x 14 mm active area (b) second device with 14 mm x 14 mm active

area

(c) first device with 8 mm x 8 mm active area (d) second device with 8 mm x 8 mm active area

Figure 3.37: Flood images of the four single chip on flex circuit, 1.5 mm-width dead
perimeter, PSAPD devices tested.

were performed.

For comparison with the 8 mm x 8 mm active area position characterization data,

the flood map from the 14 mm x 14 mm active area single chip module with a 1.5

mm dead perimeter was also studied for spatial characteristics at 1740 V. Figure 3.38
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Figure 3.38: Analyzed flood image for the 14 mm x 14 mm, 1.5 mm-width dead
perimeter, position-sensitive active area device.

shows the flood map with associated measurements. Note the smaller dynamic range

of the flood image for the 14 mm x 14 mm active area single chip module versus that

of the 8 mm x 8 mm active area single chip module (see Figure 3.37 for comparison).

Figure 3.39 shows the portion of the flood map with just the positioned crystals. The

data obatained from crystals that were not neighboring one another were discarded

(indicated by diagonal lines). The mean inter-crystal distance was 11.6±2.6, the

mean crystal FWHM was 4.5±0.5 and the mean peak to valley ratio was 3.4±1.0.



126

Figure 3.39: Expansion of the positioned crystal region in the flood image for the 14
mm x 14 mm, 1.5 mm-width dead perimeter, position-sensitive active area device.

Comparing the 8 mm x 8 mm active area device data, while operating at the same

1740 V, to the results for the 14 mm x 14 mm device, the 8 mm x 8 mm device had

nearly 50% higher crystal separation, with a 6.9% larger crystal FWHM, and a 508%

larger peak to valley ratio. These results indicate that the 8 mm x 8 mm active area

device can better determine interaction location within the device.
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3.4.3 Energy Resolution

Per-crystal energy resolution was assessed for the two devices that produced

position-resolved flood maps. Table 3.6 shows the per-crystal energy characteris-

tics measured using the 14 mm x 14 mm active area device, and 3.7 shows the same

information measured using the 8 mm x 8 mm active area device.

Table 3.6: Energy characteristics for the 14 mm x 14 mm active area 1.5 mm dead
perimeter PSAPD single flex device at operating bias voltages in the neighborhood
of optimal energy resolution.

Crystal Peak Position [V] Energy Res. [%] PVR
1 3.2 14.3 8.5
2 3.4 13.8 8.6
3 3.4 14.2 7.9
4 3.3 14.2 7.3
5 3.3 13.7 8.6
6 3.3 13.2 7.9
7 3.2 14.1 7.1
8 3.3 14.3 7.4
9 3.3 14.7 9.5
10 2.9 16.3 7.0
11 3.2 15.7 6.2
12 3.2 14.4 6.2

The mean peak position for the results for the 14 mm x 14 mm active area device

shown in Table 3.6 was 3.2±0.1 V, the energy photo peak to valley ratio was 7.7±1.0,

and the energy resolution was 14.4±0.9%.

The mean peak position for the results for the 8 mm x 8 mm active area device

shown in Table 3.7 was 3.7±0.2 V, the energy photo peak to valley ratio was 8.2±1.8,

and the energy resolution was 11.9±1.1%. Therefore, the mean energy resolution for
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Table 3.7: Energy characteristics for the 8 mm x 8 mm active area 1.5 mm dead
perimeter PSAPD single flex device at operating bias voltages in the neighborhood
of optimal energy resolution.

Crystal Peak Position [V] Energy Res. [%] PVR
1 3.8 11.8 7.1
2 4.0 10.4 7.0
3 3.7 12.5 6.7
4 3.8 11.0 9.3
5 3.9 10.7 11.7
6 3.6 12.5 6.8
7 3.7 11.9 8.2
8 3.9 10.7 10.6
9 3.6 13.4 6.6
10 3.4 13.4 6.8
11 3.7 11.7 9.7
12 3.5 13.1 7.3

the 8 mm x 8 mm active area device was 17.2% smaller, and the photopeak to valley

ratio was 6.1% higher. These results show that the 8 mm x 8 mm device can better

determine energy.

3.4.4 Coincidence Timing Measurements

Coincidence timing measurements were made using the method described in Sec-

tion 3.2.7. These measurements were performed for all four single chip 1.5 mm-width

dead perimeter PSAPD devices.

Converting voltage into nano seconds for each of the devices, using the results

shown in Figure 3.40, the mean coincidence FWHM was 4.1±0.4 ns, 10.9±0.3 ns,

5.0±0.2 ns, and 4.7±0.2 ns, for the first through fourth device respectively. Therefore,
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(a) first device with 14 mm x 14 mm active area (b) second device with 14 mm x 14 mm active

area

(c) first device with 8 mm x 8 mm active area (d) second device with 8 mm x 8 mm active area

Figure 3.40: Coincidence timing calibration data for the four single chip on flex circuit,
1.5 mm-width dead perimeter PSAPD devices tested.

for the two devices with positioning capability, the 8 mm x 8 mm active area device

had 54% of the coincidence time resolution value. Consequently, the 8 mm x 8 mm

device had superior performance determining interaction time.
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3.4.5 Discussion

In each of the tested categories: position, energy and coincidence time properties,

the 8 mm x 8 mm active area device outperformed the 14 mm x 14 mm active area

device. These results confirmed the findings in the same two active area designs tested

on the ceramic substrate. The 8 mm x 8 mm active area device was chosen as the

design with which all further experiments were performed.

3.5 Single-Chip Flex Modules with a Dead Perime-

ter of 1.0 mm

3.5.1 Introduction

A new device was introduced by Radiation Monitoring Devices, Inc.2 (RMD)

during the characterization effort which reduced the dead area around the outer edge

of the chips from a 1.5 mm thick perimeter to a 1 mm thick perimeter. The active area

of the devices remained about the same, so the total surface area of the new devices

were 10 mm x 10 mm and 16 mm x 16 mm. This reduction in dead area ultimately

increases the packing fraction of the detector system, increasing the stopping power

of the detector per volume, but this reduction in dead-area then requires a greater

number of devices in order to cover the same detection volume.

2Radiation Monitoring Devices, Inc., 44 Hunt Street, Watertown, MA 02472 Phone: 617-668-
6800, 800-LEAD-RMD (800-532-3763), Fax: 617-926-9980, Email: info@rmdinc.com
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The results of the characterization work on these devices are summarized below,

but can be found in their entirety in Reference [193].

3.5.2 Investigated Features and Results

Energy Resolution

Both 4 x 3 and 8 x 3 arrays were investigated and the results are summerized in

the following Table 3.8:

Table 3.8: Energy Spectra Characteristics for the 1 mm dead perimeter PSAPD single
flex device.

Array Attribute Value Units
4 x 3 Peak Position 5.1±0.0 Volts

Counts 2293±49.5 photons
Energy Resolution 10.9±0.7 % at 511 keV
Best Energy Res 10.0 % at 511 keV

Worst Energy Res 11.9 % at 511 keV
8 x 3 Peak Position 5.7±0.0 Volts

Counts 1604±53.8 photons
Energy Resolution 12.9±1.2 % at 511 keV
Best Energy Res 10.0 % at 511 keV

Worst Energy Res 17.4 % at 511 keV

Coincidence Time Resolution

The measured coincidence time resolution with FWHM energy gating was 2.0±0.3

ns.
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Position Gated Information

The sum of raw scanning data showed that the polished crystals have higher

light output than the ground crystals. The 1 mm dead perimeter flex PSAPD clearly

resolved the entire 8 x 3 crystal array in the sum image. Analysis showed the polished

crystals also had better average ER, 12.5±1.2% vs 14.7±1.3%, than ground crystals.

Along the 1 mm length of the crystals in the array, the average FWHM of raw

PSFs was 1.3±0.1 mm. With photon beam size deconvolution, the intrinsic SR was

1.1±0.1 mm.

Along the 3 mm length of the polished and ground crystals, the average FWHM

of the point spread functions for the ground and polished crystals were 3.0±0.1 mm

and 3.0±0.1 mm, respectively. The difference in CSR for the ground and polished

crystals were due most likely to the smaller size of polished crystals.

Discussion

The 1 mm dead perimeter, flex circuit mounted, PSAPD had comparable energy

and time resolutions to the ceramic packaged standard PSAPD, and it also generated

∼40% higher photopeak pulse height. The 1 mm dead perimeter Kapton-packaged

PSAPD also showed better crystal identication ability than the 1.5 mm dead perime-

ter ceramic device. Energy resolution and coincidence time resolution measurements

were comparable.
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3.6 Dual-Chip Flex Modules

3.6.1 Introduction

The data and results of this section were previously published in Reference [50].

The small size, high quantum efficiency, and high spatial resolution of semiconductor

photodetectors when coupled to the high-Z scintillator crystals commonly used in

positron emission tomography (PET) have made them good candidates for use in

detector systems. A novel position-sensitive avalanche photodiode (PSAPD) [159]

has been developed by RMD and studied when packaged individually on a flex-cable

readout circuit in our previous work [193].

Figure 3.41: Shown is a portion of the designed system; 8 modules are stacked and
then repeated in three columns. In the figure a red photon is incident, the modules
consist of grey LSO crystal sitting atop two dark grey PSAPDs (1 cm x 1 cm) and
yellow flexcable. The top row of crystals is opaque, showing their relative location;
and the rest of the levels are transparent, showing the PSAPD underneath. In this
geometry, incoming photons see a minimum of 2 cm thick LSO.

In order to increase the stopping efficiency and effective photon sensitivity of a

detector system based on this technology, a module that consists of two thin PSAPDs

mounted on a single flex cable readout circuit was designed and tested (see illustration
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of a portions of the system in Fig. 3.41).

Figure 3.42: Picture of two silicon chip PSAPDs (black squares) on one flex cable
(yellow material). The module is mounted to glass with tape to rigidly secure the
structure during movement and coupling to acquisition electronics.

Previously, a flex-circuit with a single PSAPD chip mounted on a flex-cable read-

out circuit [193] was tested. In this study, two chips mounted on a single flex-cable

were tested as well as the degree of inter-device cross-talk due to their close-proximity.

In a single module, the chips are only ∼ 50µm apart, both sensitive to ambient EM

fields, and require approximately 1700 Volts of biasing voltage. It was not obvious

that the performance characteristics of each of the PSAPDs on this dual-chip version

would be the same as that achieved by one PSAPD chip mounted on the flex-circuit.

Energy, spatial and coincidence time resolution were measured with both devices

biased. One of the modules tested is pictured in Figure 3.42.
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3.6.2 Methods

A high-voltage supply and readout board was constructed to read-out and deliver

bias to the two PSAPDs through the single flex-circuit. Positioning for the PSAPD

is calculated using signals from the four corner anodes in the traditional manner.

All measurements were made using a 10 µCi, 500µm diameter, 22Na point source.

The same array of 1 x 1 x 3 mm3 lutetium oxyorthosilication (LSO) crystals was

optically coupled to both of the PSAPDs on the flex cable for each study performed.

The crystals were coupled by one of their 1 x 3 mm2 faces, to form a 8 x 3 crystal

array, 8 mm x 9 mm in area, on the face of the device. The array was wrapped

in 12 layers of Teflon to provide a reflective surface, but had no reflective material

between the individual crystal elements. For each measurement, both devices were

biased together, with the same voltage supply. Parameter optimization experiments

have determined optimal device operation is obtained with a bias between 1680 and

1760 V.

Spatial crystal identification was measured for the devices by using flood irradia-

tion and by acquiring the four spatial channels of the irradiated device. Events were

triggered by the sum of the four corner channels. Energy resolution was determined

by fitting two Gaussians to the photopeak - one for 511 keV events, and one for 511

keV - 63 keV events where the 63 keV x-ray produced in the photoelectric interaction

escaped the crystal. As these crystals are tiny, the occurrence of an x-ray escaping
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the crystal of interaction happens a measurable amount of the time.

Coincidence time resolution was measured using the same 22Na point source be-

tween the PSAPD, in alignment with a 1 cm diameter Hamamatsu H3164 photomul-

tiplier tube (PMT), which had a 3 mm x 3 mm x 8 mm piece of LSO crystal attached

as the scintillation material. The events were triggered by a timing separation of less

than 50 nanoseconds between an energy gated common signal of the PSAPD and an

energy gated 8th (last) dynode signal of the PMT.

Cross talk was measured in two ways: (1) by acquiring spatial signals for one of

the devices on a flex-circuit while irradiating a crystal array coupled to the other

PSAPD and (2) by acquiring spatial signals from the irradiated device as well as the

common channel of the unirradiated device.

3.6.3 Results and Discussion

Crosstalk

Cross talk between the two devices was measured and is compared in Figure 3.43

with the data acquired in both PSAPDs for the same acquisition time. The number

of events recorded in the non-irradiated compared to the irradiated PSAPD was three

orders of magnitude lower across all energies, including in the photopeak. This is an

indicator that the devices are electrically isolated relatively well from one another,

i.e., in general, readout or current generation from one device will not in general
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(a) (b)

(c) (d)

Figure 3.43: Top, Left: Signals from the corner anodes for the irradiated device with
an LSO array of 2 x 2 x 3 mm3 crystals and, Top, Right: adjacent PSAPD chip
device with no LSO crystal coupled to it. The black line is the sum of the four corner
anodes, which are shown in magenta, red, green and blue. Bottom, Left: The sum
of the corner signals (black), compared to the common signal from the un-irradiated
device with no crystal coupled (magenta). Bottom, Right: Signals from the 4 corner
channels compared to the common channel (black) of the un-irradiated device.

trigger a spurious event from the neighboring chip.

Crystal Identification

Shown in Fig. 3.44 are typical results of flood irradiation of segmented LSO arrays

optically coupled to one of the PSAPD chips with both chips biased. Figure 3.44 is

an 8 x 3 array of 1 x 1 x 3 mm3 crystals, with no inter-crystal reflector, coupled to
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(a) (b)

(c) (d)

Figure 3.44: Array of 1 x 1 x 3 mm3 crystals with no inter-crystal reflectors. Left:
Histogrammed position from a flood irradiated LSO array coupled to one of the
PSAPDs. Right: Profile through the bins bounded in the red box shown in the figure
on the left. Top: array irradiated on the PSAPD closest to the signal leads (inner),
Bottom: array irradiated on the PSAPD farthest from the signal leads (outer).

each of the PSAPDs on one dual-chip module. Crystals are identified and results are

comparable to previous results achieved with one PSAPD per module. Profiles were

taken through the middle row of each array shown on the left hand side of Fig. 3.44.

The average peak to valley ratio for the inner chip was 11.3 and was 10.9 for the outer

chip.

For comparison, a segmented crystal array manufactured by Agile Engineering,
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made of LSO, each crystal having a size of ∼1 mm on a side, was coupled to the

inner PSAPD on the flex circuit (Fig. 3.45). This array has a thin layer of reflective

material between the crystals, and the exposed edges of the array that was not coupled

to the PSAPD were wrapped in 12 layers of Teflon. The average peak-to-valley ratio

was 5.5, with the minimum PVR being 3.

(a) (b)

Figure 3.45: a) Flood histogram of a 7 x 7 array with inter-crystal reflector, and b)
profile through the center row of crystals.

Energy Spectra Features per Crystal

Energy spectra were extracted for each crystal in the array coupled to the PSAPD.

Figure 3.46a and 3.46b show the individual energy spectra for the array coupled to

the inner and outer PSAPDs, respectively. Figure 3.46c shows the energy spectrum

of a common crystal in the array after compton edge subtraction. The average counts

per crystal were 960±98 for the inner PSAPD and 921±104 for the outer PSAPD.

The average ER at 511keV for the 24 crystals was 10.0±4.5%, very similar to previous
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(a) (b)

(c)

Figure 3.46: Individual energy spectra for each crystal on the a) inner and b) outer
PSAPD. c) Two Gaussian fit to energy spectra data from a typical crystal in the 8
x 3 array. The yellow Gaussian indicates the distribution when all energy from the
photoelectric interaction is deposited into the crystal, the green Gaussian shows the
events where the x-ray produced in the PE interaction escaped from the crystal.

measurements.

The photopeaks were very well resolved from the Compton edge, and the photopeak-

to-valley ratios for the position gated energy spectra were very high: 32 ± 16.5 and

(with the smallest being 13) and 31 ± 24 (with the smallest being 8) for the outer

and inner PSAPD respectively.
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Coincidence Timing Resolution per Crystal

(a) (b)

(c)

Figure 3.47: Individual coincidence timing spectra for each crystal on the a) inner
and b) outer PSAPD. c) A typical coincidence timing spectrum and its Gaussian fit.

Coincidence timing was measured for both the inner and outer PSAPDs on both

modules, for each individual crystal, with the PMT and PSAPD energy gate applied

for that particular crystal. The inner PSAPD had an average coincidence time reso-

lution of 3.7 ns ± 0.3 ns, with a peak position standard deviation of 0.14 ns. For the

outer PSAPD, the average coincidence time resolution was 3.8 ns ± 0.3 ns, with a

peak position standard deviation of 0.16 ns. The peak position varied a small fraction
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(∼5%) of the full width half maximum for all crystals on both the inner and outer

chip, making the coincidence time parameters (resolution and window offset) on the

face of the chip nearly independent of position.

3.6.4 Conclusions

In most of the performance parameters measured, the results from the PSAPDs on

the dual-chip flex-cable mounted modules tested were comparable to results obtained

when only one PSAPD was packaged per module, and both chips on one module were

comparable to each other. Spatial crystal identification and energy resolution for an

8 x 3 array of LSO crystals were very similar to one-PSAPD results, with the average

energy resolution of 10.0%±4.5% and peak to valley ratio of 11 across the chips.

Coincidence timing resolution measurements showed a higher jitter in the timing

spectra compared to the ceramic ([96] and Section 3.3) and 1 mm dead perimeter

single chip flex modules previously tested ([193] and Section 3.5), but similar to the

1.5 mm dead perimeter single chip flex modules (Section 3.4), with an average timing

resolution of approximately 3.75 ns. Improvements in timing acquisition and shaping

electronics parameters may be possible however, because directly observing the jitter

of the PSAPD timing signals on the oscilloscope showed less than 1.8 ns time width.
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3.7 Conclusions

The commercial ceramic-packaged position sensitive avalanche photodiodes cou-

pled to lutetium oxyorthosilicate scintillation crystal were shown to provide excellent

spatial identification (∼1 mm), energy resolution (10-12% of 511 keV), and coinci-

dence time resolution (2-3.3 ns). Two designs were tested, differing in electrical prop-

erties most notibly in capacitance and hence dark current noise. This capacitance

difference is likely the cause of the superior performance by the smaller active area

PSAPD (8 mm x 8 mm versus 14 mm x 14 mm) in position, energy and coincidence

time experiments.

The same two chip designs were tested alone in novel packaging, where a Kapton

polyimide flex circuit provided electrical coupling between supply bias voltage to the

chips as well as signal read-out from all anodes of the chip. These tests showed that

nearly all figures of merit tested; e.g., bias voltage optimization (1740 V), position

identification (∼1 mm), and energy (10-12.6% of 511 keV); showed similar results to

the ceramic-packaged devices. Coincidence time resolution had a higher blur (4-9 ns),

but this was likely due to a deficit in the optimization of new test equipment. These

tests were duplicated with a further iteration of the PSAPD design structure with

the chosen 8 mm x 8 mm active area feature, and the coincidence time resolution was

restored to the ceramic-packaged value (∼2 ns - see Section 3.5).

Kapton packaged flex circuits with two PSAPD detectors electrically coupled were
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then tested in the same manner as the previous design steps. Position identification,

energy resolution, and coincidence time resolution were all similar to previous mea-

surements. Cross-talk between the two devices on a single read-out circuit was tested,

with very little inter-chip signal triggering observed. Read-out or current generation

from one device, in general, will not trigger a spurious event from the neighboring

chip. Moisture did prove to be a problem with this new design and devices had to

be tested in a dry Nitrogen environment. Further designs have been made to the flex

circuit and chip mounting procedure which will optimistically reduce the environment

controls necessary to operate the device.

Chapter 3, in part, is a reprint of the material as it appears in IEEE Transactions

on Nuclear Science, Volume 53, Issue 5, Part 1, Oct. 2006 Page(s):2549 - 2556; and

in the Journal of Nuclear Medicine Vol. 44, No. 5, May 2003, p.138. The dissertation

author was a primary investigator and author of these papers.



Chapter 4

Scintillation Crystal

Characterization and Selection

4.1 Introduction

The studies contained in this chapter were performed to design a high-sensitivity,

high-resolution small animal positron emission tomography (PET) system for study-

ing the kinetics and mechanisms of human disease in small laboratory animal models.

Most high-resolution imaging systems in use as well as those in development are incor-

porating increasingly smaller pixellated scintillation crystals to try to improve system

resolution [97, 170]. In order to increase the detection efficiency of the annihilation

photons, the crystals were made long in the direction of the incoming photons. In

standard PET detector designs, the photodetector is coupled to the thin crystals on

145
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the side with the smallest cross-sectional area, giving them an aspect ratio that does

not promote optimal light output [95, 98]. This coupling geometry results in a com-

promise between system resolution, light output (effectively energy resolution) and

sensitivity [28, 74, 76, 139].

Traditionally, PET detectors are made using scintillation crystals coupled to pho-

tomultiplier tubes (PMTs). Both segmented arrays, as well as continuous scintilla-

tion crystals, have been coupled to PMTs and position-sensitive PMTs (PSPMTs) to

achieve high detector spatial resolution. For example, in the work by Simon Cherry,

et al. [32], continuous crystals are coupled to an array of photomultiplier tubes to

determine continuous positioning. PMTs and PSPMTs, however, are large and result-

ing system configurations compromise either system solid-angle coverage or crystal

packing fraction. There are definite advantages to this technology including that they

are well characterized and relatively low in cost.

Recently developed detectors such as very thin position-sensitive avalanche photo-

diodes (PSAPDs) devices (described more thoroughly in Chapter 3) allow a compact

detector system, including photodetectors and the necessary electronics for signal

acquisition. The thin PSAPD presented in Chapter 3 allows more advantageous scin-

tillator coupling geometries and detector orientations, which significantly improve

the sensitivity, energy resolution and spatial resolution (Figure 4.1). With such small

detectors, the packing fraction does not change significantly for various detector ori-

entations. Crystals can then be coupled so that the aspect ratio is high (the PSAPD
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surface normal is perpendicular to the incoming photon direction), without reducing

intrinsic sensitivity.

Figure 4.1: Left: the studied prototype PSAPD, center: the thin PSAPD to be used
in system construction.

A pixellated crystal design facilitates spatial linearity across the entire face of the

position-sensitive detector [167]. If the photo-detector has a higher intrinsic spatial

resolution, the use of a continuous scintillator might provide superior spatial resolution

to a discrete crystal design. A continuous scintillator also reduces manufacturing

complexity and increases mechanical robustness of the detector system. Both designs

will be evaluated in this chapter.

The system described throughout this document uses the detection configuration

mentioned in Section 2.2.1, i.e. a scintillator coupled to a photodetector. In this

detection method, the scintillation material is used to convert high energy annihilation

photons into lower energy, traditionally visible photons. Photons produced by the

scintillator ideally lie entirely in a high quantum efficiency wavelength band of the

selected photodetector.
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Features to consider when selecting a scintillator are discussed in the next section.

Analysis methods used to choose between scintillator configurations can be found in

Section 4.3. The analysis methods section is followed by results from experiments

performed on various designs. Discussion of the results and future directions can be

found in the last two sections of this chapter.

4.2 Scintillator Design

Physical aspects both on the microscopic and macroscopic scale contribute to

the performance of scintillators. Atomic and lattice considerations are discussed in

Section 4.2.1 and crystal shape and coupling configurations can be found in Section

4.2.2.

4.2.1 Material Selection

This section focuses on the aspects affecting absorption and production of light in

lutetium oxyorthosilicate (Lu2SiO5 or LSO), as compared to other common inorganic

scintillators used in PET. A discussion of the general interaction model for photons

with energies above 1 keV in materials can be found in Section 7.2.
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Interaction Properties

The effective atomic number (Z) and density (ρ) of a material plays a substantial

role in the stopping power (linear attenuation coefficient) of materials (see Section

7.2). Recall that, for photon energies involved in PET, the cross-section (τ) for

interaction is proportional to the fourth to fifth power of Z (depending on photon

energy), and that linear attenuation coefficient (µ) is proportional to τρ. Values of

ρ, µ, and effective Z for various materials are shown for comparison in table 4.1 [31].

Table 4.1: Density, effective atomic number and linear attenuation coefficient at 511
keV for various materials. Scintillation crystal values from Reference [31], and the
lead µ value is obtained from a rational fit (cubic over quadratic polynomial) using
values obtained from NIST.

NaI(Tl) BGO GSO(Ce) LSO(Cs) Lead
ρ [ g

cm3 ] 3.67 7.13 6.7 7.4 11.34
Zeff 51 75 59 66 82

µ @ 511 keV [ 1
cm

] 0.34 0.95 0.70 0.88 1.77

Lutetium oxyorthosilicate (LSO) has a relatively high µ at the annihilation pho-

ton energy, requiring smaller amounts of costly crystal than Thallium doped Sodium

iodide (NaI(Tl)) or Cerium doped Gadolinium oxyorthosilicate (GSO(Ce)), and simi-

lar amounts as Bismuth germanate (BGO). All listed scintillators are commonly used

in PET systems, with NaI being the most prevalent.

Further important considerations are the types of interactions photons will un-

dergo in a material. The energy dependent photon cross-section for LSO is shown in

Figure 4.2, showing contributions from scattering, photoelectric and total attenuation.
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Photoelectric interactions are the most prevalent throughout the lower portion of the

energy range, with the likelihood of photoelectric and Compton scattering equal at

approximately 400 keV. At 511 keV in LSO, Compton scattering is 62%, photoelectric

32% and coherent scattering 6% of all initial annihilation photon interactions. Any

annihilation photon that deposits all of its energy in the detector system undergoes

a photoelectric interaction as the final interaction.

Figure 4.2: Photon cross section for LSO versus photon energy. Figure from the NIST
XCOM database.

After considering annihilation photon interactions in scintillation materials, light

production characteristics of the scintillator are the next key features to examine.
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Scintillation Light Production

The light produced by a scintillator from an interaction must have the following

features:

• (1) The number of scintillation photons produced must be proportional to the

energy deposited by the interaction.

• (2) The light produced must be in a wavelength range in which the scintillator is

transparent - or the scintillation photons will be absorbed before being detected.

• (3) The light produced during scintillation should be as short as possible so that

further interactions in the crystal are not effected by previous interactions.

• (4) The number of scintillation photons produced must be large so that errors

in counting photons (i.e. determining the energy deposited or the time at which

an event occurred) are not large.

• (5) The index of refraction of the material is close to the index of refraction of

the photodetector surface so that transmission into the detector is high.

• (6) The emission wavelength band of the scintillator is well matched to the

wavelength band of the photodetector where the quantum efficiency is high.

• (7) The robustness of the material and its imperviousness to environmental

conditions (such as humidity) is high.
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Not all scintillators have all of the properties listed above. The comparison of

various scintillators, in terms of: produced light pulse decay times, number of pho-

tons produced by an interacting photon per keV, index of refraction, peak emission

wavelength (λ), and whether or not the material is hygroscopic are shown in table

4.2 [31].

Table 4.2: Light production parameters for various scintillators used in PET. Values
obtained from Reference [31].

NaI(Tl) BGO GSO(Ce) LSO(Cs)
Decay time [ns] 230 300 60 40

Photon yield [per keV] 38 8 12-15 20-30
Index of refraction 1.85 2.15 1.85 1.82

Peak emission λ [nm] 415 480 430 420
Hygroscopic Yes No No No

Relating the index of refraction of LSO (1.82) to the materials used in the studies

in this document, the optical coupling compound between the LSO and the position

sensitive avalanche photodiode (PSAPD) photodetector was 1.465 and the PSAPD

although made of silicon has a thin silicon dioxide entrance layer with index of re-

fraction 1.46.

The emission spectra for various scintillators can be seen in Figure 4.3. The

quantum efficiency plot as a function of wavelength for all of the PSAPDs1 studied in

this thesis is shown in Figure 4.4 [111, 158]. These data show that average quantum

efficiency (QE) for LSO coupled to a PSAPD should be ≥60%. This can be compared

1Although the reference uses non-position-sensitive avalanche photodiodes for testing, the
PSAPDs analyzed in this thesis were modified from this design in a region beyond the scintilla-
tion photon absorbing region. The quantum efficiency of the devices were therefore not affected.
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Figure 4.3: Plot of the emission spectra for scintillators listed in table 4.2. Plot
obtained from Reference [111].

Figure 4.4: Plot of the quantum efficiency of tested PSAPDs in the emission range
of LSO. Plot obtained from Reference [158].

to LSO coupled to a photomultiplier tube (PMT), which would have a QE of about

7-14% [29].



154

Combining the properties from tables 4.1 and 4.2, LSO stands out as a well

rounded material. Its linear attenuation coefficient, decay time, and photon yield

make LSO the material of choice for most up and coming PET systems.

4.2.2 Geometry

The size and shape of individual crystals, as well as how they are placed with

respect to other crystals, affects a scintillator’s ability to transfer light to a photode-

tector. A poor coupling geometry can lead to fewer counted scintillation photons.

Another consideration is that inter-crystal cross-talk can lead to scintillation photons

being absorbed at surfaces spread out over a large area of the photodetector. A brief

discussion of these topics is contained in this section, but a more detailed account

can be found in References [55, 98, 138, 195].

Scintillation light arriving at the photodetector undergoes a Possion process when

producing a photocurrent, with an average efficiency of conversion given by the pho-

todetector’s quantum efficiency [55, 195]. The resulting shot noise is reduced pro-

portionally as the number of scintillation photons per interaction increases. Energy,

position, and time of an interaction are all estimated from the signal pulse produced

by photocurrent production. Therefore, low efficiency transmission of scintillation

light to the photodetector reduces the signal processing electronics’ ability to esti-

mate signal parameters (signal peak height, start time, etc.) and hense determine
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these all-important values [138]. Care must be taken then in the design of coupling

geometry, scintillator-photodetector adhesion mechanism, reflector placement, etc.,

to ensure optimal light transfer.

Coupling geometry has been shown to affect light output to photodetectors [98].

Aspect ratio is defined as the size of the largest dimension of the crystal along the

face of the coupled photodetector divided by the dimension normal to the face of

the detector, or width over height. When the aspect ratio of the crystal is high,

the scintillation light does not reflect off the surfaces of the crystal many times, on

average, as it travels through the volume of the crystal towards the detection surface.

Reflective material used on the edges of the crystal can help to keep scintillation

light from exiting the crystal in which it was produced. Keeping light contained within

the original crystal of interaction aids in keeping scintillation photons directed at the

same section of the photodetector, decreasing edge effects (centroid overlapping, etc.

- see an example in Section 4.4.4), light loss due to escape and absorption through

surfaces, and reduction of variance due to counting and positioning non-linearities

across the face of the photodetector.

All of the above mentioned factors point to short (in the direction normal to the

face of the detector) crystal geometries. Two such geometries were investigated; a

single sheet crystal coupled to the entirety of the face of the photodetector, and an

array of segmented crystals.
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4.3 Methods

4.3.1 Experimental Setup and Analysis

The methods used in the majority of this chapter are described thoroughly in Sec-

tion 3.2 of Chapter 3, specifically measurement techniques (Section 3.2), positioning

techniques (Section 3.2.2), and the devices used (Section 2.3). Acquisition electronics

are described in Section 3.2.5. Some analysis concepts are introduced in this chapter,

and will be discussed in the sections to which they are relevant.
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4.4 Sheet Crystal

The data and results in this section were perviously published in Reference [52].

Using scintillation crystal sheets instead of discrete crystal arrays in high-resolution

PET has the immediate advantage of reduced complexity as well as a potential for

increased sensitivity. In order to evaluate the positioning capability of a position sen-

sitive avalanche photodioide (PSAPD) using a sheet Lutetium Oxyorthosilicate (LSO)

crystal scintillator, the dependence of detected event position versus the known source

position was studied. In particular, positioning in a continuous 8 mm x 8 mm LSO

sheet coupled to a PSAPD with an 8 mm x 8 mm active area was experimentally stud-

ied, optical transport in the sheet crystal was studied with Monte Carlo simulation,

and two positioning methods were used to evaluate PSAPD ”pincushioning” effects

(see Section 3.2.2 for a discussion on device positioning and ”pincushion”). Both

collimated 57Co 122keV and coincidence-triggered 22Na 511keV sources were used in

the experiments performed. Energy resolution, sensitivity, photopeak position and

spatial resolution were analyzed as a function of source position.

4.4.1 Experimental Study

Figure 4.5 shows the collimation configuration that was used for each of the two

sources. Physical collimation for the 122 keV 57Co source was relatively straightfor-

ward using a few centimeters of lead (Figure 4.5a), whereas the 511 keV 22Na source
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(a)

(b)

Figure 4.5: The acquisition setup for a) coincidence-collimated 22Na annihilation
photon detection with spot size ∼500 µm and b) lead collimated 57Co gamma photon
detection with spot size ∼500 µm.

required electronic collimation as the same lead collimator did not attenuate more

than 10% of the 511 keV photons.
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Common Setup

The ceramic PSAPD developed by RMD, Inc. with an active region of 8 mm

x 8 mm (Figure 4.1, left) [97] was used in this study. An 8 mm x 8 mm x 1 mm

LSO continuous crystal was coupled to the PSAPD with silicon optical grease (∼10

µm thick) and seven layers of Teflon were wrapped around the crystal to provide

a reflector along the array surfaces not in contact with the PSAPD. A LabView-

controlled, motorized, National Aperture MM-4M-EX-140 micro-stage was used to

automate and accurately control the positioning steps across the detector. 57Co (122

keV gamma) and 22Na (511 keV annihilation photons) point sources were used to

study the point spread function and spatial linearity of the PSAPD.

22Na Setup

The highly energetic 511 keV photons from the 10 µCi, 500 µm diameter, 22Na

point source were electronically collimated using a coincidence setup which was con-

structed using a Hamamatsu H3164 photomultiplier tube (PMT) that was coupled to

a Teflon-wrapped 5 mm x 5 mm x 10 mm LSO crystal with silicone optical grease (see

Figure 4.5a). The LSO-PMT detector was mechanically coupled to the source at a

distance of 190 mm and moved with the micro-stage in 160 µm steps. The source-to-

PSAPD distance was kept at a constant 1.5 mm. The geometry of the setup resulted

in a ∼540 µm spot size projected onto the face of the PSAPD, evaluated using the
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following relationship:

5mm

190mm
=

x

1.5mm
(4.1)

where x is the additional extent of the spot size due to the width of the scintillation

crystal coupled to the PMT.

The coincidence circuit comprised Fast Filter Amplifiers, Constant Fraction Dis-

criminators, a TAC/SCA (time-to-amplitude converter/single channel analyzer), and

Gate and Delay Generator NIM modules to trigger the four-channel PSAPD event

acquisition.

57Co Setup

The 57Co source was collimated using a 30 mm x 30 mm x 10 mm block of lead

with a 500 µm hole (Figure 4.5b). The geometry of the setup resulted in a ∼560

µm spot size on the face of the PSAPD. The four anode signals were acquired and

processed in the same manner as the 22Na setup − one spectrum amplifier and one

delay amplifier per anode out to an acquisition board. The events were triggered by

the signal from the common electrode (see Figure 3.6).
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4.4.2 Positioning

Methods

Due to the non-linear nature of the charge distribution process over the face of

the PSAPD detector, the calculated position map suffered from pincushion distortion

when using traditional position calculation methods [159]. In order to help study

the effect of pin cushioning, positions were calculated from the four digitized PSAPD

channels using a rotated coordinate Anger-type method as well as the traditional

method of Anger-type logic, both of which are described in Section 3.2.

The range for the corner anodes was [0,10] volts; the range for x and y using the

Anger-type or rotated coordinate position method was [-1,1] (unitless). The energy

for each event, using either method, is calculated from the sum of the corner signals

and had a range of [0, 20] volts. The units of position, and therefore the point spread

function full width at half maximum (psfFWHM), as well as the average energy, are

all reported in the range of the positioned events for conciseness: [-0.3, 0.3].

Method Assessment

A point spread function (PSF) is a measure of a system of interest’s (materials,

devices, electronics, data processing algorithms, etc. evaluated together) ability to

determine a known quantity, such as position. For instance, the position PSF of a

detector, its associated electronics and positioning schemes can be determined by ir-
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radiating the detector at a single point in a known location, and plotting the resultant

position spread. This calculated position spread is called the position PSF.

To understand characteristics of positioning using both the traditional Anger-logic

and rotated coordinates methods, the shape of the calculated PSF was modeled as an

ellipse. Its position-dependent size, orientation, and calculated location was quantified

using standard image processing methods which computes the second moment of the

image. The angle that the major axis makes with the x-axis of the image is calculated

in the following manner [69]:

Mxx =

∑

x2

∑

x
, Myy =

∑

y2

∑

x
, Mxy =

∑

xy
∑

x
(4.2)

θ = atan(
Myy − Mxx +

√

(Myy − Mxx)2 + 4M2
xy

2Mxy

) (4.3)

The variables that were included for characterizing the resulting calculated PSF

ellipse were: angle θ, major axis ”a”, and minor axis ”b”, which were measured across

the face of the detector for both positioning methods.

4.4.3 Monte Carlo Study

In the following Monte Carlo simulations, only optical transport in the continuous

LSO crystal is modeled in the positioning of events. To compare the experimental

results with a system that does not involve positioning affects due to the PSAPD,

we utilized two standard simulation packages to model both high energy and light
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photon interactions in the LSO scintillation crystal. Interaction mechanisms of the

high-energy annihilation photons were simulated with GATE [72], which is a medical

imaging specific Monte Carlo add-on package to the high energy physics GEANT4

software. Subsequent scintillation photon transport and interactions were carried out

using the DETECT2000 package [62].

(a) (b)

Figure 4.6: (a) Screen capture of the LSO-PSAPD detector during GATE simulation,
(b) the locations of the source relative to the face of the detector.

Figure 4.6(a) shows a screen shot of the LSO-PSAPD module during GATE simu-

lation. The LSO-PSAPD module here is the volume occupied by a single LSO crystal

and PSAPD chip. In Figure 4.6(a), the dark gray parallel-piped represents LSO

crystal, the light gray parallel-piped shows the volume of the module, and the gray

lines illustrate representative high-energy photon trajectories. Photons were simu-

lated originating at various location across the face of the detector. The high-energy

photons were collimated, as in the experimental setup, directed at the detector, nor-
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mal to its surface. In Figure 4.6(a), the origin of the photons was to the left of the

LSO, and to the right of the LSO shows the track of the photons that were transmit-

ted. Figure 4.6(b) shows the source positions that were simulated (dark gray dots)

relative to the face of the detector. Simulating and analyzing data taken at locations

represented by the dark gray dots, the behavior at the light gray positions is known

by symmetry of the PSAPD device (the geometry of the crystal and photodetector

are equivalent under rotation or reflection). The light gray area represents the active

area of the PSAPD.

GATE

To simulate similar conditions as seen in the 22Na experimental coincidence study,

GATE was used to obtain Compton scattering, Photoelectric and characteristic X-

ray interaction positions in the LSO scintillation crystal. A 20 µm radius sphere

containing 511 keV activity was placed 5 mm from the surface of an 8 mm x 8 mm x

1 mm single LSO crystal, emitting normal to the surface of the crystal (Figure 4.6a).

Each interaction with the crystal was recorded by GATE into a ”hits” file, which gives

specific information including the energy, three-dimensional position, and annihilation

event number. In order to probe the location-dependent response and light spread,

the source sphere was stepped at 200 µm increments at the locations on the face of

the detector - shown in Figure 4.6b as dark gray dots. The position, energy and event

number were passed, for each ”hits” interaction to DETECT2000, which simulated
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optical transport within the crystal.

DETECT2000

The interactions determined by GATE were modeled as a point process, i.e., the

scintillation photons modeled by DETECT2000 for a particular GATE interaction

(”hit”) were all given the same initial location determined in the ”hits” file. DE-

TECT2000 requires as an input a location and number of photons to generate. It

outputs the detection location on the photodetector surface for each scintillation pho-

ton. The energy given in the GATE ”hits” file was converted to a number of photons

to generate for the DETECT2000 step assuming an average LSO conversion efficiency

of 25 photons per keV. Generating a constant number of photons per keV for each

interaction limits the factors affecting energy resolution of the detector to optical

transport effects: absorption, scatter, transmission, reflection, as well as material

index of refraction.

The two materials simulated are shown in Figure 3.6: an 8 mm x 8 mm x 1

mm LSO crystal, with index of refraction 1.82, and a 10 µm thick optical grease

layer with the same cross-section and an index of refraction of 1.465. The surface

finish on the five faces of the scintillation crystal not in contact with the optical

grease were considered ground, and the sixth connecting face, polished. These surface

definitions were mirrored in the grease layer, except for the side considered in contact

with the PSAPD. This contact side was defined as the ”detect” layer. Scintillation
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photons that come in contact with this detect layer are considered detected and the

position and location are automatically written out. The centroid of these locations

were calculated in post-processing and averaged to compare to results obtained in

experiment.

4.4.4 Results

Experimental Results

(a) Point spread function for 22Na

(b) Point spread function for 57Co

Figure 4.7: Collimated point spread functions.

For a single source position, Figure 4.7 shows (left) the measured PSF and (right)
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the log of the histogram values (enhance the visualization of the dynamic range). All

images use the traditional Anger-type logic positioning algorithm.

Figure 4.7 uses the traditional positioning method and shows the measured PSF

at a position near the right edge using the 22Na coincidence setup (Figure 4.7a) and

a position to the left of center for the 57Co collimation setup (Figure 4.7b). Both

images shown in a) are of the same data set. The left hand image shows the raw

histogrammed counts, and the right hand image shows the log of the counts. The

log of the counts is shown to visualize the relative position spread of the PSF with

respect to the size of the possible position locations of the crystal, or the dynamic

range. The same procedures were used to produce the images in b).

Figure 4.8 shows the position, photopeak location, counts and energy resolution

for both (a) 22Na and (b) 57Co. All quantities are in volts, except for counts. Energy

resolution, photopeak location and counts are scaled to visualize all data in one

graph. Error bars for photopeak location, counts, and energy resolution are equal to

the standard deviation of 3 measurements. Positioning error is calculated using the

bootstrap method. In (b), the error bars are smaller than the data point symbol size.

Data were gathered for 2000 seconds (33 min) at each location using the 22Na setup

and for 120 seconds for the 57Co. Although the acquisition times for the 22Na setup

were an order of magnitude longer, the number of recorded events were lower because

electronic coincidence was used for collimation (∼1000 events after energy gating at

full width fifth max for 22Na, versus >30,000 for the collimated 57Co source). The
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(a)

(b)

Figure 4.8: (a) 22Na and (b) 57Co scan results

centroid of the positions of the events for a particular source location was calculated

and plotted along with the number of counts, average energy, and energy resolution

(Figure 4.8). During the portion of the acquisition of the 22Na coincidence data when

the source was directly over the center of the crystal, a large deviation in spatial
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linearity was recorded for both the direction in which the source was moving, ”x”, as

well as perpendicular to it, ”y” (Figure 4.8a). This anomaly was believed to be due

to a portion of the moving PMT-source structure becoming impeded during a few

millimeters of its motion. The linearity of the calculated position versus known source

position resumed after the anomaly. There was a short period during the acquisition

using the 57Co source (Figure 4.8b) that a scheduled software process took priority

over acquisition and resulted in three data points being lost.

The dynamic range was compressed in these studies due to light spread across the

whole face of the PSAPD [97] for every event. Note also that the average photopeak

position did not remain constant at the edge of the detector, and could potentially

provide a fifth positioning parameter to resolve positioning difficulties at the edge.

The average raw FWHM energy resolution for 57Co was 24.5% ± 0.2% at 122keV and

17.3% ± 1.1% at 511 keV for 22Na within 2 mm of the center. Within 2 mm of the

edges, the uncorrected FWHM energy resolution for 57Co was 24.9% ± 0.2% at 122

keV and 15.2% ± 1.2% at 511 keV for 22Na. The error given is equal to the standard

deviation of all the measurements for a group of data.

Figure 4.9 shows the two dimensional histrograms for a 57Co source, location

index 15 (1.28 mm from the left edge), using both positioning methods. The white

pincushioned outlines show the range of positioning on the PSAPD for each method.

Note: the range is larger for positioning method 1 (see Figure 4.10). The light gray
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(a) (b)

Figure 4.9: Visually comparing point spread function using the (a) rotated coordinates
and (b) traditional Anger-type positioning methods (see Section 3.2.2).

cross-hair lines show the center of the PSAPD. Both images have the same dynamic

range: [-1.5, 1.5], but notice the dynamic range difference (location of the center of

the spot in the image) and the difference in spot shape and distribution.

(a) (b)

Figure 4.10: (a) Centroid positions of the point spread function using the positioning
algorithm method 1 (X1,Y1) and method 2 (X2,Y2). (b) Y2 scaled to Y1.

The measured psfFHWM, using the traditional positioning method, averaged 2.9

mm for 57Co and 1.23 mm for 22Na. Deconvolving the finite size of the source, 500

µm was used as a conservative value for both the 57Co and 22Na case. Using a first
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(a) (b)

Figure 4.11: PSF characterization using the (a) rotated coordinates and (b) tradi-
tional Anger-type positioning methods.

approximation sqrt((meas. psfFWHM)2 - (500µm)2) gave 2.86 mm FWHM for 57Co

and 1.12 mm FWHM for 22Na. The positioning linearity for the central 6 mm had

an R2-value of 0.965 for 22Na (not including the points taken during impeded source

motion) and 0.9995 for 57Co.

Positioning Method Results

Using positioning methods 1 (rotated coordinates) and 2 (traditional Anger-type

logic), the area of the PSF was modeled as an ellipse. Figure 4.11(a) plots the angle

between the major axis of the PSF ellipse and the x-axis of the image (theta) is

plotted for both methods across the face of the detector, where theta1 and theta2 are

calculated using positioning methods 1 and 2 respectively. Figure 4.11(b) plots the

FWHM of the ellipse along the major axis ”a” and minor axis ”b” for both methods
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across the face of the detector; where a1 and b1 are calculated using positioning

method 1, and a2 and b2 are calculated using positioning method 2.

Looking at the major and minor axes lengths, the first positioning algorithm

produced a PSF with a larger FWHM in both directions. Note also the elongation

of the PSF at a single position (shown in Figure 4.9a) using positioning method 1 as

opposed to the relatively circular shape of the PSF when using positioning method 2

(Figure 4.9b).

Although both positioning methods had similar ranges of orientation angles, the

degree to which the second positioning algorithm was non-circular was much reduced.

This can be seen by the smaller difference between the major and minor axis lengths

for the second positioning algorithm (Figure 4.9a).

Looking at the centroid locations in x and y, using both positioning methods,

as a function of source position index (Figure 4.10), an increase in dynamic range

when using positioning method one (Figure 4.10a) was observed. When rescaling and

translating the centroid positions calculated using positioning method two to cover

the same range as positioning method one, the centroid locations were found to be

very similar (Figure 4.10b). Therefore, the positioning algorithm which reduces the

pincushion distortion did not affect the positioning degeneracy near the edges of the

detector.
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(a) (b)

Figure 4.12: Results illustrating the light spread differences due to interactions that
occur far from (left) and near to (right) the detection surface.

Simulation Results

Figure 4.12 shows 2D and 1D histograms of the individual scintillation photons

from one ”hits” interaction which originated (a) z = 0.63 mm and (b) z = 0.16 mm

from the photodetector surface inside the crystal. Both events had the same energy

and (x,y) position within the crystal (coordinate system defined in Figure 4.6).

Figure 4.12 shows the effect of annihilation photon interaction depth (measured

from the surface of the crystal to the detector) on the light spread within the crystal.

Not to be confused with Figure 4.7, Figure 4.12 shows histograms of the locations

of the individual scintillation photons detected from one annihilation event. The

centroid of the positions shown in Figure 4.12 makes up one event in the histogram

of Figure 4.7.

The energy surface at the corner of the crystal sheet (the 10 x 10 location patch
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Figure 4.13: Average energy at locations in the corner of the crystal sheet.

shown in Figure 4.6b) is shown in Figure 4.13. The calculated position plotted (Figure

4.14a) was the mean of the centroids of the photons from an event over the entire

crystal. The average energy (number of scintillation photons) is shown in Figure

4.14b. Averages were calculated from 300 GATE simulated events for each interaction

location used in the experimental study.

Figure 4.14 shows the comparison of experimental (exp) and simulated (th) cal-

culated (a) position and (b) energy vs. source position. The experimental data were

the 22Na and 57Co data plotted in Figure 4.8. The simulated source locations are

seen in Figure 4.6b as dark gray dots. Note that for locations within 1.2 mm from

the edge of the sheet crystal in both simulated and experimental data, there is not

a one-to-one correspondance between the calculated position and source irradiation

location maps. In other words, a calculated position near the edge of the sheet crystal
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(a)

(b)

Figure 4.14: Experimental and Monte Carlo simulated position and energy results for
the scanning experiment.
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could correspond to two interaction locations (the function is somewhat sinusoidal),

i.e. the edge positions are degenerate.

The PSAPD resistive surface was not modeled to simulate pincushion effects.

Pin-cushioning adds non-linear distortions in the position estimates [159]. There is a

larger region over which the experimentally calculated position for the 122keV 57Co

data is non-linear possibly due to more interactions happening closer to the top of

the crystal, i.e. farther from the detector surface.

4.4.5 Conclusion

The experimental and simulated results agree quite well − both show that the

calculated positions from events whose centroids are within 1.2 mm from the edge

of the sheet crystal are degenerate. A positioning method that reduced the pincush-

ion distortion was employed to reduce non-linearities in positioning on the surface of

the PSAPD, but did not succeed in reducing the region of positioning degeneracy.

Therefore, the degeneracy appeared to be due to the edge effects within the scintilla-

tion crystal − a sizable portion of the scintillation photons reflect off the surface of

the sides of the crystal. Because of these reflections, some photons are lost through

transmission and absorption, which changes the average energy of events positioned

at the edge as compared to events at the center of the detector. The percentage

change in energy within 1.2 mm from the edge is about 5%. If energy resolution
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in the detection process were better than this 5% change near the edges, perhaps

a positioning algorithm that uses energy as well as position may be able to resolve

positions near the edge. However, the energy resolution of our characterized PSAPD

with this scintillator is 10-12%.

A summary of the scanning position resolution experiments performed by Zhang,

et al. using 1 x 1 x 3 mm3 segmented crystals packed in an 8 x 3 (8 mm x 9 mm) array

coupled to the PSAPD detector can be found in Reference [193]. The average energy

resolution at 511 keV was comparable: 12.61% and the average deconvolved FWHM

of the PSF was 1.09 mm, also comparable to the results found in this study. On the

same photodetector device with the segmented crystals, Reference [193] mentions the

difficulty in resolving the array crystals near the edge - this is where degeneracy in

the sheet crystal was also observed. However, this difficulty was greatly reduced when

studying the spatial resolution capabilities of the new thin photodetector introduced

in Section 3.5.

Further efforts to utilize all the information collected from the four anode channels

to reduce degeneracy might involve maximum-likelihood position estimation algo-

rithms. Future experiments will include positioning accuracy of events near the edge

of the PSAPD active area when the continuous crystal is larger than the PSAPD

active area. The increased sensitivity [51, 193] of these larger crystals and potential

decrease in crystal edge-effect positioning problems suggests further study.
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4.5 Segmented Crystal Array

4.5.1 Array Designs

Multiple segmented array designs were tested in order to assess factors such as

crystal feature position and overlap (commonly assessed herein as peak to valley

ratio), energy resolution per crystal, and coincidence timing resolution per crystal.

Crystal geometry effects the amount of light collected by the photodetector as well as

light distribution across the photodetection surface, both of which may influence any

of the PET-relevant parameters mentioned (feature position, energy and coincidence

time resolution). The crystal sizes ranged from a dimension of 1 mm to 3 mm coupled

to the face of the detector. A conservatively designed array comprising crystals of

dimensions 2 mm x 2 mm x 3 mm was first investigated to learn the extent to

which crystal features for relatively large segmented crystals within an array were

seperable in a flood image (crystal peak count to inter-crystal valley count ratio).

As investigations proceeded, arrays containing crystals of size 1 x 1 x 1 mm3 were

investigated. The results of these experiments are given in this section.

4.5.2 4 x 3 and 8 x 3 Arrays

The detailed results from the 4 x 3 and 8 x 3 arrays coupled to the commercially

available ceramic PSAPD can be found in Section 3.3. The results are summarized

below.
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Table 4.3: Summary of results for 4 x 3 and 8 x 3 LSO crystal arrays coupled to the
8 x 8 mm2 active area ceramic device.

8 x 3 array 4 x 3 array
Energy Resolution [%] 15.5 17.4
Crystal Identification yes yes

Coincidence Time Resolution [ns] 12.5 15.3

4.5.3 10 x 10 Array - No Reflector

Positioning Schemes

Crystal identification and profile peak to valley ratio (PVR) were examined for

both positioning schemes while taking flood measurements of the 10 x 10 LSO array

with no inter-crystal reflector. Flood measurements were taken, acquiring each of

the four corner channels. The traditional Anger-type logic and rotated coordinate

positioning methods were applied to the same data set (see Section 3.2.2 for a dis-

cussion of positioning methods). The flood images and the results of the profile PVR

measurements can be seen in Figure 4.15 using the (left) Anger and (right) rotated

positioning algorithms.

A 10 x 10 LSO array comprising crystals, of size 1 mm on each side, covered an

area larger than the 8 mm x 8 mm active area of the position sensitive avalanche

photodiodes. Each crystal in the array that was at least partially positioned over the

active region of the PSAPD was identified using both positioning schemes. Although

the rotated coordinate positioning method did decrease the barrel distortion found

using the Anger-type logic positioning method, the peak to valley ratio results did
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(a) (b)

(c) (d)

(e) (f)

Figure 4.15: Figures a)-f) show the flood (upper left), profile (lower left), and PVR
(right) of three 10 x 10 Agile crystal arrays with no inter-crystal reflector. Figures
on the same line are from the same crystal array (i.e. Figures a),b) are produced
using data from the same crystal array). Figures on the left (right) use traditional
Anger-type logic (rotated coordinates) position schemes.
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not change significantly.

Energy Resolution

Individual crystal energy resolution was evaluated for the 8 x 8 crystals coupled

to the active region of the PSAPD (figure 4.16, left). Shown in each image in the

left-hand column of Figure 4.16 is a histogram of all crystal energy resolutions (upper

left), a representative energy spectrum of one of the crystals (upper right), and a

summary of the results in the lower half. The mean energy resolution for the arrays

was 12.8% with a standard deviation of 0.6% and the mean standard deviation within

the arrays was 3.1 ± 0.5.

Because the area of the crystal array was at least two crystals larger in each

dimension than the active area of the PSAPD, degredation in energy resolution in

the outer ring of crystals from scintillation photon loss is likely. Therefore, individual

crystal energy resolution was also evaluated for the 6 x 6 crystals that were completely

coupled to the active area of the PSAPD (see Figure 4.16, right). The images on the

right-hand column of Figure 4.16 show the histogram of the individual crystal energy

resolutions of the inner 6 x 6 crystals (upper right) and a summary of the results

for the array in the lower portion of the image. The mean energy resolution for the

inner 6 x 6 crystal arrays was 12.7% with a standard deviation of 0.3% and the mean

standard deviation within the arrays was 1.2 ± 0.3. Looking at only the inner 6

x 6 crystals resulted in no significant mean energy resolution change from the full
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(a) (b) (c)

(d) (e) (f)

Figure 4.16: Figures a)-f) show various aspects of energy resolution for three 10 x 10 Agile crystal arrays with no
inter-crystal reflector. Figures in teh same column are from the same crystal array (i.e. Figures a) and d) are data
from the same crystal array). Figures a)-c) show energy resolution histograms for all 64 crystals coupled to the
active area of the PSAPD (bar plot, upper left), a typical energy spectrum (blue line plot, upper right), and the
mean and standard deviation of energy parameters (bottom table). Figures d)-f) show a histogram of the energy
resolution data for the inner 6 x 6 crystals in each array (upper right) and the mean and standard deviation of energy
parameters (bottom table). Note that the scales are different in the histograms.
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array value but an improvement of the standard deviation of the mean of 50.8%, an

improvement of the mean of the standard deviation within an array of 60.8%, and

improvement of the standard deviation of the standard devation within an array of

46.0%.

Coincidence Time Resolution

Coincidence time resolution (CTR) measurements, between a representative array

and a PMT using the coincidence method described in Section 3.2.7, were performed.

A representative TAC spectrum is shown in the upper right hand side of Figure 4.17,

along with the fitted data used to calculate the coincidence time resolution (left and

lower portion of the image). The CTR for the 8 x 8 array with no inter-crystal

reflector was 5.3 ns ± 0.1 ns.

The coincidence acquired energy spectrum for the PSAPD and the PMT are shown

in Figure 4.18. On the left side of the image are the spectra for an open TAC window

(all data). On the right side of Figure 4.18, the energy spectra for the PSAPD and

PMT for a gated TAC window are shown. The gate had a width of two times the

fitted full width at half maximum (FWHM) value and was centered on the peak of

the TAC spectrum.
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Figure 4.17: Coincidence time resolution measurement for an 10 x 10 Agile crystal
array without inter-crystal reflector.

(a) (b)

Figure 4.18: Coincidence energy spectra for both the PSAPD (top row) and PMT
(bottom row) with (right) and without (left) gating on the FWHM of the TAC (timing
spectra) signal for an 10 x 10 Agile crystal array without reflector.

Summary

4.5.4 10 x 10 Array - VM2000 Reflector

Crystal identification and profile peak to valley ratio (PVR) were examined for

both positioning schemes while taking flood measurements of the 10 x 10 LSO array
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(a) (b)

(c) (d)

(e) (f)

Figure 4.19: Figures a)-f) show the flood (upper left), profile (lower left), and PVR
(right) of three 10 x 10 Agile crystal arrays with VM2000 inter-crystal reflector.
Figures on the same line are from the same crystal array (i.e. Figures a),b) are
produced using data from the same crystal array). Figures on the left (right) use
traditional Anger-type logic (rotated coordinates) position schemes.
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Table 4.4: Summary of characteristics of 10 x 10 Agile crystal arrays with no inter-
crystal reflector. Rotated and Anger are the rotated coordinate and Anger-like logic
positioning methods, respectively.

Characteristic Mean St Dev
PVR (rotated) 5.4 ± 0.2 2.9 ± 0.5
PVR (Anger) 5.3 ± 0.3 3.1 ± 0.5
Energy Res. 12.8 ± 0.6 2.2 ± 0.1

Counts 518880 ± 588

with 3M’s VM2000 inter-crystal reflector. Flood measurements were taken, acquir-

ing each of the four corner channels. The traditional Anger-type logic and rotated

coordinate positioning methods were applied to the same data set. The flood images

and the results of the profile PVR measurements can be seen in Figure 4.19 using the

(left) Anger and (right) rotated positioning algorithms.

A 10 x 10 LSO array comprising crystals 1 mm on a side, plus inter-crystal reflec-

tor, covered a larger area than the 8 mm x 8 mm active area of the position sensitive

avalanche photodiodes. The array was centered on the PSAPD detection surface, so

only the interior 6 x 6 crystal were fully coupled to the active region of the PSAPD.

Each crystal in the array that was positioned at least partially over the active region

of the PSAPD was identified using both positioning schemes. The rotated coordinate

positioning method did decrease the barrel distortion found using the Anger-type

logic positioning method, and the peak to valley ratio improved from 17.47 using the

traditional method to 19.70 using the rotated coordinate positioning method.
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(a) (b) (c)

(d) (e) (f)

Figure 4.20: Figures a)-f) show various aspects of energy resolution for three 10 x 10 Agile crystal arrays with
VM2000 inter-crystal reflector. Figures in teh same column are from the same crystal array (i.e. Figures a) and d)
are data from the same crystal array). Figures a)-c) show energy resolution histograms for all 64 crystals coupled to
the active area of the PSAPD (bar plot, upper left), a typical energy spectrum (blue line plot, upper right), and the
mean and standard deviation of energy parameters (bottom table). Figures d)-f) show a histogram of the energy
resolution data for the inner 6 x 6 crystals in each array (upper right) and the mean and standard deviation of energy
parameters (bottom table). Note that the scales are different in the histograms.
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Energy Resolution

Individual crystal energy resolution was evaluated for the 8 x 8 crystals coupled

to the active region of the PSAPD (Figure 4.20, left). Shown in each image in the

left-hand column of Figure 4.20 is a histogram of all crystal energy resolutions (upper

left), a representative energy spectrum of one of the crystals (upper right), and a

summary of the results in the lower half. The mean energy resolution for the arrays

was 15.1% with a standard deviation of 0.2%. The mean standard deviation within

the arrays was 3.1 ± 0.2.

Because the area of the crystal array was at least two crystals larger in each

dimension than the active area of the PSAPD, degredation in energy resolution in

the outer ring of crystals from scintillation photon loss is likely. Therefore, individual

crystal energy resolution was also evaluated for the 6 x 6 crystals that were completely

coupled to the active area of the PSAPD (see Figure 4.20, right). The images on the

right-hand column of Figure 4.20 show the histogram of the individual crystal energy

resolutions of the inner 6 x 6 crystals (upper right) and a summary of the results

for the array in the lower portion of the image. The mean energy resolution for

the inner 6 x 6 crystal arrays was 15.0% with a standard deviation of 0.3% and the

mean standard deviation within the arrays was 2.0 ± 0.7. This resulted in a mean

energy resolution improvement of 0.5% with an increase of the standard deviation

of the mean of 113%, an improvement of the mean of the standard deviation within
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an array of 37.3%, and increase of the standard deviation of the standard deviation

within an array of 306%.

Coincidence Time Resolution

Coincidence time resolution (CTR) between a representative array and a PMT,

using the coincidence method described in Section 3.2.7, was performed. A repre-

sentative TAC spectrum is shown in the upper right hand side of Figure 4.21, along

with the fitted data used to calculate the coincidence time resolution (left and lower

portion of the image). The CTR for the 8 x 8 array with no inter-crystal reflector

was 8.7 ns ± 0.1 ns.

Figure 4.21: Coincidence time resolution measurement for an 10 x 10 Agile crystal
array with VM2000 inter-crystal reflector.

The coincidence acquired energy spectrum for the PSAPD and the PMT are shown
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(a) (b)

Figure 4.22: Coincidence energy spectra for both the PSAPD (top row) and PMT
(bottom row) with (right) and without (left) gating on the FWHM of the TAC (timing
spectra) signal for an 10 x 10 Agile crystal array with VM2000 inter-crystal reflector.

in Figure 4.22. On the left side of the image are the spectra for an open TAC window

(all data). On the right side of Figure 4.22, the energy spectra for the PSAPD and

PMT for a TAC-gated window. The TAC gate had a width of two times the fitted

full width at half maximum (FWHM) value and was centered on the peak of the TAC

spectrum.

Summary

Table 4.5: Summary of characteristics of 10 x 10 Agile crystal arrays with VM2000
reflector.

Characteristic Mean St Dev
PVR (rotated) 19.7 ± 1.3 13.1 ± 1.4
PVR (Anger) 17.5 ± 2.2 11.4 ± 1.6
Energy Res. 15.1 ± 0.2 3.1 ± 0.2

Counts 506300 ± 3589
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4.5.5 Discussion

Looking at the results comparing 10 x 10 segmented arrays with and without

inter-crystal reflector, a particular design does not stand out as a clear winner. Arrays

without inter-crystal reflector showed superior energy resolution and coincidence time

resolution, whereas those with inter-crystal reflector showed higher light output and

far superior crystal separation (PVR). Therefore, moving forward, the final design

dual chip modules were assembled using half of each design.

4.6 Segmented Arrays for Final Design Dual-Chip

Modules

Forty position sensitive avalanche photodiodes were to be used to assemble 20

dual-chip PSAPD modules. Each module was read out using a single Teflon flex

circuit. Since the results of testing segmented crystals with and without reflector did

not signify a clearly optimal design, these 40 PSAPDs were divided in half, resulting in

10 dual-chip modules of each crystal segmentation design. Before coupling the arrays

to the PSAPDs, each were tested for energy resolution and crystal identification,

assuring the integrity of the arrays before incorporating them permanently into the

modules. The results after coupling the crystals can be found in Chapter 5. This

section discusses the results from the crystals all coupled to the same device used in
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testing the 10 x 10 crystal arrays.

4.6.1 8 x 8 Arrays with No Inter-Crystal Reflector

Crystal Identification

Crystal identification and profile peak to valley ratio (PVR) were examined for

each of the 20 arrays using the rotated coordinates positioning scheme on data taken

using flood measurements of each of the four corner channels of the PSAPD. The ro-

tated coordinate positioning scheme provided simpler segmentation for the arrays but

accentuated any small gain differences seen by the corner channels, gain differences

unobservable in a visual inspection of the histogrammed corner data during test runs

before long acquisitions.

Individual flood, profile and peak to valley ratio data for each of the 20 crystal

arrays can be found in Figures A.1-A.5 in Appendix A. The left portion of the sub-

images show the flood histogram and profile on which PVR was calculated, and the

right portion of the sub-images show the results for individual, mean and standard

deviation PVR values. All 64 crystals were resolved in each of the arrays. The mean

PVR over all arrays was 7.6 ± 1.4 and the mean variance within an array, over all

arrays was 4.4 ± 1.5. The average number of counts acquired for each array was

119671 ± 8380.
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Energy Resolution

Energy resolution was evaluated for each crystal in the 8 x 8 array, for each array

(Figures A.6-A.10 in Appendix A). Each sub-image shows the results for a particular

array. On the left side of each sub-image of Figures A.6-A.10 is a histogram of all

crystal energy resolutions (upper left), a representative energy spectrum of one of

the crystals (upper right), and a summary of the results in the lower half. The mean

energy resolution for the arrays without reflector was 14.3% with a standard deviation

of 0.2% and the mean standard deviation within the arrays was 1.4 ± 0.1.

Energy resolution histograms, example energy spectra, and the mean and standard

deviation of energy parameters obtained from the 64 crystals for each of the 20 crystal

arrays can be found in Figures A.6-A.10 in Appendix A.

4.6.2 8 x 8 Arrays with VM2000 Inter-Crystal Reflector

Crystal Identification

Crystal identification and profile peak to valley ratio (PVR) were examined for

each of the 20 arrays using the traditional positioning scheme on data taken using

flood measurements of each of the four corner channels of the PSAPD. The Anger-

type logic positioning scheme provided simpler segmentation for the arrays with inter-

crystal reflector.

Individual flood, profile and peak to valley ratio data for each of the 20 crystal
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arrays can be found in Figures A.11-A.15 in Appendix A. The left portion of the sub-

images show the flood histogram and profile on which PVR was calculated, and the

right portion of the sub-images show the results for individual, mean and standard

deviation PVR values. All 64 crystals were resolved in each of the arrays. The mean

PVR over all arrays was 19.4 ± 4.5 and the mean variance within an array, over all

arrays was 10.5 ± 4.1. The average number of counts acquired for each array was

106265 ± 7329.

Energy Resolution

Energy resolution histograms, example energy spectra, and the mean and standard

deviation of energy parameters obtained from the 64 crystals for each of the 20 crystal

arrays can be found in Figures A.16-A.20 in Appendix A. Each sub-image shows the

results for a particular array. On the left side of each sub-image of Figures A.16-A.20

is a histogram of all crystal energy resolutions (upper left), a representative energy

spectrum of one of the crystals (upper right), and a summary of the results in the

lower half. The mean energy resolution for the arrays without reflector was 15.3%

with a standard deviation of 0.4% and the mean standard deviation within the arrays

was 1.9 ± 0.3.

4.6.3 Summary and Discussion

Table 4.6 shows the summary of results for the two crystal array designs.
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Table 4.6: Mean and standard deviation (StDev) of the peak to valley ratio, energy
resolution and counts for the arrays with no inter-crystal reflector (noR) and with
VM2000 inter-crystal reflector (R).

Mean StDev
Peak to Valley - noR [%] 7.6 ± 1.4 4.4 ± 1.5
Peak to Valley - R [%] 19.4 ± 4.5 10.5 ± 4.1

Energy Resolution - noR [%] 14.3 ± 0.2 1.4 ± 0.1
Energy Resolution - R [%] 15.3 ± 0.4 1.9 ± 0.3

Counts - noR [%] 119671 ± 8380
Counts - R [%] 106265 ± 7329

These results follow the same trend as those seen in Sections 4.5.3 and 4.5.4 in

the 10 x 10 array case;

• All crystals are resolved in arrays with both designs, though the peak to valley

ratio in the arrays with inter-crystal reflector are far superior (157% improve-

ment on average).

• The energy resolution in the arrays without inter-crystal reflector are superior

to those with VM2000 between crystals, though the improvement is only about

6% on average.

• The number of counts acquired with the arrays without inter-crystal arrays is

higher (12.6% in the case of the 40 8 x 8 arrays) due to the slightly higher

amount of crystal in the array.

Coincidence timing resolution was not measured in this study. The results of the

coincidence timing data for these crystals were found after they were assembled into

the final modules (see Chapter 5).
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4.7 Discussion

Multiple crystal structure designs were tested for crystal identification, energy

resolution and coincidence time resolution. Although the sheet crystal design has a

high crystal packing fraction and would be practical to manufacture, non-linearities

in positioning near the edge of the crystal make interaction location determination

difficult in large regions of the active area of the detector.

The segmented crystal array results, however, did not show a clearly superior

crystal design. In general, arrays constructed without inter-crystal reflector had better

energy resolution, coincidence time resolution and sensitivity (counts collected per

acquisition time). Arrays with inter-crystal reflector, on the other hand, had far

superior peak to valley ratio (crystal separation), potentially leading to better position

resolution. Both designs were investigated in the final module design discussion in

Chapter 5.



Chapter 5

Final Module Design

5.1 Introduction and Considerations

Incorporating the results from Chapters 3 and 4, the final module design and the

study thereof took into consideration issues that presented themselves in previous

designs. Moisture in the position sensitive avalanche photodiode (PSAPD), the at-

tachment mechanism of the Kapton flex cable to the pre-conditioning board, and the

structural integrity of the copper traces within the flex cable after continual testing,

all proved to be major impediments to the testing of PSAPD chips.

The new design also had to incorporate specifications for the modules so that they

could be used in the final built system. These specifications determined that it was

necessary to incorporate components to provide thermal coupling to the PSAPD and

structural components for module robustness and ease of system assembly.

197
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The ways in which the previous issues and the final specifications were resolved

involved five major subprojects: (1) the design and construction of a test fixture which

provided expedited coupling between a dual-chip flex module and the pre-conditioning

board, (2) the design and construction of an experimental enclosure which provided

a light-tight, low moisture, and low radio-frequency environment in which to test

the modules, (3) the re-design and construction of the Kapton flex-circuit, (4) the

design and construction of a structure component for thermal dissipation, mechanical

structure and mechanical robustness, and (5) the assembly and testing of the final

module design.

Each of the major sub-projects listed above is discussed in this chapter.

5.2 Module Design

The modules comprised two PSAPD photodetectors, each with an LSO scintilla-

tion crystal array coupled to it, read out by a thin Kapton flex-cable, and structurally

and thermically stabilized by ceramic Aluminum Nitride (AlN). Three out of the four

components can be seen in Figure 5.1, and an example of the crystal arrays can

be seen in Figure 5.2. Each of the components, their function, and how they were

assembled in the module are described in the rest of this section.
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Figure 5.1: A picture of nearly all of the components of a single module. Missing are
the two crystal arrays, which are shown in Figure 5.2.

Figure 5.2: A picture of two arrays, left: with the segmentation side up (the side that
it coupled to the photodetector and right: with the reflector side up. A quarter is
shown for size reference.

5.2.1 Kapton Flex Circuit

The Kapton flex circuit was redesigned to overcome three issues faced in assembly

and testing with the previous design, as well as to facilitate the incorporation of the
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(a) (b)

Figure 5.3: The old and new versions of the Kapton flex circuit.

tested modules into the final system. The specifications for re-design can be broken

down into four groups of structural changes:

• Increased width of the Kapton. Moisture from humidity in the air was

leaking through the edges of the Kapton flex-circuit and interacting with the
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PSAPDs, creating a complete absence of positioning ability of the device after as

little as 22 minutes of operation. In the re-design, a widening of the Kapton flex

circuit in the plane of the surface of the PSAPD provided a region to increase the

amount of epoxy used to couple and seal the PSAPD to the Kapton, reducing

the amount of moisture that could enter by 99.5% (based on diffusion estimates

evaluated by Radiation Monitoring Devices).

• Modifying the copper trace junctions. Straight-edge narrowing and sharp

cornering of traces at junctions between straight trace lines produced high stress

and weak link regions in the copper traces. These regions, upon repeated han-

dling of the Kapton flex circuits, eventually failed and in turn produced modules

with unreadable signals. The copper traces were redesigned so that any change

in trace direction or changes in width were done using a smooth, Bezier curve

to bridge between points.

• Restructuring of pads for removal of test region. There were two sets

of connection pads for reading out signals. The set of pads on the thin neck of

the module, closer to the PSAPDs, were moved so that their location did not

extend beyond the width of the PSAPD. This set comprised pads that were

to be used by the built system. These pads were modified for high module

packing and efficient electronic coupling. The second set of pads, further from

the PSAPDs, were available only for the module testing phase. The test pad
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set was spread out for facilitated connection options without electrical bridging

between pads. The second set of pads were not to be used once the system was

constructed, so a simple removal strategy was necessary. Ideally, the test region

of the Kapton circuit would be removed by cutting away the circuit just before

it widened. Since the high voltage (HV) pads would be more difficult to pacify

after cutting, HV pads were not included in the test portion of the circuit for

the redesign. The low voltage pads would then be pacified by a high dielectric

sealant.

• HV pad placement for arcing minimization. The arcing between low

and high voltage pads was reduced by moving the HV pads further up the flex

circuit towards the PSAPDs. The pads’ edges were also smoothed to reduce

sharp edges, where arcing tended to occur.

5.2.2 Position Sensitive Avalanche Photodiodes

The PSAPD design and fabrication method was not altered from the design used

in the devices tested in Chapter 3. The evolution (Sections 3.3-3.6) details of the

PSAPDs can be found in Chapter 3.
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5.2.3 Support Structure

Two structures, made of Aluminum Nitride (AlN), were designed and incorporated

into the module to perform multiple functions. AlN is a ceramic that has a high

thermal conductivity (140 − 180 W
m·K

) and a high dielectric strength (20 kV
mm

). Its

thermal expansion coefficient (AlN, 4.5·10−6/oC) matches very well to that of the

PSAPD (silicon, 2.6·10−6/oC). AlN is also a hard ceramic, though fairly brittle and

difficult to machine. These mechanical, thermal and electrical properties make AlN

a common choice for silicon chip manufacturers for heat sinks and substrates for

packaging. These were also the functions that the AlN provided in the module design

described here.

Two dimensional computer aided draft (CAD) drawings of the AlN structures

can be seen colored in green in Figure 5.5. Because the AlN material could not be

manufactured with a step change in thickness, two pieces were necessary. The first

piece (left AlN piece in Figure 5.5) was designed to be the same thickness as the silicon

PSAPD chips and the same width as the Kapton flex circuit. It couples directly to

the Kapton flex in the region between the two chips and the flex-circuit’s signal read-

out pads. The first piece of AlN functions effectively as a spacer to provide an even

surface across the whole of the flex circuit, but ends before the signal pads.

The second AlN piece (right AlN piece in Figure 5.5) covers the whole of the flex

circuit, though also ends before the signal pads so that the pads are still exposed. The
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second piece provides structural support across the flex circuit for system assembly.

This longer second piece also provides alignment of the LSO scintillator arrays by

means of two windows directly over the active region of the PSAPDs. The second

AlN structure also provides thermal coupling of the PSAPDs to the system structure

because it is directly coupled to the PSAPDs in the frame-type region around the

scintillation crystals.

5.2.4 Scintillation Crystal Array

Figure 5.4: An illustration of the nomenclature for the dimensions of the crystal array.

Two scintillation crystal designs were chosen for study in the final design, one

with inter-crystal reflector, one without. Both arrays:

• needed to fit in the same sensitive area on the PSAPD − an 8 mm x 8 mm

region in the center of the chip.

• the maximum height could not exceed the height of the window of the AlN

support structure. This height requirement was necessary so that the crystal
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arrays did not produce a point of contact with the module stacked above them

in an assembled system.

• utilized 3M brand VM2000 specular reflector on 5 of the 6 exposed faces of the

assembled array. The face that was not covered was the 8 mm x 8 mm face

coupled to the PSAPD so that light transmission to the photodetector was not

impeded.

• had 64 crystals, arranged in an 8 x 8 configuration.

Because both types of arrays had to fit in the same active area of the PSAPD

photodetector (i.e. to have the same outer dimensions), and the inter-crystal materials

were different (i.e. one had two layers of epoxy sandwiching the reflector, and the

other had only a layer of epoxy), the constituent crystals of the two designs had

different dimensions. The design with VM2000 inter-crystal reflector and two layers

of coupling material on either side of the reflector resulted in arrays that required

crystals smaller in width.

5.2.5 Assembly

Assembly of the modules was done by the manufacturer of the PSAPD devices,

Radiation Monitoring Devices Inc. The constituent pieces, in the order of placement,

can be seen in Figure 5.5. The PSAPDs were first coupled to the Kapton flex circuit

using the same silver epoxy used in previous flex-circuit designs. A non-conductive
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epoxy was then used to fuse the smaller of the two AlN pieces to the flex to provide

a base for the second AlN piece. Figure 5.6 shows the module at this point in assem-

bly. The second AlN piece was adhered to the PSAPD and lower AlN piece using

an electrically insulating, thermally conductive epoxy. A picture of an assembled

module without crystal arrays can be seen in Figure 5.7. The LSO crystals were then

placed into the AlN windows and adhered to the PSAPD using an index of refraction

matching coupling material. The finished modules can be seen in the nitrogen storage

enclosure in Figure 5.8.
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Figure 5.5: An illustration of the pieces and their relative locations in the assembled
module.

5.3 Experimental Setup

5.3.1 Enclosure

An aluminum enclosure was designed and built to provide a dark, low-humidity,

low ambient radio-frequency environment in which to test the modules. Thick walls

(∼0.5 inch) and sufficiently strong, adjustable clamps were utilized so that nitrogen

could be used to fill the chamber to one atmosphere gauge pressure (above ambient
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Figure 5.6: A picture of the PSAPDs and first AlN piece assembled on the Kapton
flex circuit.

Figure 5.7: A picture of the PSAPDs and both AlN pieces assembled on the Kapton
flex circuit.

pressure) in order to run long experiments. Because humidity was a prominent con-

cern in past flex-cable experiments, a nitrogen storage chamber was also designed and

built to house modules before and after experiments. This storage chamber can be
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Figure 5.8: A picture of 19 of the 20 tested modules in the nitrogen storage chamber.

Figure 5.9: An illustration of the nitrogen environment enclosure used to test all final
design modules.

seen in Figure 5.8.

5.3.2 Test Fixture

In order to facilitate coupling of the PSAPD flex-cable module to the signal pre-

conditioning board, a test fixture was designed and built. This fixture provided a sim-

ple, re-usable, rigid coupling mechanism between the module and the pre-conditioning
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Figure 5.10: An illustration of the components in the reusable test fixture and how
all layers were assembled.

board. It also facilitated alignment during the coincidence scanning experiment by

securing the orientation of the modules with respect to the pre-conditioning boards.

The assembly procedure is illustrated in Figure 5.10.

A clamping mechanism secured the flex module in place, where the pressure from

the clamp (the top-most component in Figure 5.10) was distributed by a ”T” shaped

plastic bar over all contact pads (the component shown beneath the clamp in Figure

5.10). The dual-PSAPD flex module (shown as the third component in the same

figure) was placed with its contact pads facing down, where spring loaded pogo pins
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mounted through the yellow plastic tray (fourth component) made an adjustable

contact with the exposed contact pads on the module. The orange component shown

as the fifth piece in Figure 5.10 was the circuit board which coupled the pogo pins

to the signal output pins. The output pins were oriented downwards so that they

could fit into the input connectors on the pre-conditioning board. The last pin-like

pieces, shown as the sixth component, are stand-offs which provided room for non-

flush electronics and the output pins while still providing support once the test fixture

is coupled to the pre-conditioning board.

5.3.3 Test Pre-Conditioning Board

Figure 5.11: A picture of the test pre-conditioning board, including pre-amps. The
figure shows the PSAPD module clamped into the test fixture, which is plugged into
the test pre-conditioning board.
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A pre-conditioning board was constructed which provided bias voltage to the flex

module, capacitive coupling from the output of the flex module to the input of pre-

amplifiers (pre-amps), the charge sensitive pre-amplifiers themselves, and the power

required to run the pre-amps (see Figure 5.11). The flex module was coupled to this

pre-conditioning board through the test fixture described in Section 5.3.2.

The outputs of the board were the pre-amplified signals from the four corner

channels and the top common channel of both PSAPD devices on the flex cable.

The output connections were 50 Ω BNC cables which were coupled to the bulkhead

BNC connectors on the nitrogen environment enclosure in order to connect to the

acquisition electronics.

5.3.4 Electronics

Nuclear Instrumentation Module (NIM) electronics were used for shaping and

processing signals from the PSAPDs acquired in coincidence. The signal paths are

illustrated in Figure 5.12. Two PSAPDs were in coincidence at a time. The four

corner positioning channels A, B, C and D, as well as the top common channel E (see

the two inserts in Figure 5.12) were continuously read out during the acquisition. The

first PSAPD’s corner signals A1, B1, C1, and D1 were processed in the traditional

manner with pre-amplifiers, spectrum amplifiers, and a delay to line up the signal

in time with the trigger. The four corner channels were used after acquisition to
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Figure 5.12: An illustration of the coincidence scan acquisition electronics.

calculate the position and energy of the acquired event.

The second PSAPD’s corner signals were first processed in the same manner, and

then underwent sum and invert processing to directly compute the coordinates for

the position of the interactions (X2, Y2) and energy of the event for acquisition. This

further processing step reduced the number of acquired channels to determine position

and energy from 4 to 3. This reduction in number of signal channels was necessary

because only 8 analog to digital converters (ADCs) were available to acquire signals

at any time. The final signal that was necessary was the TAC signal, or the time
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difference signal between the two PSAPDs. This signal was necessary for filtering

the acquired data to an acceptable time window, producing good quality coincidence

events.

The trigger for the coincidence events was produced by a fast coincidence elec-

tronics setup. Fast Filter Amplifiers (FFAs) were used to integrate and differentiate

the signal to attain good signal quality with the least amount of processing to in-

troduce as little smoothing as possible. Constant Fraction Discriminators (CFDs)

were employed to accurately determine the time of the event, independent of sig-

nal amplitude. The CFDs provided a short duration signal for indicating the time an

interaction occurred in the PSAPD. Coincidence was determined using a Time to Am-

plitude Converter/Single Channel Analyzer (TAC/SCA). The start of the coincidence

was the output of the CFD from the first PSAPD. The stop signal was determined

from the delayed output of the CFD processing of the second PSAPD. The added

delay was constant (18 ns) which translated the TAC signal from a Gaussian centered

near 0 ns to one centered near 18 ns, depending on the inherent delays associated

with each PSAPD due to the RC constant (resistance-capacitance) of the individual

device. The two outputs of the TAC/SCA were: (1) the time difference of the start

and stop signal, or the TAC signal, and (2) a constant height signal specifying in a

binary nature whether a coincidence was formed (5V coincidence, 0V no coincidence).

The SCA signal was processed through a gate and delay generator, which provided

the trigger for all 8 channels (A1, B1, C1, D1, X2, Y2, S2, TAC), where S2 is the
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sum of all corner channels from the second PSAPD (i.e. S2 = A2 + B2 + C2 + D2).

The acquisition of this eight channel set (8-tuple) provided the ability to determine

interaction position, position dependent energy, and position dependent time of each

event in both PSAPDs for each coincidence event. The coincidence-acquired (1)

energy spectral analysis, (2) crystal identification, (3) point spread function, and (4)

crystal pair coincidence time resolution were evaluated using this data acquisition

setup.
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5.3.5 Scanning

Figure 5.13: A picture of the dual-chip PSAPD coincidence scan setup. The two
green PCB test boards (see Section 5.3.3) provide power, pre-processing electronics
and mechanical support to the white test fixture (see Section 5.3.2). The test boards
hold the coincident PSAPDs in the same plane as the scanning source. The source
scans in a line using the electronically controlled positioning stage (black).

For each experiment, two modules were aligned using the setup shown in Figure

5.13. An electronically controlled micro-positioning stage was used to translate a 100

µCi 22Na point source at 165 µm steps across the faces of the two modules. The

two PSAPD modules faced each other, equidistant from the source, separated by 6

cm. The point source remained at each location for 25 minutes and acquired ∼20,000

coincidence events for each step. The data were written out so that each acquired

8-tuple was on a separate line (list mode format).
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Figure 5.14: An illustration of the nomenclature used to name crystals within the
coincident arrays. The arrays and the source are in the same plane throughout the
entire scan.

Two experiments were performed: (1) using two modules where both did not

have inter-crystal reflectors, and (2) using two modules where both had inter-crystal

reflector. Coincidence was made between the front PSAPDs in both modules for each

experiment. The methods and results of these experiments will be discussed in the

next sections.

Results will be discussed for crystal groups called ”rows” and ”columns” within

the array. An illustration of this naming scheme is shown in Figure 5.14.

5.4 Results: Crystal Identification

Coincidence position histograms were obtained by including all of the events gath-

ered during the entire scan experiment into one two-dimensional position image.
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These data indicate the ability to identify crystals in the coincident arrays. Sepa-

rable crystal regions usually correlate with separable individual crystal point spread

functions.

5.4.1 Without Intercrystal Reflector

(a) (b)

Figure 5.15: Coincidence flood for the whole array.

The images in Figure 5.15 show globally energy windowed coincidence position

histograms for all crystals in the coincident arrays. The images in Figure 5.16 show

individual crystal energy gated positions for each crystal in the first three columns

of crystals, where the bulk of the coincident interactions took place. The orientation

of the arrays was the same as shown in Figure 5.13, i.e. the source was scanned

between the shown arrays (i.e. vertically, in both figures). All crystals locations were
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(a) (b)

Figure 5.16: Energy gated coincidence flood for the first three columns of crystal
closest to the 22Na point source.

identified and crystal regions were well separated.

5.4.2 With Intercrystal Reflector

The images in Figure 5.17 show globally energy windowed coincidence position

histograms for all crystals in the coincident arrays. The images in Figure 5.18 show

individual crystal energy gated positions for each crystal in the first three columns of

crystals, where the bulk of the coincident interactions took place. The orientation of

the arrays was the same as shown in Figure 5.13, i.e. the source was scanned between

the shown arrays, vertically.

All crystals locations were identified and crystal regions were even better separated

than the arrays without inter-crystal reflectors. Note also that the dynamic range of
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(a) (b)

Figure 5.17: Coincidence flood for the whole array.

the crystal locations is increased in the coincidence position histograms for the arrays

with inter-crystal reflector. These results followed the trend seen when evaluating

crystal identification using a flood measurement.

5.5 Results: Energy Spectral Analysis

Energy resolution and photopeak position were evaluated for both with inter-

crystal and without inter-crystal reflector experiments for each crystal in the array.

Energy spectra were obtained for each crystal by including all of the events gathered

during the entire scan experiment. Per crystal energy spectra were evaluated for

energy resolution and photopeak position. Representative energy spectra are also

included in this section.
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(a) (b)

Figure 5.18: Energy gated coincidence flood for the first three columns of crystal
closest to the 22Na point source.

5.5.1 Arrays Without Intercrystal Reflector

Energy Resolution

Figure 5.19: Energy resolution for each of the 32 crystals in the front 4 columns of
crystals of array 1 without inter-crystal reflector. Column 1: dark blue, column 2:
light blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of row
and column nomenclature).

Figures 5.19 and 5.20 show the energy resolution for the front 4 columns of crystals
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Figure 5.20: Energy resolution for each of the 32 crystals in the front 4 columns of
crystals of array 2 without inter-crystal reflector. Column 1: dark blue, column 2:
light blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of row
and column nomenclature).

Figure 5.21: Energy spectra for 12 crystals without inter-crystal reflector. Shown for
each crystal is gathered data in the region surrounding the 511 keV photopeak, where
the peak position is signified by the red star. The green stars define the region over
which the data were fit.

in each of the arrays in coincidence. The figures group the crystals in the same row of

the array to the same x-coordinate and differentiate the four columns of the array by

the color of the bar. Red, orange, light blue, and dark blue represent the first through
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fourth columns respectively. The data were fit with an exponential plus Gaussian

function to determine peak location and FWHM of the photopeak. The first crystal

array had an average per crystal energy resolution of 14.2% with a standard deviation

within the array of 0.6%. The second crystal array had an average per crystal energy

resolution of 13.3% with a standard deviation within the array of 0.9%.

Figure 5.21 shows 12 representative energy spectra for the modules without inter-

crystal reflector. The photopeak was well resolved from the exponentially decreasing

tail (which is due to multiple and single Compton interactions). This result was

likely due to the coincidence requirement for acquisition, i.e. very few if any acquired

events were due to scattering in surrounding material before interaction in the LSO

array. The red marker in each spectrum of Figure 5.21 shows the fitted Gaussian peak

location (see Section 5.5.1), and the green markers indicate the regions over which

the data were fit.

Peak Position

Photopeak position, which corresponds to the signal height in Volts of 511 keV

interactions, is an indication of the cumulative gain of the acquisition process. Figures

5.22 and 5.23 show the peak position of the photopeak for the front 4 columns of

crystals in each of the arrays in coincidence. The figures group the crystals in the

same row of the array to the same x-coordinate and differentiate the four columns

of the array by the color of the bar. Red, orange, light blue, and dark blue again
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Figure 5.22: Peak position for each of the 32 crystals in the front 4 columns of crystals
of array 1 without inter-crystal reflector. Column 1: dark blue, column 2: light blue,
column 3: yellow, column 4: red (see figure 5.14 for an illustration of row and column
nomenclature).

Figure 5.23: Peak position for each of the 32 crystals in the front 4 columns of crystals
of array 2 without inter-crystal reflector. Column 1: dark blue, column 2: light blue,
column 3: yellow, column 4: red (see figure 5.14 for an illustration of row and column
nomenclature).

represent the first through fourth columns respectively. As mentioned previously, the

data were fit with an exponential plus Gaussian function to determine peak location

of the photopeak. The average peak position for the first array was 5.23 Volts with a

standard deviation within the array of 0.16 Volts. The average peak position for the

second array was 4.01 Volts with a standard deviation within the array of 0.19 Volts.
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5.5.2 Arrays With VM2000 Intercrystal Reflector

Energy Resolution

Figure 5.24: Energy resolution for each of the 32 crystals in the front 4 columns of
crystals of array 1 with VM2000 inter-crystal reflector. Column 1: dark blue, column
2: light blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of
row and column nomenclature).

Figure 5.25: Energy resolution for each of the 32 crystals in the front 4 columns of
crystals of array 2 with VM2000 inter-crystal reflector. Column 1: dark blue, column
2: light blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of
row and column nomenclature).

Figures 5.24 and 5.25 show the energy resolution for the front 4 columns of crystals

in each of the arrays in coincidence. The figures group the crystals in the same row of

the array to the same x-coordinate and differentiate the four columns of the array by
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Figure 5.26: Energy spectra for 12 crystals with VM2000 inter-crystal reflector.
Shown for each crystal is gathered data in the region surrounding the 511 keV pho-
topeak, where the peak position is signified by the red star. The green stars define
the region over which the data were fit.

the color of the bar. Red, orange, light blue, and dark blue represent the first through

fourth columns respectively. The data were fit with an exponential plus Gaussian

function to determine peak location and FWHM of the photopeak. The first crystal

array had an average per crystal energy resolution of 15.3% with a standard deviation

within the array of 0.9%. The second crystal array had an average per crystal energy

resolution of 15.0% with a standard deviation within the array of 1.0%.

Figure 5.26 shows 12 representative energy spectra for the modules without inter-

crystal reflector. The photopeak was well resolved from the exponentially decreasing

tail (which is due to multiple and single Compton interactions). This result was likely

due to the coincidence requirement for acquisition, i.e. very few if any acquired events
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were due to scattering in surrounding material before interaction in the LSO array.

The red marker in each spectra of Figure 5.21 shows the fitted Gaussian peak location

(see Section 5.5.1), and the green markers indicate the region over which the data

were fit.

Peak Position

Figure 5.27: Peak position for each of the 32 crystals in the front 4 columns of crystals
of array 1 with VM2000 inter-crystal reflector. Column 1: dark blue, column 2: light
blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of row and
column nomenclature).

Figure 5.28: Peak position for each of the 32 crystals in the front 4 columns of crystals
of array 2 with VM2000 inter-crystal reflector. Column 1: dark blue, column 2: light
blue, column 3: yellow, column 4: red (see figure 5.14 for an illustration of row and
column nomenclature).
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Figures 5.27 and 5.28 show the peak position of the photopeak for the front 4

columns of crystals in each of the arrays in coincidence. The figures group the crystals

in the same row of the array to the same x-coordinate and differentiate the four

columns of the array by the color of the bar. Red, orange, light blue, and dark

blue again represent the first through fourth columns respectively. As mentioned

previously, the data were fit with an exponential plus Gaussian function to determine

peak location of the photopeak. The average peak position for the first array was

5.81 Volts with a standard deviation within the array of 0.35 Volts. The average

peak position for the second array was 4.80 Volts with a standard deviation within

the array of 0.40 Volts.

5.6 Results: Coincidence Scanning

5.6.1 Point Spread Function

Scanning was performed by acquiring scanning data from the PSAPDs closest

to the source (”front” PSAPD) for the modules in coincidence (see Section 5.3.5).

Data were gathered for all crystals coupled to the coincident PSAPDs at each source

location. Position resolution was measured for the cases with and without inter-

crystal reflector by plotting the number of counts observed at each scan step for only

the parallel line coincident set of crystals (i.e. rows). For instance, only crystals in

row 1 of array 1 were considered for coincidence with row 1 in the opposing crystal
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array, array 2. The counts distribution that each set produced indicated the physical

space over which coincidence events were acquired and therefore would be considered

the same location by the system, i.e. from the same crystal row. In other words, if

coincidence counts were registered between the crystals in row 2 of each array over a

range of step positions, all of those counts would be positioned at the line of response

between the front two crystals of row 2. The spatial distribution formed by counting

coincidence events at each step is called the point spread function (PSF). All PSFs

shown have been energy filtered by the individual crystal energy window.

Two point spread functions will be shown for both experiments. The first is the

point spread function for coincidence between only the front crystals, closest to the

scanning point source. The second PSF is showing the distribution for coincidence

between the front crystal from one array and all crystals in the same row of the

opposing array (which has been labelled ”front-row” in the figure title).

Without Intercrystal Reflector

Figure 5.29 shows the fitted point spread function for each front crystal pair. In

the legend, xx1 is the source position (in steps) and yy1-yy8 are the first through

eigth rows of the coincident arrays, respectively. The markers indicate the measured

counts at each scan step and the solid lines indicate a single Gaussian fit to each

crystal pair distribution. The average FWHM width of the Gaussians was 2.6 mm ±

0.7 mm.
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Figure 5.29: Fitted point spread function for the front crystal pairs without inter-
crystal reflector.

Figure 5.30: Fitted point spread function for the front crystal and opposing row
without inter-crystal reflector.
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Figure 5.30 shows the fitted point spread function for each front crystal and op-

posing row of crystals. Again, the markers indicate the measured counts at each scan

step and the solid lines indicate a single Gaussian fit to each crystal pair distribution.

The average FWHM width of the Gaussians was 2.4 mm ± 0.6 mm.

These results show that the position resolution for the arrays without inter-crystal

reflector indicate that neighboring crystals are not resolved from one another, despite

the seemingly well separated crystal locations in the crystal flood measurements.

With Intercrystal Reflector

Figure 5.31: Fitted point spread function for the front crystal pairs with VM2000
inter-crystal reflector.

Figure 5.31 shows the fitted point spread function for each front crystal pair. In



232

the legend, xx1 is the source position (in steps) and yy1-yy8 are the first through

eigth rows of the coincident arrays, respectively. The markers indicate the measured

counts at each scan step and the solid lines indicate a single Gaussian fit to each

crystal pair distribution. The average FWHM width of the Gaussians was 0.80 mm

± 0.07 mm.

Figure 5.32: Fitted point spread function for the front crystal and opposing row with
VM2000 inter-crystal reflector.

Figure 5.32 shows the fitted point spread function for each front crystal and op-

posing row of crystals. Again, the markers indicate the measured counts at each scan

step and the solid lines indicate a single Gaussian fit to each crystal pair distribution.

The average FWHM width of the Gaussians was 0.85 mm ± 0.07 mm.

These results show that the crystals in the arrays with inter-crystal reflector are

well separated from one another, i.e. that the fitted PSF FWHM is smaller than
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the PSF peak separation. This result provides a good argument for choosing to use

arrays with inter-crystal reflector for similar segmented crystal designs.

5.6.2 Coincidence Time Resolution

Coincidence time resolution (CTR) was measured for all pairs of crystals in the

first three columns and in the same crystal row. The TAC spectra were plotted for

each pair and fit to a single Gaussian. All TAC data were energy filtered by the

individual crystal energy window.

Without Intercrystal Reflector

(a) (b)

Figure 5.33: Energy gated coincidence TAC spectra for the best and worst case
individual crystal coincidence.

The average coincidence time resolution for the arrays without inter-crystal reflec-

tor was 5.6 ns ± 1.0 ns. The best and worst TAC distributions are shown in Figure
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5.33. The markers are the acquired, energy filtered data, and the solid lines are the

single Gaussian fits. The peak position of the TAC distribution also varied with an

average of 16.2 ns ± 2.1 ns.

With Intercrystal Reflector

(a) (b)

Figure 5.34: Energy gated coincidence TAC spectra for the best and worst case
individual crystal coincidence.

The average coincidence time resolution for the arrays without inter-crystal re-

flector was 1.9 ns ± 0.3 ns. The best and worst TAC distributions are shown in

Figure 5.34. The markers are the acquired, energy filtered data, and the solid lines

are the single Gaussian fits. The peak position of the TAC distribution also varied

with an average of 18.0 ns ± 3.2 ns. These CTR results do not follow the trend seen

in previous experiments where CTR was measured using a PMT in coincidence with

an LSO array coupled to a PSAPD. These results indicate that a module design with
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inter-crystal reflector would have superior coincidence time resolution.

5.7 Conclusion

Performing scanning coincidence experiments between two LSO-PSAPD modules

produced definitive results in determining the superior module design. Although

arrays without inter-crystal reflector had on average better energy resolution (13.8%)

than those with inter-crystal reflector (15.1%), position resolution (0.8 mm versus

2.8 mm), coincidence time resolution (1.9 ns versus 5.6 ns), and photopeak location

(gain, 5.31 V versus 4.62 V) were superior for modules with inter-crystal reflector.



Chapter 6

System Design

6.1 Introduction

The on-going goal for development of imaging systems for molecular imaging is

to increase detection sensitivity and resolution. Higher counting statistics along with

better precision in event energy, time, and spatial localization directly correlate with

feature quantitation and detection in the reconstructed image. In constructing de-

tectors for high-energy photon tomographic imaging, such as positron emission to-

mography (PET) and single photon emission tomography (SPECT), the scintillator

material and shape are chosen to have high effective stopping power, convert high

energy photons to energies more efficiently read by photodetectors, and increase the

resolution of the detection system. The placement of this scintillation material and

how it is read out determines many of the factors important to emission tomography:

236
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sensitivity, energy resolution, time resolution, position resolution; all of which ulti-

mately lead to a system’s ability to reject noise, and increase contrast and resolution

in the resulting image.

6.2 Mechanical System Design Constraints

6.2.1 Inner Bore Diameter

Figure 6.1: An illustration of the depth of interaction blur when detector elements
are unable to record a photon’s interaction location in the radial direction, as is the
case with traditional detector systems.

In traditional PET systems, the inner diameter of a detector system is made large
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to reduce the effects of depth of interaction (DOI) blur [186]. Figure 6.1 shows how

the location of annihilation inside the system in conjunction with the detector location

and orientation can result in varying degrees of positioning accuracy.

A traditional system’s field of view (FOV) is chosen to reduce the error from

not knowing the radial interaction location. The pink coincident event in Figure

6.1 was created by an annihilation near the center of the system, within the usable

FOV, where photons are travelling mostly along the long dimension of the detection

crystal. The blue coincident event demonstrates the increase in position blur from

events outside this central FOV. This increase in position blur is due to the direction

the annihilation photons are travelling relative to the detection crystals, i.e. the blue

photons have a large vector component perpendicular to the long dimension of the

detection crystal. Because the location of the interaction in the depth direction (long

dimension) of the crystal is unknown, it is said to have a depth of interaction blur. To

counteract this DOI blur, systems often use a reduced or useful field of view (UFOV)

(see Section 1.4.3).

The system that is being investigated in this study inherently measures the depth

of interaction location in the detector system by means of segmented scintillation

crystals coupled to position sensitive photodetectors. This DOI direct measurement

capability greatly expands the possible system designs. Detection elements can be

oriented in far more directions with respect to incoming photons and brought in

close to the subject being imaged without suffering blur from depth of interaction
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uncertainties. Being able to use modules in more orientations (because they can

detect in three dimensions), increases the practicality of many system shapes.

Bringing detectors close to the subject has other benefits. A smaller system di-

ameter means the same solid angle can be covered as in traditional systems while

using far less system material. Sensitivity can also be increased with a smaller sys-

tem cost increase because each detector covers a larger solid angle when proximal to

the object. As mentioned in Section 1.3.1, a smaller system diameter also reduces the

effect of annihilation photon acollinearity, resulting in a smaller deviation of the line

of response from a line that goes through the actual annihilation location.

Although depth of interaction concerns were no longer dominating the need to

restrict the size of the inner bore of the system, there were physical constraints of

which to take note. These constraints are discussed in the following subsections.

Subject Size

Figure 6.2: An illustration of rat and mouse sized phantoms as defined by NEMA.
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The tomographic imaging system designed in this study surrounds the object

being imaged, therefore the size of the object must be taken into account when de-

signing the inner bore dimension. Mouse and rat subjects are the primary in-vivo

test environment for drug discovery and studies of disease mechanisms. The National

Electrical Manufacturers Association (NEMA) introduces standards for the Positron

Emission Tomography imaging field and have determined standard mouse and rat

dimensions. The simplified geometry of the mouse and rat consist of a cylinder with

radius 2.5 cm and 5 cm, and height 7 cm and 15 cm, respectively. Figure 6.2 shows

an illustration of the two simulated animal geometries, which are called phantoms.

Anesthesia and Test Bed

Figure 6.3: A CT image of a mouse with anesthesia nose cone. Courtesy of the Brenda
Ogle lab in the BioMedical Engineering Department at Univ. Wisconsin, Madison.

A test bed is used to administer anesthesia, warm the unconscious animal, and

position the animal in the center of the system [56]. Figure 6.3 shows the nose cone

used for anesthesia delivery to the subject and its relative size to a mouse. Figure
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Figure 6.4: A picture of a small animal imaging system with a grey and white phantom
resting on a clear test bed.

6.4 shows a microPET small animal system with a cylindrical phantom inside the

inner bore of the system, resting on a clear test bed. In order to account for the

subject being imaged, test bed and associated equipment, as well as providing some

extra room for the end user to manipulate objects within the system, an inner bore

diameter of 8 cm was chosen.

6.2.2 Dual-chip PSAPD Module

A novel detection geometry is utilized in this work employing the concept that the

light output from a scintillation crystal is optimal when orienting crystal in a large

aspect ratio configuration (see Section 4.2.2). This detection geometry was made

possible by the compact size of the photodetector.

Figure 6.5 shows the relative size of the position sensitive avalanche photodiode
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(a)

(b)

Figure 6.5: Pictures of photodetection devices. a) Position sensitive photomultiplier
tube, and b) two position sensitive avalanche photodiodes.

(PSAPD) used in this work compared to that of a compact position sensitive pho-

tomultiplier tube (PSPMT). The PSPMT device and associated electronics (Figure
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6.5a) had dimensions 52 x 52 x 30 mm3. The PSAPD device (the black square chip

in Figure 6.5b) had dimensions 11 x 11 mm2 and a thickness of 300 µm.

The detection module consisted of segmented crystals that were laid down so that

their long dimension was in contact with the face of the PSAPD. Because the thick-

ness of the photodetector is negligible, detection modules were oriented so that inci-

dent annihilation photons travelled through the crystal along the face of the PSAPD

photodetector (as shown in Figure 6.5b). This orientation is called ”edge-on” as the

detector face is pointing in a direction that was rotated 90o with respect to the incom-

ing photons. As will be discussed in the next subsection, two LSO-PSAPD detectors

could be placed adjacent to one another in the depth of interaction direction, forming

modules with a crystal depth of 18 mm, as seen by incoming photons.

Using 1 x 1 x 3 mm3 crystals forming an 8 x 3 array, the edge-on orientation

provided the following advantages: (1) light collection from the scintillation crystals

was near 99% efficiency, (2) position resolution in the axial and transaxial directions

were ∼1 mm, (3) direct depth of interaction position measurement was acquired with

∼3 mm resolution, and (4) detection efficiency was still high (18 mm depth of crystal)

due to the adjacent detectors within one module. Figure 6.5b shows one such module

with only one PSAPD and 8 x 3 LSO crystal array coupled to the read-out circuit.

This read-out circuit will be discussed in the next subsection.
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6.2.3 Read-out Electronics

Figure 6.6: A CAD drawing of the flex circuit for the dual-PSAPD module.

A Kapton flex circuit was used to compactly read signals from the PSAPD. Figure

6.6 shows a CAD drawing of the flex circuit. In the figure, the green circular contact

pads on the right of the circuit directly connect to the two PSAPDs, and the orange

pads on the left of the circuit couple to the read-out electronics. With the orientation

of the flex as it is in the figure, the annihilation photons would be moving from outside

the figure from the right to the region of the green circular contact pads, where the

LSO is coupled to the PSAPDs. The signal traces in the circuit have both low (∼1

Volt) and high (∼1800 Volt) voltage signals transported through the flex circuit.

Although Kapton is a high dielectric material, the voltage differences along the signal
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paths require spacing between signal traces which limit the number of PSAPDs that

can be incorporated into a single flex circuit module. Two PSAPD per flex circuit

provide space for contact pads that are 0.36 mm in size and provide photodetectors

for enough coupled LSO scintillation crystal to stop ∼80% of annihilation photons

(see Section 4.2.1 for a discussion on LSO).

6.3 Methods

6.3.1 Monte Carlo Simulation

A high energy physics Monte Carlo simulation tool, GATE, was utilized to ac-

quire data to evaluate each of the proposed systems. The GEANT4 Application for

Tomographic Emission (GATE) environment is an add-on software package to the

GEANT family of validated high energy physics simulation software. All high energy

transport modeling and other annihilation photon studies in this work used GATE.

GATE, as a subset of the entire GEANT modeling environment, has been validated

for various Positron Emission Tomography (PET) and Single Photon Emission Com-

puted Tomography (SPECT) systems built and used in both clinical and pre-clinical

studies [72].
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Figure 6.7: An illustration of the directions involved in discussing system space loca-
tions. The blue arrow shows the axial direction, the green arrow the radial direction,
and the red arrow the trans-axial direction.

6.3.2 Detector System Space Nomenclature

Figure 6.7 shows the nomenclature used when defining locations and directions

in detector system space. The trans-axial, axial and radial directions are shown in

the figure. The axial direction points along the ”barrel” of the detection system,

moving along the inner bore from one of the open ends to the other. The trans-axial

direction moves along the length of one of the heads of the detector system, and the

radial direction points in the depth of interaction (see Section 6.2.1) direction.

6.3.3 Module Construction

The simulated position sensitive avalanche photodiodes (PSAPDs) were modeled

based on 11 mm x 11 mm x 190 µm prototypes that were mounted on a thin (50
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µm) flex cable for signal acquisition and high voltage. LSO (1 mm x 1 mm x 3 mm)

scintillation crystals in an 8 x 3 array were sandwiched between a reflector on one

side and optically coupled to the PSAPDs on the sensitive 8 mm x 8 mm area on

the other. The total thickness of the flex cable, crystals and reflective film was 1.3

mm. The crystal array-PSAPD structures were configured edge-on with respect to

incoming 511 keV photons and were repeated transaxially to form the number of

heads in each investigated geometry. These compact scintillation detector modules

facilitate the consideration of numerous designs.

6.3.4 Event Processing

From previously reported prototype measurements with the LSO-PSAPD detec-

tors, excellent spatial (∼1 mm FWHM), energy (∼12% FWHM at 511 keV) and

coincidence time (∼2 ns FHWM) resolutions were achieved. The software package

GATE was used to model the physics of the processes involved in PET detection

and incorporated the experimentally determined device resolutions into the detection

model. In all simulations, a dead time of 5 µs was used to simulate recovery time

between detected events. This dead time was a conservative estimate based on stud-

ies performed on similarly sized avalanche photodiodes [61], where dead times were

measured to be on the order of 2.5 µs for a 7 x 7 mm2 active area device. Events were

written out in a list mode format and post-processed using analysis code written in
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MATLAB.

6.4 Sensitivity

Coincidence detection sensitivity, being a measure of the capability of the system

to register events, was utilized as a primary measure for choosing between system

configurations. Positron emission tomography is an imaging modality that rarely has

the ability to scan long enough, with enough source activity in the field of view, to

gather sufficient counts to overcome statistical noise in the reconstructed pixelated

image. Image contrast, resolution, quantitation and ultimately feature detectibility

are all affected by counting statistics. A detector system with high coincidence de-

tection sensitivity gathers more counts during an experiment, when source activity

and scan time are equal.

System configuration, energy spectra, and photon scattering were considered for

all designs. Module design and module orientation were studied for specific system

designs.

6.4.1 Methods

Theory

The coincidence detection sensitivity for each of the whole systems was evaluated.

Sensitivity was defined as the percentage of annihilation events detected:
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S = 100% · Nfilter

Nann
(6.1)

where Nfilter is the number of filtered detected events and Nann is the number of

annihilation events. The number of annihilation events depended on the activity of

the source within the detector and the decay rate of the isotope in the detector system.

For simplicity, the source of activity used in the experiments isotropically generated

back to back (collinear, with opposite momentum) 511 keV photons, with no rate of

decay. Therefore the number of annihilation events can be calculated knowing the

source activity and the time elapsed during the experiment.

Detected annihilation photons were deemed coincident if their time separation was

within the defined time window (4 ns), each of their energies was within the defined

energy window (24% of 511 keV, centered at 511 keV), and both detected annihilation

photons did not occur in the same detection head (which will be defined in the next

subsection).

System Configuration

Because of the compact size of the PSAPD-LSO module (11 mm x 22 mm x 1.3

mm), there was a large amount of flexibility in the construction of the components

in the detector system. Ten system configurations were explored in the small animal

(SA) imaging system size. The main difference between each of the systems is their

number of contiguous blocks of modules, or heads.
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(a) An illustration of the ”head” and ”translated head” con-

figurations.

(b) OpenGL image capture of 5-headed and translated-5-

headed system configurations.

Figure 6.8: Examples of detector configurations studied.

Most of the systems were studied in two configurations: (1) each head was sym-

metrically repeated around the field of view to construct the whole system (see left

illustrations of Figures 6.8a and 6.8b), or (2) each head was widened and repeated

around the field of view with a translation so that all photons within the solid angle

of the detectors were directed towards a similar depth of detection crystal (see right

illustrations of Figures 6.8a and 6.8b).
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The simulated systems are referred to by their number of heads, except in the

case of ”oring” and ”rot” which were cylindrical systems and had 350 and 46 heads

in their systems respectively. Systems with a ”t” in their name meant the detector

heads were larger and translated to provide over-lap where the heads met in an effort

to reduce gaps between heads. The ”t” systems had the same inner diameter or field

of view as those without translation, i.e. the 8 cm specified in Section 6.2.1. A box-

shaped system called ”4tsm” was also investigated which had a inner bore diameter

of only 6 cm at its smallest inter-head distance. Although not 8 cm at its smallest

diameter, this system was a design possibility due to the large diameter of the system

from corner to corner. The system could be oriented in a diamond position in order

to facilitate the animal test bed and associated equipment.

Each configuration was run for 2 minutes with 10 µCi of activity in the form of

a point source at the center of the field of view. Using a point source at the center

of the system gave an upper limit to the sensitivity of each system. Three energy

and time window cases were used. The windows were chosen using traditional and

LSO-PSAPD experimental result considerations. The 350-650 keV energy and 20 ns

time window case was selected because it is a common energy and time window for

traditional systems. It is usually preferred to choose the window that achieves high

sensitivity without retaining a significant portion of random events and scatter events

(see Section 1.3.4 for a discussion on event types).

The second and third energy and time window study cases investigated were cho-
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sen due to the results of detection experiments on the LSO array and PSAPD config-

uration used in these simulations. A 12% energy resolution and 2 ns coincidence time

resolution was measured for this detection module. In order to retain as many true

coincidence events, a 25% energy window was used and the time window was chosen

to be one or two δτ for cases one and two respectively, where δτ is the coincidence

time resolution.

Energy Spectra and Scatter

Figure 6.9: A plot showing the two energy regions evaluated for scattering
measurements.

Energy spectra of detected events for each system configuration were plotted and

evaluated. The energy spectra were binned in a histogram of all collected events where

both detected singles were from a time-windowed coincident pair. The resultant
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energy spectra were divided into two regions: (1) the photopeak region, 450-572

keV, which was the energy range of singles retained after filtering for sensitivity

measurements, and (2) a Compton scattering region, 10 keV - 450keV. Both regions

can be seen in Figure 6.9.

Studying the fraction of events that were found in these two regions gives an

indication of the fraction of events that interacted by Compton scattering, but left

the system before depositing the entirety of their energy. This fraction of events that

scattered out of the system can give insight into the relative sensitivity of the systems,

as well as the type of head and inter-head gap configuration which would constitute

a good detector system design.

Module Design

Two systems were chosen for further study: the system that had the best compro-

mise between ease of construction and highest sensitivity, and one that was the most

similar to systems with traditional construction. To understand the effect on sensi-

tivity due to the construction of the constituent modules that made up the system

heads, three module parameters were varied and coincidence detection sensitivity was

measured at four locations within the field of view. The three parameters investigated

were:

• System radial depth, or depth of crystal in the depth of interaction direction.

The number of LSO-PSAPD detectors was varied from one to three in the depth
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of interaction direction, and the amount of crystal for each PSAPD used in the

DOI direction was fixed at 9 mm or 11 mm. This produced 6 possible depth of

crystal cases: 9 mm, 11 mm, 18 mm, 22 mm, 27 mm and 33 mm.

• Trans-axial gap size, or width of crystal in the trans-axial direction coupled

to the PSAPD. Array widths of 8 mm, 9.5 mm and 11 mm were simulated,

producing an inter-detector gap size of 3 mm, 1.5 mm and 0 mm.

• System diameter, or smallest diameter of the inner bore of the system. Three

inner bore diameters were investigated: 6 cm, 8 cm and 10 cm.

Module Orientation

Figure 6.10: An OpenGL image capture of the box-shaped system, illustrating module
(white) and crystal (green) placement within the detector system. The transaxial and
axial directions with respect to the system are also denoted.

When constructing heads of a system, the compact nature of the detector modules
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lend themselves to being oriented in one of two ways. The module can either be

oriented so that the normal vector to the face of the photodetector can point axially

(as shown in Figure 6.10, where the green lines outline the individual LSO crystals

and the white lines outline the PSAPD photodetectors), or point towards the interior

of the system. In other words, thinking about the system as a parallelpiped, there are

two orientations where the signal pads of the modules exit the system from its outer

surface. The two orientations sandwich the modules with their detection surfaces

pointing axially or trans-axially.

Since the LSO array area (8 mm x 9 mm) does not fully cover the area of the

PSAPD (11 mm x 11 mm), an inter-module gap is formed (again, see Figure 6.10).

The orientation of this gap may influence system sensitivity. The system design with

the highest sensitivity was simulated to investigate the module orientation depen-

dence.

6.4.2 Results

System Configuration

The data presented in this section was presented at an IEEE workshop (see Ref-

erence [51]). Figure 6.11 shows a plot of the coincidence detection sensitivity for each

system for the three energy and time window cases investigated versus the amount

of crystal used to construct the system. As the number of heads increased, the more
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Figure 6.11: Coincidence detection sensitivity versus number of crystals comprising
the system for all small animal configurations studied (see Section 6.4.1 for the system
naming scheme).

Figure 6.12: Ratio of coincidence detection sensitivity to number of crystals com-
prising the system versus number of heads used to produce the system for all small
animal configurations studied (see Section 6.4.1 for the system naming scheme).
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cylindrical the system became, producing a system more efficient at covering solid-

angle with the crystal, i.e. the system needed less crystal to construct. However, the

more cylindrical the system, the lower in sensitivity, on average, the system was. In

particular, when nearly the same amount of crystal was used as in the ring systems,

placing the crystals closer together into a smaller number of larger-sized heads as in

the 6 headed system, sensitivity increased greatly (from 1% for the ring systems to

4% for the 6 headed system using a 25% energy window, 4ns time window).

The other trend observed was that systems with a ”t” configuration, which re-

quired more crystal, had higher sensitivity. In order to see if the increase in sensitivity

by using a ”t” configuration was an efficient use of crystal, the ratio of coincidence de-

tection sensitivity to the number of crystals utilized was plotted versus the number of

heads used to construct the system. The cylindrical systems were given a head num-

ber of one to compact the plot. The results show that, other than for 6 heads, the ”t”

configuration at least does as well, if not better in some cases, of linearly increasing

sensitivity by increasing crystal used. The general trend of a decrease in sensitivity

with the increase in number of heads used can also be seen in this representation of

the data. This second trend will be investigated in the next two subsections.

Although the ”4tsm” system had the highest overall sensitivity, the ability to

construct and utilize such a system would be rather difficult. The ”4t” system was

chosen as the system to investigate further due to its second highest sensitivity value

and simple construction. Although the cost per % sensitivity increase was higher in
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the 6 headed system, total coincidence detection sensitivity, or the system’s ability

to gather counts, affects nearly all aspects of the imaging capability of the system

(see section 1.4.1 for a discussion on how acquired counts affects system imaging

performance).

Energy Spectra and Scatter

In the previous section, sensitivity versus number of detector heads showed a

trend where increasing detectors heads decreased sensitivity. As the number of heads

increased so did the spatial frequency of inter-head gaps. In other words, as the

number of heads increased, the average distance from a crystal to a gap decreased.

Because annihilation photons entering into the detector have a non-negligible path

length (∼2 cm), annihilation photons that come across a gap have a possibility of

leaving a detector before their full energy is deposited. Scattering out of the detector

would result in a higher number of counts in the Compton region of the energy

spectrum of the detected events, and hence a loss in sensitivity.

Shown in Figure 6.13 are the detected energy spectra for the system configurations

investigated. Qualitatively, the fraction of counts in the Compton region of the energy

spectra increases with the number of heads in the system.

To quantify the results shown in Figure 6.13, the fraction of detected events in

the Compton region of the spectra were plotted for each configuration in Figure

6.14. These results were similar to sensitivity trends, indicating scattering out of the
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Figure 6.13: System energy spectra for all small animal system configurations studied.

detector had a large influence on system sensitivity. Further, the systems in the ”t”

configuration, which had significantly decreased gaps, all had lower scattering fraction

than systems with the same number of heads which were not in the ”t” configuration.

These results provide evidence that the assertion that Compton region event fraction
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Figure 6.14: Fraction of detected incident 511 keV photons scattering out of the
various geometries.

is a good indicator of the amount of scattering out of a system.

Being that the ”4t” system had the lowest Compton scattering region event frac-

tion, it was the system that most efficiently stopped annihilation photons that in-

teracted with the system. This result is further evidence that the ”4t” or box-like

system was a good choice for detector design.

Module Design

The box-shaped system was compared to the cylindrical system with higher sensi-

tivity (previously called ”rot”, but called ”ring” in this section) for the various module

designs described in the methods section (Section 6.4.1). The cylindrical system was

chosen for comparison because it most approximates a traditional design.

Figure 6.15 shows the results of the coincidence detection sensitivity measurements
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Figure 6.15: Sensitivity for various system configurations.
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for all module designs. The general trend was expected: as more crystal was used

(going from left to right on the x-coordinate or from bottom to top in markers),

sensitivity increased. An interesting result from the box-shaped system is that the

sensitivity of a system built of modules consisting of two PSAPDs covered entirely in

crystal (11 mm x 1 mm of crystal, signified by the circles at 22 mm of crystal depth)

had nearly the same sensitivity as that of a system built of modules consisting of

three PSAPDS covered in an 8 mm x 11 mm array (shown by the squares at 33 mm

of crystal depth). The results also show that on average, if sheet crystals covering the

full area of the PSAPD could be read out as efficiently as the segmented 8 mm x 9

mm array, the coincidence detection sensitivity of the system would increase ∼50%.

The results in the cylindrical data showed some evidence of the conclusion previ-

ously reached concerning inter-head gaps’ influence on detection efficiency. Looking

at the 6 cm diameter set of simulations, the cylindrical system showed a decrease

in sensitivity when replacing a two PSAPD module consisting of 11 mm x 11 mm

crystal arrays (242 mm2 total crystal area, circles at 22 mm crystal depth) with a

three PSAPD module consisting of 9 mm x 11 mm arrays (243 mm2 total crystal

area, circles at 27 mm crystal depth). Effectively, the difference in these two systems

is the placement and size of each system’s gaps. Using the same amount of crystal,

packed more loosely with respect to one another, created gaps in which annihilation

photons could escape without depositing any or all of their energy.
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Module Orientation

Figure 6.16: Sensitivity measured for axial gap configuration at various source loca-
tions throughout the field of view.

Both module orientations were investigated for the box system at various activity

source locations throughout the field of view, and for various energy and time window

cases. The results for the axial gap orientation are shown in Figure 6.16. An illustra-

tion of the crystal array orientation can be seen in the inset. Blue markers indicate

locations in the system in an axial direction, and green markers locations in a radial

direction (towards the detection heads from the center of the system). Solid lines

were drawn through the 24% energy window and 4ns coincidence time window study
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Figure 6.17: Sensitivity measured for trans-axial gap configuration at various source
locations throughout the field of view.

for both the axial and radial locations. Radial position did not affect the sensitivity

greatly, as it remained near 11% for all positions investigated. As the source moved

axially through the system, the sensitivity dropped as expected (from 10% to 2.5%)

due to shrinking solid angle coverage of the system.

The results for the module orientation where the large gaps in crystal between

arrays was placed along the trans-axial direction are shown in Figure 6.17. An illus-

tration of the crystal array orientation can be seen in the inset. Blue markers again

indicate locations in the system in an axial direction, and green markers locations in
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a radial direction. Solid lines were also drawn in these data through the 24% energy

window and 4ns coincidence time window study for both the axial and radial loca-

tions. Radial position did not affect sensitivity greatly, as it remained near 11% for

all positions investigated. As the source moved axially through the system, the sensi-

tivity dropped as expected (from 11% to 3.5%) due to shrinking solid angle coverage

by the system.

Although both systems performed similarly, the trans-axial gap orientation pro-

vided a superior coincidence detection sensitivity throughout the field of view of the

system. This is the design of the detector system selected and the one discussed

throughout the rest of this and subsequent chapters of this work.

6.5 Noise Equivalent Counts

The data presented in this section was presented at an IEEE workshop (see Ref-

erence [51]). Noise equivalent counts (NEC), or a measure of signal to noise, was

calculated for the worst-case scenario of a uniformly filled cylindrical phantom that

nearly completely filled the detector inner volume (diameter 8 cm, length 8 cm). The

following conventional formula was used to calculate NEC [191]:

NEC =
T 2

T + S + 2R
(6.2)

where T, S and R are true, scatter and random events respectively, calculated
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directly knowing the rates from Monte Carlo generated data. A time resolution of 2

ns and energy resolution of 12% of 511 keV were included in the model. Increasing

the coincidence time window (CTW) beyond 4 ns, as expected, further reduced the

true (black) to total counts (red) ratio, and thus NEC (magenta). Because of the

excellent energy and time resolution of the proposed system, the energy windows

(EWs) and CTWs could be narrowed while still maintaining a high true event rate.

The use of such a large phantom was to simulate a worst-case, yet possible, scenario

for the performance of the detection system.

6.5.1 Operational Parameters

Energy and coincidence time windows were varied to investigate their dependence

on NEC, scatter, random and true rate. The left hand side of Figure 6.18 shows each

of these rates in a three dimensional plot, varying both energy and coincidence time

window in the same plot. The two dimensional plots on the right hand side of the

figure show each event type and NEC rate for particular CTWs (markers connected

by solid lines) at all EWs tested, and the same data for particular EWs at all CTWs

tested in the right 2D plot.

The peak in NEC occured at a 24% energy window and a 3-4 ns CTW. Therefore,

a 24% EW and a 4 ns CTW was used for all further simulation experiments to keep

sensitivity high while still maintaining the peak NEC rate.
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Figure 6.18: NEC, randoms rate, scatter rate, and true rate for various coincidence
time and energy windows.

6.5.2 Source Activity

Plotted in Figure 6.19 is the system’s response from 10 µCi to 8 mCi of activity for

three energy windows: 12%, 24%, an 36% of 511keV, each plot having a coincidence
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(a) EW: 12% CTW: 4 ns (b) EW: 24% CTW: 4 ns

(c) EW: 36% CTW: 4 ns

Figure 6.19: Fraction of random, scatter and true of total, total and NEC rates for
various activities and three energy windows.

time window of 4 ns. T, S, R, and NEC are shown for each activity as their fraction

of total detected event rate, i.e., T+S+R = 1 for any activity. The total event rate

was normalized to one to plot it using the same ordinate axis values. The peak total

rate is given in the title of each graph.
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These data represent clearly the dominance of each event type at experimentally

significant activity ranges. The scatter rate remains nearly unchanged throughout

the activity range, but decreases as a fraction of total due to an increase in random

events with activity. An increase in randoms rate also reduces the fraction of true

rates as activity increases. The total event rate rises in the low activity range of the

graph, peaks near 1.7 mCi of activity, and drops off slowly at high source activities.

The peak in the total count rate occured at the point where multiple interactions

began to dominate - i.e., the sensitivity of the system was high with more than two

annihilation events happening within the time window. For reference, a 2mCi source

produces annihilation events on average every 1.39 ns. Recall that the events were

gathered using 4 ns time window in each case plotted. If events were acquired with

very high activity (higher than investigated), eventually all time windows would have

multiple events and the total count rate would reach zero.

6.6 New Complications: Designing the Next Gen-

eration PET System

The two fundamental novelties in the detector components developed in this work

are: (1) the capability of 3 dimensional positioning of events in the detector and (2)

using detector elements smaller than a scattered annihilation photon’s path length

(see Section 6.6.2).
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These two features lead to two major advances in emission tomography detec-

tion: punching through previous limitations on how a system must be built (detector

configuration versatility leading to higher sensitivity and sampling), and more infor-

mation gained per detected annihilation photon (advances in event classification, see

Reference [53]).

These advances break down the fundamental assumptions about how system quan-

titation is both measured and realized through detector resolution, sampling, normal-

ization, and event type estimation. These issues will be discussed in Chapters 7 and

8. Chapter 7 discusses more thoroughly the physics and associated modeling nec-

essary to utilize these data further. The following section focuses on a high level

discussion on the types of information gathered for one detection event and using this

information for positioning events.

6.6.1 Direct Depth of Interaction Measurement

Three dimensional positioning of events in the detector system garners many

added advantages. Included in these advtanges are the ability to place detectors

close to the object being imaged for high sensitivity, using the increased resolution

for better sampling of the object being imaged, and using the small dimension of

the detectors and the subsequent novel resultant acquired data to further classify or

re-classify events for increased image quantitation.



271

An added dimension in signal processing and image reconstruction however, add

dimensions to the event processing lookup tables, event data representation, and

system models, which in turn increase the data storage and computational resources

necessary to handle the acquired data. Techniques for dealing with these and other

issues are discussed in the next chapters.

6.6.2 Multiple Interaction Detection for One Incident Pho-

ton

Figure 6.20: Number of PSAPDs involved in the interactions from a single annihila-
tion photon for various locations in the system field of view.
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Coincidence simulation experiments using a point source stepped at various ra-

dial (cross markers) and axial (circle markers) locations throughout the field of view

revealed that nearly half of the annihilation photons that entered the detector sys-

tem, and deposited their full energy, interacted in two or more PSAPDs. Figure 6.20

shows the fraction of all events that interacted in one (red), two (blue), three (green),

four (purple), or five (yellow) PSAPDs before depositing all their initial energy. For

clarity, the markers are shown connected by linearly interpolated solid lines.

Figure 6.21: The fractional number of Compton interactions in an event (single an-
nihilation photon interaction set) for various locations in the system field of view.

Over most of the field of view, the fractional number of PSAPDs did not vary
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greatly (1-2% variation), but a small deviation occurred from the average value when

the source was located axially near the end of the system (1-8% variation). The

largest deviation was found at an axial location of 30 cm, where there was an increase

in the fraction of events when only one PSAPD was involved. This increase was likely

due to the direction of photons acquired as coincidence in the system. Annihilation

photons were directed, on average, more radially at that location than other locations

in the system. This radially preferred annihilation photon direction was due to the

smaller coincidence angle range at axial locations far away from the center of the

system. Annihilation photons with large radial direction components, in general,

are directed at a smaller amount of crystal, increasing the possibility of a scattered

photon escaping the system before interacting again and therefore raising the fraction

of Photoelectric events. This effect can be seen in Figure 6.21.

Figure 6.21 shows, for the same locations in the field of view, the fractional number

of Compton scattering interactions that occurred. These Compton interactions took

place before the Photoelectric interaction that fully absorbed the remaining annihi-

lation photon energy. At the 30 cm axial location, the fraction of Photoelectric-only

interactions (0 Compton interactions) increased. This increase provides good evi-

dence for the explaination of the divergence seen in Figure 6.20. Another result of

note is the nearly identical fraction of events that had either no Compton scattering

interactions or just one Compton scattering interaction. Because Photoelectric-only

events happened 37% of the time, in the remaining 13+% of all events where only
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one PSAPD was involved, one or more Compton interactions must have taken place.

This means that there are a measurable number of 1, 2, 3 or 4 Compton scattering

events that remain within one PSAPD. This result will be extensively dissected and

accounted for in Chapter 7.

6.6.3 Evaluating Simple Positioning Techniques

Knowing that more than one PSAPD may be involved in a single annihilation

photon’s interactions during the full deposition of it energy, a fundamental question

arises. What does detected position mean and how is it determined? Ideally, knowing

the location of the very first interaction would give the most accurate representation

of the direction the photon entered the detector system. However, since the PSAPDs

do not have accurate enough time determination, all interactions from a single an-

nihilation photon appear to have happened at the same time. Therefore, a simple

decision rule must be created for positioning.

Using the Compton and Photoelectric interaction data from the simulation, dif-

ferent methods of determining event position pairs, or line of response (LOR), were

investigated. The correct line of response should be placed between the first interac-

tion of each of the annihilation photon pair. Three simple methods were investigated

to estimate the first detector interaction position. The three algorithms located the

event position at the a) minimum energy interaction location, b) maximum energy
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interaction location and c) energy-weighted center of mass of the interactions. For all

three methods, the distance between the first interaction and the algorithm’s calcu-

lated position was calculated for each event. A histogram of these position differences

can be seen in Figure 6.22.

To be included in position calculations, interactions had to deposit energy above

a pre-defined threshold ”noise floor” of 10keV. About 30,000 events from 300,000

interactions were included in this study. An EW of 10% (485 - 537 keV) was used.

The standard deviation of the difference from the first interaction position for each

case was: a) 3.92 mm, b) 5.11 mm and c) 4.25 mm and the mean deviation was: a)

1.12 mm, b) 1.96 mm, and c) 1.85 mm (see Figure 6.22). Of these three positioning

algorithms, placing the first interaction where the minimum energy was deposited

(above the noise floor) had the lowest standard deviation and mean in positioning

error.

However, the more significant measure of positioning accuracy is the algorithm’s

ability to calculate event positions forming a line of respons closest to the ideal line

of response.

The line of response (LOR) was calculated from the detected pair of coincident

photons using same three positioning algorithms: each photon’s position was calcu-

lated from the 1) minimum energy, 2) maximum energy or 3) center of mass (COM)

interaction positions. The ideal LOR positions were determined from the first in-

teraction in the crystal - the true position of the event before scattering. To find
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Figure 6.22: Effect of positioning algorithm on prediction of correct position of energy
gated events. Plotted is the histogrammed distance from ”true position” and a)
lowest energy interaction above a prescribed noise floor, b) highest energy interaction
(presumably photoelectric interaction), c) centroid of locations of energy deposited.
The percentage of the events with error between 0 - 1 mm and between 1 - 2 mm for
each positioning algorithm (first two points) are labeled in the plots.

the blurring due to a particular positioning algorithm, the difference between the

algorithm positioned LOR (calculated LOR - cLOR) and the ideal LOR (iLOR) was

calculated. These calculations were performed for interactions from a point source

located at various axial and radial positions. Deviations were calculated in sino-

gram space where lines of response have an angular (θ), trans-axial (t) and axial (z)

component. For a particular positioning algorithm,

δ(θ, t, z) = cLOR(θ, t, z) − iLOR(θ, t, z) (6.3)

and for each coordinate

σθ =

√

√

√

√

1

N

N
∑

i=0

(δi)
2 (6.4)
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Figure 6.23: Standard deviation of the difference between position algorithm calcu-
lated position and the first interaction position for the three positioning algorithms
for various locations in the detector system.

The standard deviations of these differences are plotted in Figure 6.23 for each

radial and axial field of view location. The events plotted were within a 24% energy

window around 511keV. The results clearly show that, although the minimum energy

positioning algorithm produced the smallest three dimensional position deviation from

the ideal location, the center of mass positioning algorithm has a smaller LOR space

deviation for most components. The smaller LOR space deviation for the COM

algorithm must mean that although the minimum energy position is closer to the

ideal, its vector deviation in LOR space has larger components perpendicular to the

line of response direction (see Figure 6.24). The center of mass positioning algorithm

will be used in all following chapters.
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Figure 6.24: Two dimensional illustration of lines of response formed by an example
event with three interactions, one that was: 1) the first (black circle), 2) the mini-
mum energy (orange circle) and 3) the maximum energy (blue circle) deposited. The
center of mass position (green circle) is also shown. The angular deviation in LOR
from the ”true” LOR (black line) to the minimum energy interaction (orange line) is
the greatest, even though the distance from the minimum energy interaction to the
”true”/first interaction is the smallest. Both the maximum energy and COM interac-
tion locations are farther in distance from the first interaction, but have comparable
deviation in LOR from the ”true” LOR.

6.7 Discussion and Conclusions

A small animal system was designed using LSO scintillation crystals and po-

sition sensitive avalanche photodiodes by evaluating various system designs. The

box-shaped system was chosen from the designs investigated for its incorporation of

necessary specifications for its use in small animal experiments (8 cm inner bore diam-

eter), simplicity of construction and highest coincidence detection sensitivity (∼10%).
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Energy spectra studies were performed to evaluate how the systems differed in their

ability to capture annihilation photons directed at their detection heads. Systems

with a high number of detection heads formed larger numbers of inter-head gaps.

These gaps lead to a higher number of annihilation photon events that did not de-

posit the entirety of their energy in the system, but instead scattered out of the

detector. Module construction investigations showed similar trends, where more spa-

tially frequent inter-crystal-array gaps decreased the coincidence detection sensitivity,

as compared to systems employing the same volume, but more densely packed crys-

tal. Module orientation experiments on the box-shaped detector system determined

the final construction variable and indicated the trans-axial gap system design, which

was used in all following chapters.

The box-shaped system was further evaluated for determining experimental op-

erational parameters by evaluating Noise Equivalent Counts over a range of energy

and coincidence time windows. A 24% energy window and 4 ns coincidence time win-

dow gave the peak NEC value, while still maintaining a coincidence sensitivity. The

system was studied for a range of source activities to understand how it will perform

during small animal experiments. Results showed that multiple interactions began to

dominate and therefore produce a peak in acquired events at ∼1.7 mCi. This peak

is above the 400 µCi activity with which most animal experiments are performed, so

multiples are not likely to reduce sensitivity for most experiments.

During the simulations, it was discovered that single annihilation photons entering
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the detector system produced interactions in two or more PSAPDs for nearly half of

the cases, throughout the field of view. The number of scattering interactions were

also investigated for the system. Events with only a Photoelectric interaction were

as frequent as events with only one Compton scattering event (∼37% of events).

Knowing that multiple PSAPD photodetectors were involved in nearly half of

all events, a final study was performed to investigate how to position annihilation

photons. Three positioning algorithms were investigated: positioning based on the

(1) lowest energy interaction, (2) highest energy interaction, and (3) center of mass of

the interactions. Although the lowest energy interaction positioning scheme proved

to have the lowest deviation from the true (first interaction) position, it produced a

line of response with the largest deviation from the true (first interactions, paired)

line of response. The center of mass positioning algorithm had the lowest deviation

from the true line of response, and was used for positioning in all following chapters.

Chapter 6, in part, is a reprint of the material as it appears in Physica Medica

2006. Foudray, AMK, Habte, F, Chinn, G, Zhang, J, Levin, CS. The dissertation

author was the primary investigator and author of this paper.



Chapter 7

Development of a Realistic

LSO-PSAPD Detector System

Signal Model

7.1 Introduction

Many of the studies performed in this work used the Monte Carlo simulation

package GEANT4 Application for Tomographic Emission (GATE). GATE is useful

tool for understanding the capabilities of detector systems, or to develop algorithms

for efficient and effective data usage in parallel to system construction. GATE is a add-

on package to GEANT, constructed specifically for medical imaging, and was built for

ease of use for any user. In generalizing some features of system implementation for

281
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wide use in the community, some assumptions were built in which break down for the

novel detectors employed in this work. One such assumption is that all interactions in

the detector from a single annihilation photon are contained in one detection element

and can therefore be centroided as the preferred coincidence output.

A model for incorporating the known variations in the detection process and light

transport physics in the novel detectors was developed in this chaper. The results

from the developed model, discussed later in this chapter, will show that half of the

time, annihilation photons interact in two or more PSAPDs before fully depositing

all of their energy.

First, a discussion on the transport processes of the particles involved (annihilation

and characteristic x-ray photons; electrons) will illustrate the backbone of the phyics

integrated into the developed model.

7.2 Interactions in Matter

The interactions of photons that many of us are most familiar with on a day to

day basis, deal with photons in the visible region of the spectrum. When the energy

of photons become high enough to effect constituent members of the atom, namely

inner and outer shell electrons, another set of classes of energy deposition mechanisms

arise.
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7.2.1 Compton Scattering

One of the primary methods of interaction that the annihilation photon undergoes,

because of its energy and the density and atomic number of the material with which

it is interacting, is by Compton scattering [146]. Figure 7.1 shows the fractional

frequency of three types of interactions for a low density, low atomic number material

(aluminum), and a high density, high atomic number material (lead) [82].

(a) (b)

Figure 7.1: The fractional mode of interaction in (a) aluminum (Z=13, ρ=2.70 g/cm3)
and (b) lead (Z=82, ρ=11.3 g/cm3) versus incoming photon energy. A dotted refer-
ence line is drawn at 200 keV in both figures [82].

When the annihilation photon impacts an outer-shell electron of an atom, it im-

parts some of its energy to the electron (which can go on to ionize other electrons),

and subsequently changes direction. The annihilation photon’s energy after a Comp-

ton scattering is a function of its pre-interaction energy and the angle at which it

scattered [94]:
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E ′(E, θ) =
E

1 + α(E)(1 − cos(θ))
(7.1)

where E and E’ are the photon energies before and after scattering respectively, θ

is the scattering angle, and α(E) is the relative energy of the photon to the rest mass

of an electron. For an unscattered annihilation photon, α = 1. This relationship is

governed by a probability that the photon will scatter into a particular solid angle,

which is also energy dependent [94]:

dσ

dΩ
= 0.5r2

e(R(E, θ) − R(E, θ)2 · sin2(θ) + R(E, θ)3) (7.2)

where re is the classical electron radius, and

R(E, θ) =
E ′(E, θ)

E
(7.3)

At the higher range of photon energies (350-500 keV), equation 7.2 states that the

angular distribution will be weighted along preferred directions, making the scatter-

ing process less isotropic (heavily forward-scattering). As the energy of the photon

lowers, the process becomes increasingly isotropic. This angular dependence affects

the distribution of interactions in the detector.
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7.2.2 Photoelectric

As seen in Figure 7.1, the photoelectric effect is the other predominant interaction

affecting the transport of the annihilation photon through matter. In the photoelectric

effect, the incoming annihilation photon imparts the entirety of its energy to an orbital

electron (most frequently an inner shell electron). The electron is ejected from energy

levels near the nucleus, and its vacancy is filled by an electron with lower binding

energy, producing an x-ray with energy specific to the energy levels of the electon

before and after filling the vacancy. The energy of the x-ray is also characteristic of

the particular atom from which it was emitted [75].

Figure 7.2: Interaction probabilities for various materials and incident photon energies
[163].
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The probability of Photoelectric interaction is proportional to the atomic number

(Z) of the absorber and inversely proportional to the energy (E) of the incident photon

(see Figure 7.2 [75]:

P ∝ Zn(E)

E3.5
(7.4)

where n is a number between three and four, dependent on the energy of the

incident photon.

Both the ejected electron and the emitted characteristic x-ray go on to deposit

energy in the detector system. These processes will be discussed momentarily.

7.2.3 Rayleigh Scattering

An annihilation photon can also interact with the nucleus of an atom. This is

called Rayleigh (coherent) scattering. Although the photon is deflected in the process,

due to the large mass of the nucleus and momentum conservation, very little energy

− negligible as far as detector energy resolution can discern − is imparted to the

atom.

The scattering cross-section is highly wavelength dependent and generally negli-

gible unless the incident photon’s energy is quite low (very apparent in the visible

spectrum). The scattering cross-section (σS) is computed in the following manner:
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σS =
2π5 · d6

3λ4

(

n2 − 1

n2 + 2

)2

(7.5)

where d is the diameter of the atom, λ is the wavelength of the photon, and n is

the refractive index of the material.

The effect of Rayleigh scattering in the context of the detector system is that,

at the energies that Rayleigh scattering becomes a significant fraction of interactions

(∼12% at 30 keV in soft tissue, and ∼5% at 30 keV in the detector), the path length

is very short (≪1 mm) [83]. Therefore, if direction change occurs due to Rayleigh

scattering, the photon does not traverse a sufficient distance to significantly impact

position resolution.

7.2.4 Electron Interactions

There are two major methods by which electrons, liberated by previously described

processes, deposit their energy into the detector system: collisional and radiative loss

mechanisms. These processes will be briefly described in this section.

Radiative Energy Loss

Bremsstrahlung is a relatively low probability radiative energy loss process for

electrons that are liberated from Compton scattering and the Photoelectric effect

at electron kinetic energies found in PET (< 1 MeV) [63]. Figure 7.3 shows how

the Coulomb attraction between the nucleus of the surrounding atoms and the free
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Figure 7.3: Illustration of the interaction mechanisms of Bremsstrahlung.

electron produce an acceleration on the electron. As the electron accelerates (bends)

towards the nucleus, some of the photon’s energy is released in the form of an x-ray.

Probability of Bremsstrahlung production per atom is proportional to the square

of the Z of the absorbing material. For instance, Bremsstrahlung x-ray production

accounts for ∼1% of energy loss when 100 keV electrons impinge tungsten (Z = 74)

[63].

Collisional Energy Loss

Excitation and ionization, on the other hand, account for the majority of the

method Compton- and Photoelectric-process-liberated electrons deposit their energy

in the detector system [94]. The produced electron passes through the electron clouds



289

Figure 7.4: A photograph of electron paths resulting from collisions with atoms [176].

of the atoms that make up the absorbing material, ripping off or exciting into higher

energy states other loosely bound electrons, as it traverses its path. Colliding with

like mass objects, electrons undergoing collisional loss can undergo large angular

deviations in direction, creating tortous tracks (see Figure 7.4).

The total stopping power for both radiative and collisional processes are additive

and can be computed using the following formula [178]:

(

−dE

dx

)

tot

=

(

−dE

dx

)

coll

+

(

−dE

dx

)

rad

(7.6)
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7.2.5 Characteristic X-rays

Mean-Free Path

Mean free path (λ) and linear attenuation length (l) have an inverse relationship,

and can be computed [86]:

λ =
1

l
(7.7)

Mass attenuation coefficient (µ), a useful quantity, does not vary with the density

(ρ) of the absorber and is defined as:

µ =
l

ρ
(7.8)

Therefore, mean free path with respect to mass attenuation length can be written:

λ =
1

µρ
(7.9)

and for a chemical compound, the effective mass attenuation length is:

µc =
∑

i

wi

µi

(7.10)

where wi is the proportion by weight of the element i.
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Figure 7.5: Photon attenuation length for multiple elements, over a range of photon
energies [94].

X-Ray Escape

As the characteristic x-rays produced have a non-zero path length, there is a

finite probability that they will escape the detector element of the interaction that

produced them and be absorbed in a neighboring detector element. This ”x-ray

escape” results in a characteristic energy loss and a non-negligible contribution to

the energy spectrum near the 511 keV photopeak. When the energy resolution of

the detector system is sufficient, the photopeak and the x-ray escape photopeak can

be fit separately, producing a curve that more accurately depicts the data near the

photopeak. This information will be utilized in further chapters when evaluating

detector components.
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7.2.6 G4EMLOW GEANT4 Package

The low energy electromagnetic processes (G4EMLOW) package is the data pack-

age of GEANT4 that governs the physics described in this section. All processes that

this package handles include: Compton scattering, pair production, photoelectric ef-

fect, Rayleigh scattering, Bremstrahlung, ionization, fluorescence, and Auger effect.

The original data files and documentation can be retrieved online using Reference

[38].

7.3 LSO-PSAPD System Model and Event Clus-

tering

7.3.1 Overview

The input to the developed system model was the unblurred annihilation inter-

action locations produced by GATE, represented by ”Annihilation photon enters the

detector system.” Each of the process from scintillation photon production to the

output of the PSAPD was incorporated into the model. The developed model is spe-

cific to the LSO-PSAPD system designed in this thesis and was created to produce

a realistic data set from the information gathered using GATE. An overview flow

chart can be seen in Figure 7.6, which shows the processes and detector components

involved.
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Figure 7.6: A flow chart illustrating the steps involved in the developed detection
model where ∀: for all, COM: center of mass. Dark, thick lined boxes that have
arrows in their lower right hand corner of their perimeter represent a loop over the
process in the title of that box (e.g. in the first, large, outer box, ∀ PSAPDs involved
means loop over all PSAPDs that had interactions at any time.

The first box (which contains two boxes) that loops over all PSAPDs (titled ”∀

PSAPDs involved” in Figure 7.6) is the heart of the LSO-PSAPD detection model.
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It takes into account the factors that affect position, energy and time characteristics

of the signal produced from a single PSAPD. The output of the detection model step

is a list-mode position, energy, and time ”signal” from all PSAPDs in which at least

one interaction occurred. The components of this detection process will be discussed

in detail in Sections 7.3.2-7.3.7.

The second box shows the steps that are contained in the cluster model for col-

lecting PSAPD signals into a ”single”. The steps involved in this clustering process

are described in Sections 7.3.8 and 7.3.9.

7.3.2 Information Losses and Uncertainties

The characteristics and components of the detector system which produce varia-

tions in interaction energy, position, and time are illustrated in the following instru-

mentation features:

• size, shape, coupling mechanism, and material used for converting annihilation

photons into either readable electrical signals directly, or photons detectable by

a photodetector device

• the size, shape, photon readout structure, wavelength dependent quantum ef-

ficiency, signal amplification, and signal output structure of the photodetector

device

• any filtering or multiplexing from front-end electronics reading out signals from
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the detectors

Each surface, geometry, device, material, or processing algorithm can affect the

transmission of information throughout the detector system. The design-specific com-

ponents of these blurs were measured in Chapters 3 and 4. Used in conjunction with

experimental data gathered by the original authors investigating these materials, the

methods for incorporating gathered knowledge into the model are described in the

next few subsections.

7.3.3 Optical Photon Binning

(a) without inter-crystal reflector (b) with inter-crystal reflector

Figure 7.7: Two dimensional flood histograms from a 10 x 10 array consisting of ∼1
x 1 x 1 mm3 LSO crystals.

Figure 7.7 shows 2-dimensional flood histograms of data taken from a 10 x 10 ar-



296

ray consisting of ∼1 x 1 x 1 mm3 LSO crystals, without (left) and with (right) array

intercrystal reflector. As evidenced by these flood images, although the array with

intercrystal reflector shows smaller diameter crystal feature sizes, the array without

intercrystal reflector shows well-separated crystal feature locations for each crystal in

the array. This well-localized crystal feature location demonstrates the reflective na-

ture of the surfaces of the crystal, keeping the majority of photons within the crystal

with which the annihilation photon interacted. The photons are reflected and directed

to the photodetector detection surface and the center-of-massing (centroiding) nature

of the PSAPD produces a detected position, on average, at the center of the crystal.

Fluctuations about this crystal center location are due mostly to fluctuations in scin-

tillation light production (counting statistics) and noise in the detector. Therefore,

a first approximation to the light transport and PSAPD positioning mechanisms is

binning the GATE-produced interaction location to the center of the crystal on the

detection surface.

7.3.4 Device Centroiding

As mentioned in the previous section, the PSAPD photodetector receives light

at its detection surface, and with some efficiency, produces a photocurrent. The

photodetector amplifies the photocurrent, and is read out on both the top (common)

and bottom (4 corner) contacts. Current signals at the cathode, or common contact,
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of the device are produced from the generated hole current. At the bottom of the

device, each collected charge from the electron current is directed to the four corner

signals via charge division. Therefore, the output signal from each of these corner

anodes is a superposition of the individual charges, directed by statistics along their

paths. The resultant signal is the energy weighted mean of the positions of all charges,

or the energy weighted mean (center of mass, centroid) of all positions. This result

not only centroids the gain multiplied photocurrent from all scintillation photons

from a single interaction, if two interactions occur in an array coupled to a single

photodetector at the same time, they would become indistinguishable. The position

of the interaction would be the centroided position, and the energy would be the sum

of the interaction energies.

7.3.5 Crystal and PSAPD Energy Resolution

The energy blurring process measured in Chapters 3 and 4 were broken down into

(1) scintillation light production variation contributions and (2) PSAPD detector

contributions to the experimentally observed energy blur (∼12%).

Each interaction was first blurred by an energy blur due to the variation in scintil-

lation light production. Intrinsic resolution for LSO was estimated from experimental

observations and found to be 3.4-8% [12,91]. A crystal energy blur factor of 5% was

used in the developed model.
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The rest of the observed 12% energy resolution, measured from the LSO-PSAPD

modules in previous chapters, was applied to the energy blurring step of the PSAPD.

This resulted in a blur of
√

122 − 52 = 10.9%. A PSAPD-specific energy blur of 11%

was used in the developed model.

7.3.6 PSAPD Time Resolution

Time resolution was observed to be ∼2 ns when in coincidence with a photo-

multiplier tube. This time resolution of the PSAPD alone could be estimated by

de-convolving the time resolution of the PMT device. For a conservative estimate

of PSAPD device function, a time resolution of 2 ns for a single PSAPD device was

used.

A Gaussian with 2 ns FWHM, centered on the time given by the GATE simulation,

was applied to the first of the interactions that occurred in the PSAPD. The first

interaction was chosen as it would initiate the rise time of the PSAPD signal pulse,

from which signal time is estimated with electronics. This blurred time stamp was

the one reported by the model.

7.3.7 Minimum Detectable Energy

All resulting signals in the PSAPD were subject to an energy threshold, which

represented the value above the noise floor at which the PSAPD signals would be
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considered a detected annihilation photon interaction. The noise from a 8 x 8 mm2

PSAPD was measured to be 0.8 keV at room temperature [157]. A conservative 10

keV was used in the developed model.

7.3.8 Time, Energy and Spatial Windows

The output of the detection model is a list of PSAPDs with position and energy

signals and a time stamp. This list is then sorted by time (as time stamps have been

blurred and are no longer necessarily in order) to be time windowed. A moving time

window of 4 ns was used based on NEC calculations for this system performed in

Chapter 6. PSAPDs that had signals within this window were then filtered spatially.

PSAPDs that had signals within the time window were used to check to find

if there were neighboring PSAPDs within 2 cm in x, y and z locations within the

detector system. The groups of PSAPDs that were within this neighborhood were

used to find a center of mass. A window of 2 cm in x, y and z was applied, relative to

the center of mass of the PSAPDs within the original neighborhood. These PSAPD

signals then constituted the resulting cluster.

The energies of the PSAPD signals in the cluster were then summed and subjected

to a 24 % of 511 keV energy window, i.e. in order to be kept by the clustering model,

the total energy of the cluster had to lie between 450 keV and 572 keV.
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7.3.9 Cluster Positioning Algorithm

The cluster at this point contained PSAPDs with individual positions, energies

and time. The representative position, energy and time for the cluster was determined

in the following way: the position of cluster was the mean of the positions weighted

by their energy (center of mass), the energy of the cluster was the sum of the energies,

and the time stamp of the cluster was the average time.

7.4 Implications for Data Acquisition System

This LSO-PSAPD model was applied to each interaction produced by GATE,

forming a signal blurred by measured experimental positioning effects as well as en-

ergy and time resolutions. By using this model, simulated data could be used to

estimate full system response in terms of characteristics such as image resolution

throughout the detector, effective signal to noise ratio (NEC), and normalization

techniques (Chapter 8).

Some initial results of the application of this model are described below and were

studied using full system simulations. These results are for the box-shaped 8 cm x 8

cm x 8 cm field of view small animal system.
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7.4.1 Devices Involved in One Event

As mentioned in Section 6.6.2, because the size of the detection modules are

on the order of the path length of annihilation photons, the number of PSAPDs

involved in the interactions from a single annihilation photon could be greater than

one. In other words, as an annihilation photon loses its energy to interactions in

the detector system, the interactions could potentially occur in multiple independent

PSAPD photodetection devices. The fraction of occurance of the number of PSAPDs

involved in the interactions from a single annihilation photon was studied in various

locations in the detector system’s field of view.

Figure 6.20 shows the results for various axial and radial locations measured from

the center of the system (0,0). The marker shape denotes the direction of the dis-

placement at the time of measurement: the circle means an axial displacement from

the center, and the cross a radial displacement. The color of the marker signifies the

number of PSAPDs involved. So, for instance, the data represented by the left-most

red circle denotes that about 50% of annihilation photons originating from the center

of the system have interactions that occur in only one PSAPD.

As Figure 6.20 shows, the majority (∼90%) of all annihilation photons deposit

their energy in either one or two PSAPDs − 50% involve one PSAPD and 40%

involve two PSAPDs. Another ∼9% of interactions occur in three PSAPDs. This

leaves the event fraction of four or more PSAPDs involved nearly negligible.
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Because of the PSAPD device centroiding of multiple interactions within a sin-

gle PSAPD, the fractional occurrence of the number of interactions (regardless of

the number of detectable interactions), was also studied for various locations in the

field of view of the detector system. The results shown in Figure 6.21 illuminate the

centroiding effect by the PSAPD. As can be seen from the data, the fraction of anni-

hilation events that contain a Photoelectric interaction only (1 interaction) and one

Compton plus the Photoelectric interaction (2 interactions) are essentially identical

throughout most of the field of view.

7.5 Conclusions

A model, specific to the detector module used throughout this thesis, was de-

veloped from experimentally acquired material and device measurements in order to

translate perfect Monte Carlo interaction simulation measurements to realistic mod-

ule measurements. The model incorporated position, energy and time blurs, as well

as, a realistic noise floor. The developed model was used to characterize system

response to realistic PET experiment environments.

The number of PSAPDs involved in a single event was studied for many radial

and axial locations in the field of view of the detector system. ∼99% of all events

took place in three or less PSAPDs, with ∼90% occurring in two PSAPDs or less.

Although not all interactions are measured independently in the novel detector
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system developed in this thesis, nearly 50% of all events occur in two or more PSAPDs

(see Section 7.4.1). This result presents both a challenge and an opportunity to best

use the information from the detected signals. These issues will be addressed in the

following chapters.



Chapter 8

Development of a

Component-Based System Line of

Response Normalization Algorithm

8.1 Introduction

In order to achieve high image quality and quantitative accuracy in reconstructed

images, the sensitivity of each detector line of response (LOR) must be normalized. If

these variations in LOR sensitivity are not resolved prior to reconstruction, artifacts

will present themselves as intensity variations and bias in the image. These artifacts

confound the ability of the system to represent the actual activity in the object of

interest, which is the fundamental purpose of this instrument.

304



305

There are two commonly used methods for calculating the weighting factor applied

to each LOR in the system: direct normalization and component-based normalization.

While utilizing direct normalization is relatively straightforward to calculate after a

calibration measurement, using this method, acquisition itself is time consuming and

has a few major drawbacks and limitations that will be discussed in Section 8.3.1. The

other commonly used approach is component-based normalization, where weighting

factors are broken down into separable pieces and symmetries in the system are taken

into account. Component-based methods have a much faster measurement time and

have the ability to take more system parameters into account, but they do require

more data manipulation and careful calculation than the direct method.

The small animal box-shaped and dedicated breast dual-panel detector systems

use detectors that can locate energy-depositing interactions in five dimensions: three

dimensions of space, one of energy and one of time. Since the detectors are not

restricted by the usual depth of interaction (DOI) determination problem as they

directly measure interactions in three spatial dimensions (3D), the detectors can be

moved in close to the imaging subject for higher sensitivity. This 3D spatial measure-

ment capability offers the possibility of the useful FOV equal to the interior volume

of the system. However, this capability introduces many more LORs requiring nor-

malization.

Component based normalization was introduced to measure and take into account

all factors that contribute to the efficiency variations over all LORs [10]. The method
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used in this study was developed to adapt the component-based normalization model

to include depth of interaction (DOI) and large useful FOV considerations without

an order of magnitude increase in computational resources.

Some of the data and results presented in this chapter were previously published

in Reference [52].

8.2 Quantification in Reconstructed Tomographic

Images

The image reconstruction process uses detector acquired data to accurately solve

for the object of interest. To understand how detector efficiency information would

be used during reconstruction, one must understand how tomography works. This

section will only consider basic ideas pertaining to tomography that are necessary

to understand to role of normalization in tomographic imaging. A more detailed

discussion of tomographic theory can be found in References [20, 23, 66, 79, 131].

8.2.1 Role of Normalization in Tomography

As mentioned previously, at the heart of tomographic imaging is the ability to

non-destructively determine information about the interior of an object of interest.

In the case of PET, the detected activity distribution in a subject depicts the density
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of a particular biomolecular process. Accurately measuring signals emitted from the

object is essential to accurately reconstruct activity density in the object. All detector

lines of response must act in the same manner when presented with annihilation

photon pairs directed at them. The reasons in which line of response efficiency can

differ are described in the next section.

8.3 Normalization Methods

8.3.1 Direct Normalization

In order to account for LOR-dependent efficiency differences, one could measure

the counts reported by the system when irradiating each line of response in the same

manner. The reciprocal of the counts in each LOR produces a weighting factor to

apply to future acqusitions. This method of calculating a weighting factor - by directly

measuring system response, is called direct normalization (DN). The data for this

method can be gathered by using a uniform concentration source, shaped such that

each LOR traverses the source volume for either the same path length or known path

lengths through the source, for which the counts reported must be compensated. For

instance, in a cylindrical detector system, one could use a cylindrical volume source

which would need compensation for different activities that each line of response

would traverse, or an infinitely thin cylindrical shell source where no activity difference

compensation would be necessary (see Figure 8.1).
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Since the normalization weight factors, computed from the DN source measure-

ment, will be applied to correct each LOR used in future data measurements, a large

number of counts per LOR must be acquired in order to mitigate propagation of error.

Multiple experimental difficulties must be overcome or accounted for correctly: (1)

efficiency variation of LORs in the system can vary greatly (as much as 2-3 orders

of magnitude in some cases − see Figure 8.2), (2) the number of lines of response

in a system are generally on the order of 107 − 109 making data processing difficult,

(3) count rates for most systems are on the order of millions of counts per second

[153] making data streaming difficult, (4) gathering sufficient counts can be extremely

time consuming, (5) inherent dead-time of a system, the time in which it takes the

system to recover from processing and recording an event, limits the count-rate and

therefore activity strength of the source used to gather the data, and (6) difficulty

to manufacture both uniform activity sources and sources that would extend to the

extremities of the field of view.

Other complications arise when trying to use weight factors calculated using a

DN technique even after they have been calculated. DN does not account for the

difference between the normalization factors for scatter and true coincidence events

[129], which may lead to artifacts in the image.

To investigate the range of normalization factors acquired using the DN method,

a sinogram was constructed from 10 million counts gathered for a uniform activity

cylindrical phantom in the small animal box-shaped tomographic system (Figure 8.2).
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Figure 8.1: Illustration of activity phantoms used in count acquisition for direct
normalization. See text for details

Figure 8.2: Direct-plane sinogram of an infinitely thin annulus 2.5 cm in radius,
showing intensity differences between the counts filling each LOR bin. (Left): the
intensity weighted sinogram, (right): a binary look at the same data where black =
no counts, white = 1 or more counts.
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Large gaps are apparent in the direct plane sinogram and there are some bins where

there were no counts at all (see the right figure in Figure 8.2). These gaps are due

to absence of crystals in the dead regions surrounding each PSAPD photo-detector

used in this study. The normalization factor necessary to correct for bins with zero

counts would be infinite.

8.3.2 Component Based Normalization Efficiencies

There are numerous ways in which lines of response can vary in sensitivity. Gener-

ally, they can be broken down into the following categories: a) geometric and intrinsic

differences in detection, and b) any differences in a detector’s immediate neighbor-

hood.

Geometric and Interference CBN Efficiencies

Geometric parameters are defined as the variance in efficiency of a detection el-

ement to ”stop” the incident high energy photon due to the effective shape of the

detector - which generally changes as function of incident angle, unless the elements

were infinitely small and spherical − which would not be practical. The following are

component based normalization (CBN) factors that affect sensitivity of a detector

element due to geometric considerations:

• Block Profile factors: the detection element’s position in the detector block

with respect to the other crystals. In the case of this system, the block profile
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factor for a given crystal is a function of is its relative position in two directions:

transaxial and depth of interaction.

• Radial and axial geometric factors: crystal depth changes due to variations in

incident photon direction in both Θ and Φ.

• Interference factors (radial and axial components): these factors modulate the

radial and axial geometric factors due to a crystal being obscured by crystals

in other blocks of detectors.

The effects shown in the list above will be the central focus of this study. Gathering

representative data and separating and quantifying these efficiencies is the backbone

of the calculation of the per-LOR weighting factor. How to combine these factors,

the system space in which these factors are applied, the novel measurement method

used to calculate these factors, the implementation scheme to normalize each LOR,

and results of the application of this algorithm will be described in the next sections.

Intrinsic CBN Efficiencies

Intrinsic parameters in component based normalization sensitivity are defined as

the variance in efficiency of each detector with respect to other detectors used in the

system. This can include effects such as:

• Magnitude and variance of intensity, spectral and temporal distribution of light

output of the scintillation crystals (i.e. variations in material properties of the
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scintillation crystals)

• Optical coupling thickness, reflector coverage and reflectivity, edge effects (i.e.

variations in optical transport of the photons that are produced)

• Quantum efficiency; index of refraction; temperature; operating voltage; leakage

current; gain; energy, position, temporal resolution (i.e. variations in how each

photodetector registers photons)

In essence, these variations are properties that would exist even if the crystals

that were used were exactly the same size, and were positioned precisely the same

on the photo-detectors. Even if these constants could be maintained, there could be

variability in the operation of these elements.

These normalization effects were not modeled in the development of this algorithm

(as all modules were constructed identically), but possible means of their measurement

will be discussed in Section 8.5.

8.4 Component Based Normalization

8.4.1 Nomenclature

Conventional PET detectors, for any application (whole body, dedicated to a par-

ticular region or organ, or small animal), consist of finite extent detection elements.
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These elements, defined either by physical restrictions (the dimensions of small crys-

tals attached to photodetectors, device centroiding, etc.) or the acquisition scheme

(hardware readout configurations or software event positioning schemes), determine

the precision of event positioning. As investigated in Chapter 6, the detection ele-

ments are arranged such that they form a set Di (i = 1, 2, ... m) in coincidence

with another set Dj (j = 1, 2, ... n). This set of pairs defines end points of lines

of response that traverse the field of view. The set of all LORij form an m x n 2D

interaction or acquisition space Dij (see Figure 8.3 for an example).

Figure 8.3: An illustration of some possible LORs Dij formed when i=3 in this
box-shaped detector design. All light and dark grey boxes are individual detector
elements. If the field of view is the entirety of the interior volume of the detector, all
dark colored detector elements can possibly form a pair with detector element i=3,
but the light colored ones cannot pair.



314

Count rate in a particular LOR, or number of events detected per second, should

be proportional to the amount of activity that lies along that LOR. This leads to the

useful definition of the component-based normalization factor.

8.4.2 Definition

Normalization models compute the activity within a LOR using the following

relationship [10]:

Aij ∝ C(P, R, S) · NC(true)ij · attij · dtij (8.1)

where A is the activity, ij is the index of the LOR; P , R and S are prompt, random

and scatter, respectively; C is a count rate factor dependent on the individual count

rates of P , R and S; NC(true) is the normalization coefficient for true coincidences;

and att and dt are attenuation and dead-time correction factors. The normalization

coefficient can be further broken down into components calculated from intrinsic

efficiencies (ǫ) and geometric efficiencies (g) that depend on the particular pair of

detectors that formed the LOR. These factors can also be represented as multiplicative

coefficients to compute the NC:

NCij =
1

ǫi · ǫj · gij

(8.2)

Equation 8.2 demonstrates the separable nature of intrinsic efficiency components
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from geometric components. This relationship is very useful when a detector has

many symmetries, and will be integral to the implementation of the method and

usage of the acquired data.

For completeness, a cross-term is included in this definition, which depends on the

particular detectors involved, and must be calculated knowing both detectors. In the

case of this model, the cross term is only a function of distance between detectors,

and will be calculated on the fly. The system model used in this novel component

based normalization technique is describe more thoroughly in Section 8.5.1.

8.4.3 Implementation

Data Respresentation

All event positions (x1, y1, z1, x2, y2, z2) and computed normalization weight w,

were calculated using equations 8.2 and 8.3 on a line-by-line (individual event) basis.

This seventuple for each event (x1, y1, z1, x2, y2, z2, w) was then stored in list-mode

to be read by the OSEM reconstruction software. As mentioned previously, the

reconstruction algorithm-modified counts for a given LOR are backprojected through

the image voxels intersecting that line. The sum of distributed counts for all pixels

was then normalized to the weight in the seventuple. The weight, or inverse efficiency,

was scaled so that it was ≥1, weighting LORs of the highest efficiency to one.
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Density of Line of Response Image

Independent of the efficiency of each of the lines of response within a detector block

(many modules) is a factor dependent on how the system modules are configured.1

This system dependent component is the density of lines of response (dLOR) through

image space. Ideally, a sensitivity image would be formed from one count from all

possible lines of response. Because the LOR space is prohibitively large, a subset

of the LORs were used to calculate the dLOR sensitivity image. Rotational and

mirror symmetries of the system were then employed by adding the symmetric images

together, forming a higher count image. The resulting image was inverted and then

smoothed to reduce the variations in sampling of each of the image pixels. This

image was then used in the reconstruction algorithm as a direct sensitivity correction

to the image space. A 2D slice through the 3D dLOR sensitivity image for the small

box-shaped animal system can be seen in Figure 8.4.

1The density of lines of response in an image is independent of LOR efficiency in the systems
studied here because the heads of the system are much larger than the scattering length of photons
within the detector head (i.e. each module is essentially equivalent to the one studied). If the
heads’ size were on the order of the scattering length, many of the system symmetries described in
Section 8.5.1 would not be applicable, and the LOR efficiency would have block profile factors. This
configuration would couple the density of lines of response image and the weighting factors in that
relatively small changes in system configuration would significantly change both weighting factors
and the density of lines of response image.



317

Figure 8.4: The central axial slice through the small animal density of line of response
image.

8.5 Component Estimation Techniques

The ultimate goal of this study is to obtain the efficiency for every LOR in the

system. Fortunately, by looking at the way in which the system is constructed, in-

herent symmetries emerge, which become useful to reduce the amount of information

that must be gathered. System construction, how the weights were applied to data,

component gathering strategies, and results are all described in this section.
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8.5.1 System Modeling

Figure 8.5: Left: Screenshot of the system during GATE simulation showing the 8
cm x 8 cm x 8 cm field of view. Right: Axial cross-section of the system showing
crystal placement and distance between crystal arrays. Crystals are outlined in green,
PSAPDs are outlined in yellow.

The Monte Carlo package GATE (GEANT4) was used to generate the data re-

ported in these studies. The imaging system simulated is a box-shaped small animal

PET system constructed of thin (∼300 µm) position-sensitive avalanche photodiodes

(PSAPDs) coupled to 1 mm x 1 mm x 3 mm Lutetium Oxyorthosilicate (LSO) scintil-

lation crystals forming an 8 x 3 array, which gave a crystal volume of 8 mm x 9 mm x 1

mm coupled to each photodetector. Due to this construction, the system had ∼1mm

trans-axial, 1.3 mm axial and 3 mm depth of interaction positioning capability (see

Figure 8.6). Variation of intrinsic efficiency due to factors such as photodetector gain

and crystal light output in the detector pairs were not modeled in the Monte Carlo
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Figure 8.6: A PSAPD module with one photodetector coupled to an 8 x 3 array of
crystal. The modeled system comprised modules with both PSAPDs, each with a
coupled 8 x 3 array.

except on an individual detector basis using an blurred energy resolution. Therefore,

all intrinsic efficiencies were set to one and the normalization coefficient from equation

8.2 reduces to the following cross- and geometric factors:

NC−1
ij = (grad)ij · (gax)ij · (gint)ij · ddij (8.3)

where ”rad” is radial, ”ax” is axial, ”int” is interference, i and j are detectors in

LORij, and dd is the (xi,yi,zi) to (xj ,yj,zj) distance factor.

A module was made up of two PSAPDs lying flat on a single thin readout circuit

and were oriented so that they were adjacent to each other in the depth of interaction

(DOI) direction (see Chapter 5). The system comprised modules stacked together in

the transaxial and axial direction to form the system. A picture of an axial cross-

section of the system can be seen on the right side of Figure 8.5, and the whole system

can be viewed on the left side of Figure 8.5.
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A single module in a section of detectors from the system was probed with single

photons. Symmetry was then used to deduce the factors for each detection element

over the whole system (see Section 8.5.1). Interaction events were generated in the

detector section using a thin pencil beam of single photons which irradiated the

detector element for a constant time (20 msec), at a constant activity (10 µCi), in

the full range of angles possible, and at a distance of 10 cm from the center of each

crystal investigated. Figure 8.7 shows the locations of the pencil beam.

Figure 8.7: Locations of the point source used to acquire data to estimate the effi-
ciency components.

Symmetries

Because of the high fraction of events involving inter-crystal scattering and its sub-

sequent affect on both positioning [53] and sensitivity [52] of this system, a block was
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Figure 8.8: An illustration of a section of the system that was modeled. Green lines:
outline of the LSO crystals, yellow lines: outline of the PSAPDs, and yellow photon
for reference of direction of incident photons.

constructed of multiple modules so that the module being evaluated was surrounded.

This construction gave a block size of 2.2 cm in the depth of interaction direction,

5.5 cm in the transaxial direction and 1.6 cm in the axial direction (Figure 8.8). By

symmetry then, the module inside the block represented nearly all modules in the

system (barring edge effects) and factors calculated for this module were applied to

any subsequent modules so constructed.

Line of Response

The line of response for a particular event was determined during acquisition of the

data by the two positioned interactions. Interactions were positioned in the manner

described in Chapter 6. An energy filter of 24% around 511 keV, a coincidence time

filter of 4ns, multiple position filters that required events produced an LOR that

traversed the FOV and the composite interactions passed through the cluster filter
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(see cluster construction in Chapter 7) were used as selection criteria for usable events.

Events with only a pair of usable singles were used to determine useful events. Events

with one, three or more usable singles were discarded. For each single in the pair, the

theta and phi angles were calculated using the line formed by the LOR constructed

from the pair, measured with respect to the face of the system closest to the center

of the field of view (see Figure 8.7).

8.5.2 Depth of Interaction

Re-binning for System Space Reduction

With depth of interaction measurement capability, the number of lines of re-

sponse can require overwhelming amounts of memory and computational resources.

For instance, the number of independent LORs in the small animal imaging system

investigated here is estimated in equation 8.4. In this estimation, each detector in

each head can form a line of response with any other detector in another head (leading

to the squared term).

LORs =
3

4
· 1

2
· (Nheads) · (Nheads − 1) · (NmDOI · NmAX · NmTRAX · Ncrys)

2 (8.4)

where Nheads, NmDOI, NmAX, NmTRAX, and Ncrys are the number of detector heads;

number of modules in the DOI, axial and transaxial directions within each detector

head; and the number of detector elements within a module, respectively. The 3
4
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factor comes from the fact that not all of the possible LORs traverse the imaging

volume due to the overlap nature of the system configuration. The sub-elements of

the small animal box-shaped system are shown in Table 8.1.

Table 8.1: The number of elements contributing to the number of possible LORs.
From equation 8.4, the total number of possible LORs is 3 billion.

SubUnit Name Quantity
Heads 4

DOI modules 2
Axial modules 62

Trans-axial modules 9
Crystals in a module 24

Figure 8.9: Illustration of depth of interaction re-binning. Red line: actual LOR
reported by the detectors, purple line: binned LOR to crystal, black line: re-binned
DOI LOR

From equation 8.4 and Table 8.1 there are nearly 3 billion LORs in this box-

shaped PET system configuration under study. To reduce matrix sizes involved in

normalization and reconstruction, LORs involving crystal layers beyond those closest

to the center of the detector system can be re-binned to detectors nearest to the field

of view (FOV). Figure 8.9 shows this concept: the red line represents the LOR from
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the actual interaction position, the purple line shows the binned LOR, and the black

line represents the LOR resulting from re-binning to the front crystals. Re-binning

the data adds counts, or efficiency to the LOR to which the data has been binned.

The per detector NC can then be written as:

NCi =
1

ǫi · gi +
n
∑

k=1

ǫk · gkαik

(8.5)

where α = 1, 0 or -1. The α coefficient is 1 if the LOR is re-binned to LOR ij and

0 if there is no correlation between Di and Dk. This method can also compensate for

binning errors made during the LOR calculation for the acquired data by increasing

(α = 1) or decreasing (α = -1) the normalization coefficient. This method may

also be useful during reconstruction if lines of response were grouped for decreasing

computation time at the expense of detector resolution.

List-Mode Considerations

A reduction in system space does come at a cost. The precision loss and bias

due to binning a LOR to another bin can manifest itself in the reconstructed image.

Another consideration is the number of lines of response in the reduced space with

respect to the number of counts that are gathered in the study. Most of the studies in

this chapter acquired on the order of 100 million counts. If the number of counts were

less than the number of lines of response in system space, the system matrix would
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be larger than the list mode representation of the data. Ultimately, because the goal

for the imaging system described in this study is to resolve image features of 1mm3 or

less volume, data was reconstructed in this study using in list-mode (not binned to a

sinogram) to retain as much accuracy as the system would afford. Reconstruction was

performed using the ordered subset expectation maximization algorithm (OSEM).

8.5.3 Detector Element Efficiencies

Figure 8.10: Sensitivity of each of the 12 crystals per PSAPD photodetector (12 in the
front PSAPD, 12 in the back PSAPD) for a source irradiating each crystal edge-on
from a distance of 10 cm. The lines numbered 1-6 in the legend signify the column
of the crystal (three columns per array).

Detector element locations were defined as the crystal bin locations (the centers

of the crystal). Each crystal array was assembled from 24 individual crystals, forming

an 8 x 3 array, as pictured in Figure 3.5. Another symmetry that was exploited was

the xz-plane mirror symmetry along the center of the module. This means that the
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number of detector element efficiencies that must be measured is cut in half. Shown

in Figure 8.10 are the block interference counts (proportional to the inverse of the

efficiency factors), which were gathered using a distance of 10 cm from the source to

the center of each crystal.

Figure 8.11: Fraction of the events having the indicated number of interactions for
each crystal in the module. Crystals 1-4 were in the column nearest to the center of
the system, 5-8 were the next columns in the depth of interaction direction, etc. Due
to symmetry, only half of the crystals rows needed to be studied.

Having collected data for each crystal, the relationship between crystal location,

and fractional number of interactions that went into producing those counts, can be

seen in Figure 8.11. The general trend was that crystals near the front of the module

had, in general, a lower number of interactions which produced a usable single. This

is due to the penetrating nature of annihilation photons and their tendency to scatter

into directions which were close to their initial trajectory. This causes a maximal
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probability of deposition location offset from the front face of the detector system. On

average, the fractional number of interactions agreed with data acquired throughout

the detection space of a complete system.

Fits were made for the theta (radial), phi (axial) and module position (inter-

ference) dependence on sensitivity and their corresponding weights were generated

to produce pre-corrected data for the list-mode reconstruction algorithm. Detector

element position dependent results are shown in Figure 8.11.

(a) phi dependent efficiency factor (b) theta dependent efficiency factor

Figure 8.12: Theta (radial) and phi (axial) efficiency factors for the range of LOR
angles possible in the system.

The phi efficiency factor was fit to a polynomial equation and was scaled by

the sensitivty measurement shown in Figure 8.10. The theta efficiency factor was

relatively flat compared to other factors, and was approximated to one for all theta.

In order to form the total normalization efficiency factor given in equation 8.3,
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the axial and interference factors were calculated for each single in the coincidence

pair separately. The factors were able to be calculated independently by using the

resultant angle, formed by the line of response between the two coincident singles,

with respect to the front face of the detector in which each single interacted. The

individual interference factors were calculated by radiating each crystal in the module

and applied using a look up table formed from the data displayed in Figure 8.11. The

interference efficiency factors are also shown in Table 8.2.

Table 8.2: Interference efficiency factors for each crystal in a module.

Row Col 1 Col 2 Col 3 Col 4 Col 5 Col 6
1 114.1 116.1 105.3 77.5 69.5 57.8
2 114.2 124.1 106.9 81.3 74.3 59.0
3 121.2 125.8 109.9 81.0 73.4 60.1
4 119.8 123.7 109.5 83.3 70.8 57.2
5 119.8 123.7 109.5 83.3 70.8 57.2
6 121.2 125.8 109.9 81.0 73.4 60.1
7 114.2 124.1 106.9 81.3 74.3 59.0
8 114.1 116.1 105.3 77.5 69.5 57.8

The axial factor was calculated using an equation, fit to the data shown in Figure

8.12, using the LOR-calculated incident angle for the input angle φ (in radians). The

equation for the axial efficiency factor is shown in equation 8.6.

(gax)i = e0.0188·φ + 16.35 (8.6)

The distance factor was calculated knowing the position of the coincident singles

and calculating the Cartesian distance between them (d), using an equation fit to the
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data (see equation 8.7).

ddij = 8464 · (d)−2.382 + 0.0235 (8.7)

All factors were then multiplied to form the total normalization efficiency factor.

8.6 Validation Methods

8.6.1 Uniformity

NEMA Definition

Non-uniformity (U), as defined by the National Electrical Manufacturers Associ-

ation (NEMA), is calculated in the following manner [11, 39,47]:

U =
Nmax − Nmin

Nmax + Nmin
∗ 100% (8.8)

where Nmax and Nmin are the maximum and minimum pixel count value. The re-

gion in which this calculation is made breaks down non-uniformity into two categories:

(1) integral non-uniformity (IU) which is measured over the whole of the 3D image

and (2) differential non-uniformity (DU) which is measured in a region of interest

(ROI) in one slice of the image. One can think of the results of these calculations as a

measurement of (1) system-wide non-uniformity and (2) local non-unformity, respec-

tively. Some authors prefer to perform smoothing on images before these calculations
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are made, but the raw images were used for non-uniformity calculations in studies in

this document.

8.6.2 Coefficient of Variation

Another test was used to determine the non-uniformity of reconstructed pixel

values, the coefficient of variation (CV), which is a measure of the dispersion of

counts in a region of interest, normalized by the mean of the counts (µ) [11, 39, 47]:

CV =
σ

µ
(8.9)

where the variation measure, σ, is the standard deviation. µ, σ and the counts

themselves, in any region of interest, are all positive numbers. A strictly positive CV

value insures that relative standard deviation (RSD) can then be defined as:

RSD = CV · 100% (8.10)

RSD was reported for each study in the useful field of view as well as regions of

interest.

8.6.3 Visual Inspection

As the eye is a sensitive instrument to features and patterns in images, qualitative

comparison of normalized versus un-normalized data can also be made by looking
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at 2D slices through the 3D volume. Un-normalized and normalized images recon-

structed from data gathered the from same phantom in a warm or cold background

was used for inspection.

8.7 Results: Reconstructed Images for a Box-Shaped

Small Animal Imager

In order to understand the effects of applying the calculated component based

normalization efficiency factors to the lines of response gathered by the detection

system, events were reconstructed both using the normalization factor defined in

previous sections, these images will be called normalized, as well as using an efficiency

weight of one, where the images are labelled un-normalized.

To calculate non-uniformity and coefficient of variation validation measurements

for both normalized and un-normalized images resulting from the small animal imager

shown in Figure 8.5, two phantoms were used. The first phantom consisted of a

uniformly filled cylinder, the size of a rat truncated in length, with a plane of spheres

at the center axial plane. The cylinder was 6 cm long, 5 cm in diameter and filled

with water and 400 µCi of activity. Because the center axial planes contain spheres

with 10:1 sphere:background concentration ratio, planes containing any portion of

spheres were removed from calculation (see Figure 8.13). Nearly 10 billion counts

were acquired for this phantom, making it a high counting statistics data set.
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Figure 8.13: The high-count phantom used in the small animal imager uniformity
studies. The dark blue dots show the cross section of the spheres through their
centers, and the thick dark blue line on the circumference shows the extent of the
cylinder. The light blue color represents the background where the activity density
was 1/10th of the activity of the dark blue spheres. The light grey dotted lines are
there simply to provide a visual border for different regions of sphere sizes, it does
not represent any physical attribute of the phantom.

To observe the effect of counting statistics on the quantitative results, a lower

counting statistics study was also studied. This lower counting statistics study utilized

the 3:1 contrast ratio phantom, for which 50 million counts were gathered. This

phantom consisted of a uniformly filled cylinder, the size of a large truncated rat,

with a thin rod containing three times the activity at the center axial plane (see

Figure 8.15). The cylinder was 6 cm long, 7 cm in diameter and filled with water and

400 µCi of activity.

The data gathered were filtered with a 24% energy window around 511 keV and a

4ns coincidence time window. Images were reconstructed with list-mode OSEM using
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Figure 8.14: High count phantom: the four local ROIs used to evalute non-uniformity
in normalized and un-normalized reconstructed images.

1 iteration and 22 subsets for the high count phantom, and 16 subsets for the low

count phantom. Reconstructed images had 152 x 152 x 156 pixels, or were 0.5mm

in size, which filled the entire interior volume of the box detector system. All image

slices shown were made in the yz-plane.

Four local regions of interest were chosen to investigate non-uniformity and relative

standard deviation of images in different subsections of the image. For the high count

statistics phantom, these four regions, are depicted in Figure 8.14. A fifth region of

interest, the field of view, was chosen to be a circle with radius 2.1 cm, positioned

at the center of each axial slice. Error was estimated for uniformity and relative
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Figure 8.15: An illustration of the phantom used in the contrast-only studies. The
dark blue inner rod was studied with 3 times the activity concentration with respect
to the light blue surrounding cylinder.

standard deviation in each ROI using propagation of error and an equivalency of

spatial ensemble variation with temporal (trial) ensemble variation.

The low count statistics phantom also had 4 local and one field of view regions of

interest. Three of four local ROIs are depicted in Figure 8.16. The first local ROI was

circular, with a radius of 4mm, positioned over the center of the image. This central

local ROI was the region which coincided with the cross-section of the hot rod which

went through the center of the warm cylinder. The fifth FOV ROI was chosen to be

an annulus with an inner radius of 0.8 cm and an outer radius of 2.8 cm, located at

the center of each axial slice.
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Figure 8.16: Low count phantom: shown are the three square-shaped local ROIs used
to evalute non-uniformity in normalized and un-normalized reconstructed images.
The fourth local ROI was a 0.8 cm diameter circle located at the center of the image,
containing the high activity concentration region.

8.7.1 Uniformity

Local Regions of Interest - High Count Statistics

Non-uniformity results for both un-normalized and normalized (Figure 8.17) cases

for local regions of interest are calculated for each axial slice through the phantom.

The count-independence of this result will be investigated further in Section 8.7.1,

after all of the non-unformity data for this phantom have been presented.

Non-uniformity for each plane decreased when using the normalization algorithm,
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Figure 8.17: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the four regions of interest in the high-count statistics
phantom depicted in Figure 8.14. Measurements for each plane are shown.

for most of the regions of interest. As a summary of the data, the mean of each

region of interest, averaged over the planes, is shown in Table 8.3. The general trend

of non-uniformity results versus plane number followed the sensitivity trend in image

space, i.e., as the axial plane moved away from the center of the system, the sensitivity

decreased and non-uniformity increased. This increase in variation is in part due to

the amplification of noise from using a non-uniform density of lines of response prior

image during reconstruction.
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Non-uniformity in the axial direction in ROI 1 (Figure 8.14) was also investigated.

Non-uniformity decreased from 88.1% to 84.3%, an improvement of 4.3%.

Field of View Region of Interest - High Count Statistics

Table 8.3: Mean and standard deviation (StDev) of the percent non-uniformity (U)
for five regions of interest in the high-count statistics phantom (four local and the
FOV), for both normalized (Norm) and un-normalized (UN) reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
U UN Mean [%] 60.7 54.1 50.0 52.4 63.1
U UN StDev [%] 5.4 5.7 6.7 6.2 5.8

U Norm Mean [%] 56.0 56.1 47.7 47.1 59.9
U Norm StDev [%] 6.3 6.3 7.2 7.2 6.7

Non-uniformity results for both un-normalized and normalized (Figure 8.18) cases

for the field of view were calculated for each axial slice through the phantom.

Table 8.3 shows that non-uniformity decreased by 4.7% in the ROIs, and decreased

by 4.9% in the FOV. Variation in non-uniformity over the planes increased by 12.5% in

the ROIs, and 26.4% in the FOV, though the statistical maximum value of normalized

non-uniformity is less than un-normalized non-uniformity.

To simulate a higher count image, three scenarios were investigated: summing (1)

two, (2) five, (3) ten, (4) fifteen, (5) half of all, and (6) all of the planes together

throughout the FOV. Then mean non-uniformity, averaging over summed planes, is

shown in Figure 8.19. For comparison, data included in Table 8.3 for the single plane

case are also shown.

It is clear from these data that counting statistics were playing a role in the
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Figure 8.18: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the field of view in the high-count statistics phantom.
Measurements for each plane are shown.

number reported by the non-uniformity calculation. Non-uniformity in the planes

continued to decrease until half of the planes were used for a single image, when non-

uniformity in each ROI was ∼0.5% different than summing all of the planes. This

finding suggests that to reduce the effect of counts in the non-uniformity calculation,

all other parameters being equal, gathering on the order of 15 times the number of

counts produces an image with non-uniformity within 10% of the count-independent

value. This comparison was also made for relative standard devation measurements,
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Figure 8.19: Normalized reconstructed image non-uniformity measurements for four
regions of interest in the high-count statistics phantom depicted in Figure 8.16 and
the FOV ROI, called ROI 5. Shown in the legend is the number of planes summed
together to form the image on which calculations were performed.

and is reported with the relative standard deviation results.
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Local Regions of Interest - Low Count Statistics

Figure 8.20: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the four regions of interest in the low-count statistics
phantom depicted in Figure 8.16. Measurements from all planes are shown.

Looking now at the low count statistics results for both un-normalized and normal-

ized reconstructed images, non-uniformity measurements are shown in Figure 8.20 for

local regions of interest, for each axial slice through the phantom. Non-uniformity for

each plane increased when using the normalization algorithm for most of the regions

of interest. As a summary of the data, the mean of each region of interest, averaged
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over the planes, is shown in Table 8.4. The general trend of the non-uniformity results

versus plane number, as with the high count phantom, followed the sensitivity trend

in image space. As mentioned in the previous section, there was an added component

of noise from using a non-uniform density of lines of response efficiency image during

reconstruction.

Field of View Region of Interest - Low Count Statistics

Figure 8.21: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the field of view of the low-count statistics phantom.
Measurements for each plane are shown.
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The general trend across the axial planes was similar to the results obtained in

the high count statistics case - non-uniformity for both normalized and un-normalized

images was the largest at the edges of the system and decreased uniformly towards the

center of the system, where the density of lines of lines of response was the greatest.

Table 8.4: Mean and standard deviation (StDev) of the percent non-uniformity (U)
for five regions of interest in the low-count statistics phantom (four local and the
FOV), for both normalized (Norm) and un-normalized (UN) reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
U UN Mean [%] 77.1 83.1 84.1 84.0 91.9
U UN StDev [%] 7.6 5.8 5.8 5.7 3.6

U Norm Mean [%] 81.0 87.0 89.3 88.2 94.0
U Norm StDev [%] 7.1 5.5 4.2 4.7 3.0

Table 8.4 shows that non-uniformity increased by 5.2% in the ROIs, and increased

by 2.3% in the FOV. Variation in non-uniformity over the planes increased by 13.7%

in the ROIs, and 16.7% in the FOV.

The result in the low statistics scenario suggested that the normalization algo-

rithm increased rather than decreased non-uniformity in reconstructed images. To

the eye, however, the images looked more uniform in the normalized case versus un-

normalized, barring high frequency variations in pixel values due to low counts. The

plane at the axial center of the system for both un-normalized (Figure 8.22a) and

normalized (Figure 8.22b) reconstructions are shown for illustration.

To simulate many more counts, all image planes were summed together and the

same equations were applied to the single resultant plane. Table 8.5 shows the results
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(a) Un-normalized (b) Normalized

Figure 8.22: Reconstruction of center axial plane for un-normalized and normalized
data gathered using the low-count statistics phantom.

of the measurements for each region.

Table 8.5: Non-uniformity for five regions of interest in the low-count statistics phan-
tom (four local and the FOV), for both normalized (Norm) and un-normalized (UN)
plane-wise summed reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
U UN Mean [%] 28.5 28.9 26.1 29.2 40.7

U Norm Mean [%] 23.3 23.4 30.1 25.7 35.9

For the plane summed images, non-unformity decreased by 9.1% in the ROIs

and by 11.8% in the FOV. The observable differences in Figures 8.22a and 8.22b,

coupled with the calculations for the plane-wise summed images, show a reversal of

trends when more counts were added to the pixels (i.e. non-uniformity decreased in

normalized reconstructed images).
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8.7.2 Coefficient of Variation

The same regions of interest, as shown in Figure 8.14 were used to compute relative

standard deviation (equation 8.10).

Local Regions of Interest - High Count Statistics

Figure 8.23: Normalized (blue) and un-normalized (red) reconstructed image relative
standard deviation measurements for the local regions of interest in the high-count
statistics phantom. Measurements from all planes are shown.

Relative standard deviation results for both un-normalized and normalized (Figure

8.23) cases for local regions of interest were calculated for each axial slice through the



345

phantom. The blue markers represent the standard non-uniformity measure and red

markers represent those accounting for counting statistics. RSD count-independence

result will be investigated further in Section 8.7.2, after all of relative standard devi-

ation data for this phantom have been presented.

Relative standard deviation, as with non-uniformity, for each plane decreased

when using the normalization algorithm for ROIs 1-3. No clear trend was seen in

ROI 4, as the planes were traversed. As a summary of the data, the mean of each

region of interest, averaged over the planes, is shown in Table 8.6. The general trend

of RSD results versus plane number followed the sensitivity trend in image space as

well, i.e., as the axial plane moved away from the center of the system, sensitivity

decreased and RSD increased. This increase in variation, again, is in part due to the

amplification of noise from using a non-uniform density of lines of response sensitivity

image during reconstruction.

Field of View Region of Interest - High Count Statistics

Table 8.6: Mean and standard deviation (StDev) of relative standard deviation for
five regions of interest (four local and the FOV), for both normalized (Norm) and
un-normalized (UN) reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
RSD UN Mean [%] 22.8 20.2 19.4 23.2 21.5
RSD UN StDev [%] 2.2 2.0 2.4 3.4 2.1

RSD Norm Mean [%] 20.2 20.5 18.1 20.6 19.4
RSD Norm StDev [%] 2.7 2.6 3.1 3.6 2.7

Relative standard deviation results for both un-normalized and normalized (Fig-
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Figure 8.24: Normalized (blue) and un-normalized (red) reconstructed image relative
standard deviation measurements for the field of view in the high-count statistics
phantom. Measurements from all planes are shown.

ure 8.24) cases were calculated for the field of view for each axial slice through the

phantom. Table 8.3 shows that relative standard deviation decreased by 7.4% in the

ROIs, and decreased by 9.8% in the FOV. Variation in RSD over the planes increased

by 16.7% in the ROIs, and 22.2% in the FOV, though the statistical max value of the

normalized RSD is less than un-normalized RSD.

To simulate a higher count image, three scenarios were investigated: summing (1)

two, (2) five, (3) ten, (4) fifteen, (5) half of all, and (6) all of the planes together
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throughout the FOV. Then the mean relative standard deviation, averaging over the

new summed planes in each case, is shown in Figure 8.25. For comparison, the data

included in Table 8.6 for the single plane case is also shown.

Figure 8.25: Normalized reconstructed image relative standard deviation measure-
ments for the four regions of interest in the low-count statistics phantom depicted in
Figure 8.16 and the FOV ROI, called ROI 5. Shown in the legend is the number of
planes summed together to form the image on which the calculations were performed.

It is clear from these data that counting statistics are playing a role in the number

reported by the relative standard deviation calculation. The RSD in the planes

continue to decrease until half of the planes are used for a single image, when RSD

in each ROI is ∼1% different than summing all of the planes. This seems to suggest

that to reduce the effect of counts in relative standard deviation calculation, all other
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parameters being equal, gathering on the order of 10 times the number of counts

produce an image with RSD within 10% of the count independent value.

Local Regions of Interest - Low Count Statistics

Figure 8.26: Normalized (blue) and un-normalized (red) reconstructed image relative
standard deviation measurements for the location regions of interest in the low-count
statistics phantom. Measurements from all planes are shown.

The low count statistics results for both un-normalized and normalized (Figure

8.26) cases are shown for local regions of interest, for each axial slice through the

phantom. Relative standard deviation for each plane increased when using the nor-

malization algorithm, for most of the regions of interest. As a summary of the data,
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the mean of each region of interest, averaged over the planes, is shown in Table

8.4. The general trend of RSD results versus plane number, as with the high count

phantom, follows the sensitivity trend in image space.

Field of View Region of Interest - Low Count Statistics

Figure 8.27: Normalized (blue) and un-normalized (red) reconstructed image relative
standard deviation measurements for the field of view of the low-count statistics
phantom. Measurements from all planes are shown.

Table 8.7 shows that relative standard deviation increased by 5.2% in the ROIs,

and increased by 2.3% in the FOV. variation in RSD over the planes increased by
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Table 8.7: Mean and standard deviation (StDev) of relative standard deviation for
five regions of interest (four local and the FOV), for both normalized (Norm) and
un-normalized (UN) reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
RSD UN Mean [%] 39.4 46.8 47.1 47.0 47.8
RSD UN StDev [%] 8.0 9.6 8.0 8.9 9.6

RSD Norm Mean [%] 43.3 52.6 55.7 53.6 55.3
RSD Norm StDev [%] 9.6 11.2 10.0 10.7 10.8

13.7% in the ROIs, and 16.7% in the FOV.

The result in the low statistics scenario for relative standard deviation calculation

also suggested that the normalization algorithm actually increased RSD in recon-

structed images. Being that uniformity in the images looked better for normalized

images versus un-normalized, a similar high-count simulation study was performed.

Table 8.8: Relative standard deviation for five regions of interest in the low-count
statistics phantom (four local and the FOV), for both normalized (Norm) and un-
normalized (UN) plane-wise summed reconstructed images.

Value Region 1 Region 2 Region 3 Region 4 FOV
RSD UN Mean [%] 12.0 12.2 9.7 9.9 11.5

RSD Norm Mean [%] 9.1 10.3 10.0 9.0 9.9

To simulate many more counts, all of the image planes were summed together

and the same equations were applied to the single resultant plane. Table 8.8 shows

the results for the corrected and standard RSD calculations. These data now show

what we would expect from looking at Figure 8.22, that the coefficient of variation

decreased using the developed normalization method by 12.3% in the ROIs and 13.9%

in the FOV.
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8.7.3 Visual Inspection - Reconstructed Images

To visualize the effect of the normalization algorithm, a three dimensional res-

olution phantom was used, consisting of three axial planes of sources. Each plane

consists of spheres separated by twice their diameter. The diameter of the spheres

for each quadrant are 1, 1.25, 1.5, 1.75 mm. The total activity in the phantom was

10 µCi, distributed between the three planes of spheres (in a cold background), with

constant concentration for all spheres. The list-mode OS-EM algorithm was used

with 1 iteration and 16 subsets. For the sphere phantom images, a 1 mm voxel size

was chosen.

Un-normalized and normalized reconstructed images for the three planes with

sources are shown in Figures 8.28-8.30. In the raw reconstructed images, the effect

of the proximal detectors in the corners of the system produced hot reconstructed

spheres as well as inter-sphere background. The inter-crystal gaps in the system

contributed to the depression of the uncorrected spheres in the center of the system.

After application of the normalization weights to the events, a more uniform and

streak-free image was produced.
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(a) UNorm: center (b) Norm: center

Figure 8.28: Left: raw, right: normalized reconstructed images.
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(a) UNorm: 1.5 cm (b) Norm: 1.5 cm

Figure 8.29: Left: raw, right: normalized reconstructed images.
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(a) UNorm: 3.0 cm (b) Norm: 3.0 cm

Figure 8.30: Left: raw, right: normalized reconstructed images.
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8.8 Results: Reconstructed Images for a Dual-Panel

Breast Imager

Figure 8.31: An illustration of the dual panel breast imaging system.

The normalization algorithm’s ability to correct data acquired from a similar

system in a different configuration was evaluted. Images were reconstructed with

and without normalization, acquired using a dedicated breast imager with two flat

panel detection heads. The system panels were constructed of modules identical to

the small animal imaging system, but the most noteworthy differences in system space

was the slightly larger field of view (15 cm x 10 cm x 4 cm for the breast imager,

versus 8 cm x 8 cm x 8 cm for the small animal imager), and the increased sampling
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non-uniformities in the inter-panel dimension created by the removal of transaxial

detectors, and subsequent lowering of 4π coverage. The removal of detectors was

to afford versatility in imaging with different inter-panel distances and to create a

configuration intended to image axial nodes as well as breast tissue.

The panels used for this study were 10 cm x 15 cm in the transaxial (y) and axial

(z) dimensions respectively, 2 cm deep in the depth of interaction (x) direction (see

Figure 8.31). The way in which the modules were layered to construct the system is

described in Table 8.9.

Table 8.9: Quantitation of the number of elements contributing to the number of
possible LORs in the dual-panel dedicated breast imaging system.

SubUnit Name Quantity
Heads 2

DOI modules (x) 2
Axial modules (z) 77

Trans-axial modules (y) 14
Crystals in a module 24

Data were acquired when the panels were seperated by 4 cm in the x-direction,

gathering 96 million counts over 23 minutes, with a total activity in the FOV being

200 uCi. The data gathered were filtered, as with the small animal imaging system,

with a 24% energy window around 511 keV and a 4ns coincidence time window.

Images were reconstructed with the same list-mode OSEM algorithm as the small

animal imaging system data, using 1 iteration and 14 subsets. Reconstructed images

had 80 x 300 x 200 pixels, or were 0.5mm in size, which filled the entirety of the
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volume between the two panels. All image slices shown were made in the yz-plane.

8.8.1 Uniformity

Four local regions of interest were chosen to investigate the uniformity of images

in portions of the image (see Figure 8.32). A fifth region of interest, the field of view,

was chosen to be a 8 cm x 13 cm rectangle, centered at the center of each axial slice.

Figure 8.32: Four local ROIs used to evalute non-uniformity in normalized and un-
normalized reconstructed images in the dedicated breast imager.

Local Regions of Interest

Non-uniformity results for both un-normalized and normalized (Figure 8.33) cases

for local regions of interest were calculated for each axial slice through the phantom.

Non-uniformity for each plane decreased when using the normalization algorithm, for
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Figure 8.33: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the four 30 x 30 regions of interest in the dedicated
breast imaging system depicted in Figure 8.32. Measurements from all planes are
shown.

most of the regions of interest. As a summary of the data, the mean of each region

of interest, averaged over the planes, is shown in Table 8.10. The general trend of

non-uniformity results versus plane number had a different shape than the one seen

for the small animal imager. This trend will be discussed in the next section.
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Figure 8.34: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the center 8 cm x 13 cm field of view of the dedicated
breast imaging system. Measurements from all planes are shown.

Field of View Region of Interest

Non-uniformity results for both un-normalized and normalized (Figure 8.34) cases

for the field of view were calculated for each axial slice through the phantom. The

normalization algorithm decreased non-uniformity across most regions of interest,

particularly at the center of the FOV and the whole FOV (see Table 8.10). The

most marked improvement was in the variation across the axial planes in all regions
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Table 8.10: Mean and standard deviation (StDev) of the percent non-uniformity (U)
for five regions of interest (four local and the FOV), for both normalized (Norm) and
un-normalized (UN) reconstructed images for the dedicated breast imager.

Value Region 1 Region 2 Region 3 Region 4 FOV
U UN Mean [%] 41.1 45.3 43.1 60.2 81.8
U UN StDev [%] 9.7 9.8 11.0 12.0 11.7

U Norm Mean [%] 36.2 42.4 44.9 59.5 76.0
U Norm StDev [%] 4.5 5.5 4.7 5.8 5.3

of interest. The normalization algorithm decreased non-uniformity by 3.5% in the

ROIs, and by 7.1% in the FOV. Variation in non-uniformity across planes decreased

by 51.8% in the ROIs, and 54.7% in the FOV, using the normalization algorithm.

The trend in the local and FOV ROIs for un-normalized data was that the vari-

ation in counts went through a local maximum at the center of the system. This

trend was likely due to the same phenomenon as the depression of counts in the cen-

ter of the reconstruted images for the small animal system: the orientation of the

detectors produces a gap of about 25% of the cross-section for direct plane LORs; i.e.

the LORs, if in vector form, which have only an x-component (see Figure 8.7). The

only lines of response traversing this region of the image are longer than the direct

plane LORs. These oblique lines of response in the un-normalized case do not have

a sensitivity-compensated weight applied to them. Therefore, although many lines

are traversing the region, without normalization, the counts are spread out over more

pixels, creating a dip.
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8.8.2 Coefficient of Variation

The same regions of interest, as shown in Figure 8.32 are used here to compute

relative standard deviation (equation 8.10).

Local Regions of Interest

Figure 8.35: Normalized (blue) and un-normalized (red) reconstructed image relative
standard deviation measurements for the four 30 x 30 regions of interest in the dedi-
cated breast imaging system depicted in Figure 8.32. Measurements from all planes
are shown.

Relative standard deviation results for both un-normalized and normalized (Figure
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8.35) cases for local regions of interest were calculated for each axial slice through

the phantom. Relative standard deviation for each plane decreased when using the

normalization algorithm, for most of the regions of interest. As a summary of the

data, the mean of each region of interest, averaged over the planes, is shown in Table

8.11. The general trend of non-uniformity results versus plane number had a different

shape than the one seen for the small animal imager, and similar to non-uniformity

calculations. This trend was discussed in Section 8.8.1.

Field of View Region of Interest

Table 8.11: Mean and standard deviation (StDev) of relative standard deviation
(RSD) for five regions of interest (four local and the FOV), for both normalized
(Norm) and un-normalized (UN) reconstructed images for the dedicated breast
imager.

Value Region 1 Region 2 Region 3 Region 4 FOV
RSD UN Mean [%] 15.5 17.4 16.6 26.2 40.9
RSD UN StDev [%] 4.6 4.4 7.1 9.6 19.9

RSD Norm Mean [%] 12.5 15.3 15.6 22.2 24.0
RSD Norm StDev [%] 1.5 2.6 1.5 2.1 2.2

Relative standard deviation results for both un-normalized and normalized (Fig-

ure 8.36) cases for the field of view were calculated for each axial slice through the

phantom. The normalization algorithm decreased relative standard deviation across

most regions of interest, particularly at the center of the FOV and the whole FOV

(see Table 8.11). The normalization algorithm decreased relative standard deviation

by 13.3% in the ROIs, and decreased RSD by 41.3% in the FOV. Variation in RSD
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Figure 8.36: Normalized (blue) and un-normalized (red) reconstructed image non-
uniformity measurements for the center 8 cm x 13 cm field of view in the dedicated
breast imaging system. Measurements from all planes are shown.

across planes significantly decreased by 70.0% in the ROIs, and 88.9% in the FOV,

using the normalization algorithm.

8.8.3 Visual Inspection - Reconstructed Images

To visualize the effect of the normalization algorithm, a three dimensional resolu-

tion phantom was used, consisting of three axial planes of sources. Each plane had

a 5 x 5 spheres, at locations described in the caption of Figure 8.37. The radius of



364

(a) UNorm: center (b) Norm: center

(c) UNorm: 0.9 cm (d) Norm: 0.9 cm

(e) UNorm: 1.8 cm (f) Norm: 1.8 cm

Figure 8.37: Reconstructed images for a 5 x 5 sphere phantom with uniform back-
ground, at three planes in the field of view in the dedicated breast imaging system:
(top) at the center of the system, (middle) 0.9 cm away from the center or 1.1 cm from
the edge, (bottom) 1.8 cm away from the center or 0.2 cm from the edge. Shown are
both the Left: un-normalized (Unorm) images and Right: normalized (Norm) images.
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each sphere was 1.25mm, at a 10:1 concentration ration with respect to the uniform

background. The total activity in the phantom was 200 µCi, distributed between the

three planes of spheres and the uniform background. Images were reconstructed with

the same list-mode OSEM algorithm as the small animal imaging system data, using

1 iteration and 14 subsets. Reconstructed images had 80 x 300 x 200 pixels, or were

0.5mm in size, which filled the entirety of the volume between the two panels. All

image slices shown will be made in the yz-plane.

At the very edge of the field of view, low numbers of lines of response created a

prior with a large sensitivity compensation. In the raw reconstructed images, small

fluctuations in counts produced high frequency, high amplitude variations and large

non-uniformity. After application of the normalization weights to the events, a more

uniform and streak-free image was produced.

8.9 Discussion

The efficiency factors determination method developed in this study was quick to

compute and simple to implement. The separable nature of the efficiency components

for component-based normalization method, along with system symmetries, led to

efficiency factor determination with relatively few acquired counts and a relatively

simple source configuration. These efficiency factors were used to calculate a line

of response (LOR) normalization weighting factor on the fly in a line-by-line, or
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list mode, basis. As the systems and source used in these studies are simulated, a

discussion on the means of determining these factors in a constructed system can be

found in Section 8.9.2.

The component based normalization algorithm developed in this work was suc-

cessful at reducing non-uniformities (U) and relative standard deviation (RSD), as

well as their variation across planes for all sufficiently high count studies using dif-

fering system configurations. The line of response density variation and image space

sampling in the two studied systems were vastly different. The ability of the algo-

rithm to achieve higher quantification in both systems demonstrates its versatility

and applicability.

Reconstructed images using the normalization algorithm had fewer streaks and

artefacts. In the low count small animal system study however, the U and RSD

results seemed to defy the general trend in non-uniformity and relative standard

deviation improvement when using the normalization algorithm that were seen in the

other studies. Under further inspection, this discrepancy disappeared when larger

numbers of counts were added to each pixel, and the general trend returned.

Separating the factors of normalization coefficients can be used to accurately

weight each line of response in order to obtain quantitative reconstructed images

and to help illuminate factors affecting design of a detector system.
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8.9.1 Implications of Results

Small Animal System

There was a large effect on sensitivity from axial geometric factors, distance be-

tween detectors, and amount of crystal surrounding a particular crystal in the box-

shaped system. This effect on sensitivity resulted in the raw reconstructed images

having regions of higher than average reconstructed counts in the corner and lower

than average reconstructed counts in the center of the system, as well as small streaks

in regions of high sensitivity due to the repetitive structure of the sphere phantom

and the EM reconstruction algorithm used.

The component-based normalization weight was calculated and added to the

listmode reconstruction algorithm. The list-mode applied weight improved non-

uniformity and relative standard deviation for all sufficiently high count studies. In

both the raw and normalized images shown for visual inspection, the 1mm diameter

spheres in cold background were resolved throughout the relatively large useful field

of view (the spheres extend to within 3mm from the edge of the detector system).

Non-uniformity for normalized images improved by 5 to 10 % on average in regions

of interest and a similar amount in the useful field of view. Variation in non-uniformity

across the planes was improved to a greater degree, by ∼20% on average. The relative

standard deviation also saw a large improvement using the normalization algorithm.

It improved by ∼15% in the ROIs and by ∼20% in the FOV.
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Breast Imaging System

Because the LOR density variation was very high in the dual panel system, the

density of lines of reponse (dLOR) correction added high frequency, high amplitude

noise near edges of the system. The lines of response (LORs) variation, coupled

with geometric sensitivity variations created large scale high count regions of un-

normalized images (in the corners of the central plane, in the center of the off-center

planes). Edge noise was significantly reduced using the normalization algorithm and

the hot regions were nearly removed.

In only normalized images shown for visual inspection, the 1.5mm radius spheres

in warm background were resolved throughout the relatively large useful field of view

(the spheres extend to within 3mm from the edge of the detector system), with the

exception of the last row and column of spheres near the edge in the central plane,

which did not resolve. In un-normalized reconstructed images, uniformity variations

were large enough so that most of the visualized planes had at least one column of

spheres that was difficult to detect.

Non-uniformity for normalized images improved by 4 to 7% on average in regions of

interest and a similar amount in the useful field of view. Variation in non-uniformity

across the planes was improved to a much greater degree, by ∼52% on average.

Relative standard deviation also saw a large improvement using the normalization

algorithm. It improved by ∼13% in the ROIs and by ∼41% in the FOV. variation in
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relative standard deviation was greatly reduced using the normalization algorithm, it

decreased by ∼70% in the ROIs and by ∼89% in the FOV.

The efficiency factors in this system were the same as in the small animal imag-

ing system, but the distance between detector cross-term had a larger range, which

increased the normalization factor range. The large system sampling variations pro-

vided a means to test the bounds of the accuracy of the novel normalization algorithm.

Relatively small miscalculations in weighting factors that may have been masked by

relatively uniform sampling in the small animal system, would have become readily

apparent in the dual panel breast imaging system.

General Technique

The component based normalization method proved to be a useful, versatile, and

efficient means of producing a line of response weighting factor to apply to list mode

data. The difficulty in this method of reconstruction was in calculating the density

of line of response sensitivity image. This difficuly developed due to the method of

positioning utilized in the studies. For singles that contained interactions in more

than one detector, the method of positioning was to use the center of mass of the

positions which made up the single (see Section 7.3 for a more thorough discussion).

The center of mass position was not binned further once the calculation was made.

Therefore, determining a representative subset of all LORs to create the image (as

creating all possible LORs would be prohibitively costly) was difficult. Binning the
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center of massed events to a fine (500 µm) bin size would likely reduce the difficulty

in calculating the dLOR prior image.

8.9.2 Efficiency Determination in a Built System

The geometric factors described and calculated in this work were done using the

Geant4 add-on package Geant4 Application for Emission Tomography (GATE). This

Monte Carlo simulation package has been validated by the high energy physics and

emission tomography community for many constructed systems. Once a system is

constructed, data obtained using this simulation package could provide a basis, essen-

tially an approximate value, for the geometric efficiency factors of the built system.

The components of the system; e.g. the crystal, photodetector, reflector, etc.; are

manufactured to specified dimensions and associated tolerances. A simulation would

aid in finding the geometric factors by modeling the average component dimension,

as this is a good approximation for the modules in the contructed system. These

geometric efficiency factors attained through simulation could then be modified for

each of the constructed system detectors, using data acquired with the built system.

The system acquisition data would account for small, but inevitable, variations in

manufactured module construction. The method in which these factors would be

modified can be done using equipment that currently exists for similar functions.

A quality control scan that is currently performed on positron emission tomogra-
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phy systems is the Geometric Distortion Removal (GDR) scan. This scan is performed

at different intervals (∼daily) using a point source at several locations in the field of

view, inspecting any kind of shift in system position determination. This scan would

be ideal for calculating system-wide deviations from the average geometric detection

efficiency. The point source would produce annihilation events along specific known

lines of response, probing most or all detectors for every point source position. Since

there are three geometric factors for each detector, at least three source locations per

detector would be necessary to separate the deviations in each geometric component.

To account for possible statistical variations, and to ensure accurate fitting, 6 or more

locations would be preferred.

This GDR scan setup is also useful for determining the intrinsic efficiency com-

ponents as well. The geometric efficiencies are scaled by intrinsic detector efficiency

factors. Stored on a per detector basis, the intrinsic efficiencies can be regarded as

a single scaling efficiency, which is not angle dependent. The light output, reflector

reflectivity, quantum efficiency of the photodetector, etc., do not change based on

which line of response produced the event in the detector. If a single is constructed

of interactions in multiple photo-detectors, each of the detector efficiencies would

ideally be used. If the detector system hardware or software construction does not

allow for tracking the detectors involved in a multi-interaction single event, a mean

intrinsic efficiency value based on the probability of detectors invovled can be utilized

instead. This would require per-detector measurements performed on the system
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before assembly as well as modeling for the interaction density around each detector.

The GDR method is nearly identical in execution to methods currently used to

determine component based normalization factors [49]. In the case presented here,

the efficiency factor determination is expedited by simulation, but this need not be

the case. Component based normalization factors can be completely determined using

the method described above (as it is in nearly every system using CBN), though more

point source location acquisitions would be required.

Chapter 8, in part, is a reprint of the material as it appears in Nuclear Sci-

ence Symposium Conference Record, 2005 IEEE Volume 4, October 23 - 29, 2005

Page(s):2108 - 2111, Foudray AMK, Chinn, G, Levin, CS. The dissertation author

was the primary investigator and author of this paper.



Chapter 9

Summary of this Work and Future

Directions

9.1 Knowledge Gained from this Work

The position-sensitive avalanche photodiodes (PSAPDs), used as optical photon

detection devices in conjunction with lutetium oxyorthosilicate (LSO) scintillation

crystals, were characterized for position, energy and timing information as well as op-

erating voltage ranges and gain. In our design, the photodetector had to be very thin

to maintain a high crystal packaging fraction. In order to acheive this, novel packag-

ing components were also determined. A Kapton flex circuit was utilized for high and

low voltage signal extraction and inter-signal passivation, protection from moisture,

power delivery to the PSAPDs, and module orientation flexibility. An aluminum

373
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nitride (AlN) structure was constructed for temperature conduction, structural sup-

port, LSO array positioning and inter-PSAPD electrical passivation (see Figure 9.1).

Cross-talk and individual device characteristics were measured for the modules with

two devices packaged on a single flex circuit. Dual-chip module results showed little

to no signal generation in the un-irradiated bundled PSAPD device when the other

PSAPD was irradiated. The humidity of the environment during the testing of the

devices was shown to be a factor in the operation of the novelly packaged devices.

Figure 9.1: A picture of the novel detector module with LSO arrays removed.

System parameters such as module orientation and configuration were also stud-

ied, revealing high-sensitivity configurations using a smaller volume of detector as

compared to traditional systems. Systematic observations included system construc-

tion rules of thumb such as placement of detector heads with respect to one another

(i.e. local crystal packing density) and its effect on system sensitivity. Energy and

coincidence time windows were determined using standard figures of merit (NEC).

The type of signal acquired by the detector system was also estimated for two types
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of constructed systems: one in a small animal dedicated formation, one in a dedicated

human breast imaging configuration.

System performance was evaluated including achievable detectability, usable field

of view, and system detection sensitivity. Quantitation was addressed by developing

a novel component based normalization algorithm for detectors with direct depth

of interaction measurement and observing its applicability to two different detector

system configurations (small animal and dedicated human breast imaging).

The device (Chapters 3-5) and system (Chapter 6.1) characterization performed

in studies, and the developed algorithms (Chapters 7-8) for the device utilization

contained in this work have been shown to be applicable to different system configu-

rations. The next steps leading to the building and evaluation of systems consisting

of these novel detector modules for dedicated imaging are very exciting and have

already begun. These studies will be discussed in the next section.

9.2 Future System Realization

9.2.1 Quality Assurance Procedures

Systems built from the LSO-PSAPD modules characterized in this work will re-

quire many modules stacked together. Each of the modules must have position iden-

tification, energy resolution, time resolution, gain, and optimal bias voltage charac-

teristics known before complete system operation. Current efforts are being made
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to correlate quickly measureable physical and electronic parameters with the needed

device operational parameters. For instance, positioning capabilities of the devices

have been investigated by using the quickly acquired unbiased corner signal so that

positioning capabilities might be able to be estimated using finite element analysis

[128]. Further parameter estimation, using corner signal acquisition, under no bias

voltage is currently being investigated.

9.2.2 Mechanical Design

The design of the assembly for module incorporation into robust yet separable

groups has already begun. The robustness needs to be in the form of mechanical,

thermal, electrical considerations, as well as ambient radio-frequency, humidity, and

optical isolation. The design must be able to be taken apart so that individual

modules that need to be replaced can be extracted.

9.2.3 Acquisition Design

Electronics

Active work is also underway in terms of an electronics design for the system

[127, 138]. Application specific integrated chips (ASICs) for signal amplification and

shaping in the built system have been tested with individual detector modules [180].

Further work will include final PCB design and connection techniques for power
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delivery and signal acquisition of detectors in the configuration of the final built

system.

Signal Processing

An analog signal multiplexing scheme has been developed to reduce the number

of channels required to be collected by the system, and thus reducing the complexity,

size and cost of the data acquisition system [90]. Further signal processing studies

are currently being performed, such as methods for more accurately determining

interaction time in order to reduce coincidence time jitter [148].

9.3 Future Reconstruction Methodologies

Methods for utilizing multiple interactions in the detector for processing data ac-

quired from a single incident annihilation photon have begun to take shape. These

methods call for re-thinking many components of reconstruction: the shape of the

volume of response (traditionally the line of response is represented by a tube of thick-

ness determined by the resolution of the detectors), the order in which information

is used, normalization, etc. Some of these issues have been explored in the studies

mentioned below.

Instead of throwing out scattering events, we are looking into studying how the

direction of the incoming annihilation photons to reduce the volume from which the
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annihilation occurred [33]. Results show that using scattering events, along with

physical models of annihilation photon scattering and multiple interaction collima-

tion, regions with high source activity concentration become evident in reconstructed

images. Using these models, the likely volume in image space in which annihilation

events took place are not contained any longer along a line. This impacts how the nor-

malization must be applied, and how to incorporate this data with traditional data

gathered in parallel (electronically collimated ”true” coincidence events). Further

studies considering how to best use this new information are under way.

Annihilation photons that have multiple interactions and cannot be paired with

another detected annihilation photon (Singles) are also being investigated for use in

reconstruction [34]. Images have been reconstructed using Singles whose likely angles

of incidence were determined via Compton Kinematics and gathered with a simulated

CZT detector system. The result of the Compton Kinematics algorithm for Singles

provides yet another likely volume in which annihilation occurred, impacting nor-

malization and data utilization methods. The techniques used in this reconstruction

scheme can likely be modified to be used in the LSO-PSAPD based detector system

presented in this work.

A method that can be investigated to improve noise in reconstructed images is to

apply the line of response normalization factors directly in the image space along with

the density of line of response sensitivity image [145]. This technique can incorporate

importance sampling of the detector space as well as smoothing of the image to reduce
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computation time of the normalization image. Combining these factors together in a

single image also enables the full sensitivity map to be calculated once for a particular

system as long as the line of response normalization factors and detector element

locations remain constant.

Graphical processor units (GPUs) are the processors used in commercially avail-

able video cards. These processors are not nearly as flexible as the CPUs used for

general processing in modern computers, but have the following distinct advantages:

1) they are optimized to perform the same tasks as the list-mode geometrical steps

used in iterative reconstruction, i.e. lines or tubes of response filling a volume, 2) they

are highly parallel, being able to perform on the order of 24 geometrical operations

in one clock cycle (instead of just one or two operations per processing unit), 3) they

have fast clock cycles and have high bandwidth access to memory to perform each

geometrical operation. GPU OSEM reconstruction algorithms have been developed

[141] to utilize the cost and computation advantages offered by this off-the-shelf tech-

nology. Reconstruction using GPU harware and software will greatly aid in reducing

the time it takes to produce images from data gathered using the constructed detector

system.



Appendix A

Final Design Crystal Array Data

A.1 8 x 8 Agile Crystal Arrays without Inter-crystal

Reflector

A.1.1 Crystal Identification
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(a) (b)

(c) (d)

Figure A.1: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 1-4 without inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.2: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 5-8 without inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.3: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 9-12 without inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.4: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 13-16 without inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.5: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 17-20 without inter-crystal reflector.
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A.1.2 Energy Resolution
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(a) (b)

(c) (d)

Figure A.6: For Agile crystal arrays without inter-crystal reflector 1-4, energy reso-
lution histograms for all 64 crystals (bar plot, upper left) as well as a representative
energy spectrum (blue line, upper right), and the mean and standard deviation of
energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.7: For Agile crystal arrays without inter-crystal reflector 5-8, energy reso-
lution histograms for all 64 crystals (bar plot, upper left) as well as a representative
energy spectrum (blue line, upper right), and the mean and standard deviation of
energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.8: For Agile crystal arrays without inter-crystal reflector 9-12, energy reso-
lution histograms for all 64 crystals (bar plot, upper left) as well as a representative
energy spectrum (blue line, upper right), and the mean and standard deviation of
energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.9: For Agile crystal arrays without inter-crystal reflector 13-16, energy res-
olution histograms for all 64 crystals (bar plot, upper left) as well as a representative
energy spectrum (blue line, upper right), and the mean and standard deviation of
energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.10: For Agile crystal arrays without inter-crystal reflector 17-20, energy res-
olution histograms for all 64 crystals (bar plot, upper left) as well as a representative
energy spectrum (blue line, upper right), and the mean and standard deviation of
energy parameters obtained from the 64 crystals (bottom table).
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A.2 8 x 8 Agile Crystal Arrays with VM2000 Inter-

crystal Reflector

A.2.1 Crystal Identification



393

(a) (b)

(c) (d)

Figure A.11: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 1-4 with VM2000 inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.12: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 5-8 with VM2000 inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.13: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 9-12 with VM2000 inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.14: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 13-16 with VM2000 inter-crystal reflector.
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(a) (b)

(c) (d)

Figure A.15: Flood (upper left), profile (lower left), and peak to valley ratio (right
table) for 8 x 8 Agile crystal arrays 17-20 with VM2000 inter-crystal reflector.
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A.2.2 Energy Resolution
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(a) (b)

(c) (d)

Figure A.16: For Agile crystal arrays with VM2000 inter-crystal reflector 1-4, energy
resolution histograms for all 64 crystals (bar plot, upper left) as well as a representa-
tive energy spectrum (blue line, upper right), and the mean and standard deviation
of energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.17: For Agile crystal arrays with VM2000 inter-crystal reflector 5-8, energy
resolution histograms for all 64 crystals (bar plot, upper left) as well as a representa-
tive energy spectrum (blue line, upper right), and the mean and standard deviation
of energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.18: For Agile crystal arrays with VM2000 inter-crystal reflector 9-12, energy
resolution histograms for all 64 crystals (bar plot, upper left) as well as a representa-
tive energy spectrum (blue line, upper right), and the mean and standard deviation
of energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.19: For Agile crystal arrays with VM2000 inter-crystal reflector 13-16, en-
ergy resolution histograms for all 64 crystals (bar plot, upper left) as well as a rep-
resentative energy spectrum (blue line, upper right), and the mean and standard
deviation of energy parameters obtained from the 64 crystals (bottom table).
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(a) (b)

(c) (d)

Figure A.20: For Agile crystal arrays with VM2000 inter-crystal reflector 17-20, en-
ergy resolution histograms for all 64 crystals (bar plot, upper left) as well as a rep-
resentative energy spectrum (blue line, upper right), and the mean and standard
deviation of energy parameters obtained from the 64 crystals (bottom table).
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