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ABSTRACT OF THE DISSERTATION

Essays on the Politics of Regulation

Stephen Weymouth

Doctor of Philosophy in Political Science and Internatiohffairs

University of California, San Diego, 2010

Professor Lawrence Broz, Co-Chair

Professor Stephan Haggard, Co-Chair

This dissertation consists of an introductory chapter anet distinct yet the-
matically related papers. The purpose of the dissertatitmexplain variation in regula-
tory policy across countries by highlighting the institutal (supply) and interest group
(demand) determinants of policy. | develop and test thegpjagning regulatory pol-
icy outcomes at several levels of analysis. Chapter 1 intred the topic and related

literature.

Xi



Chapter 2 focuses on the supply of regulatory policy by examihow polit-
ical institutions affect the responsiveness of policyniakte consumer interests. | argue
that the political influence of consumers depends on the éfvdemocracy. To test the
theory, | develop an original dataset measuring compatégency design in 156 devel-
oping countries covering the period 1975-2007. | estimat&ahd models on the timing
of competition policy reform. | also create an original iRdd governments’ commit-
ments to antitrust policy and estimate its political det@amts. The results confirm a
link between democracy and the commitment to consumendhjeregulatory policy.

Chapter 3 holds institutions constant in order to examieedtmand-side de-
terminants of regulatory policy outcomes within democegaci | argue that competi-
tion policy enforcement reflects the relative politicabsitygth of two contending interest
groups: a rent-preserving alliance of incumbent produaedsaffiliated labor opposes
competition policies that erode its market dominance; agmmpetition coalition of
consumers, unorganized workers, and entrepreneurs feaguiatory oversight. Tests
of the timing and nature of reform in democracies supportatigeiment that commit-
ments to antitrust regulatory reform are weakened wheratthieompetitive interest
group is large and encompassing.

Chapter 4 develops hypotheses regarding the firm-levelrdatants of lobby-
ing and political influence. | argue that economic powerstates directly into political
power: large, well-organized oligopolists are more likiglyobby and to influence gov-
ernment policy in their favor. | directly test lobbying adgty and policy influence using
firm-level survey data from over 20,000 firms operating in 4irdries. The results
suggest that the political power of the firm increases wahsize, market power, and
participation in business associations. There is somesagglthat the substantive im-
pact of these microeconomic determinants of political erfice depends on the level of

democracy.
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Introduction

The essays that follow examine how the organization andigallinfluence
of business affects variation in regulatory institutionstend the world. The motivation
for the project follows recent research arguing that indaisbrganization and patterns
of corporate ownership affect productivity, innovationgaultimately economic growth
(Hall and Soskice, 2001; Morck et al., 2005; Khanna and Ya2807). Furthermore, it
appears that one of the enduring lessons of the Great Recesshat regulatory laxity
poses huge systemic risks (Moss and Cisternino, 2009)hatehtrenched interests will
fight hard to maintain the status quo (Johnson, 2009). Thigmesd implementation
of regulatory institutions are decisions made by policyarakand so | emphasize the
politics of regulatory policy.

Following a long line of research in the political economyobnomic devel-
opment, | focus on the institutions relevant to private @eptoductivity, and highlight
how interest groups, operating under distinct politicé&siyseek to shape these institu-
tions in their favor. Indeed, if regulatory reform is to becsessful, it requires that we
understand the social interests at stake and their abilifight for preferred outcomes
within the constraints represented by political instiias. In the tradition of Rajan and
Zingales (2003b), my project highlights how incumbent finmk seek to block reforms

that erode their existing rents.



| emphasize institutional change in developing countudgere recent reforms
have addressed the shortcomings of previous liberalizatbemes. The focus on de-
veloping countries is also motivated by the breakdown ofWaesshington consensus
over its failure to produce more equitable economic develaqt (Stiglitz, 2002). One
of the explanations for the disappointing results is thaeeal liberalization does not
necessarily increase domestic competition. As Stigli®08) notes, “the notion that
free trade and investment promotes growth relies on thevgstson that private markets
are competitive and well functioning” (p. 231). Anticomipge practices by incumbent
firms are one of the most important “behind-the-border”ieasrto trade and investment,
and this project seeks to explain variation in the insiitusi governing private markets.

The ability of incumbent firms to repel competition is dilgatelated to the
effectiveness of domestic regulatory institutions. Irdjeecould be inferred that one of
the major factors contributing to weak product market catitipe in developing coun-
tries is the absence of effective regulatory oversight. Woeld Trade Organization
recognized the issue, and in 1996 identified anticompetli®havior by businesses as
a potential source of distortion in free trade. In so doifgg WTO named competi-
tion policy as an important “new issue” and setting up a waogkgroup to explore its
relationship with international trade and investmenRodrik (2002) summarizes the
relationship between domestic regulation and internatioommerce, noting“now that
the formal restrictions on trade and investment have massigppeared, regulatory and
jurisdictional discontinuities created by heterogeneoatonal institutions constitute
the most important barriers to international commerce™dp.Since it is apparent that
domestic regulatory regimes influence both domestic amanational economic activ-

ity, the political origins of regulatory “discontinuitiédeserve further investigation.

1The working group was dismantled in 2004, unable to reachga@eanent on a multilateral frame-
work regarding competition policy. It was abundantly cléeat domestic political considerations impede
governments from reaching an international regulatoryseaBus on this issue.



1.1 What is Competition Policy?

Welfare-enhancing competition is characterized by theyesftnew firms—
foreign and domestic—into product markets, which elimasgiroducer rents and leads
to higher overall welfare, lower prices, and lower unempieynt. | define domestic
competition policy as the set of laws and institutions affegmarket contestability, or
the ability of new firms to enter the market.

An encompassing view of competition policy includes ati¢laiee categories
of law. First, competition policy includes the entry regidas that raise the costs of en-
tering the market (Djankov et al., 2002; De Soto, 1989). Inrdluential study that
builds on the insights of De Soto (1989), Djankov et al. (20@@ument variation in
the regulatory requirements for starting a business arthmavorld. For example, the
authors count 19 procedural requirements taking 149 daywzambique, whereas an
entrepreneur from Canada can complete the requirementssir?jdays. This study
shows that the number of procedures required to start admssia positively correlated
with greater degrees of corruption, and negatively assatiaith economic competi-
tion.

A second set of institutions relevant to market contestslate the laws gov-
erning financial markets. The development of a financialesysaffects market con-
testability to the extent that capital is a required for tsgar Thus, the associated set
of competition regulations are those that contribute tonfone development, including
investor (La Porta et al., 1997; Beck and Demirguc-Kunt,3@hd creditor (Djankov
et al., 2007) protections. A burgeoning literature recagsithat these corporate gov-
ernance and banking regulations are the result of politiaegains made under hetero-
geneous political institutions (Roe, 2003; Gourevitch &héhn, 2005; Pinto and Pinto,
2008; Perotti and von Thadden, 2006; Pagano and Volpin,)2005

A portion of this project examines what is perhaps the mastctliform of
market governance: domestic antitrust policy. Antitrustompetition) policy regu-

lates and sanctions anticompetitive behavior by incumbens. Though the author-



ity of competition agencies varies substantially acroamtes, the stated objectives
of competition policy generally includes one or more of thlidwing: banning abuse
of dominance by large firms; prohibiting anticompetitiveegments between incum-
bent businesses (e.g., cartels); and ensuring that medganst threaten competition.
A robust competition policy has been shown to increase eatgs of new firms into
the market (Kee and Hoekman, 2007) and lead to increasesitoBtc competition
(Voight, 2009). Fox (2007) argues that antitrust enforcethoan reduce poverty and
promote economic development.

In spite of the benefits of economic competition to develg@ountries, many
governments still have no formal institutional means ofglizing the anticompetitive
practices of incumbent producers. Indeed, whereas all OR&tldns have a competi-
tion agency, in my sample of 156 developing countries coggtihe period 1975-2007,
74 passed laws delegating competition policy to a regulagency; 82 have no formal

regulatory oversight.

1.2 My Contribution

| offer a political economy explanation for variation in teégtory institutions
that builds upon a well-known social cleavage: increasesamomic competition from
a non-competitive status quo imply a redistribution of wkedtom organized incum-
bent oligopolists (“producers”) to diffuse consumers @t&ti, 1971; Peltzman, 1976;
Rogowski and Kayser, 2002). Stigler's contribution emjtes the inherent advan-
tages that producers have in organizing and influencingrgavent, while Peltzman'’s
extensions better reflect the reality that the demands afwooers are often met in the
policy arena. My research follows a more recent contribubip Rogowski and Kayser
(2002), which underlines the importance of political ingions in shaping the incen-

tives of policymakers to respond to consumers.



An exploration of the ways in which interest groups influepoécy requires
that careful attention be brought to bear on the policy pesfees of relevant interest
groups, and the extent to which these groups can organi#ealty. | draw on a rich
literature on interest groups to build a model of competifimlicy coalitions. A pro-
competition coalition is rooted in the interests of constsnanorganized workers, and
small business owners, who favor the effects of competitiolower prices, greater
product choice, and lower unemployment. The competing @isiwa rent-preserving
alliance anchored in the interests of incumbent produaadsadlied labor. This group
seeks to maintain anticompetitive rents by opposing coitipetpolicy reform. The
political cleavage that emerges is thus one of insideraugensitsiders. This prediction
is distinct from most production-based approaches in thikigad economy literature,
where cleavages are drawn along class (factors of prodiairandustry lines (Goure-
vitch, 1986; Rogowski, 1987, 1989; Frieden, 1991b; His@9Q1)?

An effective competition policy weakens the ability of idsrs to capture and
maintain rents, benefiting the pro-competition coalitiorotigh favorable price and em-
ployment effects. The redistribution implies politicalndlict: insiders will lobby to
maintain and expand their rents, and the pro-competiti@titcan will support greater
competition policy enforcement. Variation in competitjpolicy reflects the interests of
the winner of the political conflict between these two graufien the pro-competition
coalition prevails, governments invest in effective anst oversight. When the rent-
preserving alliance wins out, no such regulatory institogiemerge.

A portion of my analysis explains the relative politicalestgth of the two
interest groups as a function of domestic political insimios. | advance a straightfor-
ward proposition relating democracy to regulatory pollegttto my knowledge has been
overlooked. In particular, | argue that the level of demograffects the strength of con-
sumers relative to producers. Indeed, since the median igcieconsumer, consumers’

influence over policy will increase with an expansion of ttemthise and electoral com-

2For a recent exception see Baker (2003, 2005), who incolg®e@nsumer interests into a model of
trade policy preferences.



petition. The empirical implication is that governmentshamitments to antitrust policy
will increase with the level of democracy.

The project contributes to a long line of research explgriow domestic
political institutions filter the interests of the relevamtierest groups into policy. Promi-
nent examples include Milner and Kubota (2005) and Dutt aitde\2002), who argue
that democracy increases the likelihood of trade libeadilin in developing countries.
Related research argues that democracy contributes t@edomeform by increasing
the political weight of the electorate and reducing the tlifispecial interests (Stokes,
2001; Weyland, 2002 .0ther related contributions explain how various electonbds
within democracies influence economic policy outcomes (&ack McCubbins, 2001;
Shugart and Haggard, 2000; Persson and Tabellini, 2004a,b)

To test my theory, | develop an extensive dataset, the fing$ &ind, to study
competition policy institutions in developing countrie§he use of policy as the de-
pendent variable contrasts with much of the existing resgarhich generally uses
economic outcomes as the dependent variable. My datasetscogmpetition policy
institutions in 156 developing countries over the perio@3-2007, recording the year
of passage of competition law in each country. Also, sineslan the books do not nec-
essarily reflect the government’s commitment to a robustpaiition policy, | create an
original index measuring the governments’ commitmentatdrast enforcement. The
index has two independent components: one gadggsire commitment to effective
policy by coding several indicators of agency independgtite second measurele
factocommitment by incorporating resource allocations, exassessments, and actual
regulatory decisions.

The dissertation also tests the specific mechanisms lirikiegest groups to
policy. In particular, | contribute to our understandingtbé role of interest groups
in shaping regulatory policy by developing a multilevel nabdf political activity and

influence, which | test directly using a cross-national, flavel survey. This method

3See Milner and Mukherjee (2009) of a review of the literatlinking democracy to economic
liberalization.



represents a significant improvement over more indireatagghes, which, in large part
due to the complexities of measuring firms’ political adtes, usually attempt to cap-
ture interest group influence by relating policy outcometh#ostructural characteristics

of these groups.

1.3 Organization of the Dissertation

The dissertation proceeds as three distinct articles. ©h&pfocuses on the
supply of regulatory policy by examining how political iftstions affect the respon-
siveness of policymakers to consumer interests. | arguethiegpolitical influence of
consumers depends on the level of democracy. To test theythe®velop an original
dataset measuring competition agency design in 156 dawgl@gpuntries covering the
period 1975-2007. | estimate hazard models on the timingwipetition policy reform.
| also create an original index of governments’ commitmém@ntitrust policy and es-
timate its political determinants. The results confirm & between democracy and the
commitment to consumer-friendly regulatory policy.

Chapter 3 holds institutions constant in order to examieedtmand-side de-
terminants of regulatory policy outcomes within demoagaci | argue that competi-
tion policy enforcement reflects the relative politicabsigth of two contending interest
groups: a rent-preserving alliance of incumbent produaedsaffiliated labor opposes
competition policies that erode its market dominance; agmmpetition coalition of
consumers, unorganized workers, and entrepreneurs feaguiatory oversight. Tests
of the timing and nature of reform in democracies supporiatigeiment that commit-
ments to antitrust regulatory reform are weakened whereattieompetitive interest
group is large and encompassing.

Chapter 4 develops hypotheses regarding the firm-levelrdatants of lobby-
ing and political influence. | argue that economic powergtates directly into political

power: large, well-organized oligopolists are more likilyobby and to influence gov-



ernment policy in their favor. | directly test lobbying agty and policy influence using
firm-level survey data from over 20,000 firms operating in 4irdries. The results
suggest that the political power of the firm increases walsize, market power, and
participation in business associations. There is somesaeglthat the substantive im-
pact of these microeconomic determinants of political erfice depends on the level of

democracy.



Democracy and Consumer Strength:
Direct Evidence from Regulatory

Reform in Developing Countries

Abstract

The distributional implications of antitrust regulationply a political cleavage between
consumers and producers. | argue that the relative strefgitiese two groups depends
on the level of democracy. In particular, an expansion offthechise and competitive
elections will increase the relative political weight ofnsmmers, resulting in policies
that favors their interests. An empirical implication oétirgument is that the likelihood
of effective competition policy reform increases with deraxy. | test this proposition
in two stages using an original dataset measuring compregigency design in 156 de-
veloping countries covering the period 1975-2007. Firgistimate hazard models on
the timing of competition policy reform. Second, since “taan the books” do not nec-
essarily indicate a commitment to effective policy, | ceeah original index measuring
governments’ commitments to antitrust policy. The indeptaees the independence of

the agency, resource (budget and staffing) allocationgregprceptions, and actual le-
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gal actions. The results of the empirical analysis supp@rproposition that democracy

improves governments’ commitments to competition policy.

2.1 Introduction

The canonical models of regulation imply a political conflietween con-
sumers and producers (Stigler, 1971; Peltzman, 1976). Woas favor greater levels
of economic competition, which lowers prices and increasgggegate welfare. Produc-
ers prefer lax regulatory policy, allowing them to maintaimexpand their anticompet-
itive rents. This paper argues that democratic politicafifations mediate the strength
of these two groups. In particular, | suggest that an expansf the franchise and
competitive elections will increase the political weigfitconsumers, resulting in poli-
cies that favors their interests. | provide one of the firsgctitests of the link between
democracy and consumer strength using an original datasseguring competition (an-
titrust) agency design in 156 developing countries coggtine period 1975-2007. The
results support the proposition that democracy increagesrgments’ commitments to
competition policy.

One of the main factors contributing to market competitgavernment reg-
ulation of anticompetitive behavior. Welfare enhancingpetition is characterized by
the entry of new firms—foreign and domestic—into productkets, which eliminates
producer rents, leading to higher overall welfare, lowecgs, and lower unemploy-
ment. The delegation of regulatory authority to an indepebhdompetition agency has
been shown to increase the entry rates of new firms into thken@tee and Hoekman,
2007) and economic competition (Voight, 2009). In spitelsd benefits of economic
competition to developing countries, many governmentslsive no formal institu-
tional means of penalizing the anticompetitive practicesnoumbent producers. In
my sample of 156 developing countries covering the periotbi2007, 74 passed laws

delegating competition policy to a regulatory agency; 8zte formal regulatory over-
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sight. Since delegation of regulatory authority to contpmtiagencies is ultimately a
political decision, I highlight how the political rules di¢ game change policymakers’
incentives to pursue competition policy reform.

| offer an explanation for variation in regulatory instituts that builds upon a
well-known social cleavage: increases in economic coripetirom a non-competitive
status quo imply a redistribution of wealth from organizeclimbent oligopolists (“pro-
ducers”) to diffuse consumers (Stigler, 1971; Peltzmarr6l®Rogowski and Kayser,
2002). Competition policy enforcement weakens the abdftyncumbents to capture
and maintain rents; this benefits consumers through fal®aice and employment
effects. The redistribution implies political conflict: dambent interests will lobby to
maintain and expand their rents, and consumers will sugpedter competition policy
enforcement.

| advance a straightforward proposition that to my knowketigs been over-
looked. In patrticular, | argue that the level of democradg@s the strength of con-
sumers relative to producers. Indeed, since the mediam soéeconsumer, an expan-
sion of the franchise and electoral competition in a denwycwall increase the political
weight of consumers relative to producers. The empiricgllication is that govern-
ments’ commitments to antitrust policy will increase witietievel of democracy.

The empirical contribution of the paper provides one of th& filirect tests
of the political determinants of regulation. The use of ppks the dependent variable
contrasts with much of the existing research, which geheralies upon distant eco-
nomic outcomes as the dependent variable. For instancanfieetant contribution by
Rogowski and Kayser (2002) makes inferences about thet effenstitutions on con-
sumer strength by measuring the correlation between e#dtwstitutions and prices.
These authors infer that electoral institutions shapecpolakers’ incentives in the pro-
duction of certain policies that affect prices, but theintediate stage in the causal chain
(institutions to policies) is not tested. Similarly, Rob&rth and Schaap (2003) study

the effects of political institutions on interest rate sutg; and Persson et al. (2003) and
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Kunikova and Rose-Ackerman (2005) use subjective comnptidices as the depen-
dent variable. My work is closer in spirit to Djankov et al0(2), Scartascini (2002),
Pagano and Volpin (2005), and Quinn (1997, 2003), who algad@npolicy outputs as

the dependent variable.

Using an original dataset on competition policy in 156 depelg countries
over the period 1975-2007, | test the theory in two stage® firkt is to measure the
effect of democracy on the timing of laws delegating regariaiuthority to competition
agencies. Since laws alone do not necessarily reflect sufgpoa particular policy,
the second step develops an original index measuring gaoseTts’ commitments to
competition policy, and estimates its political determmitsa The results of the empirical
tests are consistent with the proposition that politicahpetition leads to consumer-
friendly policies.

My paper also contributes to broader debates in internaltipaolitical econ-
omy. First, | find no evidence of a robust relationship betwegternal openness and
an effective behind-the-border competition regime. Togktient that economic integra-
tion has not produced welfare improvements in many deve{ppountries, the absence
of correlation between these policies may suggest thataweelains only accrue when
trade liberalization is combined with effective competitienforcement. Second, the
evidence that competition policies can reflect consumerasts despite the collective
action hurdles that these actors face is in line with recensamption-based theories of
economic policy (Baker, 2005; Trumbull, 2006).

The paper proceeds as follows. Section 2 reviews the relégedture. Sec-
tion 3 presents my theoretical model. Section 4 describesebearch design and the
variables. Section 5 reports the results of the models ai@gadoption, and the empir-

ical analysis of agency commitment appears in Section &idet concludes.



13

2.2 Related Literature

The academic study of regulation was revolutionized by thekvof Stigler
and Peltzman (S-P). The S-P model advanced research invpgsalitical economy
by highlighting the distributional implications of varieuegulatory arrangements. By
explaining that regulation results in a transfer betwe@iesgroups, their work brought
politics into the mix. The important intuition is that patians do not always pursue
policies that maximize social welfare.

The S-P model explains the competing political interesas tesult from the
transfer that regulation represents. An effective argitpolicy is a tax on incum-
bent monopolists, and a subsidy to consumers. They argaedeulatory institutions
should be thought of as an equilibrium outcome of a marketptiitical market for pol-
icy. Rogowski and Kayser (2002) extend the model to arguentizgoritarian electoral
institutions in democracies are more conducive to the@stsrof consumers. Other im-
portant contributions highlight how special interests pete with the public for policies
that favor them (Grossman and Helpman, 1994; Frieden, 3991a

Related research explains how political institutions ffittee interests of the
relevant social groups into policy, and several studie$ligpt the effects of demo-
cratic political institutions. Milner and Kubota (2005)abutt and Mitra (2002) argue
that democracy increases the likelihood of trade libeadilin in developing countries.
The reason is that, under a two-factor Heckscher-Ohlin ésmark, the median voter
in a capital scarce/labor abundant developing countrysgiiom trade liberalization.
Related work argues that the democracy contributes to esierr@form by increasing
the political weight of the electorate and reducing the tlafispecial interests (Stokes,
2001; Weyland, 2002Y.Other contributions explain how various electoral rulethimi
democracies influence economic policy outcomes (Cox andMbids, 2001; Shugart
and Haggard, 2000; Persson and Tabellini, 2004a,b).

1See Milner and Mukherjee (2009) of a review of the literatlinking democracy to economic
liberalization.
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This paper also contributes to debates regarding the dalagaf regulatory
authority to independent institutions. The literature entcal banking argues that anti-
inflationary monetary policies are more likely under an jmeledent body that is not
subject to electoral pressure (Barro and Gordon, 1983; fRdifiB5; Lohmann, 1992).
Other approaches explain the delegation of authority tepeddent regulatory agencies
as a process of diffusion (Jordana and Levi-Faur, 2005, ;2d@6isz et al., 2005) or

domestic politics (Murillo and Martinez-Gallardo, 2007).

2.3 The Effect of Democracy on Competition Policy

| argue that democracy makes policymakers more sensitis@tsumer inter-
ests, thereby increasing the likelihood of competitiorigyoteform. The policy pref-
erences of consumers follow from the S-P theory of regutatichich posits a conflict
between producers and consumers based on the distriblutigplécations of regula-
tion. Consider an incumbent firm witharket poweror the ability to charge a price that
exceeds marginal cost without inducing new firms to entemtiheket. Market power
exists when barriers to potential competitors enable ifamhfirms to restrict output
and raise price$,which implies a transfer of wealth from consumers to prodsice
the form of a monopoly rent. The distributional implicatsoof market power result in
a cleavage between incumbent firms and consumers. On ongeihanchbents benefit
from market power in the form of economic rents, and theyefwe have an incentive

to oppose antitrust or competition policy oversighOne the other hand, a reduction

2An important point of emphasis is that producers need notdeapolists in the strict sense in order
to have market power: barriers to competition may bestovketgrower on more than one firm, enabling
each to set price above marginal cost.

3] assume that incumbent firms’ opposition will exist in spifethe fact that antitrust agencies have
not necessarily pursued policies that improve consumdavee{Long et al., 1973; Siegried, 1975; Asch,
1975); one reason is that regulatory agencies may be capbyrencumbent firms, who use them per-
versely to deter competition (Shughart, 1990; McChesnely@tmughart, 1995). Other empirical work
suggests that the agencies regulate according to partidiicad interests of the chief executive. There
is reason to believe, therefore, that the forindependencef regulatory bodies is a crucial factor in the
extent to which they are opposed by incumbent interesteelfjovernment can make a credible commit-
ment to delegate independent regulatory authority to tinepedition agency, then entrenched businesses
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of market power—qgreater product market competition—fav@nsumers through fa-
vorable prices effects. Consumers will support delegatfamtitrust authority to com-
petition agencies that promote well-functioning marketd aenalize anticompetitive
behavior.

Political institutions go unaddressed under the S-P sdiupthe effects of
democracy can be deduced as follows. Consider the processnadcratization as an
expansion of the selectorate, or the portion of the popridtiat participates in choosing
the political leadership (Bueno de Mesquita et al., 2008)lowing Bueno de Mesquita
et al. (2003), define the winning coalition as the subset®ftlectorate whose support
is required for the leadership to maintain political powewe think of democratization
as an expansion of the franchise, it follows that demoattin increases the size of the
selectorate and changes the makeup of the winning coalilemocratization induces
policymakers to pursue the electoral support of new grofipsters.

An important distinction between autocracy and democradiié makeup of
the winning coalition. In autocratic settings, leadersmtain power through the support
of a coalition that could include any number of groups, butbfinition, the minimum
winning coalition in autocracies does not include a mayaritcitizens. Most often, the
minimum winning coalition in autocracies includes econoslites,“the major produc-
ers/investors in the economy” (Acemoglu, 2008, p.1). In y@developing countries, the
autocratic selectorate consists of a coalition of indabsts and their labor allies who
gained economic power through various development siest¢igat shielded them from
domestic, or more commonly in the Latin American case, edlecompetitors (Wey-
land, 2002). Other configurations of autocratic suppotuite the military or religious
groups (Geddes, 1999; Gandhi and Przeworski, 2007).

Democratization changes the makeup of the minimum winnogjitton by
expanding the selectorate. Quite simply, an expansion effrdmchise results is an

increase in the proportion of the minimum winning coalitrepresented by consumers,

are more likely to oppose its existence. This is why a portibmy contribution is to create an index
measuring agency independence.
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and a reduction in the proportion of the winning coalitiopnesented by producers, or
the economic elite.

Electoral competition in democracy translates the intsre$ the winning
coalition into policies that favor the median voter. Thes@ais that, as democracy
strengthens, political leaders have incentives to apjpeaéw coalitions of voters who
have been previously ignored. Indeed, under standard gsgun®, it is easy to show
that the platforms of the two candidates in a competitiveteda will converge on the
preferences of a median voter (Downs, 1957; Grossman arhtdel, 1994), or those
of the dominant majority (McGuire and Olson, 1996; Alesimal &odrik, 1994} If
we assume that consumers make up a larger group than do isotipimducers, an
expansion of the franchise to some approximation of unalexsffrageensures that the
median voter is a consumeirhus, political competition will lead to policies that im-
prove economic competition, and increase aggregate welfurthermore, as political
competition increases, opposing parties will draw attanto the influence of bribes on
policy outcomes that are unfavorable to the median votervaisrs become aware of
the influence of anticompetitive interest groups on contipetpolicy, the incentives for
regulatory laxity will decline

In sum, | have argued that the relative political weight aigamers increases
with democracy. The empirical implication of this propasit is twofold. First, the
likelihood of competition policy reform will increase wittemocracy. Second, the gov-

ernment’s commitment to competition policy will improvetivdemocracy.

4The deadweight loss from uncompetitive markets accruesrieumers, who constitute the dominant
majority in a democracy.

5Note that this argument provides less analytical tractmmeikplaining variation in regulatory out-
comes within democracies, where the characteristics efest groups, such as their ability to organize,
may affect the nature of the commitment to regulatory in8tihs such as competition policy. Stigler
argued that regulation will favor producers because theyaamaller group, implying the per capita ben-
efits will be greater than for the diffuse — and larger — grobgomsumers. Thus, producers are better able
to organize and lobby for preferred policies. Peltzman’sietallows for a more realistic set of outcomes
to emerge; namely, producers do not always prevail. Thetsffa interest groups on competition within
democracy is the subject of future research.
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2.4 Research Design and Variables

This section presents the identification strategy and thie naiables used
to test the hypothesis developed in the previous sectioansteucted a new dataset on
competition (antitrust) agency design and independend&éndeveloping countries.
My dataset is unique in its coverage of competition laws @askiring the period 1975-
2007. The primary sources are the World Bank CompetitioicPolatabasé,and var-
ious issues of the annual Handbook of Competition EnforegrAgencies (Campbell,
2006, 2007, 2008). Supplementary sources include indavidauntry’s competition
agency websites.

The analysis proceeds in two stages. First, to measure fibetsebf democ-
racy on the timing of competition reform, | record the yeapatsage of laws delegat-
ing authority to competition agencies. Since | am intesteidentifying the affect
of democracy on the speed with which governments deleggtgatery authority to a

competition agency, | estimate a series of proportionahifdzmodels:
h (t]x;) = ho(t) exp(x; B, (2.1)

Hazard models are used to estimate the hazarchyétg or the probability that a gov-
ernment in a particular countriypasses legislation delegating regulatory authority to a
competition agency in yedr given that it had not done so in the previous year. The
models are proportional since the hazard that faces coymrgroportional to the base-
line hazardhp(t). The exponential function is chosen to avoid negative lthizarctions
hj(t). A nice feature of hazard models is that they do not excludei@s that do not
pass competition legislation by the end of the period. Caoemtare observed from the
beginning of the sample period (the year 1975) up until wimey pass legislation, or

the end of the period of study (2007)—whichever comes first.

5Due to limitations in the data coverage of the explanatorjatses, the models include up to 131
countries.
"The database can be found at http://web.worldbank.org.
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Second, since laws on the books do not necessarily reflegavernment’s
commitment to a robust competition policy, | also create agimal index measuring
the governments’ commitments to antitrust enforcement ifldex has two indepen-
dent components: one gaugisjurecommitment to effective policy by coding several
indicators of agency independence; the second meadarésctocommitment by in-
corporating resource allocations, expert assessment&aunal regulatory decisions. |
provide full details on the construction of the index in s&ti. | model the correlates

of competition policy effectiveness using a Tobit model.

2.4.A Independent Variables

To test the effects of democracy and political competiticimcorporate the
following variables. The level of democracy is measured@gshe familiarFreedom
House Political RightandPolity scores. | also include two measures of political compe-
tition. One,Political Competitionor Polcomp) is the sub-componentfrdlity that mea-
sures political competition. Two, the varialdarties in the Legislaturefrom Gandhi
(2008), captures de facto political competition by lookigparty representation in
the legislature (O=no parties; 1=one political holds adl Heats; 2=two or more parties
hold seats within the legislature). | also include the Polocwex developed by Henisz
(2000), which measures the empirically correlated yetrtgmally distinct concept of
veto points, or the number of institutional constraints i@ policymaking discretion of
the executive (North and Weingast, 1989; Tsebelis, 200%;aDa McCubbins, 2001).

| control for several factors that may affect political costipon as well as the
state’s institutional capacityGDP/capitaproxies for institutional developmenopu-
lation measures the size of the domestic maPkénports and exports as a percentage
GDP (Trade/GDB captures the effects of external competitive pressuresoompeti-
tion policy reform. The effect of trade on competition pglis ambiguous: openness

to competition from international sources may substitotediomestic competition; or

8The variablesGDP/capitaandPopulationare logged.
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governments’ commitments to international competitioryroaincide with a commit-
ment to behind the border competiti®rinally, some of my models include regional
dummy variables to capture the diffusion of political andigoreform that has been
shown to occur systematically within regional clustersr{lde et al., 2005; Levi-Faur,
2005).

Table 2.1 reports overall summary statistics. Table 2.2msporrelation co-

efficients. Country averages appear in Table 2.10.

2.5 Models of Competition Policy Reform

This section reports the results of an estimation of thecteffef democracy
on the timing of delegation to competition agencies. Assgata availability, the
sample period covers 1975-2007. Countries drop out of thdemgoon the year of del-
egation. The analysis includes up to 131 developing casytaf which up to 62 passed
competition laws during the period of study. | begin by laoukiat the unconditional
Kaplan-Meier estimates of the hazard rate, reported inrBig@ul. The hazard rate is
increasing over time, which suggests that | chose a paraizegion ofhg(t) that allows
it to grow.

Thus, my preferred specification is the Weibull model, whieltameterizes
ho(t) as:

ho(t) = at® texp(Bo) (2.2)

This implies that the proportional hazard model is speciigd
hj(tlx;) = at®*exp(Bo+X;By) (2.3)

This model allows for monotonic changes in the the undeglyiazard over time; these
changes are determined by the evolutionary paranseteor example, wheno = 1, the
hazard is constant; for values af> 1, the hazard is increasing; far< 1, the hazard

is decreasing.

9The economic control variables are from the World Developinhedicators.
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The Weibull model has the advantage of providing theoryiceseful infor-
mation about the effects of diffusion (or contagion) on artoyis propensity to reform
the competition regime through the evolutionary parametePositive and significant
values ofa can be interpreted as evidence of external influence onpdiffusion. The
evolutionary parameter thus provides an empirical sulistfor time trends or variables
that capture the percentage of countries in the region theg passed reforms in a given
year.

| estimate a Cox proportional hazard model (CPH) as a robssttest® Un-
like the Weibull specification, The CPH model makesanariori assumptions about the

distribution of the hazard function. The CPH model is spedifis follows:

h (t1x}) = ho(t) expx;B,) (2.4)

In this model, the baseline hazard is left unspecified, argliak the model makes no
assumptions about the shape of the hazard over time. Theasalymption is that the
general shape of the hazard is invariant across countries.

The estimations produced using the Weibull and the CPH nsaatel directly
comparable. That is, both models produce estimation8,pfvhich have a standard
interpretation: exf3) is the hazard ratio for theth coefficient, or the proportional in-
crease in the hazard rate corresponding to a one-unit seredhe explanatory variable
xi. The Weibull specification produces an additional estiroatbe evolutionary param-
etera.

Table 2.3 reports the regression results of a set of Weibofiqrtional hazard
models measuring the effect of democracy on the passage eklablishing a competi-
tion agency. | include several alternative proxies for deraoy. | begin in column 1 by
introducing the Freedom House Political Rights Index. T$teweated coefficient, which
is positive and statistically significant at the 99% leveln de interpreted as follows: a

one standard deviation (1.98) increasd- Political Rightsincreases the hazard rate

10As with the Weibull specification, | estimate robust stamdarrors, adjusted for clustering at the
country level. Under the CPH specification, the Efron metlsagsed to handle ties, in which two or more
countries adopt during the same year.
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for delegation byexp(.19 x 1.98) = 1.46 points (around 46%). This implies that more
democratic countries are more likely to adopt competitiolicy reforms sooner.

Models 2-3 test the robustness of this result by introduothgr well-known
measures of democracy. Model 2 includedity, and the results suggest that more
democratic countries pass competition law earlier: a onetpocrease in the Polity
score increases the hazard by around ©§), or 6%; a one standard deviation increase
in the Polity score (6.85) increases the hazard by nearly. 5@&tumn 3 includes the
variable Freedom House/Politywhich represents the average of the Freedom House
and Polity scores, taken from the Quality of GovernmentskitéTeorell et al., 2009
The estimates reported in column 3 indicate that a one stdrddviation increase in
Freedom House/Polityncreases the hazard by approximately 50%.

To illustrate the result, | divide the sample according tlheeBom House/
Polity democracy index. | define democracies as countrysy&aove the median score,
and autocracies as scores below the median. Figure 2.2alles the survival functions
of these two groups. By the end of the period, the cumulatigbgbility that a democ-
racy passes competition policy reform is over twice the daiiue probability of reform
in a non-democracy.

| introduce alternative indicators of democracy and paditicompetition in
models 4-6. Column 4 includes the political competitionaapt (Polcomp), a compo-
nent of the more general Polity index. A one-standard deriahcrease in this index
results in a 52% increase in the hazard rate. Model 5 incladesdicator, developed
by Gandhi (2008), measuring of the number of political partiepresented in the legis-
lature. Figure 2.3 graphs the survival functions corregipanto the results in column
5. The graph illustrates that the cumulative probabilityefbrm is much lower where

only one party controls the legislature; countries withparties are extremely unlikely

LThis variable ranges from 0-10 where 0 is least democratid@most democratic. Itis generated by
transforming the average values of the Freedom House nesastidemocracy and the Polity score along
a scale 0-10. These transformed values are then averagee. t8e coverage of Freedom House is more
extensive than that of Polity, the index relies on imputddesof Polity for the approximately 8 countries
where Polity is missing. The imputation is the result of esging Polity on the average Freedom House
measure.
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to reform. Model 6 introduces an alternative conceptutibmeof democratic veto points
(Political Constraint$. Interestingly, veto players do not significantly increése prob-
ability of competition policy reform. This suggests thag thechanism driving reform in
democracies has more to do with political competition aedetkpansion of the franchise
to include consumers, rather than constraints on execptilkeymaking discretion. Fi-
nally, model 7 demonstrates the effect of democracy renraimsst to the inclusion of
regional dummy variables.

Other differences across countries appear to affect tHeapitity of competi-
tion policy reform. In particular, wealthier countries anore likely to reform sooner.
| find the probability of early reform increases with the sofethe population. | also
find some evidence suggesting that external donors pushrasito adopt competi-
tion enforcement agencies: the amount of foreign aid theattuntry receives appears
to contribute to regulatory reform, though the estimateeffat@ent is not significant in
all specifications. Trade openness, on the other hand, duesppear to matter. The
estimated coefficients are generally positive, but neaissically significant. This re-
sult conforms with the argument that the interests and imgEsconcerning external
(e.g., trade) and behind-the-border (e.g., competitidicyareforms are fundamentally
distinct.

Along with the effects of democracy, there is strong evigeatpolicy dif-
fusion. Indeed, as reported in Table 2.3, the evolutionanameter enters each model
positive, with a value above 2, and in each case is staflistisignificant at the 99%
level. This result suggests that the hazard function fosipgscompetition policy re-
form increases during the sample period. To demonstratesffact, consider the base-
line hazard rates in the years 1985 (t=10) and 2005 (t=3®das the estimate af
from model 1 ¢ = 2.23):

ho(2005) /hp(1985) = (30/10)° 1 = (30/102%> 1 =3.86 (2.5)
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This means that a country is over 3 times more likely to passpatition policy re-
form in 2005 than in 1985, and provides evidence of policytagion over time. The
mechanisms driving this phenomenon deserves attentiorsaeft for future research.
Table 2.4 probes the robustness of the main findings, anadthee results
are very similar when | estimate a Cox model of the hazard taténe with my theory,
competition policy reforms occur sooner in democraciese fdsults also confirm that
richer countries and those with larger populations are rikety to pass competition

policy laws.

2.6 Determinants of Competition Agency Commitment

Since the passage of laws does not necessarily reflect angoeget’s com-
mitment to effective competition policy, in this section éw&lop an original index of
commitment, which | model as a function of the identical dehdependent variables
used to explain the decision to delegate. The motivatiomigethe construction of the
index is to provide an easily replicable proxy for antitrpsticy commitment that can
be extended to a large sample of countries. The varidgpéncy Commitmemheasures
features of the statute, as well as how the law is actuallyieghpSpecifically, Agency
Commitmentepresents the average of the standardized values of twmdakes:De
Jure Independenceaptures institutional features relating to the legal petelence of
the regulatory body based on the lalde Facto Commitmenneasures resource allo-
cations, expert assessments, and actual regulatory alegisl detail the construction
of each sub-index in turn. Table 2.5 provides a summary oirtiex components, and

Table 2.10 reports the&gency Commitmerscores for each country in the sample.

De Jure Independence

The construction of the sub-index of competition agencyepehdence fol-

lows previous work on central bank independence (CBI) byi@ukan et al. (1992) and
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others. The sub-inde®e Jure Independendeas four components. The first compo-
nent concerns the relationship between the governmentarnukiad of the competition
agency. In particular, | measure the rules governing therteaf the agency head. Fol-
lowing the CBI literature, | assume that a fixed term in whibh aigency head cannot
be removed to be indicative of greater political indepergeh code a dummy variable
equal to 1 if the term of the agency head is fixed. | also asshatdridependence in-
creases with length of the term, and so | code an indicatoabiarequal to one if the
term exceeds 5 years. | sum these dummy variables to creadasune of the indepen-
dence of the agency head, ranging from 0 to 2 (0O = no fixed termfited term < 5
years; 2 = fixed terme 5 years).

The second component B Jure Independena®ncerns the stated indepen-
dence of the agency. | generate a dummy variable equal tch# iehguage of the law
establishing the competition agency stipulates agenayefiendence.” The third indi-
cator variable is coded equal to one if the competition agesgresents a unique entity,
meaning that it does not fall under the authority of anotlmegnment agency (regard-
less of whether the overarching entity is itself indepemdefinally, | code a dummy
variable equal to one if the agency has been in existenceviarten years as of 2007.
The four components are averaged to cr&eelure Independend@ Countries without

competition agencies receive scores of zero.

De Facto Commitment

The sub-indeXDe Facto Commitmerdttempts to operationalize the govern-
ment’s actual commitment to agency effectiveness. Thakbaiincorporates four main
components: budget commitments, staffing commitmentsregssessments, and ac-

tual regulatory actions.

1270 ensure that data limitations are not skewing the reduttsly include in my sample countries for
which data on at least two of the subcomponent®eflure Independenage not available. As a result,
approximately 11 countries with competition agencies drajpof the sample.
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To capture the government’s resource commitment to the etitigm agency,
| gathered data on agency staffing and budgets over the p&0@22007. Using these
data, | ran aregression of the (logged) number of employgasunction of the (logged)
population for each year for which data were available, amdputed the average resid-
uals for each country. The motivation for this approach igdpture the distinction
between what a government actually allocates toward catigrepolicy and the mean
allocation based on the size of the country. Similarly, | ragressions of the (logged)
the agency budget as a function of (logged) GDP and comphtedvterage residuals
over the period.

The third component of the index captures expert opiniomgdata from the
World Economic Forum’s (WEF) Global Competitiveness Répdhe report provides
the average response among practitioners, business peaswhacademics to a variety
of questions regarding the economic and institutional remvnent for 125 countries.
My index incorporates the country average for the followmgestion regarding the
effectiveness of antitrust policy: “Anti-monopoly poliayyour country is: (1 = lax and
not effective at promoting competition, 7 = effective andrpptes competition).”

The fourth component dde Facto Commitmenmheasures actual antitrust ac-
tions by the competition agency. | code a dummy variable gquane if the agency has
ever intervened over a proposed merger, regardless of theraa of the legal action.

The variableDe Facto Commitmernis the average of the standardized values
of: the average residuals of the staffing and budget regmressthe WEF score, and
the dummy variable for antitrust regulatory actith.Countries without competition

agencies are assigned the minimum value.

1370 ensure that data limitations are not skewing the reduttsly include in my sample countries for
which data on at least two of the four subcomponent®efacto Commitmerdre not available. As a
result, approximately 19 countries with competition ages@re coded as missing.
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2.6.A Political Competition and Agency Commitment

In this section, | estimate the correlates of my index of cetitipn agency
commitment. The indegency Commitmenmepresents the average of the standard-
ized values of th&e Jure IndependenandDe Facto Commitmergubindexes. | am

interested in estimating the following relationship:
Yi = Bo+ BuXi + Boli + & (2.6)

whereY; representé&\gency Commitmeirt countryi; |; are the various democracy vari-
ables; andX; is a vector of economic controls. All of the independent afles are
averaged over the period of study (1975-2007). A one-bayn@iabit model is used
due to the censoring at the minimum value of the dependemblar(i.e., countries
without competition agencies).

Table 2.6 reports the results of models testing the relakigmbetween democ-
racy and competition agency commitment. Model 1 includesRteedom House Po-
litical Rights score, and the results are consistent wighptoposition that more demo-
cratic governments are more strongly committed to conipatjtolicy. | successively
introduce various alternative indicators of political quetition in columns 2-6; the re-
sults are consistently supportive of the hypothesis thatadeatic political competition
is positively associated with competition policy effeetness, and the results are sub-
stantively significant. Table 2.7 reports the marginal @ffebased on model 3, with
the control variablex set at their mean values. Columns 7-12 replicate the estima-
tions while including regional dummy variables. The cateln between democracy
and competition policy commitment retains statisticahgfigance to the inclusion of
regional indicators.

Several of the control variables are also strongly signmific&€onsistent with
the hazard models, the commitment to competition policygases with country wealth
and population. External factors also appear to correlavbmgly with a commitment

to competition policy effectiveness. In particul&id per Capitaand Tradeenter with
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positive and significant coefficients. These results aresistent with the view that
international actors are salient constituents in favorrobaist competition policy; while

they do not support the view that trade openness substftutesmpetition policy.

2.7 Conclusion

This paper introduced democracy into the debate over tleerdetants of reg-
ulation. I provided an overlooked extension to the claggioaitive theory of regulation,
arguing that democracy will lead to regulatory policied flagor consumers. An empir-
ical implication of the argument is that competition polieyll improve with the level
of democracy.

The empirical contribution offers one of the first directtsesf the political
economy determinants of regulatory reform in developingntoes. Using an original
dataset covering 156 developing countries over the per@®-P007, | tested the de-
terminants of regulatory policy in two stages. First, | estied duration models on the
timing of competition policy reform. Second, since laws ba books do not necessarily
reflect effective policy, | created of an original index ofgpetition policy commitment.
The results of both tests are strongly supportive of theraggu linking democratic po-
litical competition to policies that promote economic catifon.

The results shed new light on the politics of globalizatiod auggest avenues
for future research. In particular, the theory and staitevidence presented here are
consistent with a nascent body of research that focuseseoimfilience of consumers
in shaping economic policy (Baker, 2005; Trumbull, 2006hisTwork suggests that
political economists can gain analytical traction by exlieg the standard paradigm in
international political economy, which focuses almostlesiwely on conflicts between
supply-side coalitions that compete for influence accaydinfactor- or industry-based

cleavages. We will gain new insights into the origins of emait and regulatory policies
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through the development of models that incorporate consuntezests and illustrate the

ways in which political institutions determine the influeraf these demand-side actors.
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Table 2.1: Summary Statistics

variable N mean sd min max
Agency Commitment 2535 -0.352 0.697 -0.712 2.150
De Jure Independence 2663 -0.315 0.813 -0.736 2.190
De Facto Commitment 2535 -0.341 0.722 -0.689 2.455
GDP per capita 2820 6.931 1.366 4.395 10.749
Population 2820 15.315 1.760 11.014 20.994
Aid per capita 2820 3.133 1.503 -6.103 7.645
Trade 2820 0.804 0.466 0.063 3.973
FH Political Rights 2622 3.540 1.978 1 7
Polity 2466 -1.398 6.849 -10 10
Political Competition 2370 4.373 3.388 1 10
Freedom House/Polity 2622 4.464 3.104 0 10
Parties in Legislature 2478 1.323 0.832 0 2
Political Constraints 2517 0.159 0.198 0 0.667
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Table 2.2: Correlation Matrix

Agency De Jure De Facto FH Political Political Freedom Parties in Political
Commitment  Independence ~ Commitment  GDP per capita Population Aid per capita Trade Rights Polity Competition House/Polity Legislature Constraints
Agency Commitment 1
De Jure Independence 0.9293* 1
De Facto Commitment 0.9294* 0.7275% 1
GDP per capita 0.2481* 0.1797* 0.2622* 1
Population 0.2998* 0.2139% 0.3450* -0.3835% 1
Aid per capita -0.0986* -0.0395 -0.1275% -0.2011* -0.4217* 1
Trade -0.0302 -0.0096 -0.0449 0.4370* -0.5113* 0.1565* 1
FH Political Rights 0.2816% 0.2545% 0.2570* 0.3719* -0.2046* 0.1885* 0.1955* 1
Polity 0.3408* 0.3268* 0.2978* 0.2281* 0.0054 0.1522* 0.1032%* 0.8692* 1
Political Competition 0.3318* 0.3320* 0.2831* 0.2390* -0.0114 0.1759* 0.1213* 0.8488* 0.9428* 1
Freedom House/Polity 0.2934* 0.2767* 0.2593* 0.3277* -0.1836* 0.2038* 0.1979* 0.9576* 0.9723* 0.9315*% 1
Parties in Legislature 0.3491* 0.3220* 0.3177* 0.1068* 0.0838* 0.1515* 0.1019* 0.6147* 0.6234* 0.6568* 0.6395* 1
Political Constraints 0.3460* 0.2984* 0.3267* 0.2522* 0.0595* 0.0810* 0.1020* 0.6891* 0.7506* 0.7455* 0.7286* 0.5544* 1

Note: The table presents pairwise correlation coefficienfs< 0.01.
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Table 2.3: Hazard Models of Competition Policy Reform (Vudip

0 @ B) @ 6] © @)

GDP per capita 0.487***  0.541%*%*%  0.493*** (Q.511%*%* 0.523%** 0.496%** (.769%**

(0.134) (0.124) (0.133) (0.128) (0.154) (0.133) (0.158)
Population 0.520%**  0.369%%*  (.511%** (.370%%*% (0294%** (.435%%*k (0 743%**

(0.103) (0.112) (0.101) (0.112) (0.112) (0.108) (0.130)
Aid per capita 0.252%* 0.172 0.242%* 0.155 0.061 0.236%*  0.378%**

(0.110) (0.109) (0.111) (0.109) (0.129) (0.117) (0.118)
Trade 0.378 0.145 0.352 0.165 -0.096 0.277 0.419

(0.311) (0.331) (0.316) (0.356) (0.331) (0.311) (0.431)
FH Political Rights 0.198*** 0.182%*

(0.071) (0.084)
Polity 0.059%***

(0.020)
Freedom House/Polity 0.130%***
(0.046)
Political Competition 0.124%**
(0.042)
Parties in Legislature 1.147***
(0.315)
Political Constraints 1.063
(0.668)

Regional dummies No No No No No No Yes
Observations 2622 2466 2622 2370 2478 2517 2622
Countries 129 121 129 120 131 128 129
Countries reforming 62 61 62 61 54 60 62
Chi-squared 35.455 37.308 38.296 33.708 32.843 30.278 206.474
Evolutionary parameter o 2.229 2.242 2.155 2.214 2.542 2.461 2.183

Variable definitions and sources are provided in the text. g* 0.01, ** p < 0.05, * p < 0.10.
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Note: The table presents the results of the hazard modelsedirhing of competition policy reform.
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Table 2.4: Hazard Models of Competition Policy Reform (Cogg®rtional Hazards)

@ @ €] “ 5 6 0]

GDP per capita 0.494%**  0.551%%%  0.504***  (0.509%** (0.504%**  0.487*** (.803***

(0.144) (0.135) (0.143) (0.139) (0.164) (0.142) (0.167)
Population 0.541%**  0.383%**  (.533%** (. 378%*F* (282%**  (.424**%*  (0.806%**

(0.109) (0.113) (0.107) (0.113) (0.110) (0.109) (0.139)
Aid per capita 0.245* 0.169 0.241* 0.143 0.023 0.199 0.428***

(0.125) (0.117) (0.124) (0.114) (0.128) (0.124) (0.131)
Trade 0.440 0.196 0.406 0.211 -0.034 0.326 0.534

(0.308) (0.335) (0.315) (0.359) (0.345) (0.331) (0.409)
FH Political Rights 0.212%** 0.193%*

(0.071) (0.085)
Polity 0.061***

(0.020)
Freedom House/Polity 0.139%***
(0.046)
Political Competition 0.126***
(0.040)
Parties in Legislature 1.166***
(0.315)
Political Constraints 1.090*
(0.662)

Regional dummies No No No No No No Yes
Observations 2622 2466 2622 2370 2478 2517 2622
Countries 129 121 129 120 131 128 129
Countries reforming 62 61 62 61 54 60 62
Chi-squared 33.499 34.281 35.639 31.434 33.487 27.976 187.175

Note: The table presents the results of the hazard modelsedirhing of competition policy reform.

Variable definitions and sources are provided in the text. j* 0.01, ** p < 0.05, * p < 0.10.



Table 2.5: Index of Competition Agency Commitment

De Jure Independence

Component Levels of Independence Numerical Coding
Agency Head 1. Fixed term greater than or equal to 5 years 2

2. Fixed term less than 5 years 1

3. No fixed term 0
Stated Independence 1. Agency independence is formally stated in the law 1

2. No mention of agency independence 0
Agency Organization 1. Agency is a unique entity 1

2. Agency is part of another bureaucracy, department, or regulatory body 0
Agency Tenure 1. Agency is at least 10 years old as of 2007 1

2. Agency is less than 10 years old as of 2007 0

De Facto Commitment

Agency Budget The variable represents the average residuals from regression models in which the logged value of the competition agency
budget is regressed on log of GDP for years 2002-2007.

Agency Staff The variable represents the average residuals from regression models in which the logged value of the competition agency staff
is regressed on log of country population for years 2002-2007.

Expert Assessment The World Economic Forum country score regarding the effectiveness of antitrust policy. The variable is the average response
to the following: “Anti-monopoly policy in your country is: (1 = lax and not effective at promoting competition, 7 = effective
and promotes competition).”

Antitrust Activity A dummy variable equal to one if the agency has ever intervened over a proposed merger, regardless of the outcome of the legal
action.

Note: The Competition Agency Commitment Index represdrdsiean of the standardized values of the two sub-indexedui2eindependence and De
Facto Commitment. The sub-indexes De Jure Independend@afdcto Commitment are calculated as the average valueioféspective components.

The four components of De Facto Commitment are standartiefute averaging.
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Table 2.6: Determinants of Competition Policy Commitmédmé-Boundary Tobit Estimates)

@ 2 ©)] “ 6] © ) ® ® 10 an a2

GDP per capita 0.602%**  0.644%**  (0.589%**  (.622%**  (.640%**  (.582%** (.720%** (. 752%** (.711¥** (.722%**  (Q.721%**  (.714%**

(0.151) (0.135) (0.142) (0.139) (0.142) (0.144) (0.167) (0.159) (0.160) (0.153) (0.146) (0.161)
Population 0.805%**  0.745%**  0.797***  0.768%**  0.654%**  (.672%** (.781*%** (.766*** (0.774*** (0.782*** (0.703*** (0.710%**

(0.121) (0.126) (0.119) (0.129) (0.130) (0.127) (0.132) (0.150) (0.132) (0.150) (0.145) (0.127)
Aid per capita 0.483***  0.482%**  0.463***  0.449%**  (0.395**  0.420%*  0.467*** 0.406%**  (0.448*** (0.482***  0.400%*  (0.443%**

(0.163) (0.162) (0.161) (0.166) (0.170) (0.169) (0.162) (0.169) (0.164) (0.170) (0.172) (0.150)
Trade 0.523%*  0.505%*  0.549%*  0.608*** 0.282 0.515%* 0.367 0.370 0.387 0.452* 0.276 0.363

(0.219) (0.226) (0.217) (0.231) (0.221) (0.224) (0.258) (0.263) 0.257) (0.270) (0.273) (0.266)
FH Political Rights 0.331%** 0.145*

(0.091) (0.082)
Polity 0.103*** 0.041*

(0.024) (0.025)
Freedom House/Polity 0.235%** 0.108**
(0.055) (0.054)
Political Competition 0.229%** 0.112%*
(0.051) (0.051)
Parties in Legislature 1.398%** 0.756%**
(0.235) (0.283)
Political Constraints 3.759%** 1.845%*
(0.800) (0.752)

Regional dummies No No No No No No Yes Yes Yes Yes Yes Yes
Countries 120 111 120 110 121 119 120 111 120 110 121 119
Pseudo R’ 0.211 0.219 0.223 0.220 0.263 0.223 0.320 0.328 0.322 0.333 0.335 0.327

Note: The table presents the results of tobit models. Themggmnt variable is the competition policy commitment indéeriable definitions and sources

are provided in the text. **p < 0.01, ** p < 0.05, * p < 0.10.
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Table 2.7: Marginal Effects of Independent Variables (base results from Table 6,

Model 3)
variable dy/dx Std. Err. z P>z 95% C.1. mean
GDP per capita 0.212 0.057 3.700 0.000 0.100 0.324 7.174
Population 0.287 0.045 6.410 0.000 0.199 0.375 15.515
Aid per capita 0.167 0.059 2.850 0.004 0.052 0.281 3.006
Trade 0.198 0.118 1.680 0.094 -0.034 0.429 0.829

Freedom House/Polity 0.085 0.022 3.910 0.000 0.042 0.127 4.934




Table 2.8: Summary Statistics by Country

Agency De Jure De Facto FH Political Political Freedom Parties in Political

Country Law C i Independ C i GDP per capita__ Populati Aid per capita Trade Rights Polity Competition  House/Polity  Legisl Constrain
Albania 1995 1.147 2.190 0.104 6.739 14.991 2.973 0.536 3.143 -0.143 4.571 4.190 1.714 0.094
Algeria 1995 0.621 1.020 0.222 7.515 16.882 2.032 0.547 2.053 -7.650 1.900 1.570 0.850 0.000
Angola . -0.712 -0.736 -0.689 6.563 16.350 3.127 1.124 1.619 -3.524 4.750 2274 1.588 0.195
Argentina 1980 0.621 0.435 0.808 8.861 17.106 0.133 0.142 2.800 -6.000 2.200 2.583 0.400 0.000
Armenia 2000 0.866 1.605 0.126 6213 14.997 3358 0.898 3.889 3222 7.000 5.759 2.000 0.239
Aruba . -0.712 -0.736 -0.689 9.832 11.253 5.637 2358 . . . . . .
Azerbaijan 1993 0.612 0.435 0.789 6.973 15.807 -0.788 1.138 3.000 -1.000 6.000 3917 1.500 0.000
Bahamas . -0.712 -0.736 -0.689 9.593 12.454 2.327 1.148 6.654 . . 9.126 2.000 .
Bahrain . -0.712 -0.736 -0.689 9.297 13.159 4.627 1.758 2.227 -9.174 1.304 1.409 0.000 0.000
Bangladesh . -0.712 -0.736 -0.689 5.610 18.557 2.389 0.251 4.129 0.188 4.406 5.078 1.429 0.183
Barbados 2002 1511 1.020 2.002 8.962 12.443 2.846 1.158 7.000 . . 9.946 2.000 0.244
Belarus 1992 . 0.044 . 7.239 16.137 2.909 0.703 4.000 7.000 7.000 6.750 2.000 0.000
Belize . -0.712 -0.736 -0.689 7.871 12.239 4.483 1.173 6.960 . . 9.715 2.000 0.272
Benin . -0.712 -0.736 -0.689 5.746 15.398 3.474 0.469 3.467 -0.484 5.000 4.531 1.321 0.234
Bhutan . -0.712 -0.736 -0.689 6.289 13.187 4.447 0.773 1.880 -9.692 1.308 1.030 0.000 0.000
Bolivia . -0.712 -0.736 -0.689 6.888 15.723 3.959 0.508 5.355 5.469 6.938 7.234 1.571 0.351
Bosnia and Herzegovina 2000 0.512 1.020 0.004 6.765 15.046 5.445 1.082 2.667 0.000 . 3.251 2.000 0.000
Botswana . -0.712 -0.736 -0.689 7.676 14.104 4.078 1.021 6.129 7.938 9.000 8.524 2.000 0.197
Brunei . -0.712 -0.736 -0.689 9.953 12.436 0.912 1.074 1.565 . . 2.226 0.000 0.000
Bulgaria 1991 1.465 2.190 0.741 7.450 15.981 0.446 0.698 5.000 8.000 7.000 7417 2.000 0.274
Burkina Faso 1994 . . . 5.143 15.842 3.346 0.367 2.389 -4.684 1.944 2.843 0.421 0.000
Burundi . -0.712 -0.736 -0.689 4.870 15.504 3.293 0.346 1.645 -3.531 2.292 2317 0.679 0.000
Cambodia . -0.712 -0.736 -0.689 5.676 16.344 3.489 0.995 2214 1.071 6.929 3.929 2.000 0.325
Cameroon 1998 . . . 6.568 16.197 3.247 0.464 1.818 -6.913 2.304 1.682 1.261 0.000
Cape Verde . -0.712 -0.736 -0.689 6.941 12.905 5.617 0.723 5.905 . . 7.851 1.706 0.215
Central African Republic . -0.712 -0.736 -0.689 5.605 14.926 3.564 0.459 2516 -2.438 3.625 3.298 0.929 0.165
Chad . -0.712 -0.736 -0.689 5217 15.660 3.234 0.539 1.645 -3.531 3.625 2.395 0.429 0.000
China . -0.712 -0.736 -0.689 6.247 20.865 0.048 0.388 1.333 -7.000 1.000 1.167 2.000 0.000
Colombia 1992 1.330 0.435 2.224 7.558 17.179 0.967 0.296 5.875 8.059 9.000 8.135 2.000 0.424
Comoros . -0.712 -0.736 -0.689 5.991 13.040 4.384 0.566 3.192 -0.185 4.846 4.529 1.304 0.096
Congo . -0.712 -0.736 -0.689 6.983 14.695 3.856 1.146 2.097 -4.656 2.323 2.586 0.964 0.101
Costa Rica 1994 0.259 0.435 0.083 8.012 14.777 3.687 0.669 7.000 10.000 10.000 9.977 2.000 0.397
Cote d'Ivoire 1991 . . . 6.737 16.047 2.942 0.716 2.133 -8.875 1.063 1.589 1.063 0.000
Croatia 1995 1.634 2.190 1.078 8.241 15.333 -1.471 1.028 4.000 -3.000 6.000 4.250 2.000 0.349
Cyprus 1989 1.560 2.190 0.929 8.629 13.349 4.100 1.077 6.000 10.000 10.000 8.846 2.000 0.239
Czech Republic 1991 1.878 2.190 1.566 8.582 16.154 0.278 0.878 . 8.000 7.000 . 2.000 .
Democratic Republic of the Congo . -0.712 -0.736 -0.689 5.078 17.466 2344 0.442 . -4.313 1.500 . 0.893 .
Djibouti . -0.712 -0.736 -0.689 6.759 13.435 4.915 0.977 2.941 -2.706 4.412 3.270 1.000 0.000
Dominican Republic . -0.712 -0.736 -0.689 7.646 15.799 2.494 0.658 5.833 5.774 7.613 7.789 2.000 0.364
Ecuador . -0.712 -0.736 -0.689 7.200 16.125 2.577 0.556 5.226 6.469 7.813 7.565 1.714 0.240
Egypt 2005 0.031 -0.151 0213 6.981 17.837 3.511 0.538 2.621 -6.033 1.967 2.500 1.857 0.235
El Salvador . -0.712 -0.736 -0.689 7.549 15.482 3.609 0.601 5.097 4.375 7.741 6.745 1.607 0312
Equatorial Guinea . -0.712 -0.736 -0.689 7.160 13.020 4.254 1.412 1.048 -5.762 1.619 1218 1.412 0.004
Eritrea . -0.712 -0.736 -0.689 5.190 15.127 3.869 0.901 1.429 -6.429 2.000 1.845 0.000 0.000
Ethiopia 2003 -0.419 -0.736 -0.103 4.833 17.738 2617 0.230 2238 -3.045 3222 2.817 1.136 0.083
Fiji 1998 0.100 0.435 -0.235 7.490 13.444 3.993 1.019 4.591 6.043 7.174 7235 1.565 0.303
French Polynesia . -0.712 -0.736 -0.689 9.544 12.290 7.430 0.291 . . . . . .
Gabon . -0.712 -0.736 -0.689 8.485 13.733 4.149 0.947 2.567 -6.484 2.000 2.442 1.464 0.000
Gambia . -0.712 -0.736 -0.689 5.808 13.721 4.023 1.063 4.194 2281 6.406 5.761 1.786 0.140
Georgia 1996 . 1.020 . 6.392 15.469 1.700 1.028 3.200 4.200 6.400 5.300 1.600 0.300
Ghana . -0.712 -0.736 -0.689 5.460 16.526 3.244 0.538 3.548 -1.094 4.733 4519 0.929 0.114
Grenada . -0.712 -0.736 -0.689 7.924 11.488 4.757 1.137 5.862 . . 8.026 1.538 0.222
Guatemala . -0.712 -0.736 -0.689 7.363 16.013 2.820 0.461 4.258 2125 6.548 5.605 1.786 0.327
Guinea . -0.712 -0.736 -0.689 5.851 15.726 3.492 0.545 1.654 -4.333 3.370 2.423 0.870 0.130
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Table 2.9: Summary Statistics by Country (continued)

Agency De Jure De Facto FH Political Political Freedom Parties in Political

Country Law i d d C i GDP per capita P lati Aid per capita Trade Rights Polity Competition  House/Polity Legisl Constraints
Guinea-Bissau -0.712 -0.736 -0.689 5.099 13.859 4.280 0.557 2.935 -2.781 3.300 3.358 1.179 0.100
Guyana -0.712 -0.736 -0.689 6.668 13.541 4.322 1.744 4.567 0.097 5.290 5.625 2.000 0.203
Haiti . -0.712 -0.736 -0.689 6.333 15.774 3.243 0.435 1.935 -3.667 3.778 2.534 1.250 0.103
Honduras 2005 . 1.605 . 6.994 15.368 3.933 0.818 4.828 4.667 7.964 6.917 1.571 0.263
Hong Kong . -0.712 -0.736 -0.689 9.799 15.564 0.561 2.382 . . . . . .
Indonesia 2000 1.290 1.020 1.559 6.275 18.937 1.838 0.514 2458 -6.400 2.280 2.260 2.000 0.027
Iran . -0.712 -0.736 -0.689 7.344 17.781 0.181 0.404 2.267 -3.900 3.037 2.497 0.385 0.079
Israel 1988 1.027 -0.151 2.205 9.465 15.182 5.557 1.030 6.000 9.000 9.000 8.847 2.000 0.490
Jamaica 1993 1.120 1.605 0.634 7.979 14.619 4.009 0.942 6.118 10.000 10.000 8.971 2.000 0.295
Jordan 2004 0.220 -0.736 1.176 7.478 14.981 5.187 1.196 3.074 -5.750 4.964 2.846 0.593 0.185
Kazakhstan 2001 . 0.044 . 7.034 16.563 1.595 0.886 2111 -3.667 6.000 2.926 2.000 0.000
Kenya 1988 0.458 -0.151 1.068 6.024 16.644 2.942 0.600 2.667 -6.769 1.231 2410 1.000 0.000
Kuwait . -0.712 -0.736 -0.689 9.776 14.355 0.398 0.978 3.083 -8.320 1.400 2.309 0.000 0.222
Kyrgyz Republic 1994 5.799 15.329 2431 0.789 3.500 -3.000 3.000 4.667 1.000 0.000
Laos 2004 . . . 5.553 15.337 3.541 0.500 1.200 -7.000 1.000 1.104 1.000 0.004
Latvia 1997 1.211 1.020 1.403 7.829 14.760 2.641 1.039 5.500 8.000 9.000 8250 2.000 0.387
Lebanon -0.712 -0.736 -0.689 8.341 15.083 4.124 0.711 2.167 4.667 6.000 3.329 0.000 0.152
Lesotho -0.712 -0.736 -0.689 5.834 14.274 3.910 1.423 3.645 -1.063 3.536 4513 1.071 0.026
Liberia -0.712 -0.736 -0.689 5.851 14.661 3.548 0.960 2.810 22773 3.368 3.484 0.944 0.000
Libya . -0.712 -0.736 -0.689 8.789 15.502 0319 0.561 1.000 -7.000 1.000 0.750 0.000 0.000
Lithuania 1992 1.586 1.605 1.567 8316 15.125 0.067 0.507 6.000 10.000 10.000 8.750 2.000 0315
Macau . -0.712 -0.736 -0.689 9.467 12.845 0.027 1.843 . . . . . .
Macedonia 1999 0.754 1.605 -0.097 7.384 14.493 3.341 0.860 4.333 6.000 9.000 7.056 2.000 0.474
Madagascar . -0.712 -0.736 -0.689 5.638 16.263 3218 0.458 4.129 0.688 5.387 5.065 1.286 0.291
Malawi 1998 . . . 4.978 15.856 3338 0.600 2455 -6.348 2.435 2.004 1.174 0.055
Malaysia -0.712 -0.736 -0.689 7.897 16.703 1.967 1.480 4.069 3.667 6.000 5.756 2.000 0.358
Mali . -0.712 -0.736 -0.689 5.459 15.879 3.755 0.539 3452 -0.531 4.226 4516 1.214 0.118
Malta 1994 0.038 0.435 -0.358 8.486 12.777 4.069 1.749 6.400 . . 8.437 2.000 0.338
Mauritania . -0.712 -0.736 -0.689 6.075 14.502 4.647 1.030 1.677 -6.375 1.563 1.745 0.893 0.071
Mauritius 2003 0315 0.435 0.195 7.844 13.891 3.540 1.192 6.455 1913 9.913 9314 2.000 0.387
Mexico 1992 1.741 1.605 1.878 8.476 18.089 0.302 0.276 4.375 -2.647 5.765 4.578 2.000 0.183
Moldova 2000 . . . 5.878 15.274 2.284 1.027 4.500 6.750 7.000 6.792 1.750 0.268
Mongolia . -0.712 -0.736 -0.689 6.159 14.594 2.983 1.116 4.280 3.346 6.192 6.023 1.591 0.117
Morocco 2001 . -0.151 . 7.027 16.935 3.189 0.541 3.560 -7.615 2.115 2.650 1.846 0.174
Mozambique . -0.712 -0.736 -0.689 5315 16.554 3.839 0.485 3.385 -0.852 4.963 4.135 1.391 0.138
Namibia 2003 . . . 7.596 14.234 3.539 1.100 5.857 6.000 9.000 7.660 2.000 0.337
Nepal . -0.712 -0.736 -0.689 5.198 16.781 2.626 0.399 4.226 -0.844 3.906 4.825 0.857 0.142
Nicaragua 2006 0.421 1.020 -0.177 6.747 15.223 4171 0.645 3.900 2.097 5.586 5514 1.929 0.271
Niger . -0.712 -0.736 -0.689 5.283 15.890 3.478 0.454 2.300 -1.935 3.533 3.378 0.857 0.117
Nigeria -0.712 -0.736 -0.689 5.937 18.373 0.424 0.614 2.968 -1.313 3.267 3.987 0.643 0.108
Oman . -0.712 -0.736 -0.689 8.817 14.363 3.265 0912 1.966 -9.367 1.133 1.083 0.000 0.000
Panama 1996 1.668 2.190 1.146 8.086 14.643 3.109 1.621 3.533 0.125 5.500 5.117 1.500 0.305
Papua New Guinea 2002 1.141 1.605 0.677 6.497 15.187 4.374 0.966 5.962 10.000 10.000 8.862 2.000 0.522
Paraguay . -0.712 -0.736 -0.689 7.205 15.240 2725 0.717 3.774 0.063 4.813 4.987 2.000 0.231
Peru 1991 1.462 2.190 0.733 7.662 16.724 2.425 0.354 4.733 3.625 5.714 6.378 1.375 0.269
Philippines -0.712 -0.736 -0.689 6.839 17.944 2.194 0.713 4.806 2313 6.065 6.164 1.679 0.236
Qatar . -0.712 -0.736 -0.689 10.271 13.448 0.671 0911 2.000 -10.000 1.000 0917 0.000 0.000
Romania 1996 2.150 2.190 2.110 7.416 16.946 2.301 0516 3.500 5.000 7.000 6.042 2.000 0.501
Russia 1991 1.363 0.435 2.291 7.864 18.815 0.538 0.361 3.000 0.000 2.000 4.583 1.000 0.000
Rwanda . -0.712 -0.736 -0.689 5.464 15.668 3.683 0.329 1.613 -6.031 1.438 1.793 1.036 0.013
Saint Lucia . -0.712 -0.736 -0.689 8.096 11.844 4.700 1383 6.880 . . 9.354 2.000 0.253
Saudi Arabia 2004 . -0.151 . 9.273 16.468 0.036 0.744 1.464 -10.000 1.000 0.327 0.000 0.000
Senegal 1994 0.751 2.190 -0.689 6.180 15.661 4.033 0.645 4.000 -1.947 6.789 4.616 1.842 0.123
Seychelles . -0.712 -0.736 -0.689 8.612 11.185 5.436 1.437 3.567 . . 4.597 1.333 0.000
Sierra Leone -0.712 -0.736 -0.689 5.449 15.168 3.297 0471 2.935 -3.500 2.444 3.347 1.071 0.054
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Table 2.10: Summary Statistics by Country (continued)

Agency De Jure De Facto FH Political Political Freedom Parties in Political

Country Law i d d C i GDP per capita P lati Aid per capita Trade Rights Polity Competition  House/Polity Legisl Constraints
Singapore 2004 0.846 0.435 1.258 10.030 15.237 -0.166 3.779 3.000 -2.000 2.000 3.944 2.000 0.032
Slovak Republic 1991 1.686 1.605 1.767 8213 15.480 0.258 0.621 . . . . . .
Slovenia 1999 0.470 0.435 0.505 9.018 14.501 3.004 1.072 7.000 10.000 10.000 9.583 2.000 0.564
South Africa 1998 1.960 1.605 2.316 7.996 17.483 2.200 0.446 6.000 8.800 9.000 8.617 2.000 0.399
South Korea 1980 1.445 0.435 2.455 8.016 17.410 1.679 0.613 3.400 -8.000 2.000 2.250 2.000 0.365
Sri Lanka 1987 . 0.825 . 6.090 16.523 3.077 0.694 5.545 6.083 6.583 7417 2.000 0.231
Sudan . -0.712 -0.736 -0.689 5.727 17.117 2.926 0.254 1.774 -5.188 1.710 1.836 0.679 0.012
Suriname -0.712 -0.736 -0.689 7.683 12.928 4.553 0.820 4.700 . . 6.459 1.571 0.000
Swaziland -0.712 -0.736 -0.689 6.972 13.621 3.699 1.575 2.161 -9.563 1.188 1.417 0.536 0.000
Syria . -0.712 -0.736 -0.689 6.979 16.344 3.294 0.581 1.548 -8.563 1.000 0.659 2.000 0.040
Tajikistan 2000 . . . 5.060 15.575 2375 1.132 1.500 -4.625 3.125 1.760 2.000 0.188
Tanzania 2003 1.197 1.020 1.374 5.561 17.235 3.532 0.494 2923 22615 3.154 3.641 1.615 0.273
Thailand 1999 0.058 -0.736 0.852 7.019 17.780 2135 0.641 4.652 3.542 7.304 6.246 1.667 0.444
Togo . -0.712 -0.736 -0.689 5.606 15.178 3.242 0.894 1.806 -4.750 3.333 2.285 1.179 0.000
Trinidad and Tobago 1996 . 8.616 13.957 1.845 0.787 6.667 8.579 8.158 9.236 1.947 0.396
Tunisia 1991 . 1.605 . 7.204 15.732 3.545 0.775 2.400 -7.625 1.875 2.128 1.000 0.000
Turkmenistan -0.712 -0.736 -0.689 6.614 15.312 1.860 1.377 1.000 -9.000 1.000 0.250 1.000 0.000
Uganda . -0.712 -0.736 -0.689 5.363 16.816 3.281 0314 2.875 -3.600 2.542 3.354 0.286 0.128
Ukraine 1993 1.819 1.605 2.033 7.140 17.767 2.015 0.508 5.000 6.000 7.000 7.333 2.000 0.184
United Arab Emirates -0.712 -0.736 -0.689 10.264 14.329 0.993 1.179 2.478 -8.000 1.000 1.913 0.000 0.000
Uruguay . -0.712 -0.736 -0.689 8.675 14.948 1.808 0.419 5.484 4.469 7.188 7.379 1.286 0.351
Venezuela 1992 0.884 1.020 0.748 8.565 16.647 0.061 0.479 6.923 9.000 10.000 9.205 2.000 0.422
Vietnam 2004 0.254 0.435 0.074 5.696 18.082 2.036 0.788 1111 -7.000 1.000 0.889 1.000 0.054
Yemen . -0.712 -0.736 -0.689 6.180 16.591 2.941 0.785 2714 -2.429 6.000 3.232 1.538 0.000
Yugoslavia 2005 1.106 1.605 0.607 7.168 15.834 4.456 0.558 3.875 1.875 6.125 5.521 2.000 0.165
Zambia 1994 0.545 0.435 0.655 6.080 15.694 3.833 0.747 3278 -6.632 1.947 2.704 1.158 0.020
Zimbabwe 1996 0.722 0.435 1.009 6.412 15.979 2.664 0.489 3.100 -0.857 2.800 3.996 2.000 0.246
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Organized Business, Affiliated Labor,
and Competition Policy Reform in

Developing Democracies

Abstract

This paper examines the effects of interest groups on gowemis’ commitments to
competition (antitrust) policy in developing democracikargue that competition pol-
icy enforcement reflects the relative political strengtitved contending groups: a rent-
preserving alliance of incumbent producers and affiliadabt opposes competition
policies that erode its market dominance; a pro-compaetitioalition of consumers,
unorganized workers, and entrepreneurs favors regulateysight. A simple model
illustrates that policymakers’ commitments to competitpmlicy vary according to the
distributive effects of reform. Where the anticompetitingerest group is concentrated
and encompassing, commitments to antitrust regulatooymetre weakened. The em-
pirical portion of the paper relies upon one of the first crogsonal measures of an-
ticompetitive interest groups. | test the relationshipnsstn anticompetitive interests
and competition policy using an original dataset measuromgpetition agency design

over the period 1975-2007. The results suggest that angiettive interest groups slow

40
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down the process of reform and weaken governments’ commisite a robust regula-

tory regime.

3.1 Introduction

My explanation for variation in regulatory institutions ang developing de-
mocracies builds upon a well-known political economy cégge:. increases in economic
competition from a non-competitive status quo imply a rettiation of wealth from or-
ganized incumbent oligopolists (“producers”) to diffusmsumers (Stigler, 1971; Peltz-
man, 1976; Rogowski and Kayser, 2002). Competition polidpeement weakens the
ability of incumbents to capture and maintain rents; thisdfigs consumers through
favorable price and employment effects. The redistributraplies political conflict:
incumbent interests will lobby to maintain and expand theirts, and consumers will
support greater competition policy enforcement. This écinflill be particularly robust
in democracies, where politicians are held electorallyoaotable for the policies that
they support.

In this paper, | extend the model to include a more comprebeset of in-
terest groups, allowing for political alliances to emergeoas factors of production. A
pro-competition coalition is rooted in the interests of s@mers, unorganized workers,
and small business owners, who favor the effects of conipetin lower prices, greater
product choice, and lower unemployment. The competing @iswa rent-preserving
alliance anchored in the interests of incumbent produaadsadlied labor. This group
seeks to maintain anticompetitive rents by opposing coitiqetpolicy reform. The
political cleavage that emerges is thus one of insideraugensitsiders. This prediction
is distinct from most production-based approaches in thiéigad economy literature,
where cleavages are drawn along class (factors of prodiairandustry lines (Goure-
vitch, 1986; Rogowski, 1987, 1989; Frieden, 1991b; His@DQ1)?

1For a recent exception see Baker (2003, 2005), who incolg®e@nsumer interests into a model of
trade policy preferences.
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Variation in competition policy reflects the interests oé thinner of the po-
litical conflict between these two groups. When the pro-cetitipn coalition prevails,
governments invest in effective antitrust oversight. Whwa rent-preserving alliance
wins out, no such regulatory institutions emerge. Thus,petition policy reflects the
political weight of the organized interest group (the remgerving alliance) relative to
the unorganized set of pro-competition forces.

My model holds political institutions constant, highligig the demand-side
determinants of competition policy. | explain that the podl weight of the anticompet-
itive group depends on the congruence of interests betweleisiry and labor. | contend
that incumbent firms in highly concentrated industries atie able to organize and to
lobby against effective competition policy, but that piiéag labor market institutions
also matter because they affect the strength of the alliaetb®een incumbent capital
and labor. In particular, the political weight of the remegerving alliance increases
when workers share in the anticompetitive rents. | arguerbalities in labor mar-
kets enable organized workers to extract a portion of thexsts rthereby strengthening
the alliance with incumbent capital in opposition to a cotitwa policy that promotes
entry and competition.

The empirical contribution of the paper uses actual poligipats as the de-
pendent variable, providing one of the first direct testshef politics of regulatiors.
Using an original dataset on competition policy in 88 dep@lg democracies over the
period 1975-2007, | test the theory in two stages. The firsb imeasure the effect
of interest groups on the timing of laws delegating regulasuthority to competition

agencies. | also create an original index that gauges tketei#ness of these regula-

2The use of policy contrasts with much of the existing reseashich employs broad economic aggre-
gates as the dependent variable. The important contribbtidRogowski and Kayser (2002), for instance,
makes inferences about the effect of institutions on thativel strength of producers by measuring the
correlation between electoral institutions and pricest f@ices are far down the causal chain. Simi-
larly, Rosenbluth and Schaap (2003) study the effects dtigatlinstitutions on interest rate spreads; and
Persson et al. (2003) and Kunikova and Rose-Ackerman (2085¥ubjective corruption indices as the
dependent variable. My work is closer in spirit to Djankoakt(2002), Scartascini (2002), and Pagano
and Volpin (2005), who also use policy outputs as the depandeiable.
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tory bodies, and the second test measures its politicaliedga. The results retain their

robustness to instrumental variables specifications.

3.2 Related Literature

The study of the role of interest groups in shaping policycoates has a long
tradition in the literature. Early work recognized the imgamce of interest groups in the
political process (Schattschneider, 1935), while mod&ssics probe the determinants
lobbying activity (Olson, 1965; Stigler, 1971) and the iefhge of organized interests on
policy and economic outcomes (Olson, 1982; Grossman angntéai, 1994; Mitchell
and Munger, 1991). At its core, this literature explains hbe characteristics of the
interest group affect its ability to organize in pursuit eéferred policies. In a paper
closely related to this one, Ramirez and Eigen-Zucchi (2@0tument the influence of
interest groups in the passage of the Clayton antitrustriaiva US.

The characteristic most often highlighted is the size ofititberest group. Ol-
son (1965) argues that smaller groups have distinct coleeetction advantages that
often lead policies that favor them at the expense of lang@oyganized groups. The
reason is that as the number of participants in the grougases, the per-unit benefits
derived from the transfer decline, and the costs of orgagiiicrease.

There are two related strands of literature studying theabinterest groups in
the policymaking process. One analyzes how firm- and inglustraracteristics explain
the nature of corporate political activity (lobbying) (Hian and Hitt, 1999; Ozer and
Lee, 2009; Grier et al., 1994). The other related stranddaakthe determinants of
interest groups’ political influence, or the efficacy of lgbiy. The mechanism operates
through the ways in which industry and market charactessdiffect the demand for
particular policies. For example, a prominent argumernténliterature emphasizes how
the intensity of demand for policy increases with the spatjfiof assets (Alt et al.,
1999; Frieden, 1991a).
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Empirical work studies the relationship between industrgracteristics and
the nature of corporate political activity, usually relgion data from the U.S. The char-
acteristic most often linked to influence is the concentratf markets (Ozer and Lee,
2009), and several studies find that industry concentratioreases lobbying efficacy
(Esty and Caves, 1983; Kroszner and Strahan, 1999). Witxbeption of Demirguc-
Kunt et al. (2008), who link industry characteristics to kiaig sector regulation, almost
no research studies the direct effects of interest grougsotiay outcomes outside of

the U.S. This paper aims to address this gap in the literature

3.3 A Theory of Regulatory Policy in Democracies

In this section, | present a simple model illustrating theeimtives of the indi-
vidual politicians (“legislators”) to produce competitipolicy. The equilibrium of the
model is a “supply price” of policy favorable to the rent-peeving alliance; as the sup-
ply price increases, outcomes are less likely to benefitittésest group at the expense
of the pro-competition coalition. That is, a higher supplice encourages commitment

to effective competition agencies.

3.3.A Preferences

The economics of competition highlights the friction beéweéwo competing
interests, who represent the core of the contending amitmy theory: consumers,
who favor competition and lower prices; and incumbent poeds, who prefer less com-
petition in order to maintain oligopolistic rents. Produgains entail consumer losses,
and vice versa.

Rent-free competition is represented by the familiar seetion of industry
supply and demand curves, which determine market price aadtiy? The funda-

mental assumption of this model is free entry of new firms theomarket. To see why

3The supply curve in a competitive industry is the horizowmigdregation of each firm’s individual
supply curve. Under perfect competition, individual sypplirves represent the cost of producing one
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this assumption is vital, consider the alternative casehiclweconomic rents exist in
the form of economic profits—price in excess of marginal cdstsuch a case, new
firms have the incentive to enter the market in order to comfmtrents. If entry is

free, new firms will enter up to the point where rents disgpdtiving down price equal
to marginal cost.

Thus, restrictions on entry and competition have distinstrithutional im-
plications. Restricting entry of potential competitorartsfers wealth from consumers
to incumbent producers. Consider a firm that is able to chargece that exceeds
marginal cost (a monopoly price) without inducing new firrm®nhter the market. This
firm has what is known amarket powerMarket power exists when barriers to potential
competitors enable incumbent firms to restrict output. Apontant point of emphasis
is that producers need not be monopolists in the strict seneeder to have market
power: barriers to competition may bestow market power onentioan one firm, en-
abling each to set price above marginal cost. Market powpli@m a transfer of wealth
from consumers to producers in the form of a monopoly rent.

The distributional implications of market power result iclaavage between
incumbent firms and consumers (Stigler, 1971; Peltzmarg)199n one hand, incum-
bents benefit from market power in the form of economic reantd, they therefore have
an incentive to oppose antitrust oversighOne the other hand, a reduction of mar-
ket power—greater product market competition—favors oomexs by lowering prices.

Consumers will support delegation of antitrust authoitgdmpetition agencies.

additional unit—the marginal cost of production. Thus, supply curve can also be thought of as the
industry’s marginal cost curve.

4] assume that incumbent firms’ opposition will exist in spifethe fact that antitrust agencies have
not necessarily pursued policies that improve consumdavee{Long et al., 1973; Siegried, 1975; Asch,
1975); one reason being that regulatory agencies may bareaplby incumbent firms, who use them
perversely to deter competition (Shughart, 1990; McChgand Shughart, 1995). Other empirical work
suggests that the agencies regulate according to partidiicad interests of the chief executive. There
is reason to believe, therefore, that the forimalependencef regulatory bodies is a crucial factor in
the extent to which they are opposed by incumbent interdéthe government can make a credible
commitment to delegate independent regulatory authooitthé competition agency, then entrenched
businesses are more likely to oppose its existence. Thitiysanportion of my contribution is to create
an index that incorporates a measure of agency independence
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Building upon the assumption that workers prefer lower upleyment and
higher salaries, | argue that workers’ attitudes toward etition policies are deter-
mined by the effects of these policies on employment and sialgly analysis demon-
strates a cleavage between labor insiders and labor orgsidiesiders are the group
of workers that share in incumbent rents. These workersrg@naed in trade unions
and afforded significant bargaining power as a result ofirigbor market institutions
that make firing costly. Labor insiders are likely to join imsbent firm owners in a
rent-preserving alliance in opposition to competitionippthat promotes new firm en-
try. Outsiders, on the other hand, are made up of the muckrlaigoset of labor that
includes unemployed, non-union, or informal sector wasRer

Employment and wage considerations cause labor outsilégdr competi-
tion policy that promotes new firm entry and erodes marketgroihe principle reason
that most workers favor a robust competition policy is thatdpict market competition
increases employment growth (Blanchard and Giavazzi, 2888&bach, 2000; Griffith
et al., 2007; Commendatore and Kubin, 2008). The intuitimteeds as follows. Firms
with market power restrict output in order to increase pniesulting in their monopoly
rents. The reduction in output lowers the demand for laleaiicing employment (Blan-
chard and Giavazzi, 2003). Empirical research confirmsititaeased product market
competition does indeed reduce unemployment (Bertrand<aaharz, 2002; Kaplan

et al., 2007).

3.3.B A Simple Model of Competition Policy Reform

| introduce a simplified version of a model developed by Bawd &hies
(2003) to illustrate the logic of my argument. The model proes a “supply price”

of policy that benefits an organized interest group (in thise; the rent-preserving al-

SNote that unionized workers under more flexible labor maihstitutions may also be a part of the
group of outsiders.
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liance) at the expense of the broader populatiohassume that the absence of any
antitrust agency benefits incumbent firms and affiliatedriabbo are organized; a lack
of oversight hurts the pro-competition coalition, the telly unorganized group. The
intuition behind the model is that as the supply price of rtamng the status quo (i.e.,
no effective regulatory oversight) increases, policymaleee more likely to commit to
effective competition policy institutions.

The model illustrates several insights. First, holdingstant the effects of
political institutions on policymaker incentives, | sholmat countries will be slower to
adopt meaningful competition policy reforms where the ene@serving alliance is well
organized and encompassing. That is, countries with cdrated industries and rigid
labor market institutions will be reluctant to reform, stn@form erodes the rents of a
large and powerful group of economic insiders. The modesitates that sensitivity of
votes to economic competition is lower in countries wheeeittierest group is strong.
Second, the model predicts that competition policy refosnsubject to the level of
corruption: the probability of reform decreases with thesstvity of votes to bribes.

Consider a legislator who maximizes the number of votgdijat he receives
in the election. The legislator votes for one policy measuinée in office: the level of
regulatory laxity @), which represents a continuation of the status quo (iceefiective
competition agency).

The legislator’s vote share depends on two factors: briBgsafd the level of

competition C) in the economy:
vV =V(B(©),C(9)) (3.1)

There are two sources of political support. The rent-prasgralliance is
the smaller, organized interest gro(phe pro-competition coalition is the larger, un-

organized group. | assume that incumbent producers areti allorkers in the rent-

5The model was originally developed by Denzau and MungerL98he extension by Bawn and
Thies (2003) accounts for differences in electoral ingtitws; Scartascini (2002) uses a similar framework
to explain the regulation of entry.

"The rent-preserving alliance is the “privileged” group@uting to Olsonian terminology.
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preserving alliance are able to organize into a lobby, batt tonsumers, unemployed,
and informal sector workers (the pro-competition coatijiare too large and dispersed
to organize. As in Denzau and Munger (1986), the smallergmovides monetary
bribes, and members of the larger group Vote.

| make the following set of assumptions. First, the degreeonfipetition in

the economy is a decreasing function of regulatory laxity.
Assumption 1 C =C(0); with I < 0.
Bribes, on the other hand, increase with regulatory laxity.
Assumption 2 B = B(®); with §& >0

Next, | assume that votes increase with economic compet#tiad bribes. Economic
competition leads to votes through the following channielser prices, greater product
choice, and lower unemployment (call this the “competitdiect”). And bribes help a
legislator increase vote share by providing resourcegltieatandidate can use to attract

the votes of rationally ignorant voters (a “resource effect
Assumption 3 4% > 0and 4% > 0.

The legislator votes on the degree of regulatory laxity @il office. In par-
ticular, the legislator solves:
mng(B(@),C(O)) (3.2)

The first order condition implies the following:

oV dB oV dC

0B d@ 4Cdo =0 (3.3)
Rearranging terms, | derive the supply price of regulatasyty, which rep-

resents the increase in bribes that a legislator will demarmkchange for a marginal

increase in laxity:

8Note that this distinction is a modeling convenience. Allogthat the rent-preserving alliance votes
(or the pro-competition coalition gives bribes) does narae the main result (see Denzau and Munger,
1986; Rogowski and Kayser, 2002).
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oV 9C
aB_ 5_%5_@ (3.4)

2 .
do o

The supply price in equation 3.4 illustrates the inducegensity of the leg-
islator to serve the interest group, and from it we derivedbmparative statics. In
particular,g—g increases (i.e., competition policy becomes more faverablthe pro-

competition coalition) as:

e votes become more responsive to the level of economic catiopeti.e., asgs

increases);

e economic competition becomes more responsive to regyl&rity (i.e., as the

C ; :
absolute value ofs increases);
e votes become less responsive to bribes (i.e%\éadecreases).

The political success of concentrated incumbent producensintaining reg-
ulatory laxity depends crucially on the strength of theliaalce with labor. As discussed
above, the preferences of organized labor for competitaitypdepend on the ability
of workers to extract a portion of incumbent producer rehésgue here that labor bar-
gaining power in this regard derives from the rigidity ofdalmarket institutions, which
| take to be exogenously determin&tilVhere firing costs are high, workers can credibly
threaten firm owners; and a credible threat of noncomplianedles workers to extract
a portion of the oligopolistic rent€. When rents are shared between capital and labor,
opposition to competition reform is particularly intense.

That is, the larger the proportion of workers that can be giof as “insid-

ers,” the lower the sensitivity of votes to economic contpmii Referring to equation

9Labor institutions tend to be very sticky over time, and eiopl research suggests that these in-
stitutions can be explained by exogenous “legal origin,thar set of legal traditions carried over since
colonization (Botero et al., 2004; Heckman and Pages, 20i@kgll and Layard, 1999).

10Consistent with this view, empirical research by Padillale{1996) and Nickell et al. (1994) finds
a positive correlation between the market share of a firm hadaages that it pays its employees in
countries with relatively inflexible labor market instiirns.
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3.4, in countries where labor rigidities are particulatisoeg, workers share in incum-
bent rents, and votes become less responsive to bribe%.decreases). The result is

a lower supply price of laxity, and weaker incentives for patition policy reform.

Hypothesis 1 All else equal, effective competition policy reform is Iiesly in coun-

tries with rigid labor market institutions.

| argue that industry structure also affects the properfisitgompetition pol-
icy reform. The reason is that industry structure affecesgtnsitivity of competition
to the degree of regulatory Iaxitya%). In particular, | argue that the supply price of
regulatory laxity is lower for more highly concentratedustries for the following rea-
sons'! Following standard Olsonian logic, a concentrated ingusitl have distinct
advantages in lobbying for a continuation of the status quopared to the diffuse pro-
competition coalition. Concentrated industries are bynikgdn dominated by a small
number of firms, implying that the per-firm payoffs are relaly high. Two, highly
concentrated industries often exhibit high “natural” griiarriers such as large initial
capital outlays. This implies that “natural” levels of coetgion in these industries may
be less responsive to regulation (i.65 is small). For these reasons, | contend tft

decreases with industry concentration.

Hypothesis 2 All else equal, effective competition policy reform is Iiesly in coun-

tries with concentrated industries.

1 take variation in industry concentration as an exogentugtiral feature of the economy. This
is not to say that concentration is not influenced by policgicks, as it would be difficult to argue that
industrialization strategies that protected domestici&tigy, or privatization schemes that in many cases
transferred state monopolies to private hands, did notiboré to industry structure. However, | down-
play the specific role of competition policy for two reaso@ne is that competition law in developing
countries is a very recent phenomenon, and thus unlikehate Inad a significant impact on industry
structure. Second, the focus of modern competition poBogri the contestability of markets (freedom
of entry), rather than market concentration. Indeed, ég@ague against the use of Herfindahl and other
concentration measures as triggers for regulatory ac@ai, 2003). Rather, modern competition pol-
icy focuses on preventing anticompetitive behavior, siechtaise of dominance, that reduces aggregate
welfare.
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Lastly, expression 3.4 suggests that reform will be lesslyikn countries
where votes are less responsive to bribes (i.e%adecreases). If we equate the re-
sponsiveness of votes to bribes with the empirically nelmitmncept of corruption, the
empirical implication of this term suggests that the connmeiht to competition policy

reform will be weaker in more corrupt countries.

Hypothesis 3 All else equal, effective competition policy reform is Igesly in coun-

tries with greater degrees of corruption.

3.4 Research Design and Variables

This section presents the identification strategy and the waiables used to
test the hypotheses developed in the previous section.

| constructed a new dataset on competition (antitrust) @geesign and in-
dependence in 88 developing democracies. My dataset isi@nigits coverage of
competition laws passed during the period 1975-2007. Thagoy sources are the
World Bank Competition Policy databd$eand various issues of the annual Handbook
of Competition Enforcement Agencies (Campbell, 2006, 2@0D8). Supplementary
sources include individual country’s competition agen@bsites.

The analysis proceeds in two stages. First, to measure féetebf political
variables on the timing of competition reform, | record theay of passage of laws
delegating authority to competition agencies. Since | at@ar@sted in measuring the
ways in which political interest groups affect the speedhwihich governments delegate
regulatory authority to a competition agency, | estimatazaind model. Hazard models
are used to estimate the hazard rai¢), or the probability that a government in a
particular country passes legislation delegating reguyahuthority to a competition
agency in yeat, given that it had not done so in the previous year. A niceufeat

of hazard models is that they do not exclude countries thatatgpass competition

12The database can be found at http://web.worldbank.org.
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legislation by the end of the period. Countries are obsefrngd the beginning of the
sample period (the year 1975) up until when they pass ldgialaor the end of the
period of study (2007)—whichever comes first.

Second, since laws on the books do not necessarily reflegavernment’s
commitment to a robust competition policy, | also create agiwal index measuring
the government’s commitment to competition agency effectess. The index has two
independent components: one gaugegurecommitment to effective policy by coding
several indicators of agency independence; the secondunesae factocommitment
by incorporating resource allocations, expert assessnantl actual regulatory deci-
sions. | provide full details on the construction of the irde section 6. | model the

correlates of competition policy effectiveness using attoiodel.

3.4.A Independent Variables

To explore the effects of industrial organization on pqlickely on a unique
cross-national measure of industry concentration. Irniqadr, | use a Herfindahl index

of employment concentration, measured for couftag:

Fi Ef ] 2
Hj = (Z (75- J ) (3.5)
=1\ k=1 Bkj
whereEy; represents the number of employees in firrim country j. The total num-
ber of firms in the country i&j. Thus,H; would equal 1 if one firm employed every
worker. The index approaches 0 as the number of firms appiioénfty. Herfindahl
data comes from Mitton (2008), who calculated these measafrendustrial concen-
tration using firm-level data from the Dun and Bradstreet [dlmse dataset, which
contains employment data from over one million public aridate firms in 20023
Since | am also interested in the impact of labor market itigislon competi-

tion policy reform, the second variable of interest is arecbye index measuring labor’s

BMitton (2008) also includes Herfindahl indices of sales @mration. | use employment concentra-
tion for two reasons. One, employment concentration isliksly to introduce endogeneity bias into the
model than is sales concentration. Two, employment coramh coverage extends to a larger number
of countries. The main results hold to sales Herfindahl.
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ability to extract a portion of the anticompetitive rentdieBe data are from the World
Bank’s Doing Business Project to measure the flexibilityatfdr market institutions. In

particular, | use the measure of firing costs, an objectideator of the “notice require-

ments, severance payments and penalties due when temgirsatedundant worker,

expressed in weeks of salary.” The data reflect firing cos2004.

To test the effect of the rent-preserving alliance of incentbndustry and af-
filiated labor on competition policy, | construct a theotatly grounded measure of the
anticompetitive interest group. | combine industry concaion with labor rigidities
into a unique composite measure of the political weight efititerest group. The vari-
ableRent Preserving Alliances the sum of the standardized values of the employment
Herfindahl and firing costs.

| control for variables that may affect political dynamicsweell as the state’s
institutional capacity. GDP/capitaproxies for institutional developmentPopulation
measures the size of the domestic mark&tote that the inclusion aBDP/capitaand
Populationhelps assuage concerns about the endogeneity of industcgcation by
capturing the economies of scale determinants of condemirdndeed, Mitton (2008)
shows that these two variables alone explain half of theatian in industry concentra-
tion across countries.

Table 3.1 reports overall summary statistics. Table 3.2nteporrelation co-

efficients.

3.5 Empirical Models of Regulatory Delegation

This section reports the results of models measuring thedngf interest
groups on the timing of delegation to competition agenaiedeémocracies. Assuming
data availability, the sample period covers 1975-2007as$sfy regime type using the

Polity index. My classification of democracy-years are thas which the Polity 2

14The variablessDP/capitaandPopulationare logged.
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score is greater than or equal td5.Countries drop out of the model upon the year
of delegation. The analysis includes up to 88 developingitas, of which up to 38
passed competition laws during the period of study.

Since the hazard rate is increasing over time, | chose a Eaeaization of
ho(t) that allows it to grow. My preferred specification is the Weibmodel, which
parameterizeBy(t) as:

ho(t) = at®*exp(Bo) (3.6)

This implies that the proportional hazard model is spec#igd
hj(t|xj) = at®texp(Bo -+ XjBy) (3.7)

The model produces estimations @f, which have a standard interpretation: &3p
is the hazard ratio for thigh coefficient, or the proportional increase in the hazatd ra
corresponding to a one-unit increase in the explanatoigplviar;.

The model allows for monotonic changes in the the underlyiagard over
time; these changes are determined by the evolutionaryedesa. For example, when
a =1, the hazard is constant; for valueso® 1, the hazard is increasing; far< 1, the
hazard is decreasing. The Weibull specification producesamate of the evolutionary
parametera. Thus, the Weibull model has the advantage of providing restezally
useful information about the effects of diffusion (or cagitan) on a country’s propensity
to reform the competition regime through the evolutionaaygmetera. Positive and
significant values ofx can be interpreted as evidence of external influence orypolic
diffusion. The evolutionary parameter thus provides an igog substitute for time
trends or variables that capture the percentage of coantriee region that have passed
reforms in a given year.

| begin by looking at the individual components of the rer@garving alliance
index. Table 3.3 reports the regression results of a set abWNegroportional haz-

ard models measuring the effect of interest groups on theagasof law establishing

15| also experiment with alternative classifications, inahgdPolity 2 greater than or equal to 6, and
the Gandhi-Przeworski regime type dummy variable. My rssarle robust to alternative classifications.
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a competition agency. The results in columns 1 and 2 of TalllesBggest that the ef-
fects of labor market rigidities and industry concentnatioe substantively similar: both
appear to deter delegation, although only labor rigiditgtetistically significant. The
estimated coefficient correspondingRining Costscan be interpreted as follows: a one
standard deviation (.82) increaseHiting Costslowers the hazard rate for delegation
by exp(—.87 x .82) = .49 points (around 51%). This implies that reform is lessljike
where labor shares in incumbent rents.

The results reported in column 3 of Table 3.3 are consistétht my expec-
tation that an alliance of concentrated incumbent firms diichged labor makes dele-
gation to competition agencies less likely. The effect efRent Preserving Alliances
statistically significant, and the magnitude of the effedarger than that of labor market
rigidities alone. In particular, a one standard deviatimrease in th&ent Preserving
Alliancelowers the hazard rate by arouex—1.45x.72) = .35, or nearly 65%. These
results conform with the proposition that competition pplieform is delayed in coun-
tries where labor allies with concentrated incumbent firms.

Along with the interest group results, these findings regmestrong evidence
of policy diffusion. Indeed, as reported in Table 3.3, theletionary parameter enters
each model positive, with a value above 2, and in each cadatistgally significant
at the 99% level. This result suggests that the hazard fumébr passing competition

policy reform increases during the sample period.

3.5.A Robustness

While it is reasonable to include time-invariant covarsaite a hazard model,
a preferable specification would introduce a proxy for iesergroups that varies on
a yearly basis. A time-variant interest group variablevédlees some of the concern
about endogeneity bias, since the model approximates ti@apility of passage of
competition reform, conditional on not passing reform ia pinevious year. Endogeneity

(or simultaneity) bias in this case would imply that the sty of the interest group in
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yearn is affected by the lack of law in year (but not in previous years), and so on
for each year. So for endogeneity to bias the results, onéddtave to believe that the
effects of passage of competition law on interest groumgtireare immediate (within
the current year); | do not believe that is the case.

While no perfect time-varying proxy exists, | turn to an esonc outcome
variable that is highly correlated with the presence ofcmtipetitive interests. Figure
3.1 shows the relationship between value added in manuiiagtas a percent of GDP
(averaged over the period 1975-2086and Rent-Preserving AllianceThe p-value of
estimated coefficient of the interest group variable regrdson manufacturing value
added is -.3.73; th&2 is .20. | include this time-varying proxy for interest greuin
model 4, and the results are consistent with prior estimates

Model 5 tests the hypothesis that corruption slows comnipatipolicy re-
form.}’ The coefficient is positive, but not statistically signifitaThe models reported
in columns 6-10 introduce two additional control variableBnd no evidence thatid
per capitaor Tradeinfluence the timing of regulatory reform in democratic coigs,
but the main finding that interest groups slow reform retaigsificance to the inclusion

of these additional control variables.

3.6 Determinants of Competition Policy Commitment

Since laws on the books do not necessarily reflect a goverrsiwemmitment
to effective competition policy, in this section | develop ariginal index of antitrust
agency effectiveness, which | model as a function of thetidahset of independent
variables used to explain the decision to delegate. Thevatain behind the construc-
tion of the index was to provide a transparent and easilyigaiple proxy for antitrust

policy commitment that could be extended to as large a saafjgleveloping countries

16value added is defined as the net output of a sector after qagimll outputs and subtracting inter-
mediate inputs. Data from the World Development Indicators
1'The corruption index comes from citetkaufmannKraayZ o2
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as possible. The variabgency Commitmembeasures features of the statute, as well
as how the law is actually applied. Specificalygency Commitmemépresents the av-
erage of the standardized values of two sub-index®s:Jure Independenceaptures
institutional features relating to the legal independerfdbe regulatory body based on

the law;De Facto Commitmenmheasures resource allocations, expert assessments, and
actual regulatory decisions. | detail the constructionamffesub-index in turn. Table 3.4

provides a summary of the index components.

De Jure Independence

The construction of the sub-index of competition agencyepehdence fol-
lows previous work on central bank independence (CBI) byi@ukan et al. (1992) and
others. The sub-inde®e Jure Independendeas four components. The first compo-
nent concerns the relationship between the governmentarukeiad of the competition
agency. In particular, | measure the rules governing therteaf the agency head. Fol-
lowing the CBI literature, | assume that a fixed term in whikk agency head cannot
be removed to be indicative of greater political indepergenh code a dummy variable
equal to 1 if the term of the agency head is fixed. | also asshatdaridependence in-
creases with length of the term, and so | code an indicatoabiarequal to one if the
term exceeds 5 years. | sum these dummy variables to creadasune of the indepen-
dence of the agency head, ranging from 0 to 2 (0 = no fixed termfited term <5
years; 2 = fixed terme 5 years).

The second component Die Jure Independena®ncerns the stated indepen-
dence of the agency. | generate a dummy variable equal tohk ifanguage of the
law establishing the competition agency stipulates agéimcependence.” The third
indicator variable is coded equal to one if the competitigarecy represents a unique
entity, meaning that it does not fall under the authority wéther government agency
(regardless of whether the overarching entity is itseleehdent). Finally, | code a

dummy variable equal to one if the agency has been in existéarcover ten years.
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The four components are averaged to cré&elure Independencé&€ountries without

competition agencies receive scores of zero.

De Facto Commitment

The sub-indeXDe Facto Commitmerdttempts to operationalize the govern-
ment’s actual commitment to agency effectiveness. Thakbaiincorporates four main
components: budget commitments, staffing commitmentsregssessments, and ac-
tual regulatory actions.

To capture the government’s resource commitment to the etitiqm agency,
| gathered data on agency staffing and budgets over the &0@i2t2007. Using these
data, | ran aregression of the (logged) number of employeadunction of the (logged)
population for each year for which data were available, amdputed the average resid-
uals for each country. The motivation for this approach i€dpture the distinction
between what a government actually allocates toward catigmepolicy and the mean
allocation based on the size of the country. Similarly, | regressions of the (logged)
agency budget as a function of (logged) GDP and computedvidrage residuals over
the period.

The third component of the index captures expert opiniomgudata from the
World Economic Forum’s (WEF) Global Competitiveness Reép®he report provides
the average response among practitioners, business peasmhacademics to a variety
of questions regarding the economic and institutional remvnent for 125 countries.
My index incorporates the country average for the followmgestion regarding the
effectiveness of antitrust policy: “Anti-monopoly poliayyour country is: (1 = lax and
not effective at promoting competition, 7 = effective andrpptes competition).”

The fourth component dde Facto Commitmenheasures actual antitrust ac-
tions by the competition agency. | code a dummy variable gquane if the agency has

ever intervened over a proposed merger, regardless of theroa of the legal action.
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The variableDe Facto Commitmens the average of the standardized values
of: the average residuals of the staffing and budget regmessthe WEF score, and
the dummy variable for antitrust regulatory actith.Countries without competition

agencies are assigned the minimum value.

3.6.A Interest Groups and Regulatory Commitment

This section reports the results of models measuring tlagioakhip between
interest groups and governments’ commitments to effectrapetition policy. | esti-

mate variations of the following model:
Yi = Bo+ BuXi + B2RPA + € (3.8)

whereY; represent®\gency Commitmer countryi; RPA is the interest grouRent-
Preserving AllianceandX; is a vector of economic controls. The independent variables
are averaged over the period of study (1975-2006). | defineodeacies as countries
with Polity 2 scores greater than or equal to 5 at the end opéni®d. A one-boundary
Tobit model is used due to the censoring at the minimum vditleeaddependent variable
(i.e., countries without competition agencies). | also fitSOmodels as a test of the
robustness of the main results.

The results reported in Table 3.5 are consistent with Hygsxk 1 and 2. Col-
umn 1 introduce&iring CostsandHerfindahl Indexsimultaneously, and both variables
enter with negative and significant coefficients. Models & @nrespectively include
(Firing Costg andHerfindahl Index The main interest group variables in each case en-
ter with negative coefficients, significant at the 99% levfatanfidence. | combine the
two variables into an indeRent-Preserving Alliangeand introduce this variable into

the model in column 4. The estimated coefficient is negatieraghly significant.

18To ensure that data limitations are not leading to spuriessits, | only include countries for which
data on at least two of the four subcomponent®efFacto CommitmerandDe Jure Commitmerdre
available.
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| test the proposition that corruption is associated witheaker commitment
to competition policy effectiveness in model 5 of Table 3 Be variable enters strongly
significant and with the expected negative coefficient.

| probe the robustness of these relationships, controfbndpeterogeneity in
country wealth and size in columns 6-7, and trade openneabsaidrin column 7. The
interest group variablRent-Preserving Allianceetains significance to the inclusion of
the control variables. The test is particularly rigorougegi Mitton’s (2008) finding that
economies of scale effects (represented by the variabld? i&D capita and population
size) explain half of the variation in industry concentatacross countries. The index
of corruption does not retain statistical significance te iticlusion of the additional

controls.

3.6.B Robustness

| attempt to address concerns about the endogeneity oftiregt group vari-
able with a set of instrumental variable regressions. Z;edenote an instrument for
Rent-Preserving AllianceA valid instrument must meet two criteria. One, instrument
relevance means that the instrument explains cross-métiariation in interest groups;
that is,CovZ;, RPA) # 0. Two, instrument exogeneity requires that the instrument
explain Agency Commitmerdther than through its effect on interest groups; namely,
CovZ;, ) = 0. Instrumental variables (IV) regressions address therpial endogene-
ity of the interest group by employing a two-stage estinratechnique using exoge-
nous sources of contemporaneous variation in interestpgialuence (instruments).
The first-stage model regresdant-Preserving Alliancen the instrument; the second-
stage regression tests the relationship betwgancy Commitmenind the exogenous
component of the interest group variation—the first-stagjgreated coefficient.

Bates (1981) argues that the salient political economyvelgain developing
countries emerges according to the divergent interestseafitban population and rural

workers. Coupling these insights with the model developetis paper, it is reasonable
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to assert that the strength of the pro-competition coaljtamchored in the interests of
consumers, increases where consumers are highly coneehtrdis logic would imply
that countries with large urban concentrations have aivelgtstrong pro-competition
coalition, whereas the political weight of the rent-pressy alliance is enhanced in
countries where greater portions of the population resideitial settings. Under this
logic, | argue that the rural share of the total populatigmeésents a potential instrument
for the rent-preserving alliance. Indeed, the scatterpl&igure 3.2 strongly supports
the relevance of the instrument. | experiment with initialal population (1975) and
the period average rural population share (1975-2006)strumental variables tobit
models, and report the results in columns 9 and 10. In botas¢&ent-Preserving
Allianceretains a negative and highly significant coefficient.

The results reported in Table 3.6 probe the robustness abHbiteestimates to
an OLS specification. In each case, the estimates remaiistamswith those produced
by the Tobit model. It is particularly interesting to noteethesults from the simple
model reported in column 4, which suggest that the intenestgexplains nearly 29%
of the variation in the government’s commitment to compatifpolicy effectiveness.
The results of the IV models are also consistent with theunséntal variables tobit
estimates, and Wooldridge (1995) tests of regressor emadgelo not reject the null
that the variable is exogenous.

As a further test of the robustness of the results reportee, hgurn to an
alternative measure of antitrust agency independencdagma by Voight (2009) as
the dependent variabl€. | use the Voigt index measuring the de jure independence
of the competition agency, a comprehensive measure thiatdies up to 13 objective
features of the institutional design. Higher values intiggreater competition agency
independence from the government. The results of this tobas test, reported in Table

3.7, are consistent with those using my index of competiéigency commitment: a

19| thank Stefan Voigt for graciously sharing his index with.me
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strong Rent-Preserving Alliance weakens governmentsneitments to the quality of

the competition authority.

3.7 Conclusion

This paper examined the influence of interest groups on aggyl reform in
developing democracies. | introduce an extension of thstiegi models of regulation
that accounts for inter-class (cross-cutting) politidabwages. The results are support-
ive of the view that insiders resist reforms that threatedinoinish their existing rents.
Consistent with my theory, the policy influence of incumberdducers appears to de-
pend on their organizational capacity and the cooption akeis into the alliance. In
particular, countries with strong anticompetitive insgrgroups are less likely to pass

competition laws and to commit to the effectiveness of amgttregulatory oversight.
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Table 3.1: Summary Statistics

variable N mean sd min max
GDP per capita 1108 7.224 1.161 4.673 9.746
Population 1108 14.946 1.770 11.014  19.132
Aid per capita 1080 3.485 1.275 -2.159 6.217
Trade 1099 0.858 0.405 0.115 2.804
Manufacturing Value Added 955 14.874  7.816 2.580  45.280
Agency Commitment 69 0.401 1.029 -0.712 2.150
De Jure Independence 69 0.409 1.133 -0.736 2.190
De Facto Commitment 69 0.392 1.126 -0.689 2.692
Voigt Competition Policy 42 0.323 0.269 0.000 0.769
Firing Costs 67 5.194 0.815 3.215 6.682
Herfindahl Index 58 4.735 1.032 2.467 6.761
Rent-Preserving Alliance 56 4.947 0.722 3.638 6.441
Corruption 69 0.290 0.659 -1.362 1.471
Rural Population (%), 1975 67 59.021  21.116 13.400  96.800
Manufacturing Value Added 65 16.430  6.998 3.059  28.035

Note: The table presents summary statistics for the vagsaled in the study.
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Table 3.2: Correlation Table

Voigt Rent- Rural
Agency De Jure De Facto Competition Herfindahl Preserving Population (%), Manufacturing
Commitment  Independence Commitment  Policy GDP per capita Population Aid per capita Trade Firing Costs Index Alliance Corruption 1975 Value Added
Agency Commitment 1.0000
De Jure Independence 0.9117* 1.0000
De Facto Commitment 0.9105* 0.6601* 1.0000
Voigt Competition Policy 0.8869* 0.7159* 0.8278* 1.0000
GDP per capita 0.5494* 0.4175* 0.5722* 0.5806* 1.0000
Population 0.2852 0.1301 0.3850* 0.0611 -0.0533 1.0000
Aid per capita -0.2655 -0.1294 -0.3368* -0.1688 -0.2798 -0.6911* 1.0000
Trade 0.0885 0.1254 0.0396 0.0453 0.2665 -0.5573* 0.3462* 1.0000
Firing Costs -0.3518* -0.3457* -0.2766 -0.2624 -0.1073 0.0312 -0.0737 -0.1980 1.0000
Herfindahl Index -0.4153* -0.2086 -0.5232* -0.4669* -0.4703* -0.3411* 0.3039 0.1246 0.1519 1.0000
Rent-Preserving Alliance -0.5378* -0.3925* -0.5601* -0.5229* -0.4416* -0.2258 0.1771 -0.0114 0.6901* 0.8201* 1.0000
Corruption -0.3502* -0.2192 -0.3983* -0.4017* -0.6432* 0.1623 0.0469 -0.3192* 0.0989 0.2931 0.2958 1.0000
Rural Population (%), 1975 -0.5122* -0.3855* -0.5304* -0.5740* -0.7554* -0.0950 0.3050* -0.0806 0.2171 0.5000* 0.4870* 0.3856* 1.0000
Manufacturing Value Added 0.5654* 0.4687* 0.5632* 0.5622* 0.6245* 0.2437 -0.3379* 0.1448 -0.2197 -0.4765* -0.4440* -0.4405* -0.6610* 1.0000

Note: * p < 0.01.
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Table 3.3: Hazard Models of Competition Policy Reform (Wb

@ @ 3 @ ®) (O] (@) ® (O] 10
GDP per capita 0.559%**  0.407* 0.256 0.288  0.662*** 0.664***  0.421 0.266 0321  0.761***
(0.214)  (0.242)  (0.225)  (0.222)  (0.212)  (0.247)  (0.284)  (0.251)  (0.225)  (0.240)
Population 0.510%*%*%  0.274**  0.264***  0.174  0.326%** 0.616*** 0.315*%  0.346** 0.221  0.436***
(0.102)  (0.131)  (0.096)  (0.127)  (0.104)  (0.167)  (0.188)  (0.161)  (0.152)  (0.135)
Firing Costs -0.869*** -0.886%**
(0.173) (0.166)
Herfindahl Index -0.396 -0.433
(0.250) (0.271)
Rent-Preserving Alliance -1.454%x* -1.542%**
(0.325) (0.321)
Manufacturing Value Added 0.080%*** 0.094***
(0.026) (0.027)
Corruption 0.220 0.278
(0.351) (0.364)
Aid per capita 0.136 0.056 0.062 0.116 0.161
(0.216)  (0.200)  (0.200)  (0.167)  (0.151)
Trade 0.325 0.391 0.768 -0.194 0.188
(0.538)  (0.567)  (0.523)  (0.594)  (0.486)
Observations 862 862 862 955 1108 840 840 840 930 1073
Countries 67 67 67 81 88 67 67 67 80 87
Countries reforming 29 29 29 31 38 29 29 29 30 37
Chi-squared 39.844 15.191 29.798 22.049 18.896 44.528 16.378 33.345 29.243 20.020
Evolutionary parameter o 2.635 2.603 3.026 2.804 2.390 2.526 2.536 2.886 2.759 2.270

Note: The table presents the results of hazard models oiinttregt of competition policy reform. ***p < 0.01, ** p < 0.05, * p < 0.10.
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Table 3.4: Index of Competition Agency Commitment

De Jure Independence

Component Levels of Independence Numerical Coding
Agency Head 1. Fixed term greater than or equal to 5 years 2

2. Fixed term less than 5 years 1

3. No fixed term 0
Stated Independence 1. Agency independence is formally stated in the law 1

2. No mention of agency independence 0
Agency Organization 1. Agency is a unique entity 1

2. Agency is part of another bureaucracy, department, or regulatory body 0
Agency Tenure 1. Agency is at least 10 years old as of 2007 1

2. Agency is less than 10 years old as of 2007 0

De Facto Commitment

Agency Budget The variable represents the average residuals from regression models in which the logged value of the competition agency
budget is regressed on log of GDP for years 2002-2007.

Agency Staff The variable represents the average residuals from regression models in which the logged value of the competition agency staff
is regressed on log of country population for years 2002-2007.

Expert Assessment The World Economic Forum country score regarding the effectiveness of antitrust policy. The variable is the average response
to the following: “Anti-monopoly policy in your country is: (1 = lax and not effective at promoting competition, 7 = effective
and promotes competition).”

Antitrust Activity A dummy variable equal to one if the agency has ever intervened over a proposed merger, regardless of the outcome of the legal
action.

Note: The Competition Agency Commitment Index represdrdsiean of the standardized values of the two sub-indexedui2eindependence and De
Facto Commitment. The sub-indexes De Jure Independend@afdcto Commitment are calculated as the average valueioféspective components.

The four components of De Facto Commitment are standartiefute averaging.
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Table 3.5: Determinants of Competition Policy Commitmédné-Boundary Tobit Estimates)

) @ B) @ ® © @) ® © (10)
Firing Costs -0.560%* -0.705%***
(0.215)  (0.220)
Herfindahl Index -0.509%%* -0.602%%*
(0.157) (0.161)
Rent-Preserving Alliance -1.059%** -0.648%%* -0.537%  -1.687H%* -]1.440%%*
(0.219) (0.237) (0.268)  (0.543)  (0.543)
Corruption -0.897%** 0.059
(0.267) (0.315)

GDP per capita 0.468*** (.818*** ().528%%**

(0.156)  (0.164)  (0.185)
Population 0.222%*  (0.334%** (.493%*

(0.096)  (0.089)  (0.217)
Trade 0.878

(0.765)
Aid per capita 0.220
(0.221)
First Stage
Rural Population (1975) 0.018***
(0.005)
Rural Population 0.019%**
(0.005)

Countries 56 56 56 56 69 55 68 55 54 55
Pseudo R’ 0.097 0.049 0.061 0.097 0.043 0.151 0.170 0.171 - -

Note: The table presents the results of Tobit models. Thentdgnt variable is the competition policy commitment indéariable sources and definitions

are provided in the text. ** < 0.01, ** p < 0.05, * p < 0.10.
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Table 3.6: Robustness: Determinants of Competition P@&@gnmitment (OLS Estimates)

) @ €)] “ 6] O] ) ® ® 10
Firing Costs -0.385%** -(.478***
(0.139)  (0.136)
Herfindahl Index -0.380%*** -0.440%***
(0.097) (0.096)
Rent-Preserving Alliance -0.765%** -0.498*** -0.445%*  -1.164*** -1.026%**
(0.123) (0.162) (0.184)  (0.337)  (0.347)
Corruption -0.547%** -0.002
(0.159) (0.194)
GDP per capita 0.290***  0.465***  0.306**
(0.099)  (0.087)  (0.118)
Population 0.153**  0.208*** (0.312%*
(0.064)  (0.053)  (0.146)
Trade 0.614
(0.526)
Aid per capita 0.110
(0.152)
Countries 56 56 56 56 69 55 68 55 54 55
R’ 0.289 0.147 0.197 0.289 0.123 0.396 0.393 0.430 0.219 0.271
First Stage
Rural Population (1975) 0.018***
(0.005)
Rural Population 0.019%**
(0.005)
R’ 0.245 0.245
F-Statistic 15.621 16.322
RMSE 0.642 0.639

Note: The table presents the results of OLS models. The digperariable is the competition policy commitment indearigble sources and definitions

are provided in the text. ** < 0.01, ** p < 0.05, * p < 0.10.

0.
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Table 3.7: Robustness: Determinants of Competition Pol@ight Index (One-
Boundary Tobit Estimates)

) @) 3 “ ©) (O] ()
Rent-Preserving Alliance -0.308%** -0.176* -0.183*  -0.692%** -0.605%***
(0.092) (0.095) (0.096)  (0.232) (0.215)
Corruption -0.284%** -0.011
(0.092) (0.119)
GDP per capita 0.167%*%* 0.214*** (.188***
(0.060)  (0.058)  (0.063)
Population 0.013 0.038 0.004
(0.038)  (0.041)  (0.090)
Trade -0.205
(0.209)
Aid per capita 0.037
(0.073)
First Stage
Rural Population (1975) 0.017%**
(0.006)
Rural Population 0.019%**
(0.007)
Countries 38 43 37 42 37 37 37
Pseudo R’ 0.213 0.130 0.367 0.333 0.389 - -

Note: The table presents the results of Tobit models. Themkdgnt variable is the Voight (2009) index
of competition agency design. Variable definitions and sesiare provided in the text. **p < 0.01, **

p < 0.05, * p < 0.10.
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Oligopolists Rule: The Microeconomic
Determinants of Lobbying and Political

Influence

Abstract

This paper develops a multilevel model of firms’ politicaligity and influence. Where-

as most existing research examines how market structueendieies the extent of col-
lective political action, my approach highlights the firev&l determinants of political
power. In particular, | argue that economic power transldteectly into political power:

large, well-organized oligopolists are more likely to lgkdnd to influence government
policy in their favor, especially in countries where denaticrpolitical institutions create
incentives for policymakers to respond to organized irgisgeoups. Unlike much of the
existing research on lobbying and corporate politicaldtgtiwhich makes inferences
based on campaign contributions or more distant econonuigoaficy outcomes, this

paper directly tests lobbying activity and policy influencgng firm-level survey data
from over 20,000 firms operating in 41 countries. The resutgyest that the political

power of the firm increases with its size, market power, amtigggation in business as-
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sociations. There is some evidence that the substantivedngb these microeconomic

determinants of political influence depends on the leveleohdcracy.

4.1 Introduction

Why do some firms engage in explicit political behavior sushiabbying
while others do not? What factors account for firms’ influenger policy outcomes?
These questions form the foundation of modern politicaheocay, and have important
implications for outcomes as diverse as internationaletrald investment (Grossman
and Helpman, 1994; Alt et al., 1996; Pinto and Pinto, 20G&ation and social welfare
policies (Haggard and Kaufman, 2008; Richter et al., 200®) stability and growth of
financial markets (Rajan and Zingales, 2003b,a; Haber aradtRP2008); and economic
development (Henisz, 2000; Acemoglu and Robinson, 2008nAaglu, 2008). While
a rich theoretical literature highlights how industry sture affects interest groups’
political behavior this paper draws upon insights from the political econonty man-
agement literatures to examine an overlooked set of firratiactors that directly de-
termine lobbying and policy influence. | argue that politjsawer emerges out of eco-
nomic strength. Lobbying is a costly strategic behaviod #rerefore firms will only
engage in lobbying if the expected benefits outweigh thescbstuiggest that the poten-
tial benefits of favorable policy increase with the firm’s degof market power, and that
firm size and membership in business associations lowerasts of political activity,
increasing the incentives to lobby, and the ability to exefitical “weight” on public
policy outcomes.

My paper offers a two main methodological contributionsroveich of the
existing research. First, | test the determinants of malitactivity and influence directly
using a large firm-level survey covering over 21,000 firmsircduntries. This method

represents a significant improvement over more indirectagghes, which, in large

IClassics include Stigler (1971); Olson (1965); Peltzma&v@) and Frieden (1991b).
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part due to the complexities of measuring firms’ politicaiiaties, usually attempt to
capture interest group influence by relating policy outcemeethe structural character-
istics of these group’.Second, | build a multilevel statistical model that acceufior
the hierarchical structure of the dataset (Rabe-HeskeatlSarondal, 2008). Firms are
embedded in unique institutional environments that arerdehed by the political in-
stitutions of the country in which they operate. My model@agats for this environment
while controlling for a host of firm-, sector-, and countexl factors in order better
identify the determinants of lobbying and firms’ perceivéfée on policy outcomes.

The results from the analysis are strongly supportive oviddal firm-based
explanations of political power. In particular, | show thhe lobbying activity and
political influence of the firm increases with its size, manewer, and participation in
business associations. Consistent with a multilevel apgrol also find some evidence
that the substantive impact of these microeconomic detenms of political influence
depends on the institutional environment in which the firnerapes, and in particular,
on the level of democracy.

The paper proceeds as follows. Section 2 develops the tiesdieamework
leading to the main hypotheses. Section 3 describes tharobsdesign and variables.
| present the results of models of lobbying activity and ficdi influence in Section 4.

Section 5 concludes.

4.2 Political Activity and Influence

While the determinants of interest group’s political inflge are foundational
to inquiries in political economy, most of the research ttedsuffers from two main
problems. First, the literature relies upon industry-leygproaches, which focus al-
most exclusively on how particular industry charactecstaffect the ability of inter-

est groups to overcome the hurdles inherent in collectiViigad action (Olson, 1965;

2For an example of the use of survey data to explore theseignessee Mayo et al. (2010).
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Stigler, 1971). This rich theoretical literature providesightful explanations of the role
of the firm in policymaking processes, but it ignores how fgpecific factors shape the
incentives for political engagement. A second shortconninie literature is the lack
of rigorous empirical scrutiny. | attempt to address botlih&fse concerns in this pa-
per. This section offers a theoretical framework leadingeteeral firm-level hypotheses
regarding interest group behavior and political influence.

My model builds upon political economy approaches, whichceive of a
political “market” for policy, in which policy outcomes aseibject to supply and demand
conditions (Bonardi et al., 2005; Hillman and Keim, 1995;0Nand Krauss, 2009).
On the demand side, firms and other social actors seek togukrsgovernments to
pursue policies in their favor. In order to achieve theirlgptihese policy “demanders”
may lobby the government using their available resourcesbbying is the process
of offering votes, campaign contributions, or bribes inlextge for favorable policies
(Denzau and Munger, 1986; Grossman and Helpman, 1994)cyPslippliers” are
candidates, elected leaders, and de facto rulers who agvead support a set of policies
that maximize their probability of achieving or maintaigipolitical power.

Corporate political strategies are defined as proactivierataken by firms
to influence the policy market in ways that increase the ebggeprofits of the firm
(Baysinger, 1984). In this way, | assume that firms’ politi@a “non-market”) strate-
gies, like firms’ market strategies, represent the outcditteedirm’s cost-benefit analy-
sis (Baron, 1995). Simply put, a profit-maximizing firm witklby government officials
if the expected benefits of lobbying outweigh the costs (Mitcet al., 1997; Mayo
et al., 2010). Since profits are defined as revenues minus, guefit maximization im-
plies that an individual firm will engage in lobbying and atm®n-market strategies if
the expected outcome of the activity is an increase in ree®on a reduction in costs
(Hansen and Mitchell, 2000). The actual influence that a fixades over policymak-
ing depends on the stake that the firm has in the policy outcasevell as its ability

persuade policymakers to adopt policies that favor the firm.
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Political strategies can be directed toward increasingmee and lowering
costs through a number of channels, and the specific strétegya firm pursues will
often depend on the characteristics of the firm and thoseeirtiustry in which it
operates. For instance, all firms may seek lower taxes oructieth of costly labor
regulations (Hansen and Mitchell, 2000), whereas the puowother goals may be
more idiosyncratic. For example, large oligopolists mayblp to maintain their mar-
ket power, opposing reforms to competition policy or traitbedalization (Weymouth,
2010b), while small, financially-constrained firms may sesfkrms that lead to the de-
velopment of equity markets, which provide access to chptguired for expansion
(Rajan and Zingales, 2003b; Pinto and Pinto, 2008). Evendarapetitive industry,
firms may pursue cartel agreements, tariffs, or price supporestrict competition and
maintain the price of their products (Olson, 1965). If thdustry is characterized by
assets that are highly specific to the production of a cegaod or service, firms may
lobby to maintain the status quo, since policy change coetetssitate a costly transfer
of resources to alternative uses (Alt and Gilligan, 1994gAhl., 1999; Frieden, 1991a).

In addition, firms are embedded in unique institutional emvnents defined
by the political system of the country in which they operd&ecent contributions high-
light how these country-level political institutions aftehe incentives of policymakers
to respond to social groups, including corporations (Bdnar al., 2005; Mayo et al.,
2010; Hillman and Keim, 1995; Hillman and Hitt, 1999; Hillmand Wan, 2005; Wey-
mouth, 2010a). Since the suppliers of policy are politiealders, we look to the ways
in which political institutions alter their incentives feupporting various policies. We
assume that political leaders seek to maintain power byaipgeto the support of a
selectorate, or the portion of the population that paréitap in choosing the political
leadership (Bueno de Mesquita et al., 2003). Politicaitunsbns, such as democracy,
affect the size of the selectorate, and so they alter theegies by which leaders appeal
for support. Weymouth (2010), for example, argues that deatization increases the

proportion of the selectorate made up of consumers, therglbgasing their influence
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over competition policy. Other work highlights the specifate of veto players in-

stitutions, which represent constraints on executivecgotaking discretion (Tsebelis,
2002; North and Weingast, 1989; Henisz, 2000; Cox and Mc@shl2001; Shugart

and Haggard, 2000). The veto players argument suggestsdtmplayers represents
entry points into the policymaking process for a variety efial actors, such that the
potential opportunities for influencing policy increasdtwihe number of veto players
in government (Mayo et al., 2010).

The setup thus far defines firms’ political activltyas a function of the costs
and benefits of lobbying policymakeks= f(B,C). The benefits to firm of engaging
in a political strategy are:

Bi = B(F;,1;,Ci) (4.1)

The costs are:
C =C(F,1i,G) (4.2)

whereF, I, andC are firm-, industry-, and country-level factors.

The decision rule for any firmis:

es if y* > 0;
Li = y y (4.3)
no otherwise

wherey; = Bj —C; represents the benefits of lobbying minus the costs of lob-
bying. Firms are expected to engage in political strategs$o the point where the
marginal costs of further activity equals the expected maidgenefit of influencing
policies in their favor (Anderson, 1980).

| focus on three firm-level factofs that reduce the costs and raise the benefits
of engaging in political activity. Simply put, these factanap economic characteristics
of the firm into political influence. First, | argue the patdi “weight” of the firm in-
creases with its market power. Market power exists when adamrestrict output and
raise prices without inducing competitors to offer simiteioducts at lower prices. A
firm with market power is able to charge a price that exceedgime cost (a monopoly

price) without losing customers to competitors, resultmgionopoly rents.
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Firms with market power earn monopoly rents through theilitgtho charge
prices in excess of marginal costs, and these rents aretigeléy nature. That is,
monopoly rents are exclusive to the small number of firms witdrket power. These
rents represent powerful incentives for firms with market/@oto seek to maintain the
political and regulatory status quo. Olson (1965) shows shaall groups will engage
in collective action, such as lobbying, if at least one menudfethe group obtains a
personal gain in excess of the cost of collective action. pitmdability of collective
action decreases with the size of the group since the ing#idenefits decrease with
group size. If we conceive of monopoly rents as the particotdlective good that
accrues to firms with market power, firms will lobby for poésithat allow them to
maintain these collective goods as long as the value of theexceeds the cost of
lobbying. The greater the market power of the particular fithe more likely this
becomes.

There are a number of policy channels through which oliggpomaintain
their market power. For instance, firms with market power &gk to prevent antitrust
regulatory oversight, since robust competition policy eavde existing anticompetitive
rents (Weymouth, 2010b). Similarly, incumbent firms maytpits expansive licensing
requirements and other forms of entry regulations in ordeestrict competition and
maintain market power (Djankov et al., 2002). More indilgalominant incumbent
firms may oppose financial sector regulatory reforms, siheadevelopment of sound
and stable financial markets may enable otherwise finapaialhstrained entrepreneurs
to enter the market (Rajan and Zingales, 2003b). Finalipdiwith market power may
gain substantial benefits by restricting foreign sourceaipetition, and will therefore
pursue tariffs and other restrictions on international swrce and investment.

Since oligopolists can use their available resources taenfie policymak-
ers through various forms of monetary persuasion (Schuf#g6; De Figueiredo and
De Figueiredo, 2002), the direct link between market powerolitical power is clear:

monopoly rents translate into political influence througmpaign contributions, bribes,
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or other non-market strategies. This explicit mechanisagisostic to the ultimate ob-
jective of the firm in its use of lobbying resources. That g argument holds even if
one takes the view that lobbying is not a means of exchangmgesnfor policy but in-

stead serves to subsidize like-minded legislators (Ha l@ardorff, 2006). A firm with

market power can use the monopoly rents extracted fromvtgddle market position
to contribute to, or subsidize, political leaders in thesoitrof policies that extend its
ability to extract monopoly rents into the future. The olbabte outcome is that firms

with market power will be more active and influential in thdipgmaking process.

Hypothesis 1 The probability of lobbying and influencing government @ages with a

firm’s market power.

The second proposition builds upon the intuition that a fsrmiore likely to
engage in political strategies to the extent that it is ableviercome free-rider problems
that otherwise deter groups from engaging in collectivaétigal actions (Olson, 1965).
Olson explains that the costs of lobbying depend on the nuwiectors that stand to
gain from the lobbying effort. In a stylized setting in whigloups compete for collec-
tive goods (such as a subsidy to a particular industry), lemgfoups are “privileged”
because the per-unit benefits of obtaining the good are hagttkthe costs of organiza-
tion are lower compared with larger groups. Firms in indastwith a smaller number
of firms are “privileged” because the costs of organizinglanesr and the per-firm ben-
efits of a policy subsidy are higher.

This logic has lead to the hypothesis that firms in more comated industries
are more likely to lobby the government (Schuler et al., 2@2er et al., 1994; Ozer
and Lee, 2009; Mayo et al., 2010). Interestingly, the emgirsupport for the link be-
tween industry concentration and political activity is eax(Ozer and Lee, 2009). One
of the earliest cross-national tests of the link betweenstry concentration and polit-
ical activity is Kennelly and Murrell (1991), who find no eeidce that interest groups
are more prevalent in concentrated industries using data O countries. However,

studying the U.S. case, Grier et al. (1994) show that camiohs to political action
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committees (PACs) are higher among more concentratedtimesisStigler (1974) ob-
serves that firms organize into industry associations—a fufrcollective action—quite
often, but the propensity to organize into industry groupssinot appear to be related
to industry concentration.

With these arguments in mind, | present a straightforwaop@sition that fo-
cuses on the incentives for political behavior by the indiinal firm. In particular, |
suggest that firms that have overcome the initial hurdle Béctive action by organiz-
ing a business or trade association will be more politicalitive and influential for a
few reasons. First, as members of a business associatibamber of commerce, firms
will likely have greater information about the costs andddéa of a particular policy.
Second, business associations may address the problemeafiding by threatening
sanctions for firms that do not engage in the political pre@esvays beneficial to other
members of the group. Finally, through their representatib multiple firms, busi-
ness associations provide a source of political suppondte-maximizing politicians.
Membership within an influential business association rhaygby increase the political
influence of the individual firm. This logic leads to the prsftimn that firms that par-
ticipate in business associations will be more active afidential in the policymaking

process.

Hypothesis 2 Firms participating in business associations are morellike be politi-

cally active and influential.

A third characteristic of firms that drives their politicaffiuence is their size
(Boddewyn and Brewer, 1994; Schuler et al., 2002; LenwayReltbein, 1991; Sala-
mon and Siegfried, 1977; Alt et al., 1999). One reason is-ttatthe extent that firms
offer votes in exchange for favorable policy—Ilarger firmieofyreater payoffs to vote-
maximizing politicians. Indeed, if the size of the firm is cheterized by the number
of employees, larger firms provide politicians with a greg@teol of potential support,
increasing the incentives of politicians to provide favaeapolicies (Alt et al., 1999;

Hillman, 2003). To the extent that favorable policies irase jobs and politicians have



81

incentives to reduce unemployment, firms’ expectationlolbjong success will increase
with the size of the firm.(Alt et al., 1999)

Furthermore, Mayo et al. (2010) note that size may diredfigcathe costs
of the lobbying effort, which, like other types of strategimvestment, is subject to
economies of scale considerations. These authors arguesrttadler firms often do
not have sufficient scale to cover a lobbying infrastructhet is characterized by fixed
costs. Consider, for example, a firm that raises money fatribortions to a PAC. Larger
firms have a larger pool of employees from which to raise thesds, and are thus better
able to pay the startup costs related to the formation of &t (&rier et al., 1994). For
smaller firms, the costs of organizing to lobby may simplyigh the benefits. For

these reasons, large firms will be more likely to lobby andtéréuence over policy.

Hypothesis 3 The probability of lobbying and influencing government @ases with a

firm’s size.

Finally, 1 contend that the effects of firm size on politicafluence may be
subject to the political system in which the firm operatesodus on the distinct im-
plications of democratic governance. Relative to autggrdemocracy represents an
increase in the degree to which policymakers have incentvappeal for the support
of large groups (Bueno de Mesquita et al., 2003). To the éxtext firms provide a
cross-cutting coalition of individuals with similar pojipreferences (Gourevitch, 1986;
Gourevitch and Shinn, 2005), the political influence of é&afgms will be more pro-
nounced in democracies. That is, if the interests of labdraapital align in support of
the profit-maximizing objectives of the firm, then these oigations provide a mech-
anism by which to meld cross-class coalitions of politiaghgort (Weymouth, 2010b).
The larger the firm, the more political weight this coalitieill carry.

A related logic suggests that a firm’s geographic dispergiinncrease its
political weight, and that the effect will be particularlygnounced in democracies.
Consider a political system featuring a national legiskatmade up of representatives

from districts representing the various regions of the égunA firm with operations
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in multiple districts is likely to gain influence over poligutcomes to the extent that
its interests coincide with those of a non-trivial portidrtie voters in its district. The
greater the number of districts in which this condition t&lthe greater the national
political influence of the firm. Democracy will increase theentives of political parties

to appeal to the interests of these geographically-disgdiams.

Hypothesis 4 The political influence of large firms will increase in demades.

4.3 Research Design and Variables

To test the hypotheses developed in the previous sectia@hy bn data from
the World Bank’s Enterprise Survey, a firm-level survey okpresentative sample of
a country’s private sector. Face to face interviews of firrmerg and managers are
conducted by private contractors hired by the World Banke Ehterprise Surveys are
designed to cover a broad range of business environmermstopiluding corruption,
infrastructure, competition, and performance. Entegp8srveys began in 2002, and |
draw on the standardized iteration conducted over the ¢p&@®2-2005. The sample

includes over 21,000 respondents in up to 41 countries.

4.3.A Dependent Variables

To measure the determinants of lobbying and perceived miever policy,
| use responses from a portion of the survey designed to phabelationship between
the firm and the government of the country in which it operatBespondents were
prompted to think about national laws and regulations euhict the last two years that

had a substantial impact on their business. The first questibich | callLobbyasks:

“Did your firm seek to lobby government or otherwise influetieecontent
of laws or regulations affecting it?”
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Responses are binary and coded 0 = no, 1 = yes. The averageofdlabbyis .15,
indicating that 15% of firms in the sample lobbied the goveeniFigure 4.4 displays
the average responses for each country in the sample.

The follow-up question measures the perceived influencéefitm on na-
tional laws and regulations. The variab#belitical Influencerepresents firm-level re-

sponses to the following question :

“How much influence do you think [your firm] actually had on estly en-
acted national laws and regulations that have a substairtiglact on your
business?” (0 = No impact, 1 = Minor influence, 2 = Moderate urghce,
3 = Major influence, 4 = Decisive influence)

Since | am interested in measuring the sources of politidalénce among firms that
actually lobby, my variablé.obby Influences restricted to the sample of firms who
lobbied (i.e., those for whichobby= 1). Most firms report minimal influence over
policy outcomes: the average valueRaflitical Influenceis .98. Summary statistics for
all variables used in the study appear in Table 4.1; Figusel®plays the average value

of Political Influencefor each country in the sample.

Variance Components Model

The unique structure of the cross-national survey data masritant impli-
cations for my research design. The units of observatioadians, but firms in the
same country are clustered within a common institutioreahiework. As a result, the
standard assumption of independent observations is likelsted due to correlation of
the error terms among firms operating within the same countrg possible to alle-
viate this source of bias and exploit the richness of the bdgtastimating a multilevel
model (Rabe-Hesketh and Skrondal 2008). Multilevel (ordrighical) models allow for
dependence among the responses of units within the santerclus

To get a sense of the structure of the data, | begin by estighativariance
components model. The purpose of the model is to estimakenagountry correlations

in survey responses. Following the discussion in Rabe-éthsknd Skrondal (2008,



84

chapter 2), consider firm-level survey respopséor firm i operating in country. This

response can be modeled without covariates as:

Yij =B+ @j (4.4)

wheref3 is the population mean response, and the residual or errariserepresented
by @j. This model assumes that the errors are independent ovatresuand firms,
which is unlikely the case.

We can model the dependence among firms in the same countplitiing
@; into two components{j, the random effect (or random intercept) specific to each
country j, which we assume has a population mean equal to zero andeaeeyi; and
the termg;j, a firm-specific component, which also has a population mgaaléo zero
and a variancé.

A simple two-level model of each firm’s response is:
Yij = B+ {j +&j (4.5)

where the random intercegt is shared among firms operating within the same country,
andgj is unique to each firm

The total varianc&ar(y;j ) is the sum of the variance components:
Var(yij) =Var(B +j+&j) (4.6)

SinceVar(f) = 0 by assumption, the total varianv@r(y;;) is equal tovVar({j + &j).
We can then compute the proportion of the total varianceessprted by country-level

variance as:
p =Var({j)/NVar(yij) = /(¢ +0) (4.7)

Since no covariates are present in this model, we refgr & the unconditional in-
traclass correlationp can be thought of as the fraction of the total variance that is
explained by country-level factors. In this wayprovides a measure of the extent of

between-country heterogeneity.
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Table 4.2 reports the results of variance components maddisth of the
dependent variablegobbyandPolitical Influence The models suggest that country-
level factors explain approximately 5.7% of the variancéhi@ incidence of lobbying,
and 7.1% of the heterogeneity in firms’ political influencehe$e results confirm the
importance of microeconomic explanations, while offeramgple justification for multi-
level model that is designed to capture the unobservabletoolevel determinants of

firms’ political behavior.

4.3.B Independent Variables

| introduce four main independent variables to test theetfiren-specific hy-
potheses. To test Hypothesis 1, | include a proxy for the §rmarket power. The
variableMarket Powerrepresents the response to the following question from the E

terprise Survey:

“Now | would like to ask you a hypothetical question. If yousvio raise
your prices of your main product line or main line of servidé¥o above
their current level in the domestic market (after allowirog &ny inflation)
which of the following would best describe the result assgntinat your
competitors maintained their current prices?” (1. Our costers would
stop buying from us; 2. Our customers would continue to bomfus, but
at much lower quantities; 3. Our customers would continuleuy from us,
but at slightly lower quantities; 4. Our customers would tone to buy
from us in the same quantities as now).

Figure 4.1 displays the unconditional mean valuekaifbyandPolitical Influence ac-
cording toMarket Power These average values suggest that economic power insrease
political activity, and that firms with dominant positiomsthe market are more likely to
influence government policy.

| test Hypothesis 2 by introducing a dummy variallasiness Association
Memberthat captures whether the firm is a member of a “business iasi®mcor cham-
ber of commerce.” The results in Figure 4.2 are consistetit thie hypothesis that
membership substantially increases the incidence of iolghbut it is less clear whether

business association membership increases actual inluenc
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To measure the effect of firm size on political activity antluance (Hypoth-
esis 3), | include two separate proxies for firm size. The fgst three-way indicator
of the number of employees. The variabiem Sizetakes a value of 1 if there are less
than 20 employees; 2 if employees number between 20 and 83 dinhere are more
than 99 employees. The graphs in Figure 4.3 show that lamyes fire more likely to
lobby and to influence policy outcomes. A second proxy for Bine,Establishments in
Country, is a measure of the logged number of establishments thétrthbas operating
within the country.

A portion of the analysis will test whether the main firm-legéects depend
on the political environment in which they operate. Figute&4.9 report the average
values ofPolitical Influenceby regime type. Consistent with Hypothesis 4, Figure 4.9

suggests that larger firms are particularly influential imderacies.

Control Variables

All of my specifications include a series of covariates tooact for initial
heterogeneity among firms, sectors, and countries of apar&eginning with the firm-
level controls, one potentially important driver of firmslfical activities and influence
is the age of the enterprize. Hall and Deardorff (2006) atbaefirms lobby to enforce
a contract with politicians who are sympathetic to theirheis. Since the policymaker
can renege on any agreement with a firm, repeated interaettbrthe firm improves
monitoring and enforcement of the contract (Naoi and KraR869; Greif et al., 1994).
Older firms have an advantage of repeated interactionsinigad lower monitoring
costs. With these arguments in mind, all models include #teral log of the age of the
firm.

Other research shows that firms’ relationships with the gowent affects
their stake in policy outcomes, which in turn affect loblaylehavior (Esty and Caves,
1983). Hall and Deardorff (2006) conceive of lobbying notaaorm of exchange

(money for policy) or persuasion, but instead as a legisagubsidy: interest groups
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lobby to assist natural allies in achieving common policjeobves, rather than chang-
ing their minds. Their theory predicts that the confluencentdrests between the firm
and government would predict lobbying activity and influent account for this rela-
tionship with two variables. One is a measure the the shatkeofirm owned by the
government. Another accounts for the share of total sakgsatl® made to the govern-
ment.

Another line of research examines how exposure to and aiapon interna-
tional markets drives political behavior, arguing that Srsubject to trade regulations
are more likely to lobby (Masters and Keim, 1985). Othersasti@t firms operating in
diverse international markets are more likely to seek f§8ondaram and Black, 1992).
| account for firms’ exposure to international markets withee control variables: the
share of foreign ownership, the percentage of output thatmadkports, and a dummy
indicator equal to one if the firm has international operaio

An additional set of variables capture idiosyncratic searaf political activity
and influence. Since the sector in which the firm operates ifiegtgolitical behavior,
| include a series of sectoral fixed effects in all of my speations. Publicly-owned
firms are subject to pressures from external shareholdersinglude a dummy indi-
cator that equals one if the firm is publicly listed on an exg® | also introduce a
variable measuring the share of inputs from domestic ssu@eapture how domes-
tic regulation may indirectly affect the firm through sugplchannels. Finally, since
physical proximity to policymakers may affect the costsadfldying, | include a dummy
variable to account for firms located in the capital city.

To test whether the institutional environment dominatesfitm-specific ef-
fects, many of my specifications include proxies for paditicegime type. | use the
Gandhi-Przeworski binary regime type classificathartocracyto distinguish between
democracies and autocracies (Gandhi, 2008; Gandhi and/érsda, 2007). The vari-
ablePolity accounts for the level of democracy. Two additional indiesibf democracy

are from the Freedom House dataset. The varigbl®olitical Rightscaptures freedom
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of political participation, including the right to vote irontested elections; the variable
FH Civil Libertiesmeasures freedom of expression, associational rightghandile of
law. Finally, I also introduce a proxy for the distinct yet gincally correlated concept
of political checks and balances. The variaBt@con 3 developed by Henisz (2000)
captures the number of veto players in the government. Téexicaptures the num-
ber of checks on executive policymaking discretion, alority the extent to which the
political preferences among these checks diverge. Figresuyggests that the politi-
cal regime in which the firm operates has very little effectl@iobying behavior and
reported levels of influence over policy.

In addition to the political variables, many of my modelsliute a series of
country-level economic control variables, each of whichls® averaged over the period
of the survey, 2002-2005To account for differences in institutional quality andeet
economic performance, | includgDP/capitaandGDP/capita Growth | also include a
proxy for the size of the countryPbpulatior) and a measure of exposure to international

markets, as measured by the value of imports and exportsres@asf GDP Trade.*

4.4 Empirical Models of Lobbying and Influence

In this section, | report the results of various multilevedahels of firms’ po-
litical activity and influence. The models that | estimatpresent an extension of the
variance components models reported in the previous sebioincluding observed
firm-, sector-, and country-level explanatory variablesie Tmodels include country-
level random intercepts to account for dependence among firtihe same country. In

this section, | model the determinantsLafbbyandPolitical Influencein turn.

3These variables come from the World Development Indicg2089).
4The variablessDP/capitaandPopulationare logged.
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4.4.A Determinants of Lobbying

| begin by modeling the determinants of the variab&dbby. Recall that the
theoretical model posits that lobbying activity occurshé tbenefits of lobbying out-
weigh costs. | rely on a latent variable formulation of thetistical model. In particular,
consider the observed decision to lolhws taking a value of 1 (lobbying occurs) if the
excess utility from lobbying as compared to not lobbyingasipive.
1 ifyj>0;

Yij = _ (4.8)
0 otherwise

wherey;; is the unobserved (latent) continuous variable represghie excess utility
of lobbying as compared to not lobbying the government.

| estimate the following multilevel probit model:

Yij = Bo+ BT + BC+{ + & (4.9)

whereT represents the four main treatment variabMarket Powey Business Associa-
tion, Size andEstablishments in Countrylhe vectoIC represents the control variables,
including the institutional indicators. The paramefgiis the country-specific random
intercept, which is independent across countiie$he random intercept can be inter-
preted as the combined effect of unobserved country-spéaifiors that make lobbying
in some countries more likely than in others. The models stiemated using maximum
likelihood with adaptive quadrature (Rabe-Hesketh ana&idal, 2008, see)).

The results reported in Table 4.3 provide strong suppottiefirm-level hy-
potheses developed in this paper. The results in column destighat market power
increases the propensity to lobby. The estimated coeffianeincates that, holding the
values of all other variables at their means, market poMarket Power= 4) increases
the probability of lobbying by 2.2% (from 13.3% to 15.5%). |@mn 2 substitutes the
variable indicating whether the firm is a member of a busi@ss®ciation or chamber

of commerce. The estimate suggests that business assoaiaimbership raises the
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predicted probability of lobbying from to 7.3% to 22.9%. Guins 3-4 tests the hypoth-
esis that the probability of lobbying increases with firmesimeasured by the number of
employees (column 3), and the number of establishmentshbdirm maintains in the
country (column 4). The results indicate that firms with mitv@n 100 employees are
nearly three times as likely to lobby than are firms with |é&st20 employees. Model
5 includes all of the main treatment variables in the sameeha@hd each maintains
significance at the 99% level of confidence.

Many of the control variables are also strongly associatild avfirms’ lob-
bying behavior. The results suggest that age, ties to thergowent, and international
orientation are strongly positively correlated with lolny. As expected, being located
in the capital city also increases the likelihood of lobloyirFinally, services firms are
more likely than the reference group (manufacturing) tcegyegn lobbying.

Columns 6 and 7 of Table 4.3 probe the robustness of the setsuélterna-
tive specifications. Model 6 follows much of the literatugng cross-national survey
data (Broz et al., 2008, see, for example,) and estimateslatpnodel with standard
errors adjusted for country-level clustering. Model 7 uts country fixed effects. In
both cases, the results are broadly consistent with thasg tie preferable multilevel
specification.

To test whether political regime type dominates the firmeldactors, mod-
els 1-5 of Table 4.4 successively introduce alternativeipsofor democracy, averaged
over the period 2002-2005. In general, the coefficientsesponding to democracy
enter with negative signs, but not at standard levels ofssizl significance. Models
6-7 of Table 4.4 probe the conditional effects of regime thyedividing the sample
according to the Gandhi-Przeworski regime type classifinafl he results indicate that
Market Powersignificantly increases the propensity to lobby in demadesadut not in

autocracies.
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4.4.B Determinants of Firms’ Political Influence

This section reports the results of multilevel models of de¢erminants of
Political Influence The model includes an identical set of covariates as theed in
the previous section; the only difference is that | estintta¢emnodel using ordered probit
due to the ordinal nature of the response®adtical Influence® The sample includes
that set of firms that lobby the governmént.

Table 4.5 displays models testing the three hypothesesogmaehere. The re-
sults reported in column 1 are strongly supportive of thelanrgnt that economic power
translates into political power. In particular, the vateablarket Powerenters positive
and strongly significant, indicating that firms with markewer are more likely to influ-
ence national laws and regulations. Similarly, firms actinignin business associations
(column 3), and larger firms (columns 4-5) are more likelydpart influence over pol-
icy. Model 5 includes the four main variables in the same #gogand the results retain
their robustness.

| run a series of tests to examine whether political insong are related to
private sector influence over policy and report the resulfgable 4.6. The main firm-
level treatment variables retain significance to the inolusf regime type. That is,
holding constant the level of democracy, large, well-orgaah oligopolists are more
likely to influence policy than smaller, unorganized firm&agiing in competitive mar-
kets. Furthermore, most of the institutional variablegettiie model with positive and
statistically significant coefficients, indicating thatiis report greater influence over
policy in democracies. The results in column 4 are partitylatuitive, as the Freedom
House Civil Liberties index captures in part the freedomndéiest groups to organize.
The results in column 5 indicate that firms are more influéntiaountries with greater

numbers of checks and balances. This result conforms wétlvigw that veto players

SResponses tBolitical Influencerange along a four-point scal&ow much influence do you think
[your firm] actually had on recently enacted national lawgdargulations that have a substantial impact
on your business?” (0 = No impact, 1 = Minor influence, 2 = Mod# influence, 3 = Major influence,
4 = Decisive influence)

5The results are consistent when the sample is expandedtalénall firms answering the question.
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provide entry points into a governments decisionmaking@ss for a range of social
actors, including business firms (Henisz, 2000; Mayo e2all0).

Models 6-7 of Table 4.6 provide some preliminary evidened the electoral
incentives of policymakers in democracies affect the alitinfluence of firms. In
particular, the two proxies for firm size enter strongly sfigant in the democracy sub-
sample (column 7), but not when the sample is restrictedttuceacies (column 6). That
is, firms’ influence over policy increases with size, but anlgountries with contested
elections. This result is consistent with Hypothesis 4.

In sum, the results reported in this section are stronglystive of the hy-
potheses linking economic power to political activity amfluence. Controlling for
a host of other firm-, sector-, and country-level factorg, thsults suggest that larger
firms, well-organized firms, and firms with a significant degod market power are

more likely to lobby the government, and to influence poliegidions in their favor.

4.5 Conclusion

This paper has addressed a central set of questions incpbktonomy by
directly examining the role of the firm in the policymakingpess. | have argued that
political activity and influence derives from economic styth. Large, well-organized
firms with market power have a large stake in policy outcoraed,will therefore exert
considerable investment into lobbying for preferred outes.

To test these hypotheses, | have built a multilevel modettmant for firm-

, sector-, and country-level sources of lobbying and paldlgence. Using a unique
dataset based on survey responses from over 21,000 firmatiogein diverse institu-
tional environments across 41 countries, the results shawthe vast majority of the
variance in political power can be explained at the subenatilevel. Consistent with

my arguments, | find that lobbying activity and influence @ase with market power,
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firm size, and firms’ participation in business associatidasso show that the political
weight of large firms is particularly strong in democracies.

Although subnational, microeconomic factors appear mutiential in ex-
plaining interest group behavior, future research shauthér probe the conditionality
of the theory to the particular institutional setting in whithe firm operates. Two find-
ings in particular suggest avenues for future research. i®©t®at firms report more
frequent lobbying and greater policy influence in pooressipopulated countries. This
result suggests that firms’s political strategies may balitimmal on the level of eco-
nomic development, whereas an alternative approach mase dal@at the direction of
causality runs from lobbying to development. Dealing whike potential endogeneity
of economic development could be quite fruitful. Secondijleviobbying activity is
not necessarily more likely, firms report greater influemceore democratic countries,
especially when democracy is defined by the developmenvibkaiciety and the num-
ber of institutional checks and balances. What are the @kptiechanisms driving this
result? In what ways do civil society and veto players empdwsiness interests? Fur-
ther exploration of these questions would represent a yilw@htribution to the current

debates on regulation.
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Table 4.1: Summary Statistics

99

Variable N Mean SD Min Max
Lobby 21295 0.153 0.360 0 1
Political Influence 1815 0.982 1.084 0 4
Publicly Listed 21295 0.064 0.245 0 1
Age 21295 2.690 0.645 1.386 5.580
Government Ownership (%) 21295 8.484 26.622 0 100
Sales to Government (%) 21295 5.934 17.745 0 100
Foreign Ownership (%) 21295 9.169 26.401 0 100
Exports (%) 21295 8.530 21.161 0 100
Multinational 21295 0.077 0.267 0 1
Domestic Inputs (%) 21295 72.393 36.870 0 100
Located in Capital City 21295 0.299 0.458 0 1
Market Power 21295 2413 1.097 1 4
Business Association Member 21295 0.473 0.499 0 1
Firm Size (1 if <20; 2 if 20-99; 3 if >99) 21295 1.666 0.780 1 3
Establishments in Country 21038 0.326 0.678 0 4.595
GDP/capita Growth 41 5.876 3.134 -0.038 14.905
GDP/capita 41 7.641 1.330 5.263 10.286
Population 41 16.107 1.227 13.357 18.784
Trade 41 94.840 31.860 47.992 155.631
Autocracy 40 0.325 0.474 0 1
Polity 39 5.308 5.737 -9 10
FH Political Rights 40 4.958 2.044 1 7
FH Civil Liberties 40 5.075 1.584 1.667 7
Political Constraints 40 0.330 0.178 0 0.561

Note: The table presents summary statistics for all vagmbked in the paper. Variable definitions and

sources appear in the text.

Table 4.2: Variance Components Models

Lobby Political Influence
Fixed Part
p 0.174 0.960
(0.014) (0.058)
Random Part
W 0.007 0.079
0 0.124 1.037
p 0.057 0.071
Log likelihood -8022.363 -2354.818

Note: The table presents the results of variance componeodels of two dependent variabldsobby

andPolitical Influence
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Table 4.3: Determinants of Lobbying (Multilevel Probit Esates)
1) 2 3) ) (5) (6) (@]
Clustered SE Country FE
Services 0.126%** 0.165%** 0.222%#% 0.102%** 0.227%%* 0.185%** 0.229%*%*
(0.027) (0.028) (0.028) (0.027) (0.029) (0.048) (0.029)
Agriculture 0.128 0.053 0.150 0.145 0.109 0.494%** 0.081
(0.114) (0.117) (0.116) (0.120) (0.124) (0.177) (0.129)
Construction 0.068 0.078% 0.061 0.068 0.080* 0.030 0.083*
(0.042) (0.043) (0.043) (0.042) (0.044) (0.074) (0.044)
Other Sector 0.554 %% 0.587*** 0.550%** 0.554%%* 0.5627%** 0.591 %+ 0.559%**
(0.093) (0.095) (0.093) (0.093) (0.095) (0.105) (0.095)
Publicly Listed -0.046 -0.098* -0.117%* -0.059 -0.150%** -0.126 -0.152%**
(0.050) (0.051) (0.050) (0.051) (0.051) (0.085) (0.053)
Age 0.273 %% 0.209%** 0.159%** 0.246%** 0.127%%* 0.095%** 0.129%*%*
(0.018) (0.019) (0.019) (0.019) (0.020) (0.032) (0.020)
Government Ownership (%) 0.005%*** 0.005%*** 0.004*** 0.005%** 0.004%** 0.005%*** 0.004***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)
Sales to Government (%) 0.003*** 0.003*** 0.002%** 0.003*** 0.003*** 0.003*** 0.003***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Foreign Ownership (%) 0.003#*** 0.0027%** 0.002%** 0.003*** 0.001#*** 0.001* 0.001 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Exports (%) 0.004%*** 0.003*** 0.002%** 0.004*** 0.002%** 0.002%** 0.002%***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Multinational 0.2007%** 0.163%*%* 0.121%** 0.118%** 0.071* 0.049 0.076*
(0.040) (0.040) (0.040) (0.041) (0.041) (0.049) (0.042)
Domestic Inputs (%) -0.002%** -0.002%** -0.002%** -0.002%** -0.001*** -0.003*** -0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Located in Capital City 0.097+** 0.085%** 0.078%** 0.094%** 0.071%%* 0.153%** 0.067***
(0.025) (0.026) (0.025) (0.025) (0.026) (0.053) (0.026)
Market Power 0.0327%** 0.031 %% 0.033** 0.031 ***
(0.010) (0.011) (0.015) (0.011)
Business Association Member 0.708%*** 0.640%** 0.496%*** 0.646%***
(0.027) (0.027) (0.085) (0.028)
Firm Size (1 if <20; 2 if 20-99; 3 if >99) 0.333%#% 0.243 %% 0.254 %% 0.2427%*%*
(0.017) (0.018) (0.027) (0.018)
Establishments in Country 0.166%** 0.057*** 0.058%** 0.057***
(0.015) (0.017) (0.025) (0.017)
Random Part
p 0.090 0.114 0.094 0.090 0.108 - -
Observations 21295 21295 21295 21038 21038 21038 21036
Countries 41 41 41 41 41 41 41
Log Likelihood -8174.088 -7809.361 -7980.089 -8029.181 -7589.603 -7954.831 -7509.359

Note: The table presents the results of probit models witmtg-level random effects. The dependent

variable isLobby, which represents the firm-level response to the followinmyey questionDid your

firm seek to lobby government or otherwise influence the nbnfdaws or regulations affecting it?(0

=no, 1 = yes). All variable definitions and sources appeahé@text of the paper. ***p < 0.01, **

p < 0.05, * p < 0.10.
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Table 4.4: Determinants of Lobbying (Multilevel Probit EBsates)

O] ) 3) “) ) (6) ()]
Full Sample Full Sample Full Sample Full Sample Full Sample Autocracies Democracies
Services 0.229%%%* 0.2347% %% 0.229%%%* 0.229%%%* 0.229%%%* 0.138%%%* 0.260%**
(0.029) (0.029) (0.029) (0.029) (0.029) (0.053) (0.035)
Agriculture 0.091 0.097 0.099 0.099 0.099 0.128 0.073
(0.123) (0.123) (0.123) (0.123) (0.123) (0.168) (0.182)
Construction 0.083* 0.084* 0.083* 0.083* 0.083* 0.089 0.078
(0.044) (0.044) (0.044) (0.044) (0.044) (0.076) (0.053)
Other Sector 0.562%** 0.556%** 0.563%** 0.563%** 0.563%** 0.497%** 0.556%**
(0.095) (0.096) (0.095) (0.095) (0.095) (0.173) (0.114)
Publicly Listed -0.149%** -0.177%** -0.151%** -0.151%** -0.151%** -0.116 -0.186%**
(0.051) (0.052) (0.051) (0.051) (0.051) (0.080) (0.067)
Age 0.128%%%* 0.124% %% 0.128%%%* 0.128%%%* 0.128%%%* 0.137%%%* 0.133%%%*
(0.020) (0.020) (0.020) (0.020) (0.020) (0.038) (0.024)
Government Ownership (%) 0.004#* 0.004* % 0.004#* 0.004##* 0.004#** 0.003%#* 0.005%**
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)
Sales to Government (%) 0.003%** 0.003%** 0.003%** 0.003%** 0.003%** 0.001 0.004**
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Foreign Ownership (%) 0.007*** 0.007*** 0.007*** 0.007*** 0.007*** 0.002%** 0.001%*
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)
Exports (%) 0.002%** 0.002%** 0.002%** 0.002%** 0.002%** 0.003%** 0.001*
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Multinational 0.069* 0.067 0.069* 0.069* 0.069* 0.086 0.055
(0.041) (0.042) (0.041) (0.041) (0.041) (0.073) (0.051)
Domestic Inputs (%) -0.001%#* -0.001%#* -0.001%#* -0.001%#* -0.001%#* -0.003%#%* -0.001
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.000)
Located in Capital City 0.064** 0.067** 0.064** 0.064** 0.064** 0.137%** 0.031
(0.026) (0.026) (0.026) (0.026) (0.026) (0.046) (0.032)
Market Power 0.031%** 0.033%** 0.031%** 0.031%** 0.031%** 0.005 0.040%**
(0.011) (0.011) (0.011) (0.011) (0.011) (0.019) (0.013)
Business Association Member 0.642%** 0.638%** 0.642%** 0.642%** 0.642%** 0.654%** 0.633%**
(0.027) (0.027) (0.027) (0.027) (0.027) (0.048) (0.033)
Firm Size (1 if <20; 2 if 20-99; 3 if >99) 0.242%%* 0.243%%* 0.242%** 0.242%** 0.242%** 0.211%** 0.255%**
(0.018) (0.019) (0.018) (0.018) (0.018) (0.033) (0.022)
Establishments in Country 0.058%** 0.058%** 0.058%** 0.058%** 0.058%** 0.069** 0.059%**
(0.017) (0.017) (0.017) (0.017) (0.017) (0.032) (0.019)
GDP/capita Growth -0.006 -0.003 -0.007 -0.007 -0.004 -0.021 -0.014
(0.014) (0.015) (0.015) (0.016) (0.016) (0.015) (0.022)
GDP/capita -0.168%** -0.170%** -0.138%** -0.139%** -0.141%%* -0.058 -0.201%**
(0.039) (0.039) (0.049) (0.049) (0.035) (0.055) (0.053)
Population -0.160%** -0.149%** -0.164%** -0.164%** -0.158%** -0.184%* -0.162%**
(0.035) (0.038) (0.040) (0.040) (0.039) (0.047) (0.048)
Trade 0.001 0.001 0.001 0.001 0.001 0.003* 0.001
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002)
Autocracy -0.141
(0.098)
Polity 0.013
(0.009)
FH Political Rights 0.001
(0.033)
FH Civil Liberties 0.001
(0.043)
Political Constraints 0.117
(0.271)
Random Part
p 0.044 0.045 0.048 0.048 0.048 0.011 0.055
Observations 21023 20690 21023 21023 21023 6054 14969
Countries 40 39 40 40 40 13 27
Log likelihood -7569.488 -7429.147 -7570.481 -7570.481 -7570.388 -2298.791 -5236.133

Note: The table presents the results of probit models witmtg-level random effects. The dependent

variable isLobby, which represents the firm-level response to the followinyey question!'Did your

firm seek to lobby government or otherwise influence the nbnfdaws or regulations affecting it?(0

= no, 1 = yes). All variable definitions and sources appeah@text of the paper. ***p < 0.01, **

p < 0.05, * p < 0.10.
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Table 4.5: Determinants of Political Influence (Multilexidered Probit Estimates)

€] 2 3) “ (5
Services -0.019 -0.030 -0.004 -0.073 0.012
(0.069) (0.069) (0.070) (0.070) (0.072)
Agriculture 0.095 0.000 0.067 0.026 0.135
(0.191) (0.191) (0.193) (0.195) (0.197)
Construction -0.294*** -0.328%** -0.316%** -0.336%** -0.281%**
(0.110) (0.106) (0.109) (0.107) (0.111)
Other Sector -0.025 -0.016 -0.003 -0.014 0.030
(0.167) (0.167) (0.167) (0.167) (0.168)
Publicly Listed 0.272%%* 0.272%%* 0.230%* 0.315%** 0.224*
(0.111) (0.098) (0.102) (0.103) (0.117)
Age 0.055 0.033 0.007 0.042 0.022
(0.045) (0.043) (0.044) (0.043) (0.047)
Government Ownership (%) 0.004*** 0.004*** 0.003%** 0.004%** 0.003***
(0.001) (0.001) (0.001) (0.001) (0.001)
Sales to Government (%) 0.002 0.002* 0.002 0.002 0.002
(0.001) (0.001) (0.001) (0.001) (0.001)
Foreign Ownership (%) 0.001 0.001 -0.000 0.000 0.000
(0.001) (0.001) (0.001) (0.001) (0.001)
Exports (%) -0.000 -0.001 -0.001 -0.000 -0.001
(0.001) (0.001) (0.001) (0.001) (0.001)
Multinational 0.093 0.065 0.067 0.018 0.037
(0.084) (0.081) (0.082) (0.083) (0.087)
Domestic Inputs (%) -0.001* -0.001 -0.001 -0.001* -0.001*
(0.001) (0.001) (0.001) (0.001) (0.001)
Located in Capital City 0.002 0.017 0.007 0.026 0.002
(0.062) (0.059) (0.061) (0.060) (0.063)
Market Power 0.073%** 0.078***
(0.027) (0.027)
Business Association Member 0.173%** 0.137**
(0.063) (0.067)
Firm Size (1 if <20; 2 if 20-99; 3 if >99) 0.158*** 0.123%**
(0.039) (0.044)
Establishments in Country 0.106*** 0.066**
(0.030) (0.033)
Random Part
p 0.086 0.127 0.115 0.131 0.088
Observations 1653 1815 1758 1768 1622
Countries 33 36 36 36 33
Log likelihood -2066.889 -2316.985 -2226.998 -2248.990 -2010.596

Note: The table presents the results of ordered probit nsodieh country-level random effects. The
dependent variable Rolitical Influencewhich represents the firm-level response to the followinyey
guestion:*How much influence do you think [your firm] actually had on estly enacted national laws
and regulations that have a substantial impact on your bessf?” (0 = No impact, 1 = Minor influence,
2 = Moderate influence, 3 = Major influence, 4 = Decisive infleedn All variable definitions and sources

appear in the text of the paper. *15 < 0.01, ** p < 0.05, * p < 0.10.
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Table 4.6: Determinants of Political Influence (Multilex@idered Probit Estimates)

(O] ) 3) ) ) (6) ()]
Full Sample Full Sample Full Sample Full Sample Full Sample Autocracies Democracies
Services 0.017 0.013 0.022 0.021 0.010 0.079 -0.063
(0.073) (0.074) (0.073) (0.073) (0.073) (0.138) (0.090)
Agriculture 0.139 0.148 0.133 0.124 0.200 0.256 0.026
(0.196) (0.196) (0.197) (0.197) (0.191) (0.328) (0.257)
Construction -0.273%* -0.243%* -0.265%* -0.264** -0.269** -0.247 -0.298**
(0.111) (0.112) (0.111) (0.111) (0.110) (0.190) (0.140)
Other Sector 0.032 0.023 0.035 0.032 0.040 -0.079 -0.009
(0.169) (0.172) (0.168) (0.168) (0.168) (0.341) (0.198)
Publicly Listed 0.250%* 0.221* 0.223* 0.221* 0.242%* 0.516%** 0.067
(0.117) (0.121) (0.116) (0.116) (0.114) (0.177) (0.166)
Age 0.027 0.031 0.024 0.023 0.035 0.041 0.049
(0.047) (0.048) (0.047) (0.047) (0.047) (0.090) (0.057)
Government Ownership (%) 0.003%#* 0.003%#* 0.003%#* 0.003%#* 0.003%#* 0.002 0.003%#*
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001)
Sales to Government (%) 0.002 0.002 0.002 0.002 0.002 -0.001 0.003%*
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.002)
Foreign Ownership (%) 0.000 0.000 0.000 0.000 0.000 -0.000 0.000
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001)
Exports (%) -0.001 -0.001 -0.001 -0.001 -0.001 -0.000 -0.002
(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.001)
Multinational 0.041 0.034 0.042 0.039 0.051 0.115 -0.022
(0.087) (0.088) (0.087) (0.087) (0.086) (0.142) (0.111)
Domestic Inputs (%) -0.001* -0.001 -0.001* -0.001* -0.001* -0.001 -0.002*
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Located in Capital City -0.009 -0.006 -0.014 -0.012 -0.018 -0.188* 0.078
(0.062) (0.063) (0.062) (0.062) (0.062) (0.109) (0.079)
Market Power 0.078%** 0.085%** 0.079%** 0.079%** 0.080%** 0.104** 0.070%*
(0.027) (0.027) (0.027) (0.027) (0.027) (0.045) (0.034)
Business Association Member 0.147%* 0.141%* 0.143%* 0.144%* 0.151%* 0.187* 0.142%
(0.068) (0.068) (0.068) (0.068) (0.067) (0.112) (0.085)
Firm Size (1 if <20; 2 if 20-99; 3 if >99) 0.120%** 0.123%%%* 0.125%%%* 0.126%** 0.124%%%* 0.034 0.185%%%*
(0.044) (0.044) (0.044) (0.044) (0.044) (0.074) (0.055)
Establishments in Country 0.068** 0.071%* 0.065* 0.064* 0.067** 0.038 0.087%*
(0.033) (0.034) (0.033) (0.033) (0.033) (0.062) (0.040)
GDP/capita Growth 0.015 0.016 0.027 0.032 0.044** 0.089%** 0.018
(0.021) (0.021) (0.022) (0.022) (0.019) (0.029) (0.025)
GDP/capita -0.143%* -0.149%* -0.211%** -0.237%%* -0.109** -0.519%** -0.047
(0.062) (0.060) (0.074) (0.076) (0.045) (0.095) (0.066)
Population -0.099* -0.095% -0.059 -0.053 -0.031 -0.120 -0.091*
(0.053) (0.052) (0.055) (0.054) (0.046) (0.107) (0.051)
Trade -0.000 0.000 -0.000 -0.000 -0.001 -0.010%*%* 0.001
(0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.002)
Autocracy -0.189
(0.127)
Polity 0.019*
(0.012)
FH Political Rights 0.096**
(0.043)
FH Civil Liberties 0.149%**
(0.056)
Political Constraints 1.132%*%*
(0.289)
Random Part
p 0.055 0.050 0.053 0.052 0.028 0.008 0.036
Observations 1620 1585 1620 1620 1620 581 1039
Countries 32 31 32 32 32 12 20
Log likelihood -2004.441 -1964.944 -2003.017 -2001.957 -1999.535 -701.253 -1281.762

Note: The table presents the results of ordered probit nsodieh country-level random effects. The
dependent variable Rolitical Influencewhich represents the firm-level response to the followinyey
guestion:*How much influence do you think [your firm] actually had on estly enacted national laws
and regulations that have a substantial impact on your bessf?” (0 = No impact, 1 = Minor influence,
2 = Moderate influence, 3 = Major influence, 4 = Decisive infleedn All variable definitions and sources

appear in the text of the paper. *15 < 0.01, ** p < 0.05, * p < 0.10.
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