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Executive Summary

The Next Generation Safeguard Initiative (NGSI) of the U.S. Department of Energy is supporting a
multi-lab /university collaboration to quantify the plutonium (Pu) mass in spent nuclear fuel (SNF)
assemblies and to detect the diversion of pins with non-destructive assay (NDA) methods. Nuclear
Resonance Fluorescence (NRF) has been investigated as one of 14 NDA techniques included in
the NGSI study. In contrast to many of the other, older techniques, NRF had not previously
been considered for nuclear safeguards or similar applications and basic aspects including nuclear
data, modeling and simulation tools, measurement methods, and instrumentation needed to be
researched.

Nuclear resonance fluorescence is the process by which a nucleus is excited to a specific state
by the absorption of a photon, then subsequently de-excites to the ground state by the emission
of one or more ~ rays. The energies of the v rays are characteristic of the specific state that
underwent NRF and therefore are characteristic of the isotope. The emitted NRF ~ rays are
detected at backwards angles where the backgrounds from elastically and inelastically scattered
photons are lowest. Two distinct assay methods, the backscatter and the transmission methods—
are analyzed in this report. In both cases a beam of energetic photons excites nuclear resonances
of the isotopes of interest (IOI) within the SNF. In the backscatter assay geometry, the emitted
NRF v rays detected at backwards angles are a measure of the amount of a specific isotope in
the SNF. In transmission assay, a detection system down-stream of the SNF measures the excess
attenuation of resonant-energy photons due to NRF in the SNF assembly. The detection system
consists of a thin sheet composed of the isotope of interest, called the transmission detector (TD),
and a detector array that measures the NRF v rays emanating from the TD. Given the low
concentrations of the Pu isotopes in SNF and the relatively small integrated nuclear resonance
cross sections, the main challenge for achieving precise and accurate measurements lies in accruing
sufficient counting statistics in an acceptable measurement time.

The goals of this study were to design and model suitable NRF measurement methods, to
quantify capabilities and corresponding instrumentation requirements, to investigate possible im-
plementations, and to evaluate the prospects and potential of the technique for the assay of SNF
assemblies, i.e., for the measurement of their Pu isotopic content. Analytical models were developed
that enabled calculation of NRF signals for a variety of backscatter and transmission geometries.
Extensive simulations were performed using the computer code, Monte Carlo N-particle eXtended
(MCNPX) to calculate photon scattering effects, i.e., to determine scattered, non-resonant back-
ground and the notch refilling in transmission measurements. We found that MCNPX underes-
timated the non-resonant elastic scattering at backwards angles by multiple orders of magnitude
mainly due to a flawed treatment of Rayleigh scattering in the code. We corrected this shortcoming
and confirmed that the improved treatment of the elastic scattering results in much better agree-
ment with experimental data. Also added to the code was the ability to simulate NRF physics by
adding known nuclear resonance data to the photonuclear Evaluated Nuclear Data Files (ENDF),
which when processed by using the nuclear data processing code, NJOY, produce data libraries
that could be used by MCNPX to fully model NRF measurements.

The main effort in this study was focused on analyzing and evaluating NRF-based measurement
methods using the developed modeling tools. First, we assessed the potential capabilities of



backscatter and transmission systems that could be built with currently available instrumentation,
i.e., systems that use bremsstrahlung photon sources and spectroscopic v-ray detectors.

The backscattering method has three main limitations: a low signal-to-background ratio for
the small Pu concentrations in SNF, a high background from the radioactive decay of the fission
products in the spent fuel, and a strong dependence on depth of the NRF signal. These difficulties
cannot be overcome when using bremsstrahlung sources and available detectors, and thus render
this approach not viable for the precise measurement of low concentrations in SNF of 9Pu, which
is most abundant Pu isotope in SNF and is the only isotope whose NRF cross sections have been
measured.

The transmission method provides two important advantages: first, detectors can be shielded
from 7 rays emitted from the fission products in the SNF, and second, the measurement sensitivity
is not depth dependent. In this method the areal density of the Pu isotope is derived from the
decreased intensity of NRF peaks in the measured spectrum. This decrease is on the order of 0.5%
for the known 2*°Pu resonances, implying very good counting statistics are needed to determine
this quantity with an uncertainty of several percent or better. Due to the high flux of mostly
lower-energy, non-resonantly scattered photons associated with the bremsstrahlung beam, count
rate limited detectors need to be operated behind thick filters, which reduce the low NRF count
rate even further. Sufficiently precise measurements of Pu isotopic concentrations in SNF would
require 10’s to 100’s of hours, a very intense bremsstrahlung source, and a very large detector array.
For example, we estimated that a measurement of 0.4% #*Pu with a few percent statistical error
would take about 24 hours using a detector array that fills a significant fraction of the backwards
hemisphere.

Quasi-monoenergetic photon sources such as Laser Compton Scattering (LCS) sources that
produce narrow beams of 2 - 2.5 MeV photons with an energy spread of less than 10 keV could
potentially enable sufficiently sensitive NRF measurements to be achieved in a reasonable amount
of time. Disregarding source intensity limitations, the time required for a transmission measure-
ment of ?3°Pu in a SNF assembly could be reduced by more than a factor of 100, compared to
a bremsstrahlung source, when using a photon source with an energy spread of 1 keV and an
intensity of 6 x 10® ph/eV/s. However, LCS sources currently under development are not this
intense and are pulsed at repetition rates below 1 kHz. Very high instantaneous beam intensities
may necessitate threshold detectors, such as Cherenkov detectors, that can measure an integrated
signal. Using such detectors, measurement times would be limited only by the intensity of the
photon source.

Interestingly, threshold detectors would also make backscatter measurements with high-intensity,
pulsed photon sources possible. Gating the detectors so that they are sensitive only during the
short, sub-nanosecond pulses could reduce the background from the radioactivity of the SNF by
many orders of magnitude. In a best-case scenario, a measurement with 1% statistical uncertainty
could be accomplished with a 1 x 10® ph/eV /s photon source and an ideal threshold detector in
roughly 10 min. While this indicates promise, neither detector nor photon source presently exist.

In all configurations discussed above the isotopic content is measured in the volume that is
defined by the intersection of the photon beam with the fuel assembly. Measurement of lower Pu
concentrations in a volume could indicate fuel pin removal. By scanning the length and width of
the assembly during a measurement the average Pu content could be determined. It is important
to note that 24°Pu, as an even mass number isotope, likely has significantly larger resonances than
239Py that could result in ten times higher measurement sensitivities. In combination with other
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data a 2%°Pu measurement may allow the determination of total Pu, or a 2%Pu/?**Pu measurement
may be used to determine burn-up.

We conclude from the results of this study that the potential of NRF-based methods for direct,
isotope-specific measurements cannot presently be realized and applied to the practical measure-
ment of 23°Pu in SNF assemblies. Achieving the required sensitivity and accuracy will likely require
quasi-monoenergetic photon sources with intensities that are two orders of magnitude higher than
those currently being designed or proposed. Substantial progress in electron accelerator and laser
technologies is still needed before suitable sources with the required capabilities and acceptable size
and cost can be constructed. Other needed future work includes the measurement of NRF states
for other isotopes, particularly ?*°Pu and 2*?Pu, development of suitable ~-ray detector systems,
and a more in-depth investigation of potential systematic errors and issues of implementation.
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1 Introduction

The Next Generation Safeguard Initiative (NGSI) of the U.S Department of Energy is supporting
a multi-lab/university collaboration to quantify the plutonium (Pu) mass in spent nuclear fuel
(SNF) assemblies and to detect the diversion of pins with non-destructive assay (NDA) methods.
The following 14 NDA techniques are being studied: Delayed Neutrons, Differential Die-Away,
Differential Die-Away Self-Interrogation, Lead Slowing Down Spectrometer, Neutron Multiplicity,
Passive Neutron Albedo Reactivity, Total Neutron (Gross Neutron), X-Ray Fluorescence, 252Cf
Interrogation with Prompt Neutron Detection, Delayed Gamma, Nuclear Resonance Fluorescence,
Passive Prompt Gamma, Self-integration Neutron Resonance Densitometry, and Neutron Reso-
nance Transmission Analysis[1, 2]. Understanding and maturity of the techniques vary greatly,
ranging from decades old, well-understood methods to new approaches. Nuclear Resonance Flu-
orescence (NRF) is a technique that had not previously been studied for SNF assay or similar
applications. Since NRF generates isotope-specific signals, the promise and appeal of the tech-
nique lies in its potential to directly measure the amount of a specific isotope in an SNF' assay
target[3, 4].

The objectives of this study were to design and model suitable NRF measurement methods, to
quantify capabilities and corresponding instrumentation requirements, and to evaluate prospects
and the potential of NRF for SNF assay. The main challenge of the technique is to achieve the
sensitivity and precision, i.e., to accumulate sufficient counting statistics, required for quantifying
the mass of Pu isotopes in SNF assemblies. Systematic errors, considered a lesser problem for
a direct measurement and only briefly discussed in this report, need to be evaluated for specific
instrument designs in the future. Also, since the technical capability of using NRF to measure Pu
in SNF has not been established, this report does not directly address issues such as cost, size,
development time, nor concerns related to the use of Pu in measurement systems.

This report discusses basic NRF measurement concepts, i.e., backscatter and transmission
methods, and photon source and ~-ray detector options in Section 2. An analytical model for
calculating NRF signal strengths is presented in Section 3 together with enhancements to the
MCNPX code[5] and descriptions of modeling techniques that were drawn upon in the following
sections.

Making extensive use of the model and MCNPX simulations, the capabilities of the backscatter
and transmission methods based on bremsstrahlung or quasi-monoenergetic photon sources were
analyzed as described in Sections 4 and 5. A recent transmission experiment is reported on in
Appendix A. While this experiment was not directly part of this project, its results provide
an important reference point for our analytical estimates and MCNPX simulations. Used fuel
radioactivity calculations, the enhancements to the MCNPX code, and details of the MCNPX
simulations are documented in the other appendices.



2 Quantitative Measurements using NRF

Nuclear resonance fluorescence is the process by which a nucleus absorbs energy in the form of
electromagnetic radiation, is excited to a nuclear state, and then subsequently de-excites to the
ground state by the emission of one or more v rays. As will be discussed in detail later, the angular
distribution of re-emitted photons is governed by the angular momenta of the states involved in
the process, and their energy is slightly below that of the NRF-inducing photons due to the nuclear
recoil.

The energies of the photon that induced the initial excitation, and the energy of the re-emitted
photon(s) are characteristic of the specific state that underwent NRF, and, therefore, characteristic
of the isotope. Photons produced during de-excitation of a NRF state are referred to herein as
NRF ~ rays. Because NRF states are simply excited nuclear states, possible NRF ~-ray energies
range from tens of keV up to many MeV. However, for the purpose of using NRF to assay materials,
photons of energy between 1.5 and 4 MeV are most useful.

Both the elastic and inelastic scattering of photons may contribute to the background. How-
ever, physical properties of these scattering mechanisms cause the background intensity for the
detection of NRF ~ rays to be a function of both the interrogating beam’s energy spectrum and
the geometry of the detection setup. Measurements of NRF 7 rays at backwards angles, relative
to the interrogating beam direction, yields backgrounds that are significantly reduced compared
to the forward angles.

2.1 Nuclear Resonance Fluorescence

In the context of assaying materials, NRF is usually induced by exciting nuclear states with a beam
of photons. The subsequent NRF ~ rays are measured using photon detectors such as high-purity
germanium (HPGe) or scintillation detectors. Because NRF states correspond to excited nuclear
levels, the photo-absorption and NRF ~-ray energies identify the nucleus that has undergone NRF.
The identification is analogous to passive vy-ray spectroscopy used to identify decaying radioactive
nuclides.

If assay geometry and NRF cross section are known, measuring the rate at which NRF occurs
allows the number of atoms of the corresponding isotope to be determined. The rate at which a
nuclide undergoes NRF in thin targets is given by

R= /NCI)(E)U(E)dE (2.1)

Thicker targets require geometrical corrections due to the fact that the energy-dependent photon
flux, ®(F) changes as it traverses the target. This will be discussed in Section 3.1.1.

The cross section for photo-excitation of a nuclear state is given by the Breit-Wigner distribu-
tion:
(hC)2 FFO

o(E) =mg 2 (E—E)2+ (T)2)

(2.2)




where I is the full-width at half maximum (FWHM) of the state and is related to the state’s mean

lifetime, 7, by
h
I'=- 2.3
- (23)

I'y is the partial width of the state for decay by 7-ray emission to the ground state, E. is the
centroid energy of the resonance, and ¢ is a statistical factor equal to the ratio of the number of
spin states available for the excitation to the number of initial spin states. For NRF events where
the initial nuclear state is the ground state it is

2J+1
g=——+ (2.4)

2(2J0+ 1)
where J and Jy are the angular momentum quantum numbers of the excited and ground states,
respectively. There are 2J + 1 magnetic substates for a state of angular momentum .J, and the
additional factor of 2 in the denominator is due to the fact that the photons inducing excitation
can have two possible helicities[4].
The probability for de-excitation of a state by a specific mode (i.e., neutron emission, 7-ray
emission, etc.) yielding a lower-energy state can be defined by the state’s partial width for that

mode,
r, T
L B 2.5
PTYn T 29
J

where we have used

r=>T, (2.6)

implying that the summation over j includes all possible de-excitation modes. Combining equa-
tions 2.2 and 2.5, we note that the cross section for NRF to occur via emission of a single v and
transition to the ground state, is given by

I

ogs(E) = FO‘(E) =mg

(he)? I3
B (E— )+ (T2

(2.7)

In the rest-frame of the nucleus, photon wave functions within its vicinity become successively
smaller with increasing angular momentum. Because of this, the probability for interaction with
the nucleus similarly decreases with increasing angular momentum, and photonuclear interactions
will preferentially occur via the lowest angular momentum transfer possible[6].

2.1.1 NRF ~-ray Angular Distributions

NRF is generally considered to only occur between states that differ by 2 or fewer units of angular
momentum. The angular distribution of NRF v rays, relative to the NRF-inducing radiation
can be described by the same spin algebra that is used to define angular correlations in ~-ray
cascades|7].

The cross section for NRF ~ ray emission at a direction, 6, relative to the incident photon
beam is given by

o(@) =W(0)o (2.8)



where, W (), denotes the angular correlation function. It is a normalized function, i.e.,

o " sin(0)dow (0) — 4r (2.9)
[

and (un-normalized) values for W () were derived for absorption of un-polarized dipole or quadrupole
radiation followed by emission of dipole or quadrupole radiation in reference[7]. For a more in
depth discussion of angular dependence see reference[4].

239Pu has a spin-1/2 ground state and only transitions that return to the ground state are
considered in this discussion. Transitions of the form 1/2 — 1/2 — 1/2, 1/2 — 3/2 — 1/2,
and 1/2 — 5/2 — 1/2, are all expected to be possible in NRF (AJ < 2). Furthermore, the
multipolarity of the 1/2 — 3/2 excitation may be either dipole or quadrupole (due to vector spin
addition rules), and likewise for the 3/2 — 1/2 de-excitation. The angular distributions predicted
for purely dipole-dipole and purely quadrupole-quadrupole transitions happen to be the same, but
if the excitation occurs via quadrupole and the de-excitation via dipole (or vice versa) the expected
W () differs significantly. Because the actual intensities of quadrupole versus dipole transitions
(commonly referred to as the mizing ratio, §) can vary from state to state, any possible W (#)
distribution combination is allowed.

The cases of ground-state to ground-state NRF on spin 1/2 nuclei, such as 23Pu is presented
in Figure 2.1. The red curve indicates a 1/2 — 3/2 — 1/2 transition where both the photon mul-
tipolarities were both either dipole or quadrupole, whereas the green curve indicates a transition
where one photon was dipole and the other quadrupole. The area between the curves has been
shaded gray to indicate that any possible angular correlation function between these two extremes
is physically possible. Finally, the black curve indicates the sequence 1/2 — 5/2 — 1/2 (assum-
ing octupole radiation is negligible) is only described by quadrupole transitions. As long as the
known excited 2**Pu NRF are not spin 5/2, there does not appear to be a preferred measurement,
angle for 23°Pu. If there is a spin 5/2 state, the measurement at angles larger than 230° would
be preferable; otherwise near to 90° would also be more favorable than a measurement near 213°,
which could reduce count rates by up to 15%.

Measurement of an even mass number isotope of Pu would most probably result in the 0 —
1 — 0 spin sequence, which favors measurement at angles larger than 215° and disfavors 90°
measurements by up to 25%. Conversely, measurement of a 0 — 2 — 0 spin sequence favors large
angles or 90° measurements and strongly disfavors measurements at angles near 218°.

2.1.2 Thermal Motion and Nuclear Recoil

The NRF process is connected to the environment of the nucleus due to the fact that nuclei, as
part of atoms, are not stationary, but are always in thermal motion. In the case where NRF
is induced on a nucleus comprising a gaseous atom or part of a gaseous molecule, the velocity
distribution of the nucleus is defined by a Maxwell-Boltzmann probability distribution

Plv) = ,/%ﬁ - exp(—M?/2k5T) (2.10)

where M is the mass of the atom or molecule, kg is Boltzmann’s constant,
(1.3806503 x 10™%m?kg s?K 1), and T is the absolute temperature of the gas.
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Figure 2.1 The angular correlation functions, W (#) for NRF between states of initial and final spin 1/2 allowed
by dipole and quadrupole radiation. The red curve indicates a 1/2 — 3/2 — 1/2 transition where both the photon
multipolarities were both either dipole or quadrupole, whereas the green curve indicates a transition where one
photon was dipole, and the other quadrupole. The area between the curves has been shaded gray to indicate that
any possible angular correlation function between these two extremes is physically possible.

For a photon of energy E, a nucleus moving at velocity v will experience a photon of shifted
energy, E’ due to the Doppler effect

1+v/c
1—(v/c)?
where we have assumed that the velocity of the nucleus is very small compared to the speed of

light.
Substituting, we find that the effective energy distribution is given by

B = ~E(1+ %) (2.11)

1

P(E")E =
(ENE = 7=

exp(—(E' — E)?/2A?)dE’ (2.12)

where we have used dE’" ~ E?/dv and

kBT
Mc?
is the standard deviation of the distribution. We commonly refer to the Doppler width of a
broadened resonance as

A=FE (2.13)

I'p =2v2In2A = 2.3548A (2.14)
because it describes the FWHM of the distribution in equation 2.12*.

1Tt should be noted that another common definition of the Doppler width is v/2A. This definition is not used
in this document.



The effective photo-absorption cross section for a photon incident upon a collection of nuclei
with a velocity distribution given by equation 2.10 is then found by averaging the Doppler-shifted
energy probability distribution with the absorption cross section[3]:

op(E) = /0 B (B P(E) (2.15)

Substituting equations 2.2 and 2.12, we have the Doppler-broadened Lorentzian profile (DBLP):

— M T 1 exp(—(E' — E)%/2A%)
op(E) = VoA /0 dE (B — B2+ (T/2)2 o (2.16)

As an illustrative example, Figure 2.2 demonstrates the effect that a Maxwell-Boltzmann energy
distribution can have on the effective resonance shape that an incident photon experiences. This
case describes a 2.175 MeV centroid energy (E,) 238U resonance with a width, I' = 54 meV and
that de-excites by photon emission to the ground state 68% of the time (I'/I" = 0.68). The spin
of the ground state is 0, and that of the excited state is assumed to be 1, such that g = 3/2.
This distribution is also broadened due to the motion of the atoms, which have been described by
a Maxwell-Boltzmann velocity distribution for 23¥U at 300°K: I'p = 1.78 eV. The corresponding
energy probability distribution was multiplied by [o(E)dE, and is shown as the green line in
Figure 2.2. Equation 2.16 was numerically integrated for these parameters for an array of incident
photon energies, and the resulting effective cross sections are shown as the dots on the red line in
Figure 2.2. This example demonstrates that the width of the effective cross section distribution
will be broader than that of the energy distribution and that of the natural cross section.
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Figure 2.2 Effective resonance shape experienced by an incident photon, for the 2175 keV resonance of 233U at
300°K. For this resonance, I' = 54 meV, I'g = 37 meV, and g = 3/2.

Non-amorphous solids are composed of crystalline arrangements of constituent atoms. These
atoms vibrate with thermal energy, which can be described as a phonon. The effects of phonons
are most evident when the nuclear recoil energy is not significantly greater than typical phonon



energies. However, above ~ 1.5 MeV, the influence of crystalline phonons on the energy distribu-
tion of the nuclei continues to have measurable effects. In particular, the binding energy of the
crystal and the phonon-induced motion causes crystalline atoms to vibrate faster than gaseous
atoms at the same temperature. In the limit that A/v/2 + ' >> 2kp#, the effective temperature
at which equation 2.16 should be evaluated|[3, 8] is

Te.ss T 3/9/T , 1 1
_ - 4= 2.1
T 3(9) 0 t exp(t)—1+2 dt (2.17)

where, 6 is the Debye temperature of the crystal, which is a physical property of a material that
is related to the theoretical maximum energy a single phonon can carry in the material.

We further investigate the loose binding limit, A + ' >> 2kgf by using equation 2.13 and
assuming that I' is smaller than A to re-write this limit. It becomes

%\E >> 285[eV/VK] (2.18)

where A is the mass number of the atom in question. This indicates that for the loose binding
approximation to be valid at 7" = 300°K, £ must be significantly greater than 52 keV for a
uranium matrix or 46 keV for a UO9 matrix. All NRF resonances considered herein fall within
this limit.

Finally, we consider the influence of momentum conservation on NRF physics. Conservation of
momentum requires that when a nucleus of mass, M absorbs a 7 ray of energy E, and momentum
E, /¢, it will recoil with the v ray’s momentum, which translates to an energy

B
2Mc?
For example, the 2431 keV resonance of 2*Pu corresponds to a recoil energy of 13.2 eV. Of
particular importance is that the nuclear recoil energy is significantly larger than the Doppler-
broadened width of the resonance.

We can equate the expressions for recoil energy and Doppler widths (assuming I'p >> T).

With the simplifying assumption that M =~ Am,,, one finds the approximate result that recoil
energies equal Doppler widths when

Brecon = 11.4keV x VA (2.20)

Assuming that the Doppler width of a resonance is larger than the natural line width, and that
the centroid energy is sufficient for the loose binding limit to apply, then the NRF recoil energy is
larger than the width of a resonance and re-emitted NRF v rays can be assumed to be no longer
resonant.

Erecol = (219)

The conservation of momentum also implies that upon resonance absorption, a nucleus will
recoil with energy given by equation 2.19. NRF state lifetimes tend to be on the order of 10717
to 107'2 s, implying that the nucleus will re-emit an NRF ~ ray before slowing down to thermal
velocities. In the event that the v ray is emitted in precisely the same direction as the incident
exciting photon, the nucleus would recoil back to its initial velocity. If the v ray is emitted in a
different direction, the nucleus will again recoil from 7-ray emission and the resulting NRF ~ ray
will be lower in energy than the initial photon. Most probably this energy difference will be larger
than the Doppler-broadened width of the NRF resonance, and thus the emitted NRF ~ ray will
no longer be resonant.



2.2 Measurement Methods

In this section the development and use of two methods to measure nuclear resonance fluorescence
rates for non-destructive materials assay studies are discussed. These methods assume that NRF
is detected by a single radiation detector, and that use of multiple detectors would proportionally
increase the count rates. The two assay methods considered here are termed backscatter and
transmission assay. They differ in how photons undergoing NRF in the assay target are observed.
Both methods use a photon source to induce NRF in the irradiated volume of the target material.
In backscatter assay, a radiation detector is positioned at backwards angles relative to the incident
photon beam trajectory. Transmission assay uses a detection system down-stream of the assay
target to measure the excess attenuation of resonant-energy photons in the target. Both methods
have advantages and disadvantages that will be discussed in the following sections.

2.2.1 Backscatter Method

A schematic drawing of a backscatter NRF assay geometry is shown in Figure 2.3. A source of
energetic photons illuminates the target material and one or more radiation detectors measure the
photon flux backscattered from the target. The interrogating photons stimulate resonances in the
239Pu within the spent nuclear fuel. These resonances promptly de-excite by nearly isotropic emis-
sion of one or more photons. These NRF ~ rays are mixed in with the photon flux backscattered
from the target.

The background, non-resonant photon flux in the backscattered direction relative to the beam
incident upon the target is composed of elastic and non-elastically scattered interrogation pho-
tons and photons due to radioactive decays in the target. The detectors used are positioned at
backwards angles to the target where the background photon flux is lowest and the signal-to-
background ratio the highest. The detectors are shielded from the interrogation source using large
amounts of shielding, such as lead or tungsten. To control the count rate seen by the detector
due to low energy scattered photons, 511 keV photons, and the radioactivity of the target, rela-
tively thin lead shielding is place in front of the detectors. This shielding is often referred to as
a filter. As discussed further in Section 2.3.2 detector energy resolution increases the statistical
value of registered NRF counts. Because of this, HPGe detectors are most commonly used for
NRF experiments.

The v-ray detectors are often collimated to only view a portion of the measured target. For
fuel assemblies, this may be a portion of a single fuel pin. Multiple detectors could, in principle,
be positioned to view adjacent regions, thereby the entire irradiated portion of the target may be
measured simultaneously. Scanning the fuel assembly by slowly shifting its position relative to the
beam may yield a complete measurement of the fuel assembly volume.

Figure 2.3 illustrates several design features of a backscatter NRF assay system. First, the
radiation detectors are generally positioned at a scattering angle of > 90° to take advantage of the
decreasing intensity of non-resonantly backscattered radiation. Second, the interrogating photon
beam is shown to be collimated toward the spent fuel assembly. A third feature is the shielding
directly between the detector and the target, labeled as “filter.” Filters may consist of up to
~200 g/cm? of high-Z material, depending on photon beam characteristics and detector count
rate limitations. They are application-specific and will be discussed in specific assay examples in
Sections 3.2, 4.1, and 4.2.
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Figure 2.3 Schematic drawing of a bremsstrahlung-induced backscatter NRF assay setup.

2.2.2 Transmission Method

The measurement of NRF ~ rays at backward angles suffers from the disadvantage that radioac-
tivity emitted by the assay target can necessitate thick filters in front of the detector, which
subsequently reduces the NRF ~-ray detection rate. The method is also more sensitive to radia-
tion backscattered from the front of the target rather than from the target as a whole, resulting in
potentially biased results for non-homogeneous targets. The transmission method mitigates these
disadvantages at the expense of a more complicated assay system and the need for even stronger
interrogating photon beams.

The concept of an NRF assay using the transmitted spectrum emanating from the assay target
is as follows: an interrogating beam impinges upon the assay target and the spectrum transmitted
through the target is then incident upon a thin sheet made of the isotope to be measured called
here the transmission detection sheet (TD). The TD, also often referred to as a “witness foil”,
is ideally a pure Pu isotope that is to be assayed in the spent fuel assembly. This isotope may
be referred to as the isotope of interest (I0I). The TD must be sufficiently thick so that a large
fraction of photons at resonant energy stimulate fluorescence; depending on the isotope and its
resonances’ cross sections this means thicknesses in the 1 - 10 mm range. The TD sheet should be
large enough to intercept most of the transmitted photon beam. Bremsstrahlung beams could be
from a few cm to the width of the assembly in size, whereas QM photon beams (see Section 2.3.1)
may be a few mm in diameter. Resonant-energy photons that impinge upon the TD may induce
NRF. The NRF ~v-rays emanating from the TD are then detected by radiation detectors located
at backward angles, relative to the incident bremsstrahlung beam. A schematic diagram of this
assay type is shown in Figure 2.4.
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Figure 2.4 Schematic description of a geometry used for a transmission assay measurement.

The sensitive volume of the assay target is defined as the region through which interrogating
photons can penetrate and subsequently reach the TD without scatter. The reduced rate at which
the TD undergoes NRF is proportional to the intensity of preferential attenuation undergone by
resonant-energy photons while traversing the sensitive volume of the target. This intensity is
directly correlated to the areal density of the IOI within the sensitive volume of the target. Slow
translation of the assay target with respect to the beam and TD during interrogation can produce
an averaged measurement of the entire target volume.

For an ideal transmission measurement, the target thickness should be such that the IO1 pref-
erentially attenuates a significant fraction of the penetrating resonant-energy photons. Likewise,
the source of interrogating photons should be sufficiently intense such that the detectors used to
view the TD operate near their rate limit.

For spent fuel, the areal densities of Pu isotopes are generally very low compared to this ideal
case, and the excess attenuation of resonant-energy photons is small. Because of this, and the
fact that the radiation detectors are not positioned to directly view the photon flux emitted from
the SNF, spent fuel assemblies rather than fuel pins are considered for transmission measure-
ments. So long as the photon source is of sufficient intensity, this is the best case for transmission
measurements.

The term notch refill is used to describe the process by which photons incident upon the assay
geometry down-scatter to the energy of a resonance and subsequently interact in the transmission
detection sheet. The process results in less observed resonant attenuation than would be predicted
by consideration of simple exponential attenuation, and therefore neglect of the notch refill phe-
nomenon could result in NRF transmission measurements that systematically under-predict the
areal density of the measured isotope in the target.

Photon interaction processes that can induce notch refill include incoherent scatter and brems-
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strahlung emission from photoelectrons. The rate at which notch refill occurs is dependent upon
the compositions of the assay target and transmission detection sheet, their respective position-
ing, the energy and strength of a resonance, and the photon spectrum used for the measurement.
Notch refill must be taken into account and corrected for in order to accurately extract 23Pu
content from measured spectra. For a more in depth discussion on notch refill see Section 3.3.4.

2.2.3 Measurement Uncertainties

A core question this research attempts to answer is what measurement sensitivity, i.e., precision
and accuracy, for the assay of 2?Pu content in SNF can potentially be achieved. In the context
of the NGSI spent fuel research effort we assume that for a technique such as NRF to improve on
currently available methods the uncertainty of a direct ?Pu assay should be better than a few
percent. The many contributing factors that were considered include interrogating photon source,
interrogating photon flux, measurement technique (backscatter vs. transmission), detector filter
thickness, detector energy resolution, detector count rate, transmission target thickness, backscat-
ter angle of the detectors, and measurement time. The challenge for a precise measurement of
a small concentration of Pu isotopes in SNF comes from accruing the necessary counting statis-
tics because the integrated resonance cross sections are relatively small. Using the backscatter
detection method, the NRF peaks are difficult to precisely measure on the much larger relative
background. In the transmission technique only a small change in the NRF peak intensity is
observed. In order to achieve practical measurement times stronger resonances or a new genera-
tion of high-intensity photon sources and efficient detection systems, as discussed in the following
sections of the report, are needed.

The ability to detect removal of pins from used fuel assemblies has also been identified as
an important component to the NGSI spent fuel research effort. Because NRF measurement
techniques produce signals that are directly related to the quantity of a Pu isotope present in the
irradiated volume, any diversion scenario can, in principle, be detected so long as the statistical
uncertainty with which the Pu isotope is measured is sufficiently small to be sensitive to such a
diversion. Given that spent fuel assemblies are generally 8 to 17 pins deep?, diversion of a single
fuel pin would result in approximately 12.5% to 5.9% reduction of Pu in a row of fuel pin. A NRF
measurement system using a narrow beam that could achieve a few percent statistics in 2*°Pu or
24Py composition would therefore be capable of detecting diversion of even a single fuel pin.

The systematic errors that may be associated with NRF measurements include the following:
Errors in NRF cross sections result in proportionally inaccurate measurements. As discussed
later, notch refill may reduce the intensity of measured resonant absorption in a transmission
measurement, relative to the predicted by simple analytical models, and will result in systematic
errors without precise models that account for notch refill. Overlap of other -y ray peaks (other NRF
lines or background) can significantly reduce the precision with which the intensity of a resonance
may be measured. The photon flux that induces NRF must be precisely known. This may be
accomplished by system calibration as long as the beam remains stable. If this method is used,
beam instability becomes an important contributor to systematic error. If the flux is determined
by an alternative normalizations scheme, such as the 511 keV normalization routine, or by making
relative measurements to other NRF lines, beam stability may be less important, however such
routines may result in separate systematic errors. Similarly, the uncertainty to which the ~-ray

2 And neglecting spatial variations of Pu isotope concentrations within fuel
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detectors are calibrated will proportionally induce errors for absolute measurements, but relative
measurements made on well-calibrated systems will be less sensitive to absolute knowledge of the
~v-ray detection efficiency. Similar to beam stability, detector stability becomes very important
for calibrated systems. Radiation damage to the fuel pins may lead to deformations and may,
thus, result in geometric differences between measurements comparing irradiated assemblies to a
reference assembly. Although these are likely to be small non-negligible systematic errors may
result. Likewise, the uncertainty to which non-resonant attenuation coefficients are known will
adversely effect the precision at which geometric effects may be corrected for in relative and
absolute measurement schemes.

Model calculation corrections can be applied to correct for notch refill and possibly peak over-
lap. Improved measurements of NRF' cross sections using newer and more intense bremsstrahlung
sources are necessary. Other systematic errors can be addressed and minimized through calibra-
tion, which is expected to be necessary for any measurement system.

The analyses presented in this report assume that the NRF measurement is conducted on a
fuel assembly that has been removed from a cooling or storage pond. This need not necessarily
be the case. The presence of water has little effect on any portion of NRF measurements ex-
cept the additional attenuation of beam photons. Using the minimum depth of 25 cm of water
through which one can conceive of making a NRF measurement, would reduce the intensity of
resonant-energy photons by a factor of ~1/3. Therefore for a given measurement geometry and
beam intensity, the sensitivity of a measurement made in water would be reduced by a factor of
approximately 1/ v/3. Water can also increase the notch refill phenomenon, as will be discussed in
Section 3.3.4.

2.2.4 Pu Content in Spent Fuel

In reference[9], Phillips presents calculations of the concentrations of Pu isotopes in spent fuel as a
function of fuel burn-up. These values were calculated using the computer code CINDER[10] and
are shown in Figure 2.5. Phillips indicates that Pu concentrations are expected to be accurate to
+ 10% when the reactor spectrum is well-known, and up to & 25%, if only the type of reactor is
known. Because the Pu concentrations are a function of the reactor type, the Pu concentration
values are used to estimate a region of relevant target areal densities. For a typical 15x15 fuel
assembly, the average areal densities of *Pu and 2*°Pu traversed by photons normally incident
upon the side of an assembly are Nz ~ 0.25 g/cm? and ~ 0.15 g/cm?, respectively.

These concentrations are used as reference values throughout the predictive modeling that
is described in Sections 3 - 5. For consideration of different systems, the intensity of an NRF
response may be scaled by Pu content to provide approximate results that may be used to estimate
measurement times or detector requirements. Given that newer fuel cycles typically result in
larger Pu concentrations, the use of these concentrations generally produce estimates that may be
considered pessimistic.

2.3 Instrumentation

2.3.1 Photon Sources

Two types of photon sources are being considered for interrogation of spent nuclear fuel. Brems-
strahlung sources are available and provide the photon flux necessary to acquire necessary statistics

12
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Figure 2.5 Example of computed Pu concentrations in spent fuel as a function of LWR reactor burn-up[9]. The
figure is reproduced from this reference. The ordinate is percentage of Pu atoms to the initial uranium atoms
present in the fuel.

for measurement of Pu in fuel assemblies. Quasi-monoenergetic photon sources offer great promise
due to the possibility of very large increases in the signal-to-background ratio when compared to a
bremsstrahlung source. However, quasi-monoenergetic sources are in the early stages of develop-
ment and do not yet provide the necessary photon flux to precisely measure Pu content in spent
fuel. Bremsstrahlung sources can, in principle generate continuous photon beams, referred to as
CW sources, or can be operated in a pulsed mode, wherein the photons are generated in bunches.
Today’s quasi-monoenergetic sources operate in pulsed mode.

Bremsstrahlung Sources

Bremsstrahlung sources utilize electron accelerators to produce photons in a conversion target.
Newer electron accelerators, such as rhodotrons, have reported currents approaching ~100 mA[11,
12]. The energy spectrum of photons produced by a bremsstrahlung source is shown in Figure 2.6.
Only a small fraction of photons that are produced are at the energies of resonances. A very large
portion of the photons that are produced are at lower energies. These photons need to be filtered
out in order to avoid saturating the v-ray detectors.

Pulsed bremsstrahlung sources have also been studied as a potential method to induce NRF
for non-destructive measurements. In principle, a pulsed system with excellent timing resolution
and very rapid pulsing rates could use timing to discriminate against radioactive backgrounds,
thereby reducing their importance. However, the discussion in Section 4.1 indicates that intense
interrogating bremsstrahlung beams result in the majority of background photons being due to
non-resonant scattering of beam photons, thereby reducing the importance of controlling the
radioactive background.

The energy of the electron beam used to induce bremsstrahlung is a free parameter that must be
optimized for a given measurement or system. Generally, higher endpoint energy bremsstrahlung
beams result in higher count rates in detectors and larger background count rates. Conversely,
higher endpoint energy beams excite a given resonance at a higher rate, thereby producing larger
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Figure 2.6 MCNPX-computed bremsstrahlung photons spectrum for photons leaving within 3.57° of the initial
electron trajectory, for 2.6 MeV electrons normally incident upon 102 pum thick Au foil backed by 1 cm thick Cu.

Table 2.1 Laser Compton photon energies given by equation 2.21.
E - by 0 E,
MeV) 7 (eV) (mrad) (keV)
370.3  724.7 1.165 0.0 2431.5
370.3  724.7 1.165 0.2 2381.8
370.2 724.5 1.165 0.0 2430.2
347.6 680.2 1.165 0.0 2143.6
3476 686.9 1.165 0.2 2104.7
262.2  513.1 2.330 0.0 2431.5
262.2 513.1 2.330 0.2 2406.4
246.1 481.8 2.330 0.0 2143.6
246.1 481.8 2.330 0.2 2125.5

NRF count rates for a system. Although a formal optimization has not been performed, generally
bremsstrahlung beams with endpoint energies that are a few hundred keV higher in energy than the
resonance being measured have shown good results in experiments and simulations. More formal
beam endpoint energy optimization should be considered when prototype NRF assay systems are
being designed.

Quasi-monoenergetic Sources

The most advanced quasi-monoenergetic (QM) source type to be considered are laser-Compton
photon sources. When a laser beam is scattered off a beam of relativistic electrons, the photons
are up-shifted in energy to produce photons whose energies are given by[13, 14, 15, 16, 17]:

472 E
E YL

= 2.21
T 14 (0)2 + 4vEL/m.c? (2:21)
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where 6 is the angle between the electron beam and the up-scattered photon, in radians, F, is the

laser energy, and 7 is given by
1

T A= W/

Table 2.1 presents evaluation of equation 2.21 assuming a Nd:YAG laser is used as the low-
energy photon source, and also for the case of a frequency-doubled Nd:YAG laser beam. Along with
the required electron energies to produce resonant-energy photons, the strong angular dependence
of photon beam energy is also shown. Using Nd:YAG laser energies, the electron energy must be
adjustable between 335 and 375 MeV to produce photons capable of exciting the known 23Pu
resonances. Likewise if the laser is frequency-doubled, the electron energy must be adjustable
between 240 and 270 MeV.

Proposed facilities anticipate 1 x 10° photons/eV /s intensities and beam energy spreads as low
as 1 keV. For quasi-monoenergetic photon systems under construction it is planned to produce
QM photon sources utilizing 120 Hz, 10 ps pulsed lasers[14]. The potential to time-correlate the
counting of NRF ~ rays with the timing of the source may produce additional improvement in
measurement parameters.

In Section 5, the importance of very intense photon sources will be made clear, and it will
be explained that 10 - 100 times more intense photon sources than those currently proposed are
needed for measurements of Pu content in spent fuel on a time scale of a few hours.

(2.22)

2.3.2 ~-ray Detectors

In order to use NRF to assay a material, the resonantly scattered photons must be observed
against an intense background. Normally, this is best accomplished with high-resolution ~-ray
detectors, however count rate requirements also play an important role in detector selection.

The best energy resolution for detectors widely used today is found with HPGe. While micro-
calorimeters have achieved better energy resolution, they have only been successful at measuring
low-energy photons (< 200 keV) at very low count rates (< 1 count/s)[18, 19]. Thus in this report,
HPGe detectors are considered the base-line detector and other detectors capable of higher count-
rates are compared to HPGe. At 2 MeV, HPGe energy resolution, AFE, is approximately 2.5 keV
(FWHM). Actual resolutions depend on the exact geometry of the Ge crystal, the bias voltage
and the electronics used to readout the signal, but this value is used as representative of HPGe
detector resolution.

HPGe and other detector types can vary significantly in geometries. To generally account for
this, we assume that a reference detector will be a 100% relative efficiency HPGe detector, with
a surface area of approximately 50 cm?. We conservatively assume that the count rate is limited
to 20 kHz.® An approximate drawing of such a detector in a typical shielding configuration is
provided as Figure F.4.

To relate the relative intensities of NRF signals and backgrounds to the precision with which a
measurement may be made, we present a simple statistical model. Suppose the signal of interest
is detected at a rate, S. The background rate, B, is estimated by examining the count rate in
adjacent channels. The total signal rate is, T = S 4+ B. We define the signal-to-background
ratio as S/B = £. After a counting period of ¢, we expect ¢(S + B) total counts within the

3SHPGe detectors have operated above 100 kHz but show distorted spectra. The optimization of detector rates
could be considered in future work[20].
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Figure 2.7 The relative increase in the fractional uncertainty of a measurement, f(¢) as a function of the signal-
to-background ratio, £, along with the functions (red) that describe f(£) as £ — 0 and £ — inf.

area of interest (presumably where an NRF peak is expected). The total number of counts from

the signal is Ng = tS, with fractional uncertainty of ¥ = ;—i Assuming Poisson statistics, the

standard deviation of the expected number of total counts, N, is vV N, and we have

VIT+B) VS+2B  1+2/6 _ f(€)
ts  VtS  VNs VN

The function, f(&), that expresses the reduction in statistical quality of a measurement of Ng
signal counts varies as f ~ \/ﬁ for small values of £, whereas for large £, f — 1. f(§) is shown
in Figure 2.7 along with the limiting functions. This observation leads us to conclude that the
NRF count rate must be almost as intense as the background signal rate within the detector’s
energy resolution to obtain counts with reasonable statistical quality.

For a given geometry, the count rates, S and B are both proportional to the detector’s efficiency,
€, therefore for a given measurement, N ~ ¢ , and

Y —

(2.23)

Y~ — (2.24)

e

implying that high-efficiency detectors are preferred for their ability to increase Ng for a given
measurement.

Background signals due to processes such as elastic and inelastic scattering will vary slowly
for photon sources that are broad in energy resolution compared to those of detectors. Therefore,
using a HPGe detector, it is necessary that the NRF interaction rate be approximately 1000
(= Ag/I'p) times the scattering rate of non-resonant photons to accrue NRF count rate statistics
in an efficient manner. This ratio increases proportionally with detector resolution.

As an example, a LaBrs scintillation detector has a resolution that is about 18 times worse
than a HPGe detector[21]. This implies that the background count rate within the detector’s
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Table 2.2 Parameters relevant for Cherenkov detectors of multi-MeV photons

material n Ey, (MeV) E, (MeV)
water 1.333 0.262 0.262
SiOy nanotube film 1.05 1.165 1.375
SFg gas @ 22 atm 1.025 1.817 2.044
SiO, aerogel 1.025 1.817 2.044
SFg¢ gas @ 10 atm 1.008 3.553 3.793
SFg gas @ 1 atm 1.00078 12.41 12.66
air @ 1 atm 1.0003 20.6 20.8

resolution will be about 18 times higher than it would be for an HPGe detector, and if égpge = 1,
the statistical value of a LaBrs count,

f(€npae)/ f(§Laprs) A 1/3.5 (2.25)

times less than that of an HPGe count. However, LaBrs can operate at approximately 15 times
higher count rates than HPGe, which may make its use advantageous, especially for transmission
NRF measurements that use a TD.

2.3.3 Threshold y-ray Detectors

The requirement that NRF detectors be capable of very high detection rates lead to investigation
of alternative detector types, such as threshold detectors which only induce signals when incident
particles have sufficient energy, such as Cherenkov detectors.[22, 23]

Cherenkov radiation is emitted when a particle such as an electron passes through a medium
with a velocity, v, that is faster than the speed of light, vy, = ¢/n or if § = v./c > 1/n. This
gives a minimum electron energy of

1
By, = mQCQ < 1+ T — 1) (2.26)

Multi-MeV photons primarily interact by incoherent scattering or pair production. Electrons
are primarily produced by incoherent scatter, yielding a continuum of electron energies up to

2
E = 2E’Y
€ mec2+2E$ '

(1.5 - 3 MeV), the difference between ~-ray energies and the most energetic Compton electrons
is approximately 220 keV. Therefore in order to have some sensitivity for NRF photo-electrons,
a Cherenkov detector must have Ey, < E, — 220 keV. Table 2.2 lists the index of refraction
of many materials, the threshold energy for electrons to produce Cherenkov radiation, and the
corresponding minimum photon energy that will induce Cherenkov radiation.

Since Cherenkov detectors do not directly measure photon energy, we consider their energy-
dependent photon sensitivity. Each electron is capable of producing numerous Cherenkov photons,
however the number of photons tends to be proportional to the energy of the electron inducing
the Cherenkov emission. Examples of measured Cherenkov light yields are shown in Figure 2.8.

Because higher energy electrons induce larger signals, photons of higher energies than the reso-
nance energy become particularly important as they contribute disproportionately to the measured

As E, increases, this value nears E, —m.c®/2. With E, in the NRF energy range
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Figure 2.8 Measured Cherenkov light yields for electrons of energy, E. from Reference [23].
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signal, which is problematic, especially for backscatter NRF measurements. We have found that
these detector types would be useful in measurements conducted using quasi-monoenergetic pho-
ton sources that are approximately 10* times more powerful than those currently being proposed.
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3 Modeling - Analytical and MCNPX

In this section the development and use of models to predict expected nuclear resonance fluo-
rescence detection rates for non-destructive materials assay studies are discussed. These models
assume that NRF is detected by a single radiation detector, and that use of multiple detectors
would proportionally increase the calculated count rates. The two assay methods considered here,
backscatter and transmission assay, have advantages and disadvantages that will be discussed in
the following sections along with examples of measurements that have been modeled by a combi-
nation of computational and analytical methods.

3.1 Backscatter Analytical Model

A schematic drawing of a backscatter NRF assay geometry is shown in Figure 2.3. A source of
energetic photons illuminates the target material (considered to be used fuel) and one or more
radiation detectors measure the photon flux backscattered from the target. Section 2.3.2 indicates
that improved detector energy resolution increases the statistical value of registered NRF counts.
Because of this, high-purity germanium detectors (HPGe) are most commonly used for NRF
experiments. The photon flux at the detector, ®(rq, £'), which is proportional to the measured
count rate, can be written as,

(D(rda E) = (I)target(rda E) + (Dradioactivity(rd7 E) + q)beam(rdy E) (31)

where @,pet (Ta, £) is the flux due to interrogating photons that were scattered toward the detector
after interacting in the spent fuel, which includes the contribution due to NRF of constituent
isotopes.  Pyadioactivity (Fd, £) is due to photons that were emitted due to radioactive decay of
materials within the interrogation geometry, and ®Ppeam(rq, £) is due to interrogating beam photons
that have reached the detector without interacting within the target material. Sufficient shielding
must be placed between the bremsstrahlung source and the detectors to keep ®pearmn, minimal.

3.1.1 NRF Count Rates in Backscatter Assay

We consider the contributions to ®yarget(ra, £) due to resonant and non-resonant scattering sepa-
rately. Resonant scattering produces NRF signals, whereas non-resonant scattering produces only
background.

The rate at which NRF signals due to photons of energy, E, from a location, r, within the
target volume, V', are detected is given by:

d? Rxgrp
dVdE

= NO(E, r)onge(E)W.(8) exp[—u(E, )r.] |e(E,) i(;) Py(E,) (32)

where N is the number density of atoms in the target that undergo NRF with cross section
onrr(E), ®(E,r) is the energy-differentiated photon flux at the point r, W,.(0) is the effective
angular correlation function (approximately given by equation 2.8), £, is the energy of the emitted
NRF ~ ray, which interacts within the target material with an attenuation coefficient, p(E,) that
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Figure 3.1 Schematic drawing of an NRF interrogation of a target slab.

results in a total attenuation of the NRF v ray of exp[—pu(E,)r,], €(E,) is the probability that
the radiation detector measures the full energy of the NRF ~ ray, %f) is the fraction of the solid
angle subtended by the radiation detector from the point where the v ray is emitted, and Pr(E,)
is the probability that the NRF ~ ray penetrates through the radiation filter without scatter.

NRF ~v-ray emission corresponding to de-excitation to the nuclear ground state occurs with
a probability I'g/I". Likewise emission to a different excited state, labeled i would occur with
a probability I';/T. The resulting v ray energy is E, = E — Ejecon Where Eleqo is given by
equation 2.19. Generally, the energy transferred to the recoiling nucleus is sufficient to reduce the
energy of the NRF 7 ray such that it is no longer resonant and attenuation of NRF ~ rays is only
due to nonresonant interactions.

Slab Geometry

The simplest geometry to consider is a slab target of thickness, ¢, irradiated with a uniform parallel
beam of intensity, ®;, that is normally incident upon the slab. This geometry is applied to the
calculation of the transmission detector response. A radiation detector is assumed to be located
sufficiently far from the target that the beam diameter and t are negligibly small compared to the
detector distance, r4. A schematic rendering of this geometry is shown in Figure 3.1. Although not
indicated, the detector geometry may include a filter that NRF energy photons have a probability,
Ps(E,), to penetrate.
For simplicity, we neglect photon down-scatter. Then ®(F, r) only varies due to the attenuation
of photons:
(B, x) = b, exp|—u(E)a] (3.3)

and p(E) now contains both resonant and non-resonant contributions:

P(E) = pnr + Noxrr(E) (3.4)

Considering only photon energies near an NRF resonance, we may neglect the energy-dependence
of the non-resonant attenuation coefficient, p,,.. Likewise, the attenuation coefficient for NRF ~
rays, p(E,), is equal to p,, because nuclear recoil has made them non-resonant.
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The distance the photon must traverse to leave the target is given by r, = x/cos(6), where 0 is
the angle between the interrogating photon trajectory and the direction of the detector’s location.
The detector’s surface area is assumed to be given by A.

Substituting, the rate of detection of full-energy NRF ~ rays can be written as:

dzRNRF AEPfE
dedE ~ exp [— (,U,nr[l + 1/COS<9)] -+ NO'NRF<E)) SL’] JVCI)ZO'NRF(E)I/Ve<9)W?l7 (35)
We define
a = fin,[1+ 1/ cos(0)] (3.6)
and puxgrr(E) = Nonrr(F) and obtain:
dRNRF t d2RNRF 1— exp[—(a + ,LLNRF(E))t] AEPf(E,Y)
= ———dr ~ N, E ) ————= .
dE /0 dxdE v a+ punrr(F) ionrr (E)We(0) 4y (3.7)
If we further approximate that
0, if B < FEc—Tp/2;
onrr(E) = § oSpe, f Ec —Tp/2<E<Ec+Tp/2; (3.8)
0, ifE>Ec+FD/2.
where f (B)IE
ONRF
oG = R (39
D

E¢ is the centroid energy of the resonance, and I'p is given by equation 2.14. We may integrate

equation 3.7 to obtain:

1 — exp[—(a + Noggp)]
a+ Nolqp

We(0)Aely(Ey)

2
dmrs

Ragr &~ IN®;olrp] (3.10)

Equation 3.10 is arranged such that the expected rate at which NRF v rays are detected is
divided into contributions due to three phenomena, the first term is due to the effective geometric
attenuation of photons before and after NRF. A more complex derivation of this term for non-
trivial geometries and use of a simple finite element integrating routine is described in Appendix C.
The second term, N®;0(xp is the rate (per unit thickness) at which NRF would occur in the target
without any attenuation, and the final term is due to the probability of detection of NRF ~ rays
emitted from the target.

Although the constant cross section approximation of equation 3.8 will prove to be very flawed
in analysis of transmission assay, the assumption that the solid angle subtended by the detector is
independent of the interaction location within the target proves to be the largest approximation
in many backscatter NRF assay geometries.

3.2 Transmission Model

3.2.1 Transmission Assay: NRF and Background Signal Rates
Photons penetrating the fuel assembly undergo attenuation given by

(E) = ©o(E) exp[—p(E)] (3.11)
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where z is the thickness of assembly material the photon penetrates, and p(E) is the energy-
dependent attenuation coefficient for photons in the assembly material, given by

w(E) = ZNz‘Uz‘j(E) (3.12)

where N; is the number density of a given isotope, i, and o;;(E) is the partial cross section for
a photon interaction event of type j for that isotope (i.e., incoherent scattering, pair production,
NRF, ...). There is also the potential for higher-energy photons to be down-scattered to the energy,
E, resulting in higher photon fluences than indicated by equation 3.11. The phenomenon of notch
refill, where a down-scattered photon becomes resonant in energy, is discussed in more detail in
Section 3.3.4. However, for the case where the energy of an NRF resonance is near the maximum
energy of the interrogating photon spectrum, this occurrence is relatively rare whereas, down-
scattering significantly increases the photon flux for the low-energy portion of the transmitted
spectrum, relative to that predicted by equation 3.11.

The processes by which non-resonant photons are backscattered to produce background events
will be described in some detail in Section 4.1 when the backscatter measurement is examined.
Whereas the target described in Section 4.1 is the assay target, the same physics apply to the TD
and therefore similar calculations are performed for the TD. The primary difference being the fuel
assembly hardens the spectrum of the interrogating beam, and the shielding requirements for the
radiation detectors are significantly reduced.

We consider non-resonant photon transport through a target composed of UO, Zr, and small
quantities of other actinides and fission products. The target geometry is a homogenized mixture
of these constituents at 4 g/cm? density and 21.8 cm square, which is the homogenized equivalent
of a 15 pin by 15 pin (15x15) spent fuel assembly or, due to thinner pins, it is also similar to
the 17x17 assembly considered in Appendix B. Expected photon intensities are estimated with
MCNPX calculations, where the effects of resonant absorption are explicitly excluded. Resonant
absorption is calculated separately using the formalisms developed in Section 3.2.2.

The bremsstrahlung spectrum used in this simulation to irradiate the target is that described
in Section 2.3.1. This spectrum, shown in Figure 2.6 is assumed to be produced 150 cm from the
side face of the 15x15 homogenized fuel assembly target. The geometry is such that the diameter
of the un-scattered beam is 21.8 cm at the back plane of the target. The spectrum of photons
leaving the target’s back plane in the direction of the TD is shown in Figure 3.2. The integrated
spectrum is attenuated by a factor of ~400; however, photons above 2 MeV are only attenuated
by a factor of 40 — 50.

A third computation simulated the transport of photons with the spectrum shown in Figure 3.2
as they impinge upon the TD. The energy-differentiated photon flux was calculated at a point 100
cm from the TD at an angle of 120° relative to the initial beam direction. This photon energy
distribution is then taken as the source spectrum for a final series of simulations in which the
shielded detector response is examined. In these simulations, the thickness of the Pb filter was
varied, and the backscattered photon spectrum was transported through a shielded HPGe detector
geometry as described in Section F.4. For each incident photon, the energy deposited within the
germanium was calculated, resulting in the expected photon spectrum as measured by a shielded
HPGe detector.

The thicknesses of the Pb filters were 1.27, 2.54, 4, 6, and 8 cm for these simulations. Increasing
the filter thickness from 1.27 cm to 8 cm decreases the total count rate in the detector (100%
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Figure 3.2 Calculated spectrum of photons leaving a fuel assembly rotated 33° in the direction of a TD located 105
cm downstream from the assembly. The incident photon spectrum was 2.6 MeV endpoint energy bremsstrahlung,
similar to that shown in Figure 2.6, except the source collimation was assumed to be 1°.

relative efficiency HPGe) from 4.4 x 107 to 1.2 x 10° counts per Coulomb of 2.6 MeV electrons
incident upon the bremsstrahlung converter. In general, an HPGe detector should operate at a
maximum of between 2 x 10* and 8 x 10 Hz[24]. In the analyses reported here we use 2 x 10 as
a conservative assumption for the maximum count rate although insignificantly higher rates may
be possible. The maximum count rate defines the maximum allowable beam current for a given
filter thickness. These values are summarized in Table 3.1.

Increasing the filter thickness results in more attenuation of the NRF ~ rays. This decreases the
probability that a NRF ~ ray will deposit its full-energy in the HPGe detector. This attenuation is
estimated with the expression I = Iy exp(—puxys), where p is the attenuation coefficient (without
coherent scattering) taken from reference[25]. The attenuation due to the filter, I,/I,o is also
shown in Table 3.1 for a 2.25 MeV v ray. Attenuation coefficients are not a strong function of
energy in the range between 2 and 2.5 MeV, and therefore we can consider these values to be fairly
representative of the behavior NRF ~ rays that would be induced by a 2.6 MeV endpoint-energy
bremsstrahlung beam.

Neglecting the excess attenuation of resonant-energy photons (which will be explicitly examined
in detail in Section 3.2.2), the rate at which NRF ~ rays are detected can be estimated using
equation 3.10, where ®; now refers to the photon spectrum incident upon the TD (Figure 3.2),
and the full-energy photon detection efficiency, ¢, must also take into account the filtering effect.
With these modifications, we show in the second column of Table 3.1 expected count rates of a
hypothetical 20 eV-b resonance at 2.25 MeV for a 100% relative efficiency HPGe detector located
100 cm from the TD per Coulomb of electrons incident upon the bremsstrahlung converter.

We then examine how the expected rate at which NRF 7 rays are measured decreases due
to resonant absorption of photons in the assay target. This measured decrease in the intensity
of transmitted resonant-energy photons is used to determine the areal density of the IOI in the
target.
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Table 3.1 Effects of the photon filter on the photon spectrum that is calculated to be measured by a 100% relative
efficiency HPGe detector. x¢ indicates the thickness of the Pb filter. The values corresponding to counts per 2.6
MeV e~ indicate the total number of expected counts per 2.6 MeV electron incident upon the bremsstrahlung
converter, and from these values, the electron beam intensity resulting in 2 x 10* counts per second, Ipaz, is
calculated. Values labeled as I,/I,, indicate the attenuation of a 2.25 MeV « ray as it penetrates through the
corresponding filter thickness.

Ty counts per  Lqz
(cm) 2.6 MeV e~ (mA)
1.27 7.0x107'2  0.46 0.53
254 1.8 x 10712 1.8 0.28
40  41x10713 7.8 0.14
6.0 7.6x10"" 42 0.051
80 19x107™ 170 0.019

17/170

3.2.2 Analytical Considerations

In this section, we introduce the analytical model that relates the areal density of a Pu isotope
to the decrease in the intensity of the NRF ~ rays measured by radiation detectors in the trans-
mission geometry. We consider the relative attenuation of photons at, and near, resonant-energies
through materials containing varying amounts of an IOI. As discussed in Section 2.1.2, the energy-
dependent cross section that photons experience while traversing a material is given to an excellent
approximation by the Doppler-broadened Lorentzian profile (DBLP) described in equation 2.16.
The relative probability that a photon at or near resonant-energy traverses the assay target and
then subsequently undergoes NRF in the TD is considered. In Section 3.2.4 the expected NRF
probabilities are compared to alternate predictions that would result if approximate models of the
energy-dependent cross section were used.

First, we assert that within a few eV of a resonance, it is valid to approximate all non-resonant
cross sections as constants. This approximation is accurate to a fraction of a percent[25]. Likewise,
across the width of a resonance, the change in intensity of bremsstrahlung-spectrum photons may
be neglected. With this, the energy-differentiated photon flux, ®;(E), incident upon the assay
target is assumed constant and effects due to non-resonant photon attenuation are separated.
Neglecting down-scattering, the effective photon flux leaving a target is approximately

O, (F) ~ ®; exp[—Nonrr(F)z] exp [~ fatomT] (3.13)

where N is the atom density of a Pu isotope (in units of atoms/cm?) in the assembly, z is the
target thickness (that is determined by a ray-tracing algorithm, see Section 3.2.3), oxrp(F) is the
cross section due to NRF, and a0 is the attenuation coefficient for photons in the assay target
due to non-resonant processes (assumed to be constant over the energy range of interest).

The rate at which NRF v rays emitted into backward angles relative to the direction of the
NRF-inducing incident beam are counted in a geometry consisting of a slab target was considered

in Section 3.1.1. The only difference here is that the photon flux incident upon the slab is now
O, (F).

dRxrr __ 1 — exp[—(a+ pxrr(E))tTo]

AePy(E,)
dE o + pnrr (E)

2
dmrs

NTDq)O(E)UNRF(E)We(G) (314)
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where trp refers to the TD thickness and « is defined in equation 3.6.
Equation 3.14 may be re-written as follows

dR AeP;(E.
NRE _ AE) exp[—NUNRF(E)a:]aNRF(E)} Ntp®; exp(—,u:zc)VVe(Q)—6 f<2 ) (3.15)
dE 4mrs
The first term,
A(E, trp) = LRI+ pixee (B)) o) (3.16)

a + NNRF(E)

is an effective thickness that a photon experiences as it traverses the slab. If the quantity (o +
pixgr (E)) is small,
)\(E, tTD) = tTD (317)

Indicating that the rate of NRF ~ ray detection would be directly proportional to the TD thickness.

However, for geometries containing a thick TD or if larger photon interaction probabilities are

present, the rate at which NRF is induced in the slab is less than NypongrtTp because A(E) < t1p.
We define the first two terms of equation 3.15 as A(E, t1p, Nx),

A(E, tTDa NQ?) = )\(E) (eXp[—NO'NRF<E)£IZ']O'NRF(E)> (318)

This function contains all the parameters that can significantly vary over an energy range com-
parable to the Doppler-broadened width of an NRF resonance. The energy resolutions of all
commonly used ~v-ray detectors are much wider than the width of an NRF resonance. Therefore
energy-dependent variations in A will not be directly observed in the detected photon energy spec-
trum and the quantity [ A(E)dE provides a quantity that is proportional to the rate at which
NRF counts will be measured.

The measured quantity that provides information on the areal density of the Pu isotope in the
sensitive volume of the assay target is the reduced rate of NRF ~-ray counts, relative to those
expected for a comparable assay target with none of the Pu isotope present. This quantity is
called the effective attenuation and is given by

[A(E,trp, Nz)dE
JA(E, trp,0)dE

A(tTD; Nx)

(3.19)

The effective attenuation is dependent upon the parameters of the resonance it describes. Effective
attenuation functions are shown for different ?*Pu resonances when ttp = 8 g/cm? in Figure 3.3.
The parameters of the known 23*Pu NRF resonances are shown in Table 3.3. Figure 3.3 indicates
that for a target of constant total areal density, but increasing Pu areal density, NRF ~-ray count
rates decrease. The rate at which they decrease is proportional to the width of the resonance. By
observing this reduced rate, the areal density of the Pu isotope is measured.

A(E,trp, Nx) and therefore A(trp, Nx) are functions of trp. The thin TD sheet approximation
can result in significant errors (30% of A(ttp, Nz)) when a thick TD is used to measure targets
with significant resonant attenuation. These effects however, appear predictable and are less severe
when A(t1p, Nx) is nearer unity.
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Figure 3.3 The effective attenuation of photons given by equation 3.19 due to 23Pu NRF resonances with trp = 8
g/cm?. Data for the resonances are shown in Table 3.3 and are from reference [26]. Each resonance is indicated by
its centroid energy in the legend.

3.2.3 Ray-Tracing Algorithm

A ray-tracing algorithm was written to compute the linear distance of fuel that a source photon
would traverse as it penetrates a fuel assembly. This value is used as x in the resonant attenuation
expression, equation 3.19. This process relates realistic non-homogeneous structures, such as fuel
assemblies to the 1-dimensional thicknesses that have been assumed in the analytical model.

The ray-tracing algorithm was tested on a 17x17 fuel assembly geometry, described in Ap-
pendix B, with MCNPX using F4 tally values in which the contents of constituent volume cells
are replaced with void. The MCNPX simulatation produces lengths of segments of fuel pins
through which particles traverse without interacting, which is what the ray-tracing algorithm was
written to predict. Comparing the calculations for identical geometries produced identical results.

The ray-tracing algorithm was used to determine a source and assembly configuration in which
a collimated photon source would produce the smallest variations in x, regardless of the direction
within the collimator opening angle the photon was emitted. The geometry was varied between
ray-tracing simulations by rotating the fuel assembly around the assembly’s lengthwise axis, by
approximately 2° increments. To maintain consistency between simulations, the maximum allowed
divergence of the bremsstrahlung beam was determined such that all rays must enter one plane
and exit the opposite plane (i.e., no rays would enter the assembly in one plane and leave in an
adjacent plane). Two views of an example ray-tracing geometry are shown in Figures 3.4 and 3.5.
The opening angle of the beam linearly decreases from about 5° to 1° as the assembly rotation
angle increases from 5° to 36°.

Using this ray-tracing routine, we produced histograms of the linear fuel distance through which
incident photons would penetrate for a given angle of assembly rotations. Figures 3.6 and 3.7 are
two such histograms for geometries in which the bremsstrahlung source is assumed to be 100 cm
from the nearest point of the fuel assembly, and the fuel assembly rotation angles are 29.08° and
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Figure 3.4 Top-view of a ray-tracing geometry. In this simulation, the minimum distance between the source
and assembly (the two locations are indicated by red x’s) is 100 cm. The mean incident angle is 30.85°. The fuel
assembly is shown as the blue structure at the top-right, and each green line indicates a ray.
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Figure 3.5 Perspective view of the ray-tracing geometry shown in Figure 3.4. Note the z dimension is stretched

relative to x and y.
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Figure 3.6 Histogram of fuel thicknesses through which photons penetrate for 100 cm distance source, with a
2.08° half-angle collimator, and fuel assembly rotation of 29.08°. The x bin widths are 0.67 mm.

30.85°, respectively.

Comparing Figures 3.6 and 3.7, we note that the width of the distribution of thicknesses
through which photons incident upon a 29.08° rotated assembly is much wider than that for the
30.85° rotation. Values of the mean linear distance through fuel, ¥ penetrated versus rotation
angle are shown in Figure 3.8 for the 100 cm source distance. In this figure, the error bars indicate
the standard deviation in the distance values, o,. These standard deviation values are due to the
geometry of the problem, and not statistics. The ratios of the standard deviations to the mean
values, 0, /Z, are shown in Figure 3.9 for both 100 cm and 200 ¢cm source distances. Considering
the two curves, we observe that the smallest fractional change in fuel widths penetrated occurs
with rotation angles near 30 or 38°, and that the differences between 100 cm and 200 cm source
distances are not significant.

3.2.4 Approximate NRF Cross Section Models

In the previous section assumed that all resonances take the Doppler-Broadened Lorentzian Profile
(DBLP) given in equation 2.16. However, approximate forms of the DBLP are often assumed.
The NRF data added to MCNPX and ENDF files as described in Section 3.3.1 uses one such
approximation.

The forms considered for resonance shapes are:

e a Maxwell-Boltzmann profile of equation 2.12 with width, A, given by equation 2.13;

e a point-wise evaluation of the Maxwell-Boltzmann form with linear interpolation between
points. The energies at which the Maxwell-Boltzmann distribution was evaluated are the
centroid energy, F¢, and Fc £+ 2 eV and Egx +£4 eV; and

e a step increase and decrease as defined in equation 3.8.
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Figure 3.7 Same as Figure 3.6, but for 1.85° half-angle collimator, 30.85° fuel assembly rotation, and 0.48 mm
bin widths.
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Figure 3.8 Mean values of the linear thickness of fuel, Z, that a ray traverses versus assembly rotation angle for
typical 17x17 PWR assembly. The source of photons is assumed to be a point source at 100 cm distance, collimated
such that the photons must pass from the front plane to the back plane of the assembly as indicated in Figures 3.4
and 3.5. The vertical error bars indicate the standard deviation of the fuel lengths traversed by the rays, o,.
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Figure 3.9 The standard deviation, of fuel lengths traversed by rays divided by the mean length versus fuel
assembly rotation for 100 cm and 200 c¢m source distances.

The cross section from each model is normalized such that the integrated cross section is the same
as that of the natural cross section. These functional forms with shape parameters due to the
2209 keV resonance of ?3®U[27] are shown in Figure 3.10.

The differing approximate forms of the cross section profile result in calculated values of
A(trp, Nz) that may differ by up to 5% for ?*°Pu isotopic areal density found in spent fuel.
The largest disagreement results from the use of the constant cross section approximation. Use
of the Maxwell-Boltzmann profile or its point-wise evaluation will generally produce less than 1%
errors for 29Pu areal densities. However, the transmission experiment described in Appendix A
involved significantly larger areal densities, and therefore careful consideration of the forms of the
resonances was necessary.

3.2.5 Relating Attenuation Measurement to Pu Content in Spent Fuel

In this section, we examine the precision at which the actinide content may be measured in spent
fuel by way of a transmission NRF measurement. First, the range in which Pu concentrations
are expected in spent fuel will be discussed, followed by a statistical argument to relate counting
statistics to the areal density of the IOI in the sensitive volume. Following this, the relationship
between statistical uncertainties in the effective attenuation of resonant photons and the uncer-
tainty of the areal density will be derived with an example of estimating the expected precision
with which #*Pu content may be measured using a bremsstrahlung spectrum. Next, although the
NRF response of 4°Pu has not been measured, known NRF resonances of 23U are used to esti-
mate the precision with which a transmission measurement might quantify 2*°Pu content in spent
fuel assemblies. Finally, a generalization between the strength of a resonance and the relative
statistical uncertainty a measurement of this resonance would provide is made for low-attenuating
assay targets.
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Figure 3.10 Model forms of the resonance cross section profile. Width and total cross section values are from the
2209 keV resonance of 238U. Red = Maxwell-Boltzmann, Blue = point-wise, and Black = step function.

Expected Precisions of Pu Areal Density Measurement

Assume there exists a function for each NRF resonance, f(Nz) = C that relates the number of
full-energy NRF ~-ray counts, C, to the areal density of the IOI in the target, Nx. Nz is then
given by,

Nz = f(C) (3.20)
Likewise, uncertainty in Nx can be written as
df 1
L= 3.21
oN ’ el s (3.21)

Neglecting down-scatter of photons while they penetrate the assay target and the TD, the
expected number of vy-ray counts, C', due to NRF in the TD may be expressed as

PreAQ
C = f(Nz) = ;P exp(—latom® ) A(Nx) NTpongrr ! 3 (3.22)

T det

where ¢; is the duration of the measurement, and all remaining terms have been defined previously.
Only A(Nz) in equation 3.22 is dependent upon N, the density of the IOI in the assay target. We
re-express f(Nzx) as,
f(Nz) = xA(Nz) (3.23)
where
P fEAQ

X = Do exp(—flatom®) NTDONRF — (3.24)
det

x represents the number of NRF ~-ray counts that are expected to be measured from the TD in
the absence of IOI atoms in the assay target.
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Figure 3.11 Fraction deviation between calculated values of A(Nz) and those resulting from the best-fit of the
form shown in equation 3.25.

The function, f(Nz) is therefore directly proportional to A(Nzx), the effective attenuation.
Unfortunately, the functional form of A(Nz) is somewhat complex, and it cannot be analytically
differentiated.

Figure 3.3 shows A(Nz) for ?*Pu resonances and a TD thickness of 8 g/cm? of ?**Pu. Stronger
resonances result in functions of A(Nx) with a steeper slope at lower areal densities and then flatten
for higher values of Nz.

To obtain an analytically differentiable function that approximates f~(C'), We consider a fit
to A(Nz) of the form

A(Nz)g = exp(—aysNx) (3.25)

for the range Nx < 0.5 g/cm?, which is approximately the range of areal densities expected for
spent fuel assemblies!. Comparisons between fits of this form and A(Nz) are shown for ?*Pu
resonances in Figure 3.11. The fit is quite good over the fitted range, but becomes quite poor
for higher Nz. Best-fit values of a; for each **Pu resonance are shown in Table 3.3 along with
measured resonance parameters from reference[26].

Considering only the cases where Nz < 0.5 g/cm? and using

F(C) ~ y exp(—aN<z) (3.26)
we can write
fH(0) ~ X T (3.27)
and i -
dC Ca ’

LA fit of the form A(Nz)g, = a1 exp(asNz) + az exp(asNx) provides quite good agreement over a much larger
range of areal densities (< 2 x 1079 error fraction for No < 30 g/cm?), but it also does not provide an analytical
form for df ~1(C)/dC.
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Using equation 2.23, which relates the statistical precision of a v ray counting measurement to
the ratio of signal-to-background intensities, £, and substituting equation 3.28 into equation 3.21,

we have 7
/142 &
ONg — —Oé\/a (329)

This relates the precision with which Nz is measured to both counting statistics and the quantity
«, which is the magnitude of the slope of the effective attenuation curve at the corresponding areal
density.

From equation 3.29, we can infer that large resonances will provide the smallest statistical
errors when the IOI areal density in the target is small, as is the case for measuring Pu in spent
fuel assemblies. The results of these models are applied to the evaluation of measurement methods
using bremsstrahlung and quasi-monoenergetic photon sources in Sections 4.2 and 5.2, repectively.

Resonance Strength for Transmission Measurements

To illustrate the importance of the resonance strength for providing precise measurements of target
areal densities, we consider a case where Nz is still assumed to be small (i.e., where equation 3.25
remains valid), and compare two hypothetical resonances, a and b. Assume these resonances have
widths, I', and I'y, respectively, and that I';, > I'y,. The relative uncertainties in areal density that
transmission measurements made using resonance a will be reduced by at least

1.5-2
o r
NP (_b) (3.30)
Ob Fa
relative to an identical measurement using resonance b. This is the combination of three factors.
First, stronger resonances result in proportionally higher NRF count rates, which, reduces the
Ty

1/2
uncertainty by a factor of (r ) . Also, stronger resonances increase the slope of the effective

attenuation function, «, which result in a relative decrease in uncertainty of approximately <%)

Finally, for NRF signals not significantly stronger than background intensity, the term /1 + 2/¢

1/2
in equation 3.29 can contribute an additional factor of up to <£—Z> .

3.3 MCNPX Modeling

We have used the MCNPX code extensively to study the use of NRF for measuring Pu content in
spent fuel. MCNPX was used to generate bremsstrahlung spectra, simulate photon transport in
both the backscatter and transmission geometries, test the analytical models derived to compute
NRF fluences in Sections 3.1 and 3.2, and to test the effect of notch refill in Section 3.3.4.

It became evident in our initial study of NRF for spent fuel assay that MCNPX needed addi-
tional capabilities to become a useful tool for modeling NRF responses and background. Critical to
this effort, we have added existing NRF data to the MCNPX photonuclear data files and are now
able to include NRF physics into MCNPX simulations. During the modeling studies, it was also
recognized that MCNPX does not accurately calculate photon elastic scatter that is a significant
contributor to the background for measurement of NRF signals. This was remedied by modifica-
tion of the photon transport routines used by MCNPX and by reconstructing the photo-atomic
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Table 3.2 Characteristics of measured NRF states in 23°U as reported in reference[26]. Values of gI'q were
obtained by application of equation 2.2. States where I'y/I" # 1 indicate that a v ray of energy, E, = Ec — 46.2
keV was observed. These lines are assumed to correspond to de-excitation of the NRF state via emission of a « ray
populating the low-lying 9/2 excited state of ?3°U. Values of [ ongrr dE shown here are the sum of the reported
values.

Elevel gl’ glo f oNRrAE

(keV) (meV) (meV) (eV-b)
1656.23 +.80 1.47 =+0.46 147 =+0.46 4.1 =£1.3
1733.60 +.22 17.0 420 14.11 41.61 359 =£4.1
1815.31 +.22 879 +£1.06 6.05 =£0.73 14.1 =£1.7
182754 +£.23 291 =£0.52 291 =£0.52 6.7 £1.2
1862.31 +.20 4.33 +0.77 433 +0.77 9.6 £1.7
2003.32 +£.25 5.07 +£0.89 507 +£089 9.7 +£1.7
2006.19 +£.31 246 +£0.84 246 £0.84 4.7 =+1.6

datafiles used by MCNPX to include extended descriptions of the form factors used to describe
the elastic photon scatter process. This is described in more detail in Appendix D.

3.3.1 Addition of Available NRF Resonance Data to ENDF and MCNPX Datafiles

In order to be able to model the NRF response in MCNPX measured NRF data were added to
the photonuclear evaluated nuclear data files (ENDF) and were converted to ACE files for use
in MCNPX [29]. To maintain compatibility with existing data processing codes such as NJOY
[30], cross sections for NRF interactions have been added as pointwise data and characteristic
NRF v rays are added as secondary particles emitted by the reaction. The energy width between
consecutive data points was selected to be a minimum of 2 eV due to ENDF format limitations.
Most NRF resonances have natural linewidths on the order of millieV (meV). To describe NRF
resonances using such a coarse energy scale, the resonances were Doppler broadened assuming a
temperature, T, of 300 K. The resulting resonance form is due to Maxwell-Boltzmann statistics:

op(E) = / c(B)E— | exp (W) (3.31)

This form more closely resembles the shape of NRF resonances experienced by incident photons
because thermal motion of atoms within materials causes the photons to experience a Doppler-
shifted resonance. Similar to the implementation of NRF cross sections, the energies of emitted
NRF ~ rays are entered into ENDF pointwise, and the multiplicity for photon emission is defined
for each resonance.

The NRF responses of 23U and #Pu were measured in 2006 and 2007[26], and the results from
these experiments are presented in Tables 3.2 and 3.3, respsectively. Several pairs of observed NRF
~ rays were found to have energy differences equal to the excitation energy of low-lying excited
states (7.9 £ 0.002 keV for #Pu and 46.21 4 0.01 keV for ?*U)[31]. In these cases the sum of
the measured cross sections is shown in the table, and the tabulated values of I'y and I' differ.
Subsequent experiments attempting to measure higher-energy NRF resonances in these isotopes
have not yielded new transitions[32, 33].
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Table 3.3 #39Pu NRF data. The values of [ oxgrrdE were taken from Reference [26]. Where gI'g # gI', two NRF
~ rays were measured at energies that differ by the excitation energy of the first excited state of 23°Pu. It has been
assumed that these v rays correspond to de-excitation of a single NRF state. Values of gl'y were calculated from
equation 2.2. The meaning of o is explained in the text.

Elevel gl glo J oxrpdE ay
(MeV) (meV) (meV) (eV-b) (cm?/g)

2.040 43 +£11 43 +£11 8 +2 0.0081 = 0.0021
2.144 134 +22 102 +£1.7 17 +3 0.0164 =+ 0.0027
2289 54 +£14 54 +£14 8 £+2 0.0072 =+ 0.0019
2432 308 +£58 146 £28 19 +£4 0.0160 =+ 0.0030
2454 71 +£24 71 £24 9 +£3  0.0077 =£ 0.0026
2464 63 x£32 63 +£32 8 4 0.0068 = 0.0034

Table 3.4 Relevant 238U NRF data. Values of I'3/T" and I'1 /Ty were taken from reference[27] where y-ray emission
to the first excited state of 238U (J™ = 2%) at 44.92 keV were also measured. Here, it is assumed that this probability
is 1 — Ty/T. The final column is calculated from equation 2.2, it has a fractional uncertainty equal to that of T'g.

Elevel r Iy f ONRrAE
(MeV) (meV) (meV) (eV-b)
2176 547 +£25 360 +£22 877 £52
2209 543 +£28 350 23 827 £5.1
2245 290 £16 197 £14 450 =£3.0
229 134 £15 84 +£10 144 +£14
2410 26.0 £1.7 169 =£12 336 =£2.1
2468 302 +£22 201 +£16 380 =£28
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3.3.2 MCNPX Simulation of Backscatter Measurements with Bremsstrahlung

With the addition of NRF data to MCNPX datafiles and the inclusion of elastic photon backscatter
to MCNPX, the code may be directly used to determine expected photon intensities and count rates
that would be expected in backscatter NRF measurements. The results of these measurements
with bremsstrahlung photon sources are described in Section 4.1. Here, the calculation process is
described.

The primary difficulty in simulating backscattered NRF is that the vast majority of photons
that interact within the assay target will produce low-energy or forward-scattered photons. How-
ever, the energetic portion of the backscattered photon spectrum is of most interest. To overcome
these difficulties, many variance reduction techniques are used.

First, simulation of electrons is time-consuming. Therefore, the simulation of bremsstrahlung
source spectra is done separately. Thereafter, the calculated bremsstrahlung spectrum is used as
a source term for separate simulations.

A second simulation is conducted with the bremsstrahlung photons incident upon a target in
the backscatter NRF assay geometry. Sampling of the bremsstrahlung photon source spectrum is
biased to preferentially simulate photons of higher energies, with reduced statistical weights. The
photon flux at a hypothetical detector location is then calculated using the next-event estimator
tally (F5) wherein each time a particle interacts in the assay target, the probability for emission of
a particle in the direction of the detector is determined, and a value proportional to this quantity
is added to the flux tally. The spectra shown in Figure 4.1 were determined by such a calculation.

In a third simulation, the response of a radiation detector is simulated by impinging the photon
spectrum determined in the second calculation onto a shielded detector geometry, such as that
described in Section F.4.1. The energy deposited within the detector volume is tallied, and if
necessary, an energy resolution-broadening routine is applied. These simulations provide the total
and NRF count rates that are expected for a given assay geometry.

3.3.3 MCNPX Simulation of Resonant Attenuation

In addition to determining expected NRF and background signal rates for transmission measure-
ments using bremsstrahlung sources (as described in Section 3.2.1), MCNPX was also used to test
the effective attenuation model. This is done by determining the NRF flux at a detector position
when no resonant absorption occurred in the assay target and comparing that to the NRF flux
when the Pu IOI is present in the target.

NRF peak intensities are calculated using MCNPX for two geometries, one in which the Pu
IOI is present in the fuel assembly, and another in which it is absent. The removal of the 101
from the assembly results in slight changes in the non-resonant attenuation of photons as they
penetrate the assembly. To correct for this non-resonant attenuation change, the intensity of NRF
peaks is normalized by the intensity of the 511 keV peak which is entirely due to pair production
in the TD | i.e.,

A%Zf“ Asny

Ag, =

This method is described and examined in Section A.5, wherein experimental data agreed within
statistics to that analytically predicted. Simulations also indicate that systematic uncertainties
associated with this normalization routine are likely to be near 1% when two targets that differ in
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Figure 3.12 Comparison of analytically-calculated effective attenuation values with that calculated by MCNPX.
The different analytical curves correspond to the expected true form (blue) and that due to the shape of the NRF
data entered into the ACE file used by MCNPX.

actinide content by 9.6 wt.% are compared. Although more detailed examination of this method
would be advisable, it shows promise to correct for beam normalization and fuel assembly geometry
differences.

The quantity Ag,,, is used in equation 3.19 for the corresponding resonance to determine the
expected areal density of Pu in the target. Given that the Pu areal density is controlled and
known in MCNPX simulations, these simulations serve as computational checks on the analytical
model.

Figure 3.12 presents comparisons between analytical effective attenuation values (described in
Section 3.2.2) and those obtained using the analysis method described here to evaluate Ap,, . Two
analytical curves are provided. The blue curve is the analytically-expected attenuation due to the
2431 keV 23Pu resonance, as in equation 3.19. The green curve is the expected attenuation due
to the 2431 keV 23°Pu resonance if the 5 point evaluation of the Maxwell-Boltzmann cross section
is used as the cross section form (as described in Section 3.2.4). This curve is shown because
the 5 point evaluation profile is used to described resonances used in MCNPX (in the ACE data
format). The red point with error bars indicates an effective attenuation value obtained via
MCNPX calculations. Although the MCNPX value overlaps the green cur