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Abstract

Development of Extreme Ultraviolet and Soft X-Ray Multilayer Optics for Scientific

Studies with Femtosecond/Attosecond Sorces

by

Andrew Lee Aquila

Doctor of Philosophy in Engineering Science–Applied Science and Technology

University of California, Berkeley

Professor David Attwood, Chair

The development of multilayer optics for extreme ultraviolet (EUV) radiation has

led to advancements in many areas of science and technology, including materials

studies, EUV lithography, water window microscopy, plasma imaging, and orbiting

solar physics imaging. Recent developments in femtosecond and attosecond EUV

pulse generation from sources such as high harmonic generation lasers, combined

with the elemental and chemical specificity provided by EUV radiation, are opening

new opportunities to study fundamental dynamic processes in materials. Critical to

these efforts is the design and fabrication of multilayer optics to transport, focus,

shape and image these ultra-fast pulses

This thesis describes the design, fabrication, characterization, and application of
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multilayer optics for EUV femtosecond and attosecond scientific studies. Multilayer

mirrors for bandwidth control, pulse shaping and compression, tri-material multi-

layers, and multilayers for polarization control are described. Characterization of

multilayer optics, including measurement of material optical constants, reflectivity of

multilayer mirrors, and metrology of reflected phases of the multilayer, which is crit-

ical to maintaining pulse size and shape, were performed. Two applications of these

multilayer mirrors are detailed in the thesis. In the first application, broad band-

width multilayers were used to characterize and measure sub-100 attosecond pulses

from a high harmonic generation source and was performed in collaboration with the

Max-Planck institute for Quantum Optics and Ludwig- Maximilians University in

Garching, Germany, with Professors Krausz and Kleineberg. In the second applica-

tion, multilayer mirrors with polarization control are useful to study femtosecond spin

dynamics in an ongoing collaboration with the T-REX group of Professor Parmigiani

at Elettra in Trieste, Italy.

As new ultrafast x-ray sources become available, for example free electron lasers,

the multilayer designs described in this thesis can be extended to higher photon en-

ergies, and such designs can be used with those sources to enable new scientific studies,

such as molecular bonding, phonon, and spin dynamics.

Professor David Attwood
Dissertation Committee Chair
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Chapter 1

Introduction

1.1 Introduction to Extreme Ultraviolet Science

One of the last regions of the electromagnetic spectrum to be scientifically explored

and technologically developed is the Extreme Ultraviolet (EUV)[1]. The photon en-

ergies spanned by the EUV are from just above the helium K 1s absorption edge (24.6

eV) to the carbon K 1s absorption edge (284.2 eV)[2]. The reason this part of the

electromagnetic spectrum has not been fully utilized is that all elements, and hence

all materials, have absorption edges in the EUV. This places considerable constraints

on optical systems for use in the EUV. All materials, including air, absorb EUV ra-

diation. All experiments and technological applications must be in vacuum. Also

creating optics to transport, focus, and image EUV radiation is dramatically more

difficult compared to visible light optics.
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Figure 1.1: The Extreme Ultraviolet (EUV) and Soft X-ray (SXR) portions of the
electromagnetic spectrum[1].

However, the disadvantages of producing optical elements in the EUV are out

weighed by the advantages to scientific research. Experiments in the EUV often take

advantage of the fact that all elements and many chemicals have specific absorption

edges in this energy range. This allows EUV radiation to become an elemental and

chemical specific probe in chemistry and material science. This is not to mention

that as the wavelength of the radiation is shorter than visible light, EUV radiation

is able to obtain better spatial resolution. This means that microscopes in the EUV

can resolve smaller features than their visible light counterparts. These features

are element specific as well, which is not the case in the visible wavelength range.

Equally important, and pertaining to this work, pulses in the EUV can obtain a

shorter duration than in the visible light region of the electromagnetic spectrum.

Visible light pulses can obtain a few femtoseconds (1x10−15 s) in duration[3], while

currently the shortest EUV pulse[3] is 80 attoseconds (1x10−18 s). This allows for the

probing of atomic, magnetic and solid state processes that are impossible to observe
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with visible light.

1.2 Introduction to Multilayer Optics

1.2.1 Theory of Multilayers

Working at normal incidence in the EUV from an optics point of view is difficult

compared to visible light. As stated, all materials are absorptive (i.e. have a complex

index of refraction) and the real part of the index of refraction is approximately equal

to 1. This means that it is difficult or impossible to fabricate refractive lenses in the

EUV. The remaining options for normal incidence are to either use diffractive optics

or reflective optics. Diffractive optics such as zone plates[4][5] are used successfully as

focusing/imaging elements in the EUV. There are two drawbacks in using diffractive

optics. Diffractive optics are chromatic and hence suffer from chromatic aberrations.

The second drawback is that they have poor efficiency. The other option, single

surface reflective optics, suffer from low reflectivity at normal incidence since the real

part of the index of refraction is close to one. However, there is a way to improve

the normal incidence reflectivity: by creating an interference coating on top of the

surface of the optic, called a multilayer[6][7][8]. Multilayers have been utilized as

optical elements in EUV lithography[9] and for scientific studies such as solar physics

telescopes[10].

A multilayer mirror is an interference coating composed of alternating layers of
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Figure 1.2: A cross-section TEM of a Molybdenum/Silicon (Mo/Si) multilayer.
(Courtesy of E. Gullikson, Center of X-ray Optics)

two materials. Each layer is on the order of a few nanometers thick as seen in the

transmission electron microscope (TEM) image in figure 1.2. The critical parameters

of a multilayer are the number of repeating periods1, N , the thickness of one period

d or d-spacing, and the ratio between the bottom material of high atomic number, Z,

and the d-spacing refered to as γ. A multilayer works on the principle of temporal

coherence by having the reflection from each interface add coherently with the reflec-

tions from the interface above and the interface below. This can only be achieved

fully at a specific wavelength and a specific angle defined by the Bragg equation2:

mλ = 2d sin θ (1.1)

1Often referred to as a bi-layer.
2This formula can be corrected for the small refraction in a multilayer mirror[11]
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Figure 1.3: A schematic representation of a multilayer optic used to calculate the
reflectivity[7].

where m is the order (usually 1), d is the d-spacing, and θ is the angle from grazing

incidence.

1.2.2 Reflectivity and Bandwidth

If the interfaces of a multilayer optic are well defined, then the reflectivity of

the multilayer optic can be calculated as a boundary value problem[7] as shown in

figure 1.3. At each boundary or interface j, the tangental electric and magnetic fields

above the interface must equal the fields below the interface. In other words, Fresnel’s
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Figure 1.4: Typical reflectivity of a Mo/Si multilayer optic used in EUV Lithography.
Note the parameters that describe a periodic multilayer mirror are: peak reflectivity,
full width half max bandwidth, and central wavelength. (Courtesy of E. Gullikson,
Center of X-ray Optics)

equations are utilized at each boundary to calculate the reflection above the boundary

and the transmission below. Then, the fields are propagated through material j to

the boundary j + 1. In this way we obtain 2N + 4 variables and 2N + 2 equations3.

However, if no radiation is propagating up from the substrate in figure 1.3 and we

normalize all values to the incident radiation, then we have 2N+2 variables and 2N+2

equations making the problem solvable. An example of a multilayer reflectivity curve

is given in figure 1.4.

The multilayer in figure 1.4 has a finite bandwidth and a peak reflectivity less

3The additional two equations are from the vacuum at the top interface and a substrate below
the final material.
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than 1. Careful inspection of the figure will show that the central wavelength is

not the same as the peak wavelength as is often the case in the EUV. The reasons

for these three characteristics is due to the optical properties of the materials that

make up the multilayer. All materials absorb EUV radiation and hence have an

attenuation length, thus limiting the number of usable layers. This in-turn limits

the peak reflectivity and creates a finite bandwidth. Also the index of refraction is

a function of the wavelength creating an asymmetric peak in the reflectivity profile.

Material selection and characterization are vital for high reflectivity multilayers and

for the accurate simulation of the reflectivity properties. These considerations will be

discussed in section 1.2.3.

One other significant parameter for femtosecond/attosecond pulses is the required

bandwidth as will be seen in section 2.1.2. An estimate for the bandwidth of a

multilayer can be obtained by utilizing the fact that multilayers provides a temporally

coherent responce. This means that the reflection from the lowest layer in the stack

must add coherently to that of the top layer in the stack. This physical limit means

that the total thickness of the multilayer is proportional to the coherence length of

the multilayer:

d ·N ≈ Lcoh =
λ2

2∆λ
⇒ ∆λ ∝ N−1 (1.2)

where ∆λ is the multilayer bandwidth4. Figure 1.5 shows the FWHM bandwidth

and peak reflectivity of simulated Mo/Si multilayers as a function of the number of

4This proportionality is not fully correct as it neglects the effect of absorption. A more correct
model would include an offset to account for the finite bandwidth of an optically thick multilayer.
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Figure 1.5: This graph shows the simulated reflectivity (red points) and corresponding
full width at half maximum bandwidth (blue points) with a central photon energy of
88.25 eV. Also shown are the analytical model fits developed to describe bandwidth
and reflectivity. The multilayer simulations were of a Mo/Si quarter-wave stack (γ =
0.5, each material has a thickness of λ/4) with a d-spacing of d = 7.0 nm; the
simulation also included realistic interface modeling described in section 2.3.1. The γ
was selected to fit the analytical model described in appendix A and is not optimized
for peak reflectivity.

periods.

1.2.3 Material Selection & Measuring Atomic Scattering Fac-

tors

There are many factors involved in choosing materials for EUV multilayers. The

largest considerations are: 1. The complex index of refraction of the materials. 2.
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The ability of the chosen materials to form sharp and stable interfaces. 3. The ability

of the chosen materials to be fabricated. 4. The overall stability of the multilayer to

time, temperature, working environment and oxidation.

While each of these factors are critical to the performance of the multilayer, often

the materials selected to be reviewed and tested are chosen because of their index of

refraction. The index of refraction in the EUV can be written:

n = 1− δ + iβ = 1− nareλ
2

2π
(f 0

1 − if 0
2 ) (1.3)

where 1− δ is the real part of the index of refraction, β is the imaginary/absorptive

part. These parameters are directly related to the complex atomic scattering factors

f 0(ω) = f 0
1 (ω) − if 0

2 (ω) where na is the atomic density and re = e2/4πε0mec
2 is

the classical electron radius. The attenuation of the intensity in a thin film can be

calculated[1] using:

I = I0e
− 4πβd

λ (1.4)

as well as the normal incidence reflectivity of a material[1]:

R⊥ =
δ2 + β2

4
(1.5)

The selection of materials for a multilayer consists of a low Z (where Z is the

atomic number) material and a high Z material. The low Z material is often called

the spacer and is chosen to have an absorption edge just above the desired wavelength.

This gives the material a small β and may have δ negative. The high Z material is

chosen to have as large as possible difference in δ from the low Z material, and a
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small β if possible. The ratio of the thickness of the high Z and low Z materials, γ

(γ = th/d), is chosen to minimize absorption, locating the thin high Z layers at the

nodes in the standing wave inside the multilayer stack5. The optimal γ is determined

by[13]:

tan(πγ) = π[γ +
βL

βH − βL
] (1.6)

where γ is the optimal γ, βL is the β for the low Z material, and βH is the β for

the high Z material. The optimal γ is generally less than 1/2. This is to minimize

absorption. The high Z material is always more absorptive (larger β). If absorption is

minimized, this increases the number of usable layers and hence increases the reflectiv-

ity. Occasionally the optimal γ is not selected because of physical limit on achievable

thickness (for example a monolayer thin film is not a realistic film thickness).

To model these materials accurately, optical constants must be known and mea-

sured. Care should be taken to obtain high resolution near absorption edges, as these

are where most of the low Z materials will be used. As an example figure 1.6 shows

the measured index of the refraction in the EUV for scandium.

To obtain these measurements, thin transmission films of different thicknesses d

are prepared. If the normal incident reflectivity (equation (1.5)) is negligible, as is

often the case for single material thin films in the EUV, then the transmission follows

from the attenuation (equation (1.4)). By using multiple thin transmission films one

can obtain the values of β or the imaginary part of the atomic scattering factor.

5Similar to the Borrman effect[12].
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Figure 1.6: This figure shows δ and β for scandium over the EUV and SXR
range[14][15] The blue curves show δ while the red curves show β. The dashed line
is the calculated values [16] while the solid lines are the measured values[14]. This
material is one of the materials used in tri-material multilayers described in section
1.2.3.

Because of the linearity and causality constraints on the index of refraction, the real

part, 1 − δ, can be calculated if the imaginary part, β,of the index of refraction is

known accross a broad spectrum. This is accomplished using the Kramers–Krönig

relationship[17]:

δ(E) = − 2

π
P

∫ ∞
0

E ′β(E ′)

E ′2 − E2
dE ′ (1.7)

where E is the photon energy and P represents the Cauchy principle value of the

integral.

1.2.4 Multilayer Fabrication and Reflectivity Measurements

Multilayer coatings have been successfully fabricated using sputtering[18], electron

beam evaporation[19], ion beam deposition[20], chemical vapor deposition[20], laser
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plasma deposition[21], and other methods. Direct current (DC) magnetron sputtering

will be discussed as it is the method used by the author to fabricate the majority of

his thin films. DC magnetron sputtering is a plasma process. A diagram of the

DC magnetron sputtering system is show in figure 1.7. A plasma is produced in

an evacuated chamber between the deposition material (target cathode) held at a

negative voltage and a grounded rotation table (anode). Attached to the rotation

table is the mirror substrate, that will be coated with the multilayer. A low pressure

gas (argon) is used to produce a plasma between the target cathode and table anode.

A magnetic field is placed below the target cathode to contain the plasma to the

vicinity of the target cathode. The positively charged ions in the plasma are attracted

to the negatively charged target cathode. The ions physically remove atoms from the

target cathode when they strike it. These neutral target atoms move away from the

cathode and will adhere to any surface they come in contact with. The anode table

is then rotated to allow the mirror substrate to pass over the target cathode. The

rotation velocity of the table is used to control the thickness of the sputtered film

grown on the optic substrate. A multilayer is formed when two (or more) different

target materials are used with a single rotation table. The rotation table allows

the optic substrate to pass over one material followed by the other material in an

alternating fashion, building up the multilayer layer coating layer by layer.

The parameters for the DC magnetron sputtering system the author use to fabri-

cate multilayers are as follows. The system has a base pressure of better than 1×10−7
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Figure 1.7: This is a diagram of the DC magnetron sputtering system described in
the text. Two different sputtering targets (high Z and low Z) are shown below a
grounded rotation table. Shadow masks are used to control the lateral distribution
of materials to be deposited

Torr. The sputtering was performed with Ar gas at a pressure of 1 mTorr. The target

powers were 50 W for Mo and 100 W for Si resulting in an average deposition rate

of 0.59 nm/sec for Mo and 0.83 nm/sec for Si. The absolute sputtering rates were

measured using an alpha-step profilometer tool, grazing incidence Cu Kα hard x-rays,

and EUV reflectometry on periodic multilayer coatings. By changing the velocity of

the sample for each target we are able to control the thickness of the layer to within

1% of the desired thickness. The EUV reflectometry was measured at the Advanced
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Light Source synchrotron radiation facility.

All multilayer reflectivity measurements discussed in this dissertation, as well

as the transmission filters used to experimentally determine optical constants were

performed at the Advanced Light Source (ALS) calibration and standards beamline

6.3.2[22]. This beamline is a bending magnet radiation[1] beamline, designed for ab-

solute reflectivity measurements in the EUV and soft x-ray (SXR) spectral regions. It

is routinely used for multilayer EUV reflectometry measurements. The beamline has

high spectral purity, and a spectral resolving power λ/∆λ of up to 7000, a wavelength

accuracy of 10−3 nm, and a reflectivity accuracy of 0.1% (absolute). The energy range

of the beamline is from 25 eV to 1,300 eV covering the entire EUV and SXR energy

ranges. These characteristics make it ideal for testing multilayer mirrors.

1.3 Introduction to Femtosecond/Attosecond Dy-

namics

1.3.1 Time Scales of Physical Processes

The fundamental time scale for the motion of molecules is the femtosecond[23]6[24].

This timescale is the motion of the chemical bond[23] and of the vibrational states of

atoms in a crystal lattice[25]. However, the EUV/x-ray spectrum offers many advan-

6The 1999 Nobel Prize for chemistry was given to Ahmed Zewail for his work in the field of
femtosecond chemistry and understanding the dynamics of atomic motion. We can expect such
prizes as EUV probe systems become available with the advantages of short pulse durations and
element/bonding specific probes.
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tages over visible light femtosecond probing. The duration of pulses in the EUV can

be shorter than in the visible giving a better time resolution and can lead to the ca-

pability of addressing electronic states rather than vibrational and rotational states.

The spatial resolution in the EUV is better than in the visible. This becomes critical

as one goes to shorter time scales because the objects under study concomitantly are

smaller. Another advantage of probing in the EUV is that the higher photon energies

can give structural and bond information not obtainable in the visible spectrum due

to absorption edges. For example, unlike visible light EUV radiation can be used in

time resolved photo-emission experiments to probe the dynamics of band structure

in solids.

Much has been written about the potential of attosecond science[24][26][27][28][29][30].

All the publications on attosecond processes look at the dynamics of electrons in iso-

lated atoms, in molecules, and in solids. The reason for this is that a bound electron

has a time scale in the attosecond range. A time scale often given is the time it takes

an electron to orbit a hydrogen atom[31]: τatomic = ~/2Ry ≈ 24 attosecond (often

called the atomic time scale) where one Ry is the binding energy of the hydrogen

atom (13.6 eV). A summary of the observable physics in a given photon energy range

is shown in figure 1.8.
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Figure 1.8: This figure shows the timescale of fundamental processes that occur in
matter. The use of EUV and x-rays probe the location of the atoms and the electron
dynamics on a timescale related to their motion.[24]

1.3.2 Pump/Probe Techniques

The basic techniques of pump and probe have not changed since the beginning of

the field back in 1878 by Eadweard Muybridge[32]7 and by Harold Edgerton’s[33]8.

However, there have been orders of magnitude improvements in the observable time

scales. The standard setup for a pump/probe measurement is shown in figure 1.9 of

a system where the detector’s readout is slower then the dynamics of the system.

A pump/probe experimental setup starts with a fast pump. This pump can be

an electrical signal, an optical, infrared, or EUV pulse, or any signal that excites the

7Who made the first stop motion photographs.
8Who invented stroboscopic and flash method
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Figure 1.9: This figure shows the standard setup for a pump/probe measurement. A
fast pump is used to trigger the dynamics; this pump is followed by a probe pulse.
The information from the probe is then recorded on a detector. The system is then
reset and repeated with the delay time between the pump and probe adjusted.[25]

desired dynamics in the sample. After a given delay, a probe pulse is used to record

the dynamics of the sample on a slow detector. The probe pulse can be used in

reflection, transmission, scatter, or photo-emission. This probe signal is then recorded

on a detector which is then read out. The system is reset and the experiment is run

again, however the time delay between the pump and probe pulses is lengthened to

allow for the dynamics to progress further before being probed. In this way a record

of the dynamics as a function of delay can be observed. The time resolution in a

pump/probe experiment is set by the pump and probe pulses.
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Figure 1.10: This figure gives a pictorial view of the three step model: electron
tunneling, accelerating in electric field, and radiative recombination.[36].

1.3.3 High Harmonic Generation

The process of high harmonic generation (HHG) is the only method thus far that

is used to produce attosecond EUV pulses. This subsection will give a brief review of

certain aspects of the HHG process that pertain to the time structure, photon energy

and polarization of HHG EUV pulses.

The HHG process can be understood from a semiclassical 3 step model[34]. (1) A

strong infrared (IR) pulse is used to deform the Coulomb barrier of a gas phase atom.

An electron in the atom can now tunnel through the Coulomb potential barrier of

the atom. (2) The ”free” electron is then accelerated classically by the field of the

IR pulse. When the field reverses the electron slows down and starts to move back

towards the atom. (3) The electron may then collide and recombine with the atom,

giving off a photon of energy equal to the ionization potential of the atom plus the

kinetic energy obtained from the IR field. Pictorially the three step process is depicted

in figure 1.10. Because of the generation process the high harmonic signal also obtains

the spatial coherent properties of the driving laser[35].
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One aspect to note is that the specific moment the electron tunnels through the

Coulomb field dictates the exact time it will recollide with the parent ion. This

process also specifies how much kinetic energy the electron will have upon its return

and when it will return. To put it another way different photon energies are produced

at different times in the process. This aspect is important for producing and shaping

attosecond pulses.

Another aspect to note about the process is that the driving field must be linearly

polarized; otherwise, the electrons will not recombine with the ion. Using elliptically

or circularly polarized light usually causes the electron trajectory to miss the parent

ion9. This also means that the EUV photons produced are also linearly polarized.

One final aspect of note to EUV science is that the photons come out in two

different frequency regions: the discrete harmonic region and the cutoff continuum.

This is seen in figure 1.11. The harmonic region contains the odd harmonics of the

fundamental driving pulse while the cutoff is a continuum of energies and is lower

in intensity than the harmonics. In the time domain, this means that the harmonic

region will produce many attosecond pulses separated by a time equal to half the

inverse of the driving frequency, while the continuum region will produce an isolated

attosecond pulse. Details of this process will be discussed in the following section.

9There are certain circumstances where elliptically polarized light would cause recombination
and produce high harmonic radiation[37].
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Figure 1.11: This figure is the spectrum of a high harmonic generator using neon as a
generation gas. Seen clearly are the plateau of discrete harmonics and the cutoff. The
driving laser was a 2 mJ per pulse, 800 nm wavelength, Ti-sapphire laser working at
1 kHz repetition rate with, pulse duration of approximately 50 fsec. Courtesy of the
T-REX lab located at the Elettra Synchrotron in Trieste, Italy. This source is used
in the magnetic experiment described in Chapter 4.

1.3.4 Pulse Train and Isolated Attosecond Pulses

In the preceding section a qualitative description of the two parts of a HHG

spectrum were described: the discrete harmonic region and the cutoff continuum.

Using the second step of the three step model[34], the classical trajectories of an

electron in a strong, 5 femtosecond, 800 nm infrared (IR) field are calculated, giving

the kinetic energies of the returning electrons in the IR driving field. The produced

HHG field is shown in figure 1.12. The HHG signal is produced only when the electron

recombines with its parent ion. This produces a train of attosecond bursts separated

by half the period of the fundamental IR field.

Shown in figure 1.12 are contributions from the two paths the electron can travel
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to recombine with the atom to produce any given photon energy[38][30]. These two

trajectories have different dipole phases, therefore their phase-matching condition can

be selectively enhanced by controlling the pump field.[39]. Usually the short trajectory

is selected due to its small phase variation and better coherent properties. Figure 1.13

shows only the short trajectories. These trajectories can be understood as interference

between the different photon energies in the HHG pulse train (both constructive

and destructive). As the HHG time signal is periodic, frequency harmonics are the

outcome. The harmonics will all be odd harmonics of the IR driving field as they

occur twice per cycle.

Notice, also in figure 1.13, how the photon energies of the different harmonics

occur at different times. This means that the harmonics produced from a HHG

source are chirped 10. The peak harmonic energy also changes as a function of the

driving field. This has a slight modulating effect on the bandwidth of the harmonic

signal. More importantly, above a certain photon energy there is no more harmonic

interference. This means that there is neither constructive or destructive interference

in this regime. As such, the photons above a certain photon energy are in a continuum.

If this bandwidth (termed isolated pulse bandwidth in figure 1.13) is filtered, an

isolated attoseond pulse is produced. In this simulation, a cosine carrier envelope

phase (CEP)11 is used. A stable cosine CEP with few cycles is one of the methods

that produces an isolated attosecond pulse[3].

10A chirped pulse is longer than a pulse with zero chirp. A complete description will be given in
section 2.2.2.

11A complete description of CEP will be given in section 2.2.2.
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Figure 1.12: This figure shows the energies of the HHG process (blue dots with
photon energy scale on the right) as a function of when they are produced in time.
The photon energies were calculated using classical trajectories of an electron in the
electric field of an IR pulse (red curve), producing a train of HHG pulses (violet
curve). The simulation assumes neon with an IR intensity of 4× 1014 W/cm2, at 800
nm wavelength and 5 femtosecond pulse duration.

1.4 Thesis Overview

This thesis details the development of optics and metrologies for utilizing fem-

tosecond/attosecond EUV pulses. The second chapter of this thesis focuses on the

development of optics to shape and utilize femtosecond/attosecond EUV pulses in

experiments. Specifically, a detailed analysis of why EUV radiation is necessary to

obtain sub-femtosecond pulses, and the shaping of femtosecond/attosecond pulses are
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Figure 1.13: This is a modification of figure 1.12 showing only the short trajectories.
Note that different photon energy (blue dots) occur at different emission times (la-
beled Chirp in the figure). This causes the attosecond pulses to be chirped. Also
notice the center attosecond pulse contains photon energies not found in the neigh-
boring attosecond pulses (labeled Isolated Pulse Bandwidth). If this bandwidth is
filtered, an isolated attosecond pulse is produced.

described. This is followed by the development of aperiodic multilayers for bandwidth

and pulse control. Chapter 2 concludes with examples of tri-layered multilayers for

improved bandwidth and reflectivity, and transmission multilayers for polarization

control.

Chapter 3 develops methods for measuring attosecond pulses. This includes meth-

ods used for measuring the reflected phase of a multilayer optic. This method becomes

useful in determining how the EUV optical system will affect the shape and duration
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of the EUV pulse. The rest of chapter 3 describes measurement techniques for EUV

pulses and the measurement of attosecond pulses.

Chapter 4 describes ongoing efforts to perform a time resolved EUV magneto-

optical experiment. The experiment is an attempt to probe the limits of how quickly

a magnet responds to a femtosecond IR heating pulse. The experiment is an attempt

to understand the mechanism and timescale of spin dynamics interactions in a solid.
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Chapter 2

Extreme Ultraviolet Multilayers

for Femtosecond/Attosecond

Applications

2.1 Bandwidth Limitations and Requirements

To date most scientific work in the EUV/SXR/x-ray region has been essentially

“static”; limited by the ∼ 100 psec duration of radiation at modern synchrotron fa-

cilities. Now at the dawn of new femtosecond/attosecond sources, High Harmonic

Generators (HHGs) and Free Electron Lasers (FELs), we are entering a new and

exciting domain of dynamical studies, on time scales of the order of atomic bonding,

vibrational and spin dynamics. When considering ultrashort pulses, the temporal
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structure and spectral bandwidth are of great concern to the experiment being per-

formed. For example, in a pump probe dynamics experiment the time resolution of

the system is limited by the pump and probe pulse durations. Reducing the dura-

tion of these pulses concomitantly improves the time resolution of the system and

hence allows for the ability to see faster dynamics. However, nature puts a physical

bandwidth limitation on how short an electromagnetic pulse can be.

2.1.1 Derivation of Bandwidth Limit

All pulses of finite duration have a spread in frequency; this holds true for all

electromagnetic radiation. The electric field of a light pulse can be described by an

amplitude function multiplied by an oscillating central frequency. An example is that

of a Gaussian light pulse:

E(t) = e
−t2
2σ2 e−iω0t (2.1)

where t is time, ω0 is the central frequency and σ is the root mean square measure

of the pulse duration. The full width half maximum (FWHM) duration of the pulse

can be calculated from the intensity by:

I(t) ∝ |E(t)|2 = e
−t2
σ2 =

1

2
(2.2)

∆τFWHM = t+ − t− = 2
√

ln 2σ = 1.67σ (2.3)

where t+ and t− are the positive and negative roots of the half maximum value in

peak intensity. To obtain the frequency spectrum of the pulse a Fourier transform of
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the electric field is taken:

E(ω) =
1√
2π

∫ ∞
−∞

e
−t2
2σ2 e−iω0teiωtdt (2.4)

E(ω) = σe−
σ2

2
(ω−ω0)2

(2.5)

Solving for the FWHM intensity spread in frequency, we obtain:

∆ωFWHM =
2
√

ln 2

σ
(2.6)

Solving for σ in (2.3) and inserting it into (2.6) we obtain:

∆ω∆τ = 4 ln 2 = 2.77 (2.7)

We can place this into convenient units of femtoseconds for time and electron volts

(eV) for energy (by multiplying by ~) we obtain:

[∆E∆τ ]FWHM = 1.825 eV · fs (2.8)

This result on the required bandwidth does depend on the profile of the pulse.

This result can also be obtained from the Heisenberg Uncertainty Principle in the

time/energy domain[40]. This gives the limit of:

[∆E∆τ ]FWHM ≥ 1.825 eV · fs (2.9)

2.1.2 Consequences of the Bandwidth Limit

The immediate consequence of the time/bandwidth requirement on pulses is that

to obtain attosecond pulses, the central wavelength of the pulse must be in the EUV or
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Figure 2.1: This graph shows the minimum relative bandwidth, ∆EFWHM/Ecent, re-
quirement for sub-femtosecond pulses as derived from equation 2.9.

the x-ray region of the electromagnetic spectrum. Meaning it is physically impossible

for visible light pulses to obtain sub-femtosecond duration. The reason for this is easy

to show by plotting the relative bandwidth requirement, ∆EFWHM/Ecent, of the pulse

verses pulse duration, as in figure 2.1. Where ∆EFWHM is the full width at half max

bandwidth of the pulse and Ecent is the center (peak) photon energy of the pulse.

As the pulse duration is reduced, the required bandwidth is increased. It becomes

physically impossible to obtain a pulse with ∆EFWHM/Ecent > 2 (from 0 frequency to

twice the central frequency)1. Often the limiting factor in bandwidth is not the source

1This is an over estimate as the pulse would still require frequencies beyond the FWHM values.
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duration but that of the optical system involved in the transport, focusing, shaping,

and imaging of the pulse. Thus developing optics that preserve pulse duration is

critical.

In the EUV a 100 attosecond pulse centered at 90 eV (the ideal range for Mo/Si

multilayers) requires a bandwidth of order 20 eV. This required bandwidth would

prevent the usage of diffractive optics due to dispersion2. It would also limit the peak

reflectivity of a standard periodic multilayer optic due to the bandwidth restrictions

discussed in section 1.2.2.

2.2 Pulse Shaping Techniques

Even if a pulse has a broad bandwidth does not mean that it will be short in du-

ration. Along with bandwidth considerations, often times the shape of the pulse, or

pulses, matters greatly to the experiment being preformed. These considerations can

be broken into two types: amplitude and phase. Amplitude considerations describe

what frequencies are included in a pulse. For example a non-Gaussian pulse shape

will have a larger pulse duration than a Gaussian pulse with the same FWHM band-

width, since the non-Gaussian pulse is not band-width limited. In contrast, phase

considerations describe how the different frequency components of a pulse relate to

each other. One phase consideration is chirp, a chirped pulse will always have a larger

2Unless two or more diffractive optics were used to compensate for pulse spreading and dispersion
as will be seen in section 2.2.1. However, in the EUV the efficiency of such a system would be very
low.
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bandwidth than an non-chirped pulse. Both considerations are important in shaping

EUV pulses and can be developed under the general theory of pulse shaping.

2.2.1 General Pulse Shaping

An optical system for pulse shaping is a linear system[41]3. This means that you

can think of a pulse of light in the time domain, and the reflection off the optic as a

convolution of the pulse with the mirror impulse response function. The alternative

is to view both the pulse and optic in frequency space. In the frequency domain a

pulse is multiplied by the frequency response of the optical system as seen in figure

2.2. Any given frequency component in a pulse can be thought of as consisting of an

amplitude and a phase value:

E(ω) = |E(ω)|eiφ(ω) (2.10)

The |E(ω)| is easily understood as the frequency components that are part of the

pulse. The phase components are important for determining the duration of a pulse

and will be discussed in the next subsection.

3There are a few non-linear exceptions[42], but in the EUV this statement is valid, as will be
shown in the next chapter.
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Figure 2.2: This figure shows the relation between the time domain and the frequency
domain for shaping EUV pulses. The upper left figure is a chirped EUV pulse (a
Gaussian envelope with a quadratic phase). The upper right figure is the frequency
domain showing both amplitude (blue) and phase (red). The lower right image show
the effects of the optical system (a multilayer mirror that removes the quadratic
phase). The lower left shows the time domain image of the newly shaped pulse (blue
is the electric field and red is the intensity envelope).

2.2.2 Chirp and Group Delay Dispersion

The phase component φ(ω) in equation (2.10) can often be approximated by a

Taylor series expansion around the central frequency ωcent[43]:

φ(ω) =
∑
n

1

n!
φn(ωcent)(ω − ωcent)n (2.11)

φ(ω) = φ(ωcent) + φ′(ωcent)(ω − ωcent) + φ′′(ωcent)
(ω − ωcent)2

2!
+ · · · (2.12)

The first term in the expansion φ(ωcent) is called the carrier envelope phase (CEP).

This term determines, for example, if the pulse is a sine wave or a cosine wave. For

example, a 200 attosecond cosine pulse with a central frequency ~ωcent = 45 eV is
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shown in figure 2.3, while the same pulse with a sine carrier envelope phase is shown

in figure 2.4. For attosecond pulses, this term is usually not as important as it has

no effect on the pulse size4 for all pulses.

Figure 2.3: This graph shows a 200 attosecond bandwidth limited Gaussian cosine
carrier envelope phase (CEP), pulse with a central energy of 45 eV. The electric field
is shown in blue and the intensity envelope is shown in red.

The second term φ′(ωcent) (first derivative) in the expansion of equation (2.12) is

called the group delay (GD). This term is linear in frequency. The effect of changing

the GD term in the expansion shifts/delays the pulse in time, as seen in figure 2.5 .

This term preserves the shape and duration of the pulse. The group delay is not of

great concern in attosecond pulses, as it can be changed my moving the position of

the optics.

4For nonlinear processes such as the creation of isolated attosecond pulses the CEP of the driving
infrared laser does matter
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Figure 2.4: This graph shows the same pulse in figure 2.3 with a sine CEP.

The third term in the series expansion of equation (2.12) (second derivative of the

phase), φ′′(ωcent), is called the group delay dispersion (GDD). A pulse with a GDD

is always longer than a pulse with zero GDD, as can be seen in figure 2.6, where the

pulse has the same bandwidth as figure 2.3. However, it is significantly (factor of 4)

larger than 200 attoseconds.

A pulse with a GGD is also called a chirped pulse. Chirp can be thought of as the

rate of change of frequency within a pulse. A positive chirp begins at a lower frequency

and finishes the pulse at a higher frequency. A negatively chirped pulse finishes on a

lower frequency than the frequency it began with. Extending the derivation given in

section 2.1.1 it can be shown that the duration of a pulse containing GDD is[43]:

τ = τ0

√
1 +

16(ln 2)2{φ′′(ωcent)}2

τ 4
0

(2.13)
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Figure 2.5: This graph shows same pulse in figure 2.3 with a group delay (GD) of 0.5
femtoseconds.

Figure 2.6: This graph shows same pulse in figure 2.3 with a group delay dispersion
(GDD) of 0.047 femtoseconds2. Notice how the electric field moves from a high
frequency to a low frequency across the pulse.
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where τ is the pulse duration with GDD φ′′(ωcent) , τ0 is the original pulse duration

without GDD obtained from (2.9). One interesting effect to note is the τ 4
0 in the

denominator. This means that for a fixed GGD a shorter pulse will be chirped more

than a longer pulse.

2.2.3 Optics for Pulse Shaping

All pulse shaping techniques either change the relative amplitude of the differ-

ent frequency components of the pulse or the relative phases between the different

spectral components in the pulse. Changing the amplitude amounts to filtering the

spectral content of the pulse. In the visible light this is done by dispersion of the

light off a grating or through a prism Then the light is dispersed through another

prism or lens (used to eliminate the angular frequency dependent divergence from the

first grating/prism) to produce a Fourier plane where each frequency component is

separated in space and can be filtered individually. Then the frequency components

are brought back through the reverse optical system as shown in figure 2.7. In the

EUV, this type of system is not fully practical as it would require four gratings and a

patterned filter mask making the efficiency low. However, amplitude shaping can be

either accomplished using filters near absorption edges or designing optical elements

to filter out specific frequencies as will be discussed in section 2.3.

There are two methods to adjust the relative phases of the various frequency

components in a pulse. Both methods work on the idea of a simple equation, t = d/Vφ,
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Figure 2.7: This image shows a general system for shaping femtosecond light pulses.
The pulses are dispersed from a grating followed by a lens creating a plane that maps
frequency to position. At this plane a patterned filter mask modulates the amplitude
and phase of the individual frequency components. The pulse is the recombined using
a lens and another grating [44].

where t is the desired time shift, d is the path length traveled and Vφ is the phase

velocity of the specific component. In vacuum Vφ = c. If one wants to move a specific

frequency component slightly in time with respect to another, then either the path

length d of one frequency must be longer than the other or the phase velocity between

the two frequency components must be different.

One method that uses the difference in phase velocity is material dispersion[45].

This method relies on the index of refraction of a material and is photon energy/wavelength

dependent. This means that the various frequencies in a pulse propagate at different

velocities in the material. The phase change as a function of thickness[46] is:

∆φ(ω) = −ωδ(ω)d/c (2.14)
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This method has two limitations. The first is the thickness of the material used.

Due to absorption limits on all material one is limited in thickness of the filter,

and hence limited in the dispersion compensation. The second limitation is that all

materials used must be used below an energy absorption edge; this assures maximum

transmission through the filter. However this requirement limits the usefulness, as

filters can only compensate for only pulses with negative dispersion. This is because

right below an energy absorption edge δ has a negative slope.

The second method for pulse compression is to use different path lengths for differ-

ent frequency components. In the visible and infrared regions of the electromagnetic

spectrum this is achieved using four prisms[47] or four gratings. The first grating

angularly disperses the radiation. This adds a negative GDD[48]. The second grating

is placed to optimize the path length difference to compensate for the negative GDD,

and it is used to compensate for the angular spread caused by the first grating. If

the light pulse in lateral size is much larger than the size of the dispersed spectrum

the chirp free pulse can be obtained directly after the second grating. If however

this is not the case then two more gratings need to be used to eliminate the spatial

dispersion. These methods can be implemented in the EUV, but due to low effi-

ciency, difficulty in alignment, and as easier alternative methods are available they

are normally not used.

An alternative method that obtains higher efficiencies and easier alignment that is

used in visible light[49][50][51] and in the EUV[52][53] is to depth grade a multilayer
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Figure 2.8: This image shows a multilayer mirror uses to correct for the GGD of
an incident pulse. The different frequency components satisfy different locations or
depths in the multilayer. Hence they suffer different time shifts and can correct for
GDD.

mirror. This is seen in figure 2.8. The idea is that the different frequency components

are reflected at different locations in the multilayer where the radiation locally satisfies

the Bragg condition. Depth graded multilayers will give a path length difference

and hence a phase difference between the different spectral components of the pulse.

By measuring the phase difference between the incident radiation and the reflected

radiation at a given wavelength, one can determine the effect of the multilayer on

shaping the pulse.

2.3 Algorithms for Modeling & Optimizing Ape-

riodic Multilayers

One method of achieving larger bandwidths while maintaining high reflectivity is

to use aperiodic multilayers. Aperiodic multilayer structures have been developed[54][55]

for various applications that require larger energy bandpasses than can be achieved
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with periodic structures. These structures have been used with great success under

the title of supermirrors in both neutron optics, and grazing incidence hard x-ray

optics. However, the use of aperiodic multilayers in large angle SXR/EUV optics

has been hampered due to lack of agreement in the optimizing simulations com-

pared to the deposited multilayer films on the optics. Often the measured reflectivity

can differ significantly from the design goal. While these differences could result

from the inaccuracies in the deposition process there is also the predictable error

caused by the intermixing at the multilayer interfaces. To implement EUV optics

for femtosecond/attosecond pulses realistic modeling of interfaces must be taken into

consideration, along with development of nonlinear optimization algorithms for mul-

tilayers. This section concludes with a demonstration of the success of this work by

implementing a large square bandpass aperiodic multilayer.

The Mo/Si multilayer system is probably the best studied system due to its im-

portance as a high reflectance normal incidence coating for EUV lithography and

astronomy. Mo/Si multilayer optics are also well suited for femtosecond/attosecond

pulses, as the optical constants for molybdenum and silicon provide an operational

range (where Mo/Si obtains high reflectivity) from 70-100 eV. This matches the range

HHG sources work at, and creates a suitable bandwidth for attosecond pulses. Addi-

tionally the interface formation of MoSi2 is well understood. When the formation of

MoSi2 is properly included in the design of an aperiodic multilayer structure, it is pos-

sible to fabricate a multilayer with a performance very close to the design. For these
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reasons the author chose to use the Mo/Si multilayers to demonstrate the techniques

uses to shape femtosecond/attosecond pulses.

2.3.1 Realistic Modeling of Mo/Si Multilayers

It is well known that the intertermixing of the Mo and Si at the interfaces plays

an important role in determining the structure of a Mo/Si multilayer. The multilayer

not only becomes a three-component system but also contracts as the Mo and Si are

consumed in the interface layer changing the multilayer period. This is illustrated

in figure 2.9 for an aperiodic structure where the left most image is what would

be expected without considering the intermixing. The center image is the expected

structure when intermixing is taken into account, as described below. The right

image is a TEM of the fabricated multilayer. The interdiffused silicide regions in

standard Mo/Si multilayers have been observed to be asymmetric with the silicide

layer being thicker for the Mo deposited on a Si interface than for the Si deposited on

a Mo interface. Measurements[56] indicate that the inter-diffused layer is amorphous

with a stochiometry of nearly MoSi2. An amorphous to crystalline transition occurs

in the Mo layer for a thickness around 2 nm; for comparison a quarter-wave stack5

with peak reflectivity at 92 eV has a Mo thickness of 3.4 nm. This transition results

in a significant decrease in the silicide layer for the Si on Mo interface[57]. In our

modeling, it is assumed that the interface layers are MoSi2. For the Mo on Si interface,

5γ = 0.5
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the silicide layer thickness increases from 0.6 nm to 0.95 nm as the Mo is deposited[56].

For Si on Mo, the silicide layer is assumed to be 0.95 nm when the deposited Mo layer is

thinner than the critical thickness of 2.0 nm and 0.6 nm if the deposited Mo thickness

is greater than 2.0 nm. For each nanometer of MoSi2 that is formed, it takes 1 nm of

Si and 0.39 nm of Mo, resulting in a contraction of 39% of the silicide layer thickness.

This contraction reduces the overall thickness of the multilayer stack changing the

d-spacing of each layer and thus its wavelength dependent reflectivity. It is noted

that the interfacial composition and thickness will vary between different deposition

methods; we choose interdiffusion parameters based on measurements conducted and

published in the literature, for DC magnetorn sputtering to insure the realism of the

simulation.

2.3.2 Optimization Process Using a Genetic Algorithm

In this work, multilayer mirrors were optimized using a single parent, mutation

based, genetic algorithm[58] also called a Luus-Jaakola algorithm[59]. The genetic

algorithm process takes a seed or parent multilayer composed of a stack of Mo/Si

pairs; the thickness of each Mo or Si layer is considered a gene. Small Gaussian

random thickness variations, or mutations, were added or subtracted from each gene

in the parent multilayer stack; the exception is that we set a lower bound on the

thickness of any layer to 1 nm. These new variations formed the children of the

parent multilayer. In this specific optimization 100s of children were used due to the
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Figure 2.9: Simulation of the programmed Mo and Si thickness (Left); modeling the
contraction caused by MoSi2 formation at the interfaces (Center); actual TEM cross-
section of the fabricated multilayer (Right). This demonstrates that including the
silicide formation is required to match the simulation to the actual sputtered sample.
The programmed thickness ranged from 1.2 nm to 10.3 nm for silicon and 1.4 nm to
8.2 nm for molybdenum.

large number of genes. To put it another way we are considering points in and on a

sphere centered at the parent with radius the size of the thickness variation in 120

dimensional space. We then simulated the effects of MoSi2: the contraction of the

multilayer and the roughness between each layer of the child multilayer. Each of the
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children are evaluated for reflectivity using standard methods[19][7] and by giving

each child a numerical ranking. A merit function process chooses the numerical

ranking where the wavelength dependent reflectivity was compared against a desired

function:

M =

∫
(Rm(λ)−Rc(λ))2dλ (2.15)

where Rm is the merit function or desired reflectivity curve, Rc is the simulated childs

multilayer reflectivity curve, and M is the minimization parameter or numerical rank-

ing. The child with the smallest M became the new parent for the next generation.

This generational process is repeated until all the children of the parent multilayer

have larger values of M than the parent. This occurs when the multilayer parameters

have drifted to a minimum. Then the size of the mutations is reduced, and more gen-

erations are simulated. This process stops when the size of the mutations is reduced

to a value below the coating tolerance of our deposition machine. At this point we

have an optimized reflectivity coating.

It is noted that the genetic optimization method does not guarantee the absolute

global optimization, the method is slower than many other optimization algorithms,

and it also dependent on the initial seed multilayer or starting condition. The algo-

rithm was chosen as it solves large parameter space nonlinear problems, it is simple

to conceptualize, easy to code and its has the ability to be run in parallel unlike

simulated annealing algorithms[60]. With computational time being relatively inex-

pensive, the speed of the algorithm is less of a critical factor compared to the results
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produced by the optimization. With a genetic algorithm a global optimization can

often be reached with this algorithm if an optimal seed is used.

For our specific samples a 60 or 40 bi-layer stack of Mo/Si was used. The 60

bi-layer pair was initially chosen to ensure that we obtained an optically thick mirror,

however it soon became apparent that we could remove the bottom 10 to 20 layers

without significantly affecting the reflectivity. This made an organism composed of

120, or 80, ordered genes with each gene being a number representing the thickness of

the layer in the multilayer and the gene number representing the position of the layer

in the stack. The current seed multilayer is a standard periodic Mo/Si stack, this is a

non-optimized seed multilayer for large bandpasses. Using a pre-developed analytic

solution [61] can create optimal seed multilayers, however current analytic solutions

have only been developed for two component systems. Simulating the growth of MoSi2

and the contraction of the multilayer in these solutions diminishes its usability.

The author found that an easy way to obtain a nearly ideal seed is to first create a

polynomially depth grated multilayer in both d-spacing and γ. The author also used

the layer number, n, as a free parameter. For example, if a cubic function was used
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in d-spacing, a linear function in γ, then this would be a 7 parameter fit:

d[n] = an3 + bn2 + cn+ g (2.16)

γ[n] = en+ f (2.17)

dMo[n] = γ[n] ∗ d[n] (2.18)

dSi[n] = (1− γ[n]) ∗ d[n] (2.19)

where a, b, c, g, e, f, nmax are parameters. Because of the number and nature of this re-

duced parameter space either the brute force method6 or the linear simplex algorithm[60]

are used. These polynomial multilayers are used as optimized seeds in the genetic

algorithm to insure a global optimization is reached. When looking at solutions de-

veloped using genetic algorithms it is often difficult to determine why the solution is

an optimization or if the optimization is a global optimization. Using different start-

ing conditions can lead to the possibility of obtaining different optimizations. Also,

due to the fact that the children are based on random mutations if an insufficient

number of children is used then different local optimizations can be achieved with the

same starting conditions. If an optimal seed and sufficient children are used then the

global optimization can be obtained. Looking at figure 2.9, the bottom half of the

multilayer looks intuitively incorrect due to the larger thickness of Mo layers that act

as absorbers. After conducting simulations with the bottom layers removed it became

clear that only the top 80 to 100 layers play a role in the simulation the rest of the

layers would be below the attenuation length and have no effect. Also the sharp edge

6Solve all possible values and combination of the parameters.
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bandpass structure develops in the top 40 layers consisting of three large reflectivity

peaks with large fluctuation. The remaining layers acting to flatten out the top of

the reflectivity curve.

2.3.3 Sample Preparation and Reflectivity Measurements

The multilayers were coated using DC magnetron sputtering and measured at the

ALS beamline 6.3.2 as described in 1.2.4. In order to demonstrate the importance

of the silicide formation, two 45-degree mirrors were designed, one that included the

silicide interface layers and the other that did not. Both mirrors were designed with

the same output goal parameters (Rm): a bandwidth of 3 nm (18.3 eV) centered at

14.25 nm (87 eV) with an average reflectivity of 20% within the bandpass and 0% re-

flectivity outside this bandpass. The bandwidth parameter was chosen to correspond

to a 100 attosecond pulse, while the square shape was arbitrarily selected to demon-

strate the method’s ability to perform amplitude shaping on the input spectrum of a

pulse.

The results for the multilayer that was designed without taking the silicide layers

into account is shown in figure 2.10. This mirror consisted of 40 bi-layers (80 lay-

ers) with a Si topmost layer to limit oxidation. The dashed curve is the optimized

reflectivity resulting from the genetic algorithm. The measured reflectivity (points)

is much less uniform than what is expected from the design and is shifted to shorter

wavelengths than would be expected due to contraction. The solid curve in figure
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Figure 2.10: This graph shows an optimization for a 40 bi-layer, 45-degree Mo/Si
mirror that did not include MoSi2 formation (dashed black curve) and the same
multilayer stack with silicide formation (solid red curve). We deposited this mirror
and measured it (blue curve). Notice the good agreement to the model that included
silicide.

2.10 is calculated by including the silicide layers in the modeled structure and is in

very good agreement with the measured reflectivity. The main area of disagreement

is near the Si L edge at 12.4 nm and could be a result of inaccuracy of the MoSi2

optical constants.

Figure 2.11 shows the results for a broadband mirror that incorporated silicide in

its optimization. This mirror was composed of 50 bi-layers (100 layers) with Si being

the topmost layer to limit oxidation. The structure of this multilayer is shown in figure
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Figure 2.11: This graph shows the reflectivity for the 50 bi-layer Mo/Si mirror when
the model with MoSi2 is considered. The mirror is a 45 degree mirror with a 3 nm
bandwidth. A cross-section TEM image of this mirror is shown in 2.9.

2.9. Note the good agreement of the measurements with the simulated structure

in figure 2.9 and with the design reflectivity in figure 2.11. The agreement is not

exact, and as the TEM image shows there are slight discrepancies in the thickness

profile (figure 2.9) due to our sputtering system. We believe this accounts for the

discrepancies in reflectivity and the slight wavelength shift.

When creating aperiodic multilayers, attention to the exact sputtering rates is

critical. For a typical periodic multilayer mirror a 1% error in the sputtering rate

of one of the materials shifts the wavelength of the reflectivity curve by a factor of
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γ*1% or (1-γ)*1%. For an aperiodic multilayer an error in the deposition rate of one

of the materials not only shifts the reflectivity curve but will also change the shape.

Furthermore, if we consider a layer of Mo in an aperiodic multilayer that is close

to the critical thickness then a shift in sputtering rates could change which side of

the critical thickness the layer is on, changing the MoSi2 thickness by 15% and a 7%

change in Mo thickness. In an aperiodic multilayer these changes will not only shift

the reflectivity curve but also change the shape of the reflectivity curve because these

changes will only occur in a few layers. If the simulation is to be realistic, care must be

taken to insure that the Mo thickness for each layer determined by the optimization

is further away from 2 nm than the thickness error of the sputtering system.

In the following section we will consider an alternative method designed to operate

at lower photon energies (longer wavelength), where Mo/Si has poor reflectivity.

2.4 Tri-Material Multilayers for Longer Wavelengths

2.4.1 Why Three Materials Can Be Better Than Two

In the previous section we considered the use of aperiodic multilayers to shape

femtosecond/attosecond pulses. Mo/Si multilayers were selected because the optical

constants work well in the energy range of 70-100 eV. However, as seen in figure 1.11

HHG radiation also works well below 70 eV, meaning other material combinations are

required. Most material combinations do not obtain the high reflectivity of Mo/Si.
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Improving the reflectivity and bandwidth for multilayers at longer wavelengths is

critical to femtosecond/attosecond HHG sources.

As stated in 1.2.3 the selection of materials used in a multilayer optic depends

on the photon energy or wavelength that it will be used at. Specifically, in the

wavelength range of 25 to 50 nm (50 to 25 eV) multilayers are used as focusing and

imaging elements for research in high harmonic femtosecond chemistry[62] and solar

astrophysics[10] imaging such as the He II 30.4 nm line. Currently, the highest pub-

lished results on reflectivity in this region are obtained with two-materials magnesium

/silicon carbide (Mg/SiC) multilayers and are around 40% to 50%[63].

The relatively high reflectivity at these long wavelengths comes with a drawback

of reduced bandwidth. In femtosecond/attosecond applications bandwidth is very

important as a consequence of equation (2.9). Integrated reflectivity is more desirable

as a merit function for mirror performance than the peak reflectivity. For example,

the odd harmonics of a Ti-sapphire laser high harmonic generation are separated by

2 nm in the vicinity of the 27th harmonic (30 nm or 42 eV). The typical bandwidth

of an optically thick (highest obtainable reflectivity) Mg/SiC multilayer is 2.9 nm,

limiting their use to a single harmonic. Which is fine for certain single harmonic

applications, but the limited bandwidth produces longer pulse durations.

Several methods have been implemented to increase the bandwidth of multilayer

coatings. The first method to increase bandwidth is to use fewer periods in the

multilayer stack. Multilayers are artificial Bragg crystals; they use temporal coherence
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to obtain high reflectivity. In other words, each reflective interface adds coherently

to the one above it. As stated in the introduction, for an optically thin stack, the

temporal/longitude coherence length must be equal to the thickness of the multilayer:

Lcoh =
λ2

2∆λ
≈ d ·N ⇒ ∆λ ∝ N−1 (1.2)

where Lcoh is the coherence length, λ is the center wavelength, ∆λ is the bandwidth,

d is the optical depth (d-spacing) of the multilayer, and N is the number of periods of

thickness d. However, using few bi-layers implies lower peak reflectivity, as the peak

reflectivity scales as N2.

The second method implemented is to make aperiodic multilayers[61][64] as dis-

cussed in section 2.3. This method also trades off peak reflectivity for larger band-

width; however, the integrated reflectivity is often higher than achievable by reducing

the number of layers. However, the aperiodic structure could introduce nonuniform

phase response and affect the temporal structure of the reflected radiation. Although,

this provides a mechanism for pulse compression[53], in general the use of aperiodic

optics with high harmonic sources in femtosecond dynamic studies requires full char-

acterization of the source, as well as the optics, to insure that the femtosecond pulses

are not inadvertently broadened.

An alternative solution that has been used at longer wavelength (> 50 nm)[65][66]

is to use more than two materials in each repeating period of the stack. This allows

for higher reflectivity per period in the multilayer stack. Thus higher reflectivity is

obtained in fewer periods, therefore increasing the bandwidth while maintaining high
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reflectivity. Three material multilayers have also been proposed and measured for use

in both the extreme ultraviolet and the soft x-ray regime of the spectrum[67][68]. At

25-50 nm, previous research using tri-material multilayers did not demonstrate im-

provement over standard bilayer Mg/SiC due to the materials chosen in the study[67].

In the next subsection, we report the design and fabrication of a tri-material multi-

layer that shows good improvements on both the reflectivity and bandwidth.

2.4.2 Material Selection, Optimization, and Fabrication of

Tri-Material Coatings

The three materials chosen for improving multilayer bandwidth and maintaining

high reflectivity in the 25 to 50 eV photon energy range (25 to 50 nm), were Mg,

SiC, and Sc. Mg was chosen as the low Z element, because the L3 absorption edge is

located at 49.5 eV (25.0 nm). This makes Mg optically transparent (β ≈ 0), and it

is typically used as a spacer for multilayers in this wavelength range. SiC is usually

chosen as the high Z compound (absorber) in Mg based multilayers due to its low

interdiffusion and interface roughness. In this work, the author chose scandium to be

a third high Z material. Sc was chosen because its M2,3 absorption edge at 28.3 eV

(43.8 nm) makes the real part of its index of refraction greater than 1 (δSc < 0). It is

suitable in multilayers between 35 and 50 nm[69]. It is expected that the reflection

from the Sc/SiC interface is strong because δSc < 0 and δSiC > 0. This is evident
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from the normal incident Fresnel reflectivity:

R⊥ =
|n1 − n2|2

|n1 + n2|2
=

(δ2 − δ1)2 + (β1 − β2)2

(2− δ1 − δ2)2 + (β1 + β2)2
≈ (δ2 − δ1)2 + (β1 − β2)2

4
(2.20)

where R is the reflectivity, n1 is the index of refractive for the top material and n2

is the refractive index from the bottom material. The optical constants[14][15][16] of

the three materials are shown in figure 2.12.

Figure 2.12: This graph shows the optical constants, δ and β, for Mg, Sc, and SiC.
The solid line represents delta while the dotted lines represent beta. The index of
refraction uses the standard convention: n= 1− δ + iβ.

Four samples were made for this experiment: 2 Mg/SiC multilayers and 2 Mg/Sc/SiC.

One set (1 Mg/SiC and 1 Mg/Sc/SiC) was designed for a peak reflectivity at 37 nm

near the optimal location for the optical constants. The other set was designed for
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a reflectivity peak at 28 nm to be away from the optimal difference in optical con-

stants. For the 28 nm samples, we used non-optically thick stacks for both samples.

A brute force reflectivity simulation was performed to optimize the material thickness

of each sample. The simulations determined the peak reflectivity for multilayers at

the chosen wavelength. The multilayers simulated were for optically thick stacks. As

predicted by the theory[66] the order of the materials is critical when three or more

materials are used.

For the 37 nm samples optimal parameters for the Mg/Sc/SiC were: d = 19 nm,

γ1 = 0.2 (γ1 is defined as: SiC thickness / d), γ2 = 0.13 (γ2 is defined as: Sc thickness

/ d), N = 30 tri-layers. For the Mg/SiC sample d = 19.5 nm, γ1 = 0.33, N = 35

bi-layers. For the 28 nm samples optimal parameters for the Mg/Sc/SiC were: d =

15.4 nm, γ1 = 0.2, γ2 = 0.07, N = 30 tri-layers. For the Mg/SiC sample d = 14.0

nm, γ1 = 0.3, N = 40 bi-layers.

The samples were fabricated on polished silicon wafers using magnetron sputter-

ing. DC sputtering was used for Mg and Sc targets and regulated by power at 100

W, while RF sputtering was used for SiC, regulated at 275 W. The samples were

fabricated under a 1.0 mTorr argon pressure during the deposition. The top layer of

each sample is SiC to prevent oxidation.
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2.4.3 Reflectivity Measurements

The samples were measured at ALS beamline 6.3.2 with a setup that was described

in section 1.2.4. The samples were measured at 5 degrees from normal incidence. The

reflectivity for the 37 nm samples is shown in Figure 2.13, while the reflectivity for

the 28 nm samples is shown in figure 2.14.

Figure 2.13: The reflectivity of optimized, optically thick Mg/SiC and Mg/Sc/SiC
multilayers is shown for the samples optimized for 37 nm. The tri-layer multilayer
has a FWHM bandwidth of 3.2 nm and a peak reflectivity of 48.7% at 36.8 nm
(parameters for tri-layer: Mg/Sc/SiC = 12.73/2.47/ 3.80 nm; N = 30). The bi-layer
Mg/SiC has a FWHM bandwidth of 3 nm and a peak reflectivity of 42.5% at 37.1
nm (parameters for bi-layer: Mg/SiC = 13.1/6.4 nm; N = 35).

As shown in figures 2.13 and 2.14, the reflectivity of the tri-material multilayer is

equally high at producing high reflectivity as the Mg/SiC multilayers. In figure 2.13
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the reflectivity of the optimized tri-material stack is even higher than the optimized

bi-material stack. Because the tri-material stack uses fewer periods, the intergraded

reflectivity and the bandwidth are larger.

Figure 2.14: The reflectivity of optimized, 30 period Mg/SiC and Mg/Sc/SiC multi-
layers is shown for the samples optimized for 28 nm. The tri-layer multilayer has a
FWHM bandwidth of 1.6 nm and a peak reflectivity of 52.8% at 28.4 nm (parameters
for tri-layer: Mg/Sc/SiC = 11.24/1.08/3.08 nm; N = 30). The bi-layer Mg/SiC has a
FWHM bandwidth of 1.2 nm and a peak reflectivity of 46.5% at 27.8 nm (parameters
for bi-layer: Mg/SiC = 9.8/4.2 nm; N = 40).
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2.5 Phase & Quarter-Wave Plate Multilayers for

Femtosecond/Attosecond Applications

With femtosecond/attosecond light sources, often times it is useful to have control

over the polarization of the light being produced. High harmonic radiation is linearly

polarized due to the nature of the three step process used to produce it as described

in section 1.3.3. Often it is of interest to produce radiation that is not linearly

polarized as certain experiments require elliptical or circularly polarized radiation.

For example the magneto-optical experiments described in chapter 4 require circularly

polarized EUV radiation. At visible wavelengths either total internal reflection from

a Fresnel rhomb or a doubly refracting crystal is used to convert linearly polarized

radiation to circularly polarized radiation. Neither option is possible in the EUV,

as no material is doubly refracting and the phase shift from total external refraction

is so small that many mirrors would be required to create a device similar to a

Fresnel rhomb. However, by utilizing multilayer optics it is possible to convert linearly

polarized radiation into circularly polarized radiation. The multilayer will be used

not in reflection but in transmission, and it will be used at the Brewster’s angle.

2.5.1 Brewster Angle Transmission Multilayers

Before calculating the phase shift of a transmission multilayer, the author will

explain how a phase shift can form linear to elliptical polarization upon transmission
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through a material. Consider a piece of dielectric material with a thickness, d, and

index of refraction, n, with light incident on its surface at an angle θ as in figure

2.15. One can ask what is the transmission of the light through the material for the

transverse electric and transverse magnetic fields. This problem can be solved using

boundary conditions (4 equations and 4 unknowns with respect to the incident field

for each polarization). The boundary values can also be solved pictorially by using

ray tracing. In this example, it is more instructive to use ray tracing to solve the

boundary conditions. The transmitted electric field is given by summing all the rays

that transmit through the material. For example, a part of the light will be reflected

from the first surface, while a part will be transmitted. Part of this transmitted

light will be transmitted through the back interface and part reflected. This second

reflected part will be propagated through the material again and with part reflecting

and part transmitting and so fourth and so fourth. Mathematically, the transmitted

electric field can be written:

ET = E0t
2eiϕ + E0t

2r2ei2ϕ + E0t
2r4ei3ϕ + · · · (2.21)

where r is the reflection Fresnel coefficient, t is the transmission Fresnel coefficient,

and ϕ = 4π
λ
nd cos θ is the phase shift due to propagation. Equation 2.21 is a geometric

series and can be solved:

ET =
E0t

2eiϕ

1− r2eiϕ
=

E0t
2(eiϕ − r2)

1− r2 cosϕ+ r4
(2.22)

Now suppose that the light is incident at Brewster’s angle. In this case, the denom-



59

inator of equation 2.22 becomes 1 (r = 0) and the t in the numerator also becomes 1,

but only in the transverse magnetic or p-polarization case. For the transverse electric

or s-polarization case these two terms are still included. This gives rise to a difference

in transmitted amplitude, and more importantly, a relative phase difference between

the incident s-polarized and p-polarized radiation. This Brewster’s angle phase dif-

ference, in transmission occurs because the complex phase term eiϕ − r2 in equation

(2.22) differs for s-polarization and p-polarization. If the incident radiation was lin-

early polarized at an angle so it contained both s-polarization and p-polarization,

then the resulting transmitted radiation through the material (at Brewster’s angle)

would be elliptically polarized.

If a phase difference of 90o is achieved and the intensity of transmitted s-polarized

and p-polarized radiation are equal, then the light becomes circularly polarized. A

mirror such as this is ofter refered to as a quarter wave (λ
4
) plate. Because of ab-

sorption at EUV wavelengths a single material will be able produce a 90o phase

shift. However, multilayers used in transmission can produce circularly polarized

EUV radiation[70][71]. Each layer in the multilayer acts coherently with every other

layer to obtain a 90o phase shift.

2.5.2 Polarization Measurements

To determine the usability of EUV quarter-wave plates the authors chose to fabri-

cate optimized periodic Mo/Si multilayers for use in the first test. The optimization
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Figure 2.15: The transmission of light through a dielectric material with index n,
thickness d, and angle θ. The blue line shows s-polarization at the Brewster’s angle
while the red shows p-polarization.

was to maximize transmission efficiency of the polarizer while maintaining a 90o phase

shift. A periodic multilayer was chosen since the goal was to test the efficiency at

a specific wavelength. An aperiodic multilayer could have been chosen to increase

the usable bandwidth range, but the magnetic application was to utilize an isolated

harmonic from a HHG source. Thus, this limitied the necessity to create a polarizer

that operated over a larger bandwidth. The optimization used a three parameter

brute force algorithm of d-spacing, γ, and multilayer angle7. Multilayer angle was

chosen as a parameter because the Brewster’s angle of a material in the EUV is[1]:

7MoSi2 interfaces described in section 2.3.1 are used in the simulations.
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φB ' Π
4
− δ

2
this is not exactly 45 degrees and higher efficiency can be obtained at

slight angles away from 45o.

Samples were fabricated using the DC magnetron sputtering described in section

1.2.4. The Argon pressures and power settings were optimized to allow for low stress

film growth. The test multilayer was fabricated on a photoresist coated Si wafer. The

photoresist would be etched away after coating leaving a free standing multilayer film.

Sputtered Si was used as the first (bottom) and last (top) layer to prevent oxidation.

The multilayer coated wafer was measured at the ALS beamline 6.3.2 to check the

d-spacing and γ. After measurements a wafer piece was glued to an aperture, and

the photoresist was chemically removed. This allowed for the liftoff of a free standing

multilayer film.

Figure 2.16: The ALS setup for measuring polarization. Linearly polarized EUV from
a bending magnet is passed through the multilayer quarter-wave plate. The intensity
of the EUV then is measured as a function of rotation angle.

The transmission quarter-wave plate multilayer was measured in the ALS beamline

6.3.2 facility that was described in section 1.2.4. To measure the polarization we used
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a specially designed setup as shown in figure 2.16. Radiation produced in the plane

of a bending magnet is linearly polarized[72]. The linearly polarized light then passes

through a multilayer quarter-wave plate. The light then reflects off a Brewster angled

multilayer and into a detector. The Brewster angle multilayer is at 45o and only

reflects S polarized light. The analyzer is then rotated to determine the intensity as

a function of angle. The results are shown in figure 2.17. For linearly polarized light

one would expect a perfect sine or cosine wave, with peak signal intensity and zero

signal intensity 90o out of phase as seen in the figure. For circularly polarized light the

polarization analyzer should be independent of detector angle. All other polarization

states (elliptically polarized radiation) will have curves with slight modulation.

The multilayer quarter-wave plate has two defined angles. There is the angle with

respect to direction of the propagation of the EUV and the multilayer, this will be

at the Brewster’s angle for this angle. There is also the azimuthal angle of rotation

around the propagating radiation. If the S and P transmissions were identical then

this angle would be half way between S and P (45o). This angle is optimized to the

transmission efficiencies of the S and P polarization via: θaz = arctan Ts
Tp

. If this

angle is not correct then deviations from circular polarization will occur. For a full

discussion using Jones matrixes see appendix B.

Along with measuring the reflectivity and polarization of a multilayer coating, it

is critical to measure the reflected phase of the multilayer. The reflectivity and the

reflected phase determines the effect the optic will have on the pulse shape. In the
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Figure 2.17: The graph shows the detector signal as a function the polarizer angle.
Notice the ALS (blue curve) is linear and has full modulation at 90o. The orange
curve shows the polarization is close to circular (no modulation with polarizer angle).
The red and green curves demonstrate the effect of an offset in the azimuthal angle.

following chapter the author will discuss a method to measure the reflected phase of

a multilayer optic. He will also discuss the measurement of attosecond pulses.
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Chapter 3

Pulse Compression & Attosecond

Research

3.1 Phase Measurements of EUV Multilayer Op-

tics

In the previous chapter, optics to shape and control femtosecond/attosecond EUV

pulses were discussed. Also discussed were the effects of GDD and phase of the

optics and pulses. Along with the developments of optics, it is also critical to develop

metrologies to test and characterize the optics. In this section ,a technique is described

that allows for the characterization of the reflected phase of a multilayer optic. This

enables the determination of how the multilayer optic will effect an attosecond pulse.
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3.1.1 The Necessity of Phase Measurements

The development of high harmonic generation (HHG) sources has created a probe

for the attosecond world in the EUV spectrum[73][74]. Producing attosecond light

pulses requires a light source with a broad bandwidth. As derived in section 2.1.1

FWHM bandwidth for a Gaussian pulse is described by the Fourier transform theory

relation between the time domain and the frequency/energy domain:

[∆E∆τ ]FWHM ≥ 1.825 eV · fs (2.9)

where ∆τ is the duration of the pulse in fs, and ∆E is the FWHM bandwidth in eV.

For a ∆τ = 100 attosecond pulse, equation (2.9) tells us that the minimum FWHM

reflectivity bandwidth ∆E for the optic needs to be 18 eV without inadvertently

broadening the pulse. As described in section 2.2.2, broad bandwidth is not the

only requirement to make an ultrashort pulse. To obtain the minimum pulse width,

there is a requirement on the phase alignment of every frequency in the pulse. More

specifically, the second and higher order term in a Taylor expansion of the phase,

with respect to frequency, must be zero:

φ(ω) = φ(ωcent) + φ′(ωcent)(ω − ωcent) + φ′′(ωcent)
(ω − ωcent)2

2!
+ · · · (2.12)

where φ is the phase, φ(ωcent) is the CEP (constant), φ′(ωcent) is the GD (first deriva-

tive of the phase), and φ′′(ωcent) is the GDD (second derivative of the phase). Recall

from section 2.2.2, the term called GDD, or chirp of the pulse, adversely affects the
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pulse size by extending it to a duration of

τ = τ0

√
1 +

16(ln 2)2{φ′′(ωcent)}2

τ 4
0

(2.13)

where τ is the pulse size, τ0 is the band-width limited pulse duration, and φ′′(ωcent)

is the GDD evaluated at the central frequency ωcent of the pulse’s bandwidth. As

mentioned in the introduction chapter (section 1.3.4) HHG attosecond pulses are

chirped. Because of this every multilayer optic for attosecond pulses must take the

reflected phase of the optic into consideration.

To demonstrate the importance of reflected phase measurements of a multilayer,

figure 3.1 shows the simulation of a negatively chirped pulse before it is reflected

off the positive GDD mirror (figure 3.4) and after the reflection. The reduction

in FWHM pulse size is ∼50%. For this reason, EUV multilayer optics have been

proposed and implemented as optical elements for attosecond HHG pulses[75]. They

have also been proposed to compensate for the phase (intrinsic chirp) in the HHG

systems[52]. However, no straightforward method has been available to measure the

reflected phase of the multilayer as compared to the incident phase. The author’s

research has developed and implemented a simple method to measure the reflected

phase of an EUV multilayer mirror using measurements of the total electron yield

(TEY) to probe the standing wave at the mirror surface.
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Figure 3.1: An EUV pulse before and after a positively chirped multilayer mirror.
The input pulse had a chirp that would exactly be canceled by the multilayer mirror.
The incident pulse is assumed to have a gaussian spectrum centered at 90 eV and a
negative chirp of -0.0956 fs2.

3.1.2 Total Electron Yield for Phase Measurement

Traditional methods for measuring the reflective phase of an optic use interfer-

ometric techniques[43]. However, in the EUV these techniques are often limited to

grazing incidence or a narrow bandwidth due to the use of a multilayer beamsplit-

ter for normal incidence measurements. Either way, these techniques are difficult to

apply due to the stringent constraints, which scale with the wavelength, on position

accuracy to obtain the optical phase. For spectral interferometric techniques position

accuracy of a fraction of the wavelength is often required, in the EUV this translates

to a few nm in position accuracy and vibration stability.

The technique investigated here uses total electron yield (TEY) along with reflec-

tivity measurements to probe the standing wave at the surface of a multilayer film.

The TEY is proportional to the intensity of the standing wave field at the surface of
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a thin film[76]. Multilayer thin films work on the principle of temporal coherence, in

other words the reflected wave is coherent with respect to the incident wave at the

top surface.

TEY = C(ω)I(ω) (3.1)

I ∝ |E|2 = |(E0 + Eref )|2 (3.2)

I ∝ |E0(1 + rei∆φ)|2 = |E0|2(1 + r2 + 2r cos(∆φ)) (3.3)

where C carries the material dependence of the TEY, |E0|2 is the incident field, r

is the wavelength dependent reflection coefficient (|r|2 = R where R is the sample

reflectivity), and ∆φ is the difference in phase between the incident wave and the

reflected wave. Due to the non-zero escape depth of electrons the TEY is not just

proportional to the surface intensity. It is proportional to the integrated intensity

and material composition as a function of depth multiplied by the probability that

the electron escapes the surface of the sample. However, correction factors for this

effect can be taken into account[77].

In order to test the method, two different quadratically depth-graded1 Mo/Si

multilayers and one periodic Mo/Si multilayer were produced. For a justification

of using a quadratically depth-graded multilayer see appendix C. The multilayers

were designed to be used at 10o from normal incidence, at a central wavelength

between 13 to 14 nm, and have average GDD values of 0.0956, -0.0488, and -0.0001

1The d-spacing, d, of a quadratically depth-graded multilayer with respect to layer number, n,
is: d[n] = an2 + b where a and b are constants.
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fs2. Realistic simulations of these multilayer stacks that included interdiffusion[56][64]

(see section 2.3.1) and experimentally verified optical constants[78][79][80] were used

as comparison to the measured data. A 4 nm capping layer of sputtered Si was used

to insure the electron signal from the TEY only came from the sputtered Si and not

from the Mo layer underneath. The thickness of the capping layer was determined

by TEY measurements at the Mo M2,3 edge as seen in figure 3.22.

Figure 3.2: This figure shows the normalized TEY measurement of four Mo films
with different Si capping layers. As can be seen in the figure, the 2 nm film is thin
enough to allow electrons from the Mo layer beneath to escape the sample. The Mo
M2,3 edges at 394 eV and 411 eV[83] are visible. With the 4 nm Si capping layer,
only a slight Mo signal at the edge can be observed.

2We assume that the electron escape depth is approximately the same for 100 eV as it is for 400
eV, as the inelastic mean free path of an electrons in Si is only slightly higher at 400 eV (1.2 nm)
than 100 eV (0.5 nm)[81][82]
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Figure 3.3: Three samples were produced for this experiment: two quadratic depth-
graded or chirped samples and one periodic sample. The two quadratic graded sam-
ples were designed to have opposite signs for their GDD. The positive GDD sample
was designed to have twice the chirp of the negative GDD sample. Plotted are the
measured reflectivity curves for the three samples (experimental data points as indi-
cated in the inset) and their simulations (solid curves). The samples are labeled by
their GDD.

TEY and reflectivity measurements were performed at ALS beamline 6.3.2[22]

which is designed for EUV optical metrology and reflectivity measurements as de-

scribed in section 1.2.4. The reflectivity measurements are shown in Figure 3.3. The

TEY data, shown in Figure 3.4, were collected using a Keithley 428 current amplifier

and a collection voltage of 20V. At 20 V the current reached 99% of saturation and

the current became virtually independent of the applied voltage. This produced a
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Figure 3.4: Normalized TEY measurements , 4, shown for the positive GDD sample
plotted. The normalization is such that a value of 1 would correspond to the TEY
value of sputtered Si. Plotted along the same graph, as a solid curve, is the simulated
intensity of the surface electric field based on the modeled reflectivity and the reflected
phase.

noise level of less than ±2%. The measured TEY from a 20 nm thick sputtered Si film

was used to normalize out the material dependence C(ω) in Equation (3.4) as the top

material in the multilayer was sputtered Si. Also, as shown in figure 3.5, the TEY of

crystalline Si is not the same as it is for sputtered Si. This is critical for accurate nor-

malization. The data were also normalized to the ALS storage ring current to account

for the different incident field intensities, E2
0ml and E2

0Si, used for the measurements.
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Assuming the normal incidence reflectivity of sputtered Si is negligible:

TEYml

TEYSi

=
C(ω)E2

0ml(1 + r2 + 2r cos ∆φ)

C(ω)E2
0Si

(3.4)

Figure 3.5: This figure shows the measured TEY for crystalline Si wafers and 20
nm amorphous sputtered Si. The results are normalized to the TEY of gold. Two
different Si wafers were used to demonstrate the accuracy and reproducibility of the
measurements.

The phase calculated from the measured reflectivity and normalized TEY is shown

in Figure 3.6. By inverting equation (3.4) the difference in reflected phase from the

incident phase is retrieved:

∆φ = ± cos−1

(
J −R− 1

2
√
R

)
+ 2πn (3.5)
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where J is the normalized photocurrent, R is the square of the reflection coefficient

(reflectivity), and n is an integer. As the arccosine function is multivalued, the choice

of n and the sign of the arccosine were taken to make ∆φ continuous and initialized

to have the highest photon energy measured to fall between 0 and π. It would be

difficult to use the second derivative of discrete experimental phase data points to

determine the average GDD, because they would appear very noisy. Instead we fit

a quadratic polynomial function to the phase and took the second derivative of the

polynomial to determine the average GDD. A polynomial fit was chosen to allow the

GDD to match the definition given in equation (2.12). The GDD of the three samples

was determined to be 0.0962, -0.0439, and 0.00476 fs2, which are in good agreement

with the desired delays.

In summary a simple method has been developed to measure the reflected phase

of a multilayer with respect to photon energy. This method utilizes the interference

at the surface of the optic with the measured total electron yield. Combining the

phase measurement with the reflectivity measurement allows one to determine the

impulse response and GDD of EUV optics for pulse applications.

3.2 Attosecond Pulse Measurements

In a pump/probe measurement knowing the duration of the probe pulse is critical

to understanding time constants, constraints on the physics, and dynamics of the

system under study. This section describes metrologies for determining the duration



74

Figure 3.6: Phase for the three samples was reconstructed from the reflectivity and
TEY data. Plotted as solid curves are the calculated phases of the multilayers.

of an attosecond pulse. This section includes a description of the experimental setup

used to measure the shortest published pulse to date, 80 attoseconds (FWHM).

3.2.1 Introduction to Ultrafast Pulse Measurements in the

Visible and X-ray

Many techniques in the EUV are derived from pre-existing methods at visible

wavelengths or x-rays. A brief review of pulse measurement techniques for visible

and x-ray wavelengths will be discussed to provide insight and terminology for the
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discussion of EUV pulse measurements which follow.

When measuring pulses, knowing what information is necessary to measure and

fully characterize the pulse dictates the setup of the experiment. As seen in section

2.2.2, it is not sufficient to measure the spectrum alone to determine the pulse dura-

tion. Phase information of the second and higher order terms in the Taylor series of

the phase is required and is critical in the measurement of any signal. As described,

the CEP and GD are not sufficient to determine pulse duration; what is needed is

the third and higher order terms in the Taylor series of the phase. An equivalent

analogy to reconstructing a pulse from its intensity is the reconstruction of a piece of

music knowing only what notes are played, and the relative number of times they are

played, but not the order the notes are played in. This would dearly be inadequate.

Knowledge of the phase properly places the notes. Similar knowledge is essential for

electromagnetic pulse measurements.

In the visible regime, techniques involving nonlinear media are used to measure

pulse duration (FWHM of the intensity, I(t)). The standard method is call intensity

autocorrelation[84]. This method uses two identical pulses ,separated in time by a

variable delay τ . For example, the two pulses enter into a second harmonic generator

(non-linear media), the intensity of the second harmonic is then measured on a slow

detector. The intensity autocorrelation signal S(τ) =
∫
I(t)I(t − τ) dt. This signal

provides the pulse duration, however all phase information is removed. Meaning that

no information on the phase or shape of the pulse can be retrieved.
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More advanced techniques are used to obtain a full retrieval of the pulse shape and

duration. Frequency resolved optical gating (FROG)[85][86] and spectral phase in-

terferometry for directed electric-field reconstruction (SPIDER)[87] are the two main

methods used in full phase reconstruction. Both methods overlap a reference or gate

pulse with the pulse under consideration. The overlap occurs in a nonlinear media

producing intensities proportional to the electric field terms. The FROG method will

be discussed in more detail as it relates more directly to current attosecond tech-

niques3. The FROG uses a gating pulse in a nonlinear element to produce a pulse

proportional to the product of the to be measured electric field and a gating function.

The gating function originates from the gating pulse; its exact form depends on the

nonlinear wave mixing process. This signal is then passed through a spectrometer to

resolve the frequency components. Then the gating pulse delay is varied by a small

amount of τ . Mathematically this appears:

S(ω, τ) =
∣∣∣ ∫ ∞
−∞

E(t)g(t− τ)eiωt dt
∣∣∣2 (3.6)

where E(t) is the unknown electric field, g(t) is the gating function of the gate pulse,

and S(ω, τ) is called a spectrograph function. Notice that the electric field of the

unknown pulse, and the gate pulse multiply. The gate function can be any known

function or it can also be a replica of the pulse itself.

The spectrograph function S(ω, τ) contains all the information necessary to re-

construct the electric field of the pulse4. A pictorial representation of a spectrograph

3An Attosecond SPIDER method has also been proposed [88] but currently not implemented.
4Excluding CEP and GD terms.



77

function is a music score. Figure 3.7, shows a music score for two pulses. Both

pulses contain the same frequency content, however one pulse is notably shorter. The

spectrograph function is often used in representing EUV pulse measurements.

Figure 3.7: This is a music score that graphically represents a spectrograph function.
The x-axis is time and the y-axis is frequency. The notes represent the intensity of
the signals. There are two pulses shown in this spectrograph. The pulse on the left
is a pulse with no chirp while the pulse on the right is negatively chirped .

Another method used for measuring picosecond x-ray pulses is a streak camera[89][90].

The concept is to convert the photons to photoelectrons in a drift tube. A voltage

ramp is used to laterally deflect passing electrons in the drift tube, converting an

axial position to a time dependent vertical position. The exact moment the pho-

ton produces the photoelectron dictates how long and what fields the electron will

encounter. This then determines the arrival location on the streak camera’s vertical

detector plane. Knowing the applied voltages vs time allows the temporal reconstruc-

tion of the x-ray pulse. However, due to the limitations on the ramp of the applied

electrostatic field, this technique is limited to a time resolution of ∼1 picosecond.

This is much larger than the duration of attosecond EUV pulses, therefore alterna-

tive techniques need to be implemented for attosecond EUV pulse measurements.
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3.2.2 Pulse Measurements in the EUV

Most techniques in EUV optics derive from the analogies, concepts, and techniques

from visible light optics. Measuring attosecond pulses is no exception. However, there

are many differences that make an all optical method in the EUV difficult. The reason

is that there are no large nonlinear all optical effects in the EUV5. While the one

photon absorption cross section in the EUV scales as ∼ (~ω)−3 the two photon cross

section scales approximately as σ2 ≈ σ2
1 or ∼ (~ω)−6[92]6. Due to the unfavorable

scaling so far all-optical nonlinear effects were only used in pulse measurements with

EUV pulses ~ω < 30 eV[91].

The nonlinearity requirement for pulse measurements is to allow for a multipli-

cation of the electric fields of the pulse and a gate in the FROG measurement. In

the previous section converting x-rays to electrons allowed for the direct interaction

with an electric field. Suppose an EUV pulse enters a low density gas. Atoms in the

gas will be ionized. The photoelectron will have a kinetic energy, KE = ~ω − Ip,

where KE is the kinetic energy, Ip is the ionization potential of the atom, and ~ω is

the energy of the photon. For a given (constant) gas pressure the number of pho-

toelectrons produced is proportional to the number of EUV photons in the pulse7.

The photoelectron wavepackets will also inherit the phase of the EUV pulse when

5There are nonlinear effects in the EUV that prodoce photoelectrons for example: two photo
above threshold ionization[91].

6This justifies the statement of why CEP is not important to EUV attosecond pulses. As CEP
is only important for nonlinear effects.

7This assumes the absorption cross section is constant for the energy range of the pulse.
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the electrons are from a well-defined transition, as in the case of ionization of noble

gasses. This creates a direct mapping between the EUV optical pulse and the photo-

electron wavepacket. The EUV intensity can be related to the number of produced

photoelectrons and the kinetic energy is related to the frequency (photon energy).

Time resolution can be obtained by overlapping the EUV pulse with a high inten-

sity IR pulse delayed by a time τ . The photoelectrons will then experience a force

proportional to the electric field of the IR pulse. This will in-turn modulate the kinetic

energies and phases of the photoelectrons. Detecting the number of electrons as a

function of kinetic energy and delay time τ produces an observable signal resembling

a spectrograph. If the IR gating pulse is fully known, then the photoelectron bunch

and hence the EUV attosecond pulse can be reconstructed. This method is the basis

of the “attosecond streak camera”[93] and of the “frequency resolved optical gating

for complete reconstruction of attosecond bursts” (FROG-CRAB)[94].

While the attosecond streak camera can only be used on isolated attosecond pulses

the FROG-CRAB method can be used on both isolated pulses and pulse trains. For

EUV pulse trains, another method, called RABBITT, that overlaps an IR pulse with

the EUV pulse train in a noble gas is also used. Instead of observing the streaked

electron, the signal is derived from a two-photon above threshold ionization process,

where one of the photons is an EUV harmonic and the other is an IR photon. This

method is called the “reconstruction of attosecond harmonic beating by interference

of two-photon transitions” (RABBITT)[95][96][97].
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3.2.3 Attosecond Pulse Measurements

To date, the shortest isolated pulses, measured at ~ω = 80 eV, have had a duration

of 80±5 attoseconds[3]. This section describes the author’s work on attosecond EUV

pulse measurements at the Max-Planck Institute for Quantum Optics (MPQ) and

Ludwig-Maximilians University (LMU) in Garching, Germany. The schematic for the

measurement is shown in figure 3.8. A 3.5 femtosecond CEP cosine stabilized, 800

nm, IR laser pulse was focused into a neon gas to produce high harmonic radiation.

The EUV and the IR radiation co-propagated into the measurement chamber. In the

measurement chamber, the EUV passed through a 300 nm zirconium (Zr) filter, used

to filter the EUV pulses and remove the lower harmonics, producing an isolated pulse,

while an adjustable aperture was used to adjust the IR intensity. The Zr filter blocks

the discrete harmonic region and allows the transmission of the cutoff continuum.

The GDD added by the filter compensates for the intrinsic chirp in the EUV pulse.

The EUV and IR were then reflected off a two component dichroic mirror (for a

detailed image of such an optic see figure 4.9 in chapter 4) and then focused into a

FROG-CRAB detection system8. The inner component of the mirror was coated with

a multilayer to reflect and focus the EUV (centered at ~ω = 80 eV), while the IR was

focused by the outer mirror. The two component optic is designed with the EUV optic

inside the IR optic because the divergence angle of the IR is larger than the divergence

8The FROG-CRAB consisted of a neon gas target and a time of flight electron spectrometer.
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angle of the EUV9. To center the EUV/IR overlap in time, the EUV component of

the optic could be moved relative to the outer IR component. Nanometer accuracy

position in the two surfaces permitted attosecond resolution (e.g. 3 nm displacement

resolution in the mirror translates to a 20 attosecond delay time accuracy between

EUV and IR).

Figure 3.8: This figure shows the scientific setup of the HHG generation and
pulse measurement chamber described in the text. Figure from collaboration with
MPQ/LMU[3].

The optics used for the EUV system are shown in figure 3.9. The optics consist of

a 300 nm Zr filter and a Mo/Si multilayer mirror. The multilayer required a FWHM

bandwidth of ∼28-30 eV (see figure 1.5), higher than the band-width limit (23 eV)

due to a non-Gaussian pulse shap. A Mo/Si multilayer with N = 2 bi-layer periods

and γ = .48 was chosen, fabricated using ion beam deposition, and measured at

the ALS beamline 6.3.2 (see section 1.2.4). A periodic multilayer was acceptable as

the Zr filter nearly compensated for the chirp in the EUV under the given intensity

9As stated in the introduction (section 1.3.3) the HHG signal obtains its coherent properties
directly from the driving laser[35].
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conditions.

Figure 3.9: This figure shows the EUV optics used in the experiment. The top figure
(A) shows the calculated transmission (blue curve) of a 300 nm Zr filter[16]. The
red dashed curve is the GD for the filter, the GDD can be calculated by taking the
derivative with respect to photon energy. The bottom figure (B) is the measured
reflectivity of the Mo/Si multilayer (blue curve) and the group delay based on phase
calculations. The multilayer reflectivity was measured at the ALS beamline 6.3.2.
Figure from collaboration with MPQ/LMU[3].

The pulse measurement FROG-CRAB spectrograph is shown in figure 3.10A. The

x-axis shows delay time between the EUV and the 3.5 femtosecond IR laser mirrors.

The y-axis is the energy of the recorded photoelectrons. The color represents the
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relative number of the photoelectrons. The measurement used 126 separate photo-

electron spectra with a delay of 80 attosecond between spectra and used ∼42,000

EUV pulses for each photoelectron spectra. Based on the IR driving laser pulse mea-

surement, used as a gate, a FROG reconstruction of the isolated EUV pulse is shown

in figure 3.10B the FROG-CRAB reconstruction indicates a pulse duration of 80±5

attoseconds FWHM. A GDD of φ′′(ω) = (1.5± .2)× 10−3 fs2 was also determined.

Figure 3.10: Subfigure A is the FROG-CRAB spectrograph taken from the pulse
measurements and described in the text. Subfigure B is a FROG reconstruction of
the attosecond pulse with the IR gate. Subfigure C gives the reconstructed intensity
and phase for the 80 attosecond pulse. The GDD is calculated from the Fourier
transform of the pulse. Figure from collaboration with MPQ/LMU[3].
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Chapter 4

Applications to Femtosecond Spin

Dynamics

4.1 Introduction to Femtosecond Spin Dynamics

An area, where femtosecond process are currently being investigated, is ultrafast

spin dynamics. In 1996, Beaurepaire and colleagues in a ground breaking demonstra-

tion showed that the demagnetization of a ferromagnet 3d transmission metal (Nickel)

took less then 200 fs[98]. This surprising result from Beaurepaire used visible light

magneto-optical Kerr effect (MOKE)[99] measurements to measure the magnetization

of the sample as a function of time delay after a femtosecond heating pulse (see figure

4.1). The result was surprising as the demagnetization was expected to take 100s

of picoseconds. The interpretation that this effect was magnetic in origin remained
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contested and controversial for a long time[100]. Only recently, with the adoption

of SXR techniques, has it been shown that the observed demagnetization is a real

magnetic effect[101]. This pioneering result by Stamm et. al.[101] also demonstrated

the practical limits of using current synchrotron sources for femtosecond spin stud-

ies. The experiment demonstrated the femtosecond nature of the magnetic effect,

however, the underlining physical process remains unknown.

Figure 4.1: This is the result of Beaurepaire’s MOKE experiments to determine
the demagnetization of nickel. The experiment shows normalized Kerr rotation at
remanence (no magnetic field applied) with respect to delay after a 60 fs, 7 mJ/cm2

heating pulse. The demagnetization of the sample is less than under 200 femtoseconds.
Figure from [98].

This section gives a brief overview on the current state of femtosecond spin dy-

namics. It also reviews recent experiments and attempts to explain the physical

mechanisms for the fast demagnetization.
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4.1.1 Models of Femtosecond Magnetics

The current understanding of femtosecond spin dynamics and demagnetization is

controversial, due to the complexity of energy and momentum transfer in a ferromag-

netic system on the feec time scale. The thermodynamics of magnetic systems can

be described using a three temperature model [98] as illustrated in figure 4.2. For

a nonmagnetic metal, the system can be thought of as containing only two compo-

nents: the electron gas in the conduction band and the ionic cores in a lattice. Using

the Born-Oppenheimer approximation1 , the motion (and hence temperature) of the

electrons is independent of the lattice. The ion cores can be excited via mechanical

motion such as pressure and deformation of the material (i.e. phonons), while the

electrons can be excited by currents or optical pulses2. For a magnetic material a third

component is needed to describe the spin system (i.e. another degree of freedom).

In a magnetic system, a third temperature is given to describe the degree of

freedom for spins in the material. This energy reservoir includes exchange interaction

and spin-orbit interactions. The magnetic temperature (energy term) can also be

described by magnetic oscillations (i.e. spin waves), also referred to as magnons.

A magnon is the equivalent excitation of thermal energy in a magnet, as a phonon

excitation is to the thermal energy in the lattice.

What occurs when an intense femtosecond laser pulse strikes a magnetic systems

1This approximation states that the electron motion can be separated from the nuclear motion.
2Electromagnetic radiation does transfer energy to the atom cores; however, as the mass of the

ion cores is much larger than the mass the electrons the energy transfer is negligible.
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Figure 4.2: This figure shows the three temperature model of a magnetic system and
the various channels for the transfer energy and momentum. Each energy reservoir
can be at a different temperature. In equilibrium they are at the same temperature.
The question mark for electron-spin interactions, τes, is the unknown femtosecond
transfer of orbital momentum being studied[102].

is a multistep process. First, the electrons are excited when the energy of the pulse

is absorbed which creates non-thermal electrons. These electrons, then, thermalize

quickly (less than 500 fs) to an electron temperature, Te. During and after the ther-

malization/relaxation process the electrons scatter off the lattice and cause phonons.

This transfers energy and reduces the electron temperature, Te, while increasing the

lattice temperature, Tl. All of this occurs on a time scale of the order of one picosec-

ond (1000 fs). The energy is then transfered to the spin system via phonon-magnon

interactions3 on a slow, 100s of picosecond, timescale. In nonmetals this theoretical

explanation accurately describes the experimental demagnetization. For example the

time resolved demagnetization of nonmetal FeBO3 with antiferromagnetic ordering is

around 700 picosecond[103]. However, this is not the case in metals, as demonstrated

3This interaction can be thought of as spin-orbit coupling of the magnetic ions through
magnetostriction[103][104].
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by Beaurepaire and confirmed by others[98][105][106] using various methods such as

photoemission from two-photon absorption. The demagnetization process occurs on

a timescale of a 100 fs but the exact mechanism is still unknown[107].

To understand the mechanism, other election-spin interactions have been re-

searched including relativistic electron bunch excitation[108], and inverse-Faraday

effect[109][110]. The problem with a direct electron-spin interaction, i.e. without

involving the slow lattice interactions, (in figure 4.2) is that it would violate the con-

servation of angular momentum. In other words if two electrons collide and scatter,

the electrons cannot change their spin(e.g. number of spins up to down must be

conserved).

One of the possible mechanisms that is discussed to explain femtosecond demag-

netization is the use of Elliot-Yafet scattering[111][112]. This method involves a con-

duction electron spin-flip scattering off an impurity atom or scattering off a phonon

in the lattice. This allows the electron to spin flip with the angular momentum

of the electron transfered to the lattice. This model relates the Gilbert damping

term[113], α, of the Landau-Lifshitz-Gilbert magnetic dynamic equation4, and the

Curie temperature, Tc, to the demagnetization time scale: τm = c0~/kBTcα. However,

recent experimental measurements have indicated that additional coupling methods

occur that are neglected in this model[107]. Other theories include the Stoner type

excitations[114] or significant changes in the band structure of the metal caused by

4The Landau-Lifshitz-Gilbert equation is used to describe the precessional motion of the magne-
tization in a solid.
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the heating pulse[101].

Currently the only measurement to confirm the magnetic effect uses time resolved

X-ray magnetic circular dichroism (XMCD) from a slicing undulator[115][101]. This

experiment utilized a femtosecond IR laser pulse to heat (pump) the sample and a

sliced (femtosecond) undulator SXR probe pulse. The magnetization was determined

by observing transitions from 2p1/2 and 2p3/2 to the conduction band using circularly

polarized SXR radiation. This technique, along with EUV magnetic techniques will

be discussed in the following section.

4.2 Comparison of Magnetic Probing Techniques

EUV and SXR magnetic probing techniques are powerful tools that allow for the

observation of element specific magnetic effects. In this section, a comparison is

given for magneto-optic techniques in the EUV to those in SXR. This is followed by

a description of possible femtosecond sources to be used in femtosecond spin dynamic

experiments.

4.2.1 Magnetic Effects in the EUV/SXR

Magneto-optic effects for visible wavelengths are well known[116][117]. In magneto-

optic measurements linearly polarized light is reflected off or transmitted through a

magnetic sample. The axis of linear polarization will rotate and the magnetic field
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determines the rotation angle. If the sample is measured in reflection, it is called the

magneto optical Kerr effect (MOKE). If it is measured in transmission it is called

a Faraday rotation. Quantum mechanically, magneto-optic effects are described by

Zeeman splitting. Light with right circular polarization will interact differently with

a magnetic material than light with left circular polarization. This is due to the

selection/transition rules. Circularly polarized light requires that ∆m in a dipole

transition be +1 for right circular polarization, and −1 for left circular polarization.

The difference of absorption for right and left circular polarization also leads to a dif-

ference in the real part of the index of refraction by the Kramers–Kronig relationship.

As linearly polarized light can be transformed into a basis consisting of right and left

circular polarization, this lead to rotation of linearly polarized light.

Analogous effects occur in the EUV and SXR range of the spectrum. However,

these effects only occur at absorption edges. Measurement techniques include X-ray

magnetic circular dichroism (XMCD)[118][119][120][121], Faraday rotation[122][123]

and MOKE[124]. EUV and SXR techniques probe electron transitions between oc-

cupied to unoccupied states. As the initial electron state is known and occupied,

absorption is a way to measure the density (number) of unoccupied states. For 3d

magnetic materials, the magnetization occurs because of the difference in populations

of the spin up electrons to the spin down electrons in the material. Figure 4.3 shows

a simplified band model for iron separated into spin up and spin down electrons. For

dipole transitions of circularly polarized light, the electron transition must match the
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Figure 4.3: This figure shows a simplified band picture of iron. The selection rules
require that a right or left circular polarized photon only interact with either the
majority or the minority spin carrier. Notice also that the 2p band is spin orbit split
while the 3p band is exchanged split and broad.

selection criteria (l = ±1 p→d transition5, ∆m = +1 right circular, ∆m = −1 left

circular ). This means that a right circularly polarized photon will only interact with

the majority carriers (spin up electrons) while a left circularly polarized photon will

only interact with the minority carriers (spin down electrons)67. As all the 2p and

3p states are filled, the number of free states above the Fermi energy determine the

amount of absorption. There is a critical difference between absorption in the 2p

5The p→s transitions are negligible.
6Transitions where the electron’s spin is flipped are small or forbidden[125].
7If the magnetic field is reversed then the left circularly polarized light will interact with the

majority and the right with the minority.
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(SXR) and the 3p (EUV). The 2p SXR levels are spin orbit split (2p1/2 and 2p3/2)

and localized, while the 3p EUV levels are broader and exchanged split[122] and itin-

erant (delocalized) states. Because the 2p levels are spin orbit split, sum rules are

used to determine how much of the magnetization is from spins and how much is

from orbital angular momentum[126][125]. In the 3p level absorption this is not the

case, the electrons are spread out is a delocalized band with a bandwidth of a few eV.

Meaning the physics of the EUV states are not the same as the discrete SXR case or

the same as continuous visible transition; they are somewhere in-between. Because

the 2p and 3p states couple to different aspects of a magnetic system, they can provide

complementary information about the dynamics of the system. One other aspect of

note, is that the XMCD signal of the 3p L2,3 (∼50%) is larger than the XMCD signal

at the 2p M2,3 edge (∼10%).

4.2.2 Free Electron Lasers Vs. High Harmonic Generators

There are many critical parameters in choosing a light source for dynamics exper-

iments. The critical parameters are the photon energy, pulse duration, photons per

pulse, and polarization. The photon energy determines the magnetic material as it

needs to correspond to an absorption edge. The photon energy (wavelength), along

with the optics, determines the achievable spatial resolution, which is critical for cer-

tain experiments. The pulse duration determines the temporal resolution and places

a limit on the physical processes that can to be studied. As can be seen in figure
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4.4 the processes of interest for femtosecond spin dynamics are spin fluctuations and

exchange interactions. Photon flux is critical as it determines whether a single pulse,

short time duration experiment is feasible. If the flux is low, then the experiment will

require numerous pulses. The increase in required repetitions is a critical concern as

the process under study may not be perfectly repeatable, or repeatable at all, creating

significant errors in the measurement. Polarization control is particularly important

for the study of spin dynamics.

Figure 4.4: The graph is of the various magnetic time scales and spatial scales. Shown
are also the magnetic probing ranges for EUV and SXR radiation with synchrotrons,
FEL and HHG sources.
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The current generation of synchrotron sources are limited for the study of spin dy-

namics8. Synchrotron radiation nominally consists of 100 picosecond pulses[1]. One

method used to obtain better time resolution at a synchrotron is to slice the electron

bunch with a femtosecond laser[115], laterally displace a section of the bunch, and

thus providing a shorter probe. This method has been used for the magnetic experi-

ments by Stamm[101]. However, slicing suffers from low photon flux, typically 1000

photons/(0.1% bandwidth) pulse[115]. Additionally, timing jitter leads to significant

temporal error bars of around 100 femtoseconds.

Alternatively it is just becoming feasable to study fs spin dynamics with high

harmonic generator and free electron lasers. An advantage of using HHG sources is the

ability to generate femtosecond EUV pulses, sometime extendable to the attosecond

regime. However, HHG is limited in the number of photons per pulse generated in the

spectral region of greatest interest for spin dynamic systems, the L-edges of Fe, Co and

Ni at 700-800 eV. Alternatively HHG might be used at the M-edges of these magnetic

materials, typically at photon energies of 50-70 eV, albeit with less sensitivity to spin

dynamics. In an isolated harmonic HHG can produce only 6 × 108 photons/pulse

in a single harmonic at 54 eV. Current technology has limited high harmonics with

reasonable flux to photon energies of about 30-50 eV, with decreasing flux to 100

eV and above[128]. In other words, current HHG sources cannot reach the 2p1/2,3/2

transition (L2,3 edges) in the 3d transition metals with enough flux to permit single

8Certain magnetic dynamics, such as the domain wall motion, occurs on the order of picoseconds
to nanoseconds and can be measured at standard synchrotrons[127].
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pulse femtosecond measurements.

Free electron lasers (FELs) provide an additional option, albeit just emerging, for

the study of femtosecond magnetic dynamics[129]. Free electron laser radiation is

similar to undulator radiation[1] but more intense, coherent, and most importantly

high photon flux in a single pulse. The intensity of the radiation produced by an

undulator is proportional to the number of electrons, N, in the electron bunch. In a

free electron laser, the electrons all radiate coherently9 with an intensity proportional

to N2. FEL’s are expected to generate as many as 1012 spatially coherent photons in

a single EUV or SXR pulse of about 200 fs duration. The current state of the art FEL

(FLASH) facility operates at a photon energy of 90 eV with 6 × 1012 photons/pulse

and a duration of less than 50 fs[130]. This pulse energy is enough to destroy most

samples[131]10. At this time there is only one free electron laser operating in the

EUV[130]. Within the next year or two SXR free electron lasers(such as LCLS at

Stanford[132]) are expected to come on line and be able to operate at the 2p edges

of 3d magnets. This will provide unique opertunities to probe spin dynamics with

appropriate photon energies and pulse durations. In the meanwhile we are pursuing

the use of HHG pulses at the M-edges.

9The electrons become coherent because the produced radiation from the undulator acts on the
electrons to form micro-bunches one wavelength apart. Each micro-bunch radiates in phase with all
the other electrons in the bunch.

10One solution is to use many identical samples, one for each time delay.
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4.3 Femtosecond Time Resolved Magnetic Mea-

surements in the EUV

This section describes the author’s preliminary experiment on femtosecond time

resolved EUV magnetic circular dichroism in collaboration with the Parmigiani group

in Trieste, Italy[133]. The experiment utilized a ferromagnet permalloy (Fe20Ni80)

sample, and it is the first in a series of experiments to obtain element specific spin

dynamic information. The ultimate goal is to develop a scientific instrument that

can give elemental specific interactions in spin systems. For example, a ferrimagnet

containing both iron and nickel would be interesting to study as the instrument would

be able to observe the demagnetization of the iron atoms independently to that of

the demagnetization of the nickel atoms. The following section will describe the

experimental setup, optics development, and first results of static measurements on

permalloy. These measurements will be compared to synchrotron measurements.

4.3.1 Experimental Setup

For this experiment, the author chose to use a high harmonic light source as FEL

sources are not currently available. As described in section 4.2.2, the choice of using

HHG currently limits the experiment to the 3p→3d transition M2,3 edges of iron and

nickel at 50-70 eV, as there is insufficient flux to make single pulse measurements

involving the 2p L-edges near 700-800 eV. Figure 4.5 shows the experimental setup.
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The HHG system used is the T-REX lab located at the Elettra Synchrotron in Trieste,

Italy. The high harmonic radiation was produced with a 2W, 800 nm, Ti-sapphire

laser working at 1kHz repetition rate. The pulse duration of the laser was approxi-

mately 50 fs. An intensity spectrum from the high harmonic source is shown in figure

1.11. The author chose the 35th harmonic corresponding to the Fe M2,3 absorption

edge at 54 eV (22.9 nm). The Fe M2,3 absorption edge is located at 52.7 eV, however

as stated is a few eV wide. Based on synchrotron measurements 54 eV produced a

large dichroic signal.

Figure 4.5: This is the experimental setup for the femtosecond time resolved EUV
MCD The HHG produces EUV radiaton co-propagating with the driving IR field.
The EUV is transmitted through a multilayer quarter wave plate, while the IR
passes around the outside. The EUV and IR are then focused off a two compo-
nent pump/probe mirror and onto the sample. My moving the EUV inner mirror in
the pump probe setup with respect to the outer mirror, a femtosecond time delay can
be obtained. The EUV reflects off the sample while the IR pump locally heats the
channel electron multiplier detector.

Downstream the HHG cell the EUV and IR co-propogate to the multilayer quarter-
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wave plate (see sections 2.5 and 4.3.2). The multilayer quarter-wave plate circularly

polarizes the 35th harmonic at 54 eV. The other harmonics pass through and the IR

is reflected off the multilayer. A significant part of the IR passes around the edge

of the multilayer quarter-wave plate and will be used as the probe. The light, then,

impinges upon a two component mirror. The outer mirror is gold coated and reflects

the IR while the inner mirror uses a multilayer to select and focus the EUV. The inner

EUV mirror can be moved independently with respect to the IR outer mirror along

the optical axis. This allows for a variable femtosecond time-delay to be obtained.

The light is then focused on the sample where the IR acts as a pump to demagnetize

the sample and the EUV probes the magnetic dynamics. Also, the sample stage has a

magnetic field that can be applied in the plane of the sample. The reflected EUV then

enters a channel electron multiplier that measures intensity of the signal. A channel

electron multiplier was chosen as a detector as it is insensitive to the IR signal. The

signal is then used as input in either a digital picoamp meter or a lock-in amplifier

that is locked to the laser frequency. Based on the multilayer bandwidth, the pulse

duration of the isolated harmonic was slightly smaller than that of the IR pump. This

gave a time resolution of the order the IR duration of 50 fs.

4.3.2 Optic Development

As the M2,3 absorption edges of iron and nickel are 52.7 and 66.2 eV respectively[83]

the author chose to form a multilayer mirror of zirconium/aluminum (Zr/Al). The
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material combination was chosen because the Al edge at 72.5 eV[134] makes it rela-

tively transparent and thus gives the multilayers better performance. Zirconium was

chosen because of its known interface compatibility with Al[135]. Four multilayer

optics were produced, two focusing and two quarter-wave plates, one set for the iron

edge and one set for the nickel edge.

Figure 4.6: This is the measured reflectivity curve for the inner pump mirror designed
for the Fe M2,3 edge 52.7 eV. This mirror was designed to have high reflectivity peak
at 54 eV corresponding to the peak of the magnetic dichroic signal a bandwidth of
4.5 eV. Giving a large rejection (factor of 20) of neighboring harmonics.

The multilayer focusing optic was designed with two parameters in mind, high

reflectivity and suppression of neighboring harmonics. The author decided to produce

multilayers with d-spacing = 11.8 nm, γ = 0.1 (Zr/d) and N = 50 bilayers. This

saturated the reflectivity and gave a factor of 20 suppression of the nearest neighbor

harmonics (3 eV away). Figure 4.6 shows the measured reflectivity curve for the
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multilayer optic at the operating angle of 5 degrees from normal.

Figure 4.7: This figure shows the degree of polarization of the multilayer quarter wave
plate designed for 54 eV. It was measured at the ALS beamline 6.3.2.

While developing the quarter-wave plate, it became necessary to explore the in-

terfaces of Zr/Al to accurately model and predict the properties of the quarter-wave

plate. The interfaces of Zr/Al multilayer have been relatively unexplored. Based on

reflectivity measurements at different gamma values and interface barrier testing (us-

ing boron-carbide B4C at alternating interfaces), it was estimated that the Al on top

of Zr interface was sharp (no measurable interdiffusion) and the Zr on top of Al had

an interdiffusion of ∼1 nm. Due to the incomplete knowledge of interface composition

and roughness, compared to the more well known Mo/Si, the performance of multi-

layer quarter-wave plates was expected to suffer slightly. For the top layer material, it

was determined that the optical properties of aluminum oxide produced lower reflec-
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Figure 4.8: The transmission of the multilayer quarter wave plate at the 45o angle
(Brewster angle) with linearly polarized light. The azimuthal angle is 50o for linearly
polarized light. This is the angle chosen for polarization measurement in figure 4.7.

tivity than those of zirconium oxide. For the multilayer quarter-wave plate, both the

top and bottom layers are Zr. Measurements of the multilayer quarter wave plates

were performed in the same manner as described in section 2.5. The polarization

curve and transmission measurements are shown in figures 4.7 and 4.8.

4.3.3 Preliminary Results

The optical setup of the experiment in the measurement chamber described in

figure 4.5 is shown in figure 4.9. The author and colleagues chose to start with static

magnetic contrast measurements, as no published work has been done using circu-

larly polarized HHG radiation. These static measurements would then be compared to
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Figure 4.9: The HHG experimental setup described in figure 4.5. The optical path
for the EUV is in light blue.

static measurements taken at the ALS. During the preliminary static measurements,

an Al filter is placed between the measurement chamber and the HHG chamber. This

is to block the IR light and to act as a pressure isolator between the chambers. The

experimental results of the static measurement are shown in figure 4.10. During mea-

surements with the HHG source positive and negative magnetic fields were alternated

at varying field strength. The coercivity results agree with the measurements taken

at the ALS beamline 6.3.2 (figures 4.12 and 4.13) of 1.8 Oersteds, as does the ratio of

dichroic signal. Figure 4.11 is a derived hysteresis loop based on the measurements

of figure 4.10. To the author’s knowledge, these are the first results of the production

of circularly polarized high harmonic light.
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Figure 4.10: The experimental results of a static HHG measurement with a permalloy
sample at the iron M2,3 (54 eV) edge. The measurements were performed at various
field strengths in an alternating fashion of positive and negative fields. The blue dots
represent the dichroic signal when the field increases in strength, while the red points
indicate the field while the magnet decreases in strength. Below 1.8 Oe there is no
way of controlling the direction of the magnetic field.

Figure 4.11: The derived hysteresis loop from the static HHG measurements given in
figure 4.10.
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Figure 4.12: This figure is a plot of the strength of the dichroic signal as a function of
photon energy and angle of incidence (degrees from grazing) as measured at the ALS.
This data helped assess what energies and angles to operate the HHG experiment at.
The peak dichroic signal was 10% and measurements agreed with [121].

Figure 4.13: This figure is part of a hysteresis loop measurement of permalloy com-
pleted at ALS beamline 6.3.2 using a multilayer quarter wave plate at the iron M2,3

edge.
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Chapter 5

Conclusion

Multilayer optics for extreme ultraviolet radiation have led to advancements in

many areas in science and technology. This thesis presented tools for the design

and fabrication of EUV multilayers for use with femtosecond and attosecond pulses.

Multilayers for bandwidth control, optimization of pulse compression and shaping,

tri-material multilayers, and transmission multilayers for polarization control were

presented. Developments and optimizations for aperiodic multilayers demonstrated

great promise for phase control and pulse shortening of extreme ultraviolet light on a

femtosecond/attosecond timescale. Tri-material multilayers for EUV photons in the

25-50 eV photon energy range obtained larger spectral bandwidths without sacrificing

peak reflectivity compared to bi-material multilayers. They extend the capability of

high harmonic sources for dynamic experiments. Transmission multilayers add the

ability to adjust the polarization of a femtosecond/attosecond EUV pulse and allow
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for probing of complex material interactions such as spin dynamics.

Metrologies using total electron yield, described in this thesis, enable the full phase

characterization of a multilayer optic. This knowledge is critical to ensure that fem-

tosecond and attosecond pulsed do not broaden in time. This knowledge will also be

useful for designing multilayer optics that will produce unique pulse structures.

Participation in the first published measurements of a sub-100 attosecond pulses[3]

was described. This included developments in EUV optical design and pump/probe

measurements using a FROG-CRAB setup. These 80 attosecond probe pulses will

continue to contribute to dynamical studies of gases and solids. These measurements

were done in collaboration with the Max-Planck institute for Quantum Optics and

Ludwig-Maximilians University in Garching, Germany, led by Professors Krausz and

Kleineberg.

Preliminary results in the pioneering work on spin dynamics using EUV pump/probe

techniques have been presented. This included optics development for polarization

controlled probing of M-edge transitions in Fe and Ni. This ongoing work will enable

first of their kind dynamical studies of complex spin systems. Preliminary experiments

have demonstrated the feasibility of producing circularly polarized femtosecond EUV

pulses from a high harmonic source and demonstrated EUV circular dichroism with

a femtosecond source. The first femtosecond EUV spin dynamics measurements are

ongoing, with plans for future work.

With new source development and the emerging availability of free electron lasers,
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critical to scientific contributions will be developments in EUV/SXR optics and

metrologies for these new pulsed sources. The multilayer designs described in this

thesis can be extended to the higher photon energies that become available with fem-

tosecond duration and can be used with those sources to enable these new scientific

studies.
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Appendix A

Analytic Modeling of Multilayers

In this appendix an analytical approximation formula for the peak reflectivity of a

multilayer is derived. Starting with the kinematical approximation[19] for multilayers:

r(ω) =
2N−1∑
j=0

rj,j+1(ω)ei2ϕj(ω) (A.1)

ϕj(ω) = ϕj−1(ω) +
2π

λ
nj(ω)dj sin θ (A.2)

where N is the number of bilayers, rj,j+1(ω) is the complex Fresnel reflection coeffi-

cient, nj = 1− δj + iβj is the index of refraction, and ϕ is the phase factor described

by equation A.2 (also ϕ0 = 0). Equation A.1 is an approximation that only single

reflections are taken into account. It is a good approximation as long as |r2
j,j+1| � 1.

If the multilayer is limited to normal incidence θ = π
2

and limit the case to two alter-

nating materials two simplifications can be made: sin θ = 1 and rj,j+1 = eiπrj+1,j+2.
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For the peak reflectivity the multilayer must satisfy the Bragg equation:

mλ0 = 2d sin θ (A.3)

d =
λ0

2
(A.4)

where d is the optical thickness of one bilayer. One more simplification is made that

the optical depth of each layer dj = λ0

4
(e.g. quarter-wave stack). Equation A.1 now

becomes:

r(ω) = |r(ω)|
2N−1∑
j=0

eijπe
i2

Pj
k=0

2π
λ0

λ0
4
nj(ω)

(A.5)

A simplification can be made if it is assumed that the index of reflectivity is

constant, and δ = 0, βj = βj+1 = β̄ then:

r = |r|
2N−1∑
j=0

ei2πje−jπβ̄ (A.6)

One can recognize that ei2πj = 1 for all j and the sum is a geometric series of finite

terms:
∑n−1

j=0 r
j = 1−rn

1−r . Then:

r = |r|1− e
−2Nπβ̄

1− e−πβ̄
(A.7)

R(N) = |r|2 1− 2e−2Nπβ̄ + e−4Nπβ̄

1− 2e−πβ̄ + e−2πβ̄
(A.8)

The formula for R(N) can be written with two fitting parameters: |r|2 being the

reflectivity per interface and πβ̄ as the average absorption.
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Appendix B

Polarization of Multilayer

Quarter-Wave Plate

The Jones matrix method of polarization[136] will be used to determine the proper

azimuthal angle to use the multilayer quarter-wave plate. The quarter wave plate can

be represented as a relative phase retarder:

P =

Tseiφs 0

0 Tpe
iφp

 (B.1)

where Ts is the transmission of s-polarization, φs is transmitted phase s-polarization,

Tp is the transmission of p-polarization, and φp is transmitted phase p-polarizion.

The electric field for s-polarization can be represented as:

~Es = |E|

1

0

 (B.2)
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The matrix P can be simplified, as we are only concerned with the relative phase

difference between s-polarization and p-polarization:

P = |Ts|

1 0

0 Tp
Ts
ei∆φ

 (B.3)

where ∆φ is the relative phase difference. The desired phase difference between s-

polarization and p-polarization is ∆φ = π/2 or −π/2. To determine the azimuthal

angle, θ, the multilayer quarter-wave plate matrix, P, is rotated by a rotation matrix

R(θ) (where θ is measured from the Ts transmission axis):

P(θ) = |Ts|

cos θ − sin θ

sin θ cos θ


1 0

0 e−iπ/2 Tp
Ts


 cos θ sin θ

− sin θ cos θ

 (B.4)

θ can be solved for the production of left circularly polarized light produced form

s-polarized light:

|a|

1

i

 = |Ts|

cos θ − sin θ

sin θ cos θ


1 0

0 −iTp
Ts


 cos θ sin θ

− sin θ cos θ


1

0

 (B.5)

|a|

1

i

 = |Ts|

 cos2 θ − i sin2 θ Tp
Ts

sin θ cos θ + i sin θ cos θ Tp
Ts

 (B.6)

giving equations:

|a| = |Ts|(cos2 θ − i sin2 θ
Tp
Ts

) (B.7)

i|a| = |Ts|(sin θ cos θ + i sin θ cos θ
Tp
Ts

) (B.8)

by multiplying equation (B.7) by i and substituting into equation (B.8)

|Ts|(+ sin2 θ
Tp
Ts

+ i cos2 θ) = |Ts|(sin θ cos θ + i sin θ cos θ
Tp
Ts

) (B.9)



133

Solving for either the imaginary or real part yields the same result:

Tp
Ts

=
cos θ

sin θ
⇒ Ts

Tp
= tan θ (B.10)

Showing that the desired angle is arctan Ts
Tp

= θaz.
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Appendix C

Semi-Analytical Solution for

Chirped Multilayers

This section is an attempt to justify1 why quadratically depth-graded multilayers

are used to compensate for GDD or chirp. The mirror reflectivity function r(ω) relates

to the impulse response of the multilayer optic through the Fourier transform:

r(ω) =

∫ ∞
0

r(t)e−iωtdt =

∫ ∞
0

|r(t)|eiφ(t)e−iωtdt (C.1)

where |r(t)| is the magnitude of the impulse response and φ(t) is the phase response.

For a chirped mirror (designed to cancel a chirp of an incoming pulse) the lowest

order term in φ (related to the GDD) goes as at2 where a is a constant. The impulse

1This is not an attempt to be a formal proof.
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response can be approximated as:

r(ω) ≈
∑
t

|r(t)|eiφ(t)e−iωt (C.2)

Using the kinematical approximation (from appendix A) we obtain:

r(ω) ≈
2N−1∑
j=0

rj,j+1(ω)e2i
Pj
k=0

2π
λ
nk(ω)dk sin θ (C.3)

Solving for normal incidence sin θ = 1 and using the approximations that the index

of refraction for both materials are constant rj,j+1 = |r|eiπj and n = 1 + iβ̄ then

equation (C.3) becomes:

r(ω) ≈
2N−1∑
j=0

|r|e−2 2πβ̄
λ

Pj
k=0 dkei(πj+2 2π

λ

Pj
k=0 dk) (C.4)

For the absorptive (real exponential) we can approximate the absorption to that of a

quarter-wave stack. A depth function can be defined
∑j

k=0 dk ≡ z[j] Equation (C.4)

then reduces to2:

r(ω) ≈
2N−1∑
j=0

|r|eπβ̄jei(πj+
2ω
c
z[j]) (C.5)

The depth function z[j] can be converted into a time function of the phase velocity

z[j] = Vphaseτ [j] in the EUV we approximate Vphase = c.

r(ω) ≈
2N−1∑
j=0

|r|eπβ̄jei(πj+2ωτ [j]) (C.6)

The impulse response equation (C.2) must equal equation (C.6) as both equations

equal r(ω): ∑
t

|r(t)|eiφ(t)e−iωt ≈
2N−1∑
j=0

|r|eπβ̄jei(πj+2ωτ [j]) (C.7)

22π/λ = ω/c is being substituted for later convenience.
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The complex phases of equation (C.7) must be equal.

φ(t)− ωt ≈ πj + 2ωτ [j]⇒ φ/2ω + t/2− πj/2ω = τ [j] = cz[j] (C.8)

For a chirped pulse:

z[j] = at2/2ωc+ t/2c− πj/2ωc (C.9)

This equation implies that a quadratically depth grated multilayer (with layer thick-

ness d[j] = z[j + 1]− z[j]) will produce a chirped multilayer.
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