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ABSTRACT OF THE DISSERTATION 

Mechanisms underlying spontaneous activity in the developing retina 

by 

Aaron Gregory Blankenship 

Doctor of Philosophy in Neurosciences 

University of California, San Diego, 2009 

Professor Jeffry Isaacson, Chair 

Many circuits in the developing nervous system generate spontaneous activity. 

 This phenomenon has been studied extensively in the developing retina.  Before 

vision is possible in the retina, neighboring retinal ganglion cells, the retina's 

projection neurons, spontaneously fire correlated bursts of action potentials separated 

by long periods of silence.  This bursting activity propagates across the retina in the 

form of "retinal waves".   

My overall goal was to elucidate the transient features of the developing retina 

that are the synaptic basis of retinal waves.  In the adult retina, circuitry is organized 

vertically, such that signals travel from the light-sensitive photoreceptors, through a 

class of excitatory interneuron known as bipolar cells, to retinal ganglion cells, 

whence the signal is transmitted to the brain.  Hence, in the adult retina, each point in 
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visual space is represented by excitation in a small group of cells, with minimal lateral 

communication among neighboring groups of cells.  In contrast, during development, 

retinal waves propagate laterally across many degrees of visual space.  

Using a combination of transgenic mice and physiological recordings from 

acutely isolated mouse retinas, I tested two hypotheses regarding how activity 

propagates laterally across the retina during development.  First, I tested whether 

extrasynaptic glutamate provides a source of coupling among neighboring bipolar 

cells.  Second, I tested whether specific neuronal connexins, which are the proteins 

that form electrical synapses, are involved in wave generation. 

 These experiments will help us to better understand the mechanisms by which 

cells in the brain form the correct connections during development.  The knowledge 

gained from these experiments may help to explain congenital defects of the visual 

system and could be used to help reestablish connections in the injured brain. 

 



I. Mechanisms underlying spontaneous patterned 

activity in developing neural circuits. 

 

 

Abstract 

  Patterned, spontaneous activity occurs in many developing neural circuits, 

including retina, cochlea, spinal cord, cerebellum and hippocampus, where it provides 

signals that are important for the development of neurons and their connections. 

Despite differences in adult architecture and output across these various circuits, the 

patterns of spontaneous network activity and the mechanisms that generate it are 

remarkably similar. Interestingly, spontaneous activity is robust; if one element of a 

circuit is disrupted another will generate similar activity. This research indicates that 

developing neural circuits exhibit transient and tunable features that maintain a robust 

source of correlated activity during critical stages of development. 

 

Introduction 

One way to understand the complexity of neural circuits is to understand how 

their connectivity emerges during development. The traditional model of brain 

development includes two phases: an early phase during which a coarse wiring of the 

nervous system is laid out, followed by a later phase during which the coarse 

connections are refined. In this model, the developmental events that underlie the 

coarse wiring are the result of predetermined genetic programs and occur independent 

of neural activity, whereas the refinement is a result of interactions between the 
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nervous system and the outside world. For example, the traditional view of visual 

system development is that a genetic program specifies the organization of projections 

from the retina to the brain and among visual areas within the brain, whereas once 

vision matures, neural activity driven by visual experience refines the coarse neuronal 

circuits into their adult pattern of connectivity. 

This traditional model is slowly being modified to accommodate an 

overwhelming number of observations that neural activity and genetic programs 

interact to specify the composition and organization of neural circuits during all stages 

of development. Even at extremely early stages, well before synapses form, neurons 

and neuronal precursors exhibit spontaneous electrical and chemical activity. These 

early forms of activity, which often occur on a cell-by-cell basis and are not typically 

correlated across cells, influence developmental events such as neuronal 

differentiation, establishment of neurotransmitter phenotype, and neuronal migration 

(Owens and Kriegstein, 2002, Spitzer, 2006). 

As neurons start to form synaptic connections and functional circuits begin to 

emerge, spontaneous activity becomes correlated across large groups of neighboring 

cells. This spontaneous network activity has been observed in many parts of the 

developing nervous system, and it serves a variety of purposes. In developing sensory 

epithelia, in particular the retina (Galli and Maffei, 1988, Meister et al., 1991) and 

cochlea (Tritsch et al., 2007), spontaneous network activity correlates action potential 

firing among projection neurons during a period of development when these 

projections are forming sensory maps (Torborg and Feller, 2005, Forsythe, 2007, 

Kandler et al., 2009). Spontaneous activity is also observed in developing spinal cord 
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(Landmesser and O'Donovan, 1984), where it contributes to motoneuron path-finding 

(Hanson et al., 2008), maturation of synapses (Gonzalez-Islas and Wenner, 2006), and 

development of pattern-generating circuits within the cord (Myers et al., 2005, Marder 

and Rehm, 2005). In forebrain structures such as the hippocampus (Ben-Ari et al., 

1989, Garaschuk et al., 1998) and neocortex (Garaschuk et al., 2000, Corlew et al., 

2004), as well as hindbrain (Gust et al., 2003), midbrain (Rockhill et al., 2009), and 

cerebellum (Watt et al., 2009), it has been postulated that spontaneous activity 

contributes to the development of local circuits (Moody and Bosma, 2005, Mohajerani 

and Cherubini, 2006).  

This Review describes the cellular mechanisms that underlie the generation of 

correlated firing patterns in immature neural circuits soon after the onset of synapse 

formation. We do not attempt to review all of the mechanisms that underlie 

spontaneous activity in multiple brain areas. Rather, our goal is to highlight the 

remarkable parallels found in the mechanisms used by different circuits. Spontaneous 

activity in neurons is correlated by transient excitatory networks that are formed 

through a variety of mechanisms, such as a depolarizing action of GABA, transient 

synaptic connections, extrasynaptic transmission, and gap junction coupling. The 

recurrent excitatory connections within these networks amplify interactions between 

spontaneously active cells, initiating correlated network activity. In addition, these 

networks are highly resistant to perturbation — a pharmacological or genetic 

disruption of critical network components leads to an expression of alternative circuit 

mechanisms that generate activity similar to the endogenous pattern, suggesting that 
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redundancy is built into neural circuits to ensure that the spontaneous activity is 

maintained. 

 

General features of spontaneous network activity patterns 

Spontaneous network activation has been observed in multiple developing 

circuits, but has been best characterized in the retina, spinal cord and hippocampus. (A 

wide range of spontaneous activity patterns analogous to those observed in the 

hippocampus has also been described in neocortex (for a review, see Khazipov and 

Luhmann, 2006).  The activity patterns in these diverse structures share several 

features during development. In all three cases, spontaneous network events are 

comprised of large, slow depolarizations crested by bursts of action potentials (Table 

1). Another common feature is that excitatory interneurons have a role in the 

generation of spontaneous activity.  Recently, spontaneous network activity has also 

been described in developing cochlea (Tritsch et al., 2007) and cerebellum (Watt et al., 

2009). Although the details are not yet fully understood, the strategies used by the 

cochlea and cerebellum are comparable to those previously described in the retina, 

spinal cord, and hippocampus. Schematics of the functional circuits that mediate 

spontaneous network depolarizations in each of these brain structures are provided in 

Figure I-1.   

The projection neurons of the retina, retinal ganglion cells, exhibit spontaneous 

bursts of action potentials separated by extended periods of silence during 

development (Galli and Maffei, 1988) (Figure I-1a). These bursts of action potentials 

spread as waves of depolarization across the retina (Meister et al., 1991, Wong et al., 
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1993), which earned them the name retinal waves.  Retinal waves propagate 

throughout the developing visual system, inducing similar burst patterns within the 

dorsal lateral geniculate nucleus of the thalamus (Mooney et al., 1996, Weliky and 

Katz, 1999) and in visual cortex (Hanganu et al., 2006). Spontaneous network 

activation appears very early in development, after retinal ganglion cells have 

extended axons to their primary targets in the brain, and lasts until the eyes open, 

which occurs at postnatal day 13-14 in mice. During this time, as the circuits that 

mediate retinal waves change, so too change the details of the resulting firing patterns 

(Table 1).  In the latest stage, retinal waves briefly co-exist with visual responses, 

presumably using parallel circuitry. 

In spinal cord, motoneurons exhibit episodes of large rhythmic depolarizations 

separated by extended periods of silence, a firing pattern that drives embryonic limb 

movements (Hamburger, 1963, Provine, 1972).  This spontaneous network activity has 

been observed over an extended period of development, from before motoneurons 

innervate muscle fibers (Milner and Landmesser, 1999) until central pattern generator 

circuits are functional, which occurs in late embryonic development (Yvert et al., 

2004, Ren and Greer, 2003, Xu et al., 2005). As in the retina, the circuits that mediate 

spontaneous activity in the spinal cord and the resulting pattern of activity change 

during development (Bekoff, 1976) (Figure I-1b). 

In the developing hippocampus, pyramidal cells exhibit two distinct patterns of 

spontaneous correlated firing (Crepel et al., 2007). Synchronous plateau assemblies 

(SPAs), which in mice span the period from a few days before to a few days after 

birth, are characterized by bursts of plateau potentials and are correlated across 3-7 
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neurons.  Later, hippocampal neurons exhibit giant depolarizing potentials (GDPs; 

Figure I-1c), which occur for a week, overlapping briefly with the end of the SPAs. 

GDPs are characterized by slow depolarizations that are correlated across many 

neurons and are differentiated from SPAs pharmacologically (Garaschuk et al., 1998, 

Allene et al., 2008, Leinekugel et al., 1997).  

Prior to the onset of hearing, spontaneous bursts of action potentials have been 

recorded in the auditory nerve. These bursts follow a pattern similar to those in the 

retina: short active periods are followed by quiet periods that range from seconds to 

minutes, depending on the species (Gummer and Mark, 1994, Jones et al., 2001, Jones 

et al., 2007, Lippe, 1994). A recent study revealed that this activity originates in the 

developing cochlea, where a transient population of support cells spontaneously 

depolarizes hair cells (Tritsch et al., 2007) (Figure I-1d).  Inner hair cells in turn 

depolarize spiral ganglion cells, the cochlear projection neurons. This correlated 

spontaneous activity dissipates at the onset of hearing (Jones et al., 2001, Lippe, 

1994). 

 Recently, spontaneous network activation has been characterized in the 

developing cerebellum (Watt et al., 2009) (Figure I-1e).  Here, Purkinje cells, which 

are the cerebellar projection neurons, fire bursts of action potentials that propagate 

from the apex toward the base of cerebellar lobules. Intervals between bursts are much 

shorter here compared to the other circuits described above. The spontaneous rhythmic 

activity in the cerebellum is found in the first postnatal week of development, 

preceding the formation of the primary inputs to Purkinje cells.  
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Early pacemaker networks in the nervous system 

In the absence of external stimuli, what triggers the large correlated 

depolarizations that characterize spontaneous activity in developing circuits? In the 

adult nervous system, spontaneous firing in a variety of networks, such as motor 

circuits (Harris-Warrick, 2002), is driven by pacemaker neurons. Pacemaker neurons 

exhibit unstable membrane potentials driven by a cyclical interplay of depolarizing 

and hyperpolarizing conductances.  Pacemakers in the adult nervous system are 

typically depolarized by either a hyperpolarization-activated cation conductance (Biel 

et al., 2009) or a persistently active sodium conductance (e.g. in respiratory system 

(Rybak et al., 2007)). Depolarization activates a calcium-activated potassium 

conductance, generating an afterhyperpolarization (AHP) (Bond et al., 2005).  The 

AHP prevents further depolarization, and the duration of the AHP sets the period of 

depolarizing events. Such a complement of conductances in adult pacemaker neurons 

typically leads to membrane potential oscillations with a period of tens of milliseconds 

to seconds.  However, spontaneous network depolarizations during development 

typically initiate with longer intervals between events.  To initiate network activity 

with a range of periodicities, developing circuits use varying combinations of 

pacemaker-like intrinsic membrane properties and network interactions. 

Perhaps the simplest example of the interaction pacemaker-like conductances 

and network properties is found in the developing cerebellum. Purkinje cells 

spontaneously fire in the absence of any synaptic input (Raman and Bean, 1997), and 

therefore serve as the pacemaker neurons.  During development, network interactions 

in the form of depolarizing GABAergic synapses entrain nearby Purkinje cells to fire 
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in phase such that waves of depolarization propagate down a chain of Purkinje cells 

(Watt et al., 2009).  Consistent with computational models (Watt et al., 2009), this 

leads to an inter-wave interval of about 100 msec. 

Giant depolarizing potentials (GDPs) in the hippocampus are triggered by CA3 

pyramidal cells, which spontaneously fire bursts of action potentials (reviewed in Ben-

Ari, 2001).  The bursts of CA3 pyramidal cells, both during development and in the 

adult, are driven by a persistent sodium current and are terminated by a slow AHP, 

which lasts 3-4 seconds and is mediated by a calcium-activated potassium 

conductance (Sipila et al., 2006, Sipila et al., 2005). Blockade of the AHP decreases 

the inter-event interval from 3 seconds to less than 2 seconds, suggesting that the 

frequency of GDPs is set by the kinetics of these conductances. Similar to cerebellum, 

network interactions mediated by recurrent excitatory connections between CA3 

pyramidal cells and excitatory connections with GABAergic interneurons (as 

described below) entrain depolarizations among neighboring cells, thereby prolonging 

the AHP and setting the frequency of GDPs. A similar organization is observed in 

neocortex (Lischalk et al., 2009) and midbrain (Rockhill et al., 2009), where clusters 

of pacemaker neurons are the sites of repeated event initiation. 

The periodicity of spontaneous activity in the developing retina is not fixed by 

the membrane conductances of the network’s pacemaker neurons, as it is in 

cerebellum and hippocampus.  Instead, the periodicity emerges from an interplay 

between the connectivity of the network and the properties of the developing retina’s 

pacemaker neurons, as has been explored both computationally (Butts et al., 1999) and 

experimentally (Zheng et al., 2006). Early retinal waves are initiated by a class of 
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cholinergic interneurons called starburst amacrine cells (Zhou, 2001). During waves, 

depolarizations in starburst amacrine cells are followed by a slow AHP lasting 15-30 

seconds (Zheng et al., 2006), which is roughly the minimum interval between event 

initiations. These extremely slow AHPs, which are similar to slow AHPs characterized 

in hippocampus, thalamus, and peripheral nervous system (Lancaster and Nicoll, 

1987, Sah and Isaacson, 1995, Sah, 1996, Sah and Faber, 2002, Vogalis et al., 2003), 

are thought to be regulated by the cAMP/PKA second messenger pathway (Goaillard 

and Vincent, 2002, Neylon et al., 2006). Consistent with this hypothesis, elevating 

cAMP significantly reduces the duration of slow AHPs recorded in starburst amacrine 

cells (Zheng et al., 2006) and increases the frequency of retinal waves (Stellwagen et 

al., 1999).  The conductance underlying the spontaneous depolarization of starburst 

amacrine cells is less clear. In contrast to the robustly firing pyramidal cells in the 

CA3 region of hippocampus or Purkinje cells in the cerebellum, individual starburst 

cells undergo cell autonomous spontaneous depolarizations with a frequency lower 

than the initiation rate of spontaneous network activity (Zheng et al., 2006).  However, 

starburst cells are densely interconnected by excitatory, cholinergic synapses. It has 

been postulated that these synaptic interactions cause neighboring starburst cells to 

depolarize each other, generating a retinal wave and inducing a large calcium influx in 

each starburst cell.  The calcium causes a large AHP, making starburst cells refractory 

to further depolarization.  As more starburst cells recover from this refractory period 

the likelihood of another network depolarization increases (Butts et al., 1999). Hence, 

the minute-long interval between retinal waves is due to pacemaker conductances that 

are activated by network interactions (Hennig et al., 2009).  
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In contrast to the retina, hippocampus and cerebellum, no pacemaker neuron 

has been identified in the developing spinal cord. Rather, the periodicity of 

spontaneous network activity in the developing spinal cord is thought to be dependent 

on the properties of recurrent excitatory interactions in the network.  The spinal cord 

contains cholinergic, glutamatergic, GABAergic, and glycinergic neurons, but all of 

the connections in the developing spinal cord are depolarizing (see below).  Immature 

spinal neurons continuously release neurotransmitters onto one another, but the 

efficacy of synaptic connections changes as a function of activity (Chub and 

O'Donovan, 2001, Fedirchuk et al., 1999, Marchetti et al., 2005, Tabak et al., 2000, 

Chub et al., 2006).  Immediately after an episode of spontaneous activity the network 

is most depressed, so the ongoing synaptic excitation within the network is not 

powerful enough to trigger another event. As the network recovers from the previous 

event the ongoing synaptic excitation increases in efficacy, until eventually the 

neurons reciprocally excite one another enough to trigger another network-

encompassing event.  An important component of the network in spinal cord is a 

population of GABAergic interneurons that form strong synapses onto motoneurons 

(Wenner and O'Donovan, 2001).  During an episode of network activity, which can 

last as long as 60 seconds, sustained activation of GABAA receptors leads to a massive 

efflux of chloride (Chub and O'Donovan, 2001). As an episode progresses the 

intracellular concentration of chloride is reduced to such an extent that the reversal 

potential for chloride becomes more hyperpolarized than before the episode, causing 

GABA and glycine to be less excitatory. In this scenario, the long interval between 

events is due to chloride re-accumulation in motoneuron dendrites via chloride 
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transporters (Chub and O'Donovan, 2001, Marchetti et al., 2005, Chub et al., 2006).  

Evidence for a reduction in the excitatory drive is provided by the reduction of the size 

of GABAA-mediated postsynaptic currents following a network event.  In addition, 

blockade of the chloride-accumulating transporter NKCC1 can block spontaneous 

network activity during development (Marchetti et al., 2005), indicating that lowering 

levels of intracellular chloride reduce the excitability of the network. 

Recent research has provided a model for the generation of spontaneous bursts 

of action potentials in the auditory nerve. In the developing rat cochlea, periodic 

release of ATP from inner supporting cells depolarizes inner hair cells, which then 

release glutamate onto the afferent dendrites of spiral ganglion neurons and initiate 

bursts of action potentials (Tritsch et al., 2007).  Although ATP-mediated currents 

occur in hair cells at a rate of about three to four per minute, action potential bursts 

appear in spiral ganglion neurons only once per minute (Tritsch et al., 2007), possibly 

because only a subset of ATP-mediated currents are large enough to depolarize hair 

cells sufficiently to trigger glutamate release.  At present, little is known about the 

mechanisms that regulate the timing of ATP release from supporting cells and thus the 

timing of action potential bursts in the auditory nerve. (Tritsch et al., 2007) 

 

Transient features of developing networks  

The patterns of spontaneous network activity observed during development 

differ in many ways from the activity patterns of the adult nervous system. A dramatic 

example is found in the retina: here, adult circuits are organized along a “vertical” 

axis, which limits the lateral spread of excitatory signals in order to preserve a high-
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acuity representation of visual space. In contrast, during development spontaneous 

network activity in the form of retinal waves propagates laterally across large areas of 

tissue that represent several degrees of the visual field. This lateral spread of activity is 

a result of several connectivity features that are present only during a finite period of 

development, and which are described below. 

 

Depolarizing GABA 

 A prominent feature of several developing circuits that is crucial for activity 

propagation is the excitatory action of GABA and glycine, which in the adult brain act 

as inhibitory neurotransmitters. This depolarizing action of canonically inhibitory 

transmitters is primarily due to high intracellular concentrations of chloride at early 

ages: when a GABAA receptor is activated, chloride exits the cell, which causes 

depolarization. As neurons mature, they change their complement of chloride 

transporters, which leads to a decrease in intracellular chloride (Ben-Ari, 2002). In the 

spinal cord, hippocampus, neocortex and cerebellum, the cells that will become 

inhibitory interneurons in adulthood are the primary source of depolarization during 

development (Ben-Ari et al., 2007, Blaesse et al., 2009).  Although activation of 

GABAA receptors is depolarizing in the developing retina (Zhang et al., 2006, 

Sernagor et al., 2003, Leitch et al., 2005), GABAA receptor antagonists do not block 

retinal waves (though they do modulate wave properties (Stellwagen et al., 1999, 

Wang et al., 2007)), and GABA signaling is not required for spontaneous network 

activity in the developing cochlea. 
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Depolarizing GABA is critical for the generation of GDPs in the developing 

hippocampus (Garaschuk et al., 1998, Allene et al., 2008, Leinekugel et al., 1997). 

GDPs are blocked by ionotropic glutamate and GABAA receptor antagonists and the 

age at which activation of GABAA receptors is no longer depolarizing is the age at 

which GDPs disappear (Leinekugel et al., 1997). This is in contrast to the earlier form 

of spontaneous network activity in the hippocampus, SPAs, which are not dependent 

on GABAA signaling, but rather on L-type calcium channel activation and gap 

junction coupling (Crepel et al., 2007) (see table). 

Spontaneous activity in the developing spinal cord is also strongly influenced 

by depolarizing GABA and glycine (O'Donovan et al., 1998). In the spinal cord, 

spontaneous network activity is blocked by GABAA receptor antagonists. (Note, this 

blockade is transient; activity returns after 30 min in GABAA receptor antagonists101.  

Also, see below.)  As described above, episodes of bursting activity and the 

underlying waves of depolarization are likely to be initiated by massive GABA 

release, and then terminated by a switch in the chloride gradient such that GABA 

temporarily becomes less excitatory (Marchetti et al., 2005, Chub et al., 2006). Also 

similar to hippocampus, spontaneous network activity in spinal cord disappears around 

the time activation of GABAA receptors ceases to be excitatory (Yvert et al., 2004, Xu 

et al., 2005). 

Depolarizing GABA is the sole source of coupling involved in generating 

spontaneous network activity in the developing cerebellum (Watt et al., 2009).  

GABAergic Purkinje cells, which are the primary projection neurons of the 

cerebellum, make local synaptic connections with neighboring Purkinje cells. These 
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local axon collaterals are not distributed uniformly within the cerebellar network. 

Instead, the density of Purkinje-Purkinje connections is higher for cells located closer 

to the base of each cerebellar lobule. Purkinje cells spontaneously spike at all ages, but 

the existence of depolarizing GABAergic connections between nearby Purkinje cells 

during the first postnatal week entrains the firing of neighboring Purkinje cells, 

generating a propagating wave that travels preferentially in the direction of higher-

density local connections, i.e. towards the base of the cerebellar lobules. When 

GABAA signaling becomes inhibitory in the second postnatal week, a computational 

model predicts that Purkinje cells would still be entrained, but that the direction of 

propagation would switch (Watt et al., 2009), with waves starting from the base of a 

lobule and propagating toward the apex. Local axon collaterals among Purkinje cells 

persist until adulthood but form many fewer synaptic connections. Hence, as the 

cerebellum matures and the functional connections between nearby Purkinje cells are 

reduced, the substrate for propagation disappears. 

 

Transient connections 

The second feature of developing networks that is crucial for generating 

spontaneous network activity is the existence of circuit components that are uniquely 

expressed during development. These transient components, such as the local axon 

collaterals of Purkinje cells described above and expression of neurotransmitter 

receptors, provide a substrate for correlating activity across populations of cells that 

are not directly connected in the adult.  
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The retina provides another example of transient components that form a 

substrate for wave propagation. During the first postnatal week, retinal waves 

propagate via a network of starburst amacrine cells (Zhou, 2001). Immature starburst 

amacrine cells undergo spontaneous depolarizations and release both acetylcholine 

and GABA onto neighboring starburst amacrine cells (Zheng et al., 2006, Zheng et al., 

2004). Hence, it has been proposed that cholinergic waves are initiated by spontaneous 

depolarizations in starburst amacrine cells and propagate via connections with other 

starburst amacrine cells.  In contrast to its role in spinal cord, hippocampus and 

cerebellum, depolarizing GABA is not required for retinal wave propagation.  Rather, 

retinal waves propagate through a recurrent cholinergic network of cells linked by 

nicotinic acetylcholine receptors (nAChRs), which are transiently expressed at 

synapses among starburst amacrine cells during development (Zheng et al., 2004). At 

the age when starburst amacrine cells stop expressing nAChRs and are therefore no 

longer connected via excitatory synapses, the cholinergic waves disappear (Zhou, 

2001) and are replaced by glutamatergic waves, as discussed below. 

Similar to the retina, spontaneous network activity in the spinal cord may also 

depends on connections that exist early in development but become functionally 

insignificant in the adult.  During development, motoneurons form local excitatory 

connections with other motoneurons (Nishimaru et al., 2005) and with local 

GABAergic interneurons called Renshaw (Nishimaru et al., 2005, Mentis et al., 

2005).  Also, during development, Renshaw cells receive glutamatergic inputs from 

sensory neurons (Nishimaru et al., 2005, Mentis et al., 2006), Though motoneuron 
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inputs to Renshaw cells persist into adulthood, motoneuron-motoneuron synapses and 

sensory-neuron - Renshaw synapses do not remain functional (Mentis et al., 2006). 

  The developing cochlea uses a similar strategy to sustain spontaneous 

correlated activity early in development.  Prior to the onset of hearing, hair cells are 

periodically depolarized through activation of purinergic receptors by ATP released 

from neighboring supporting cells (Tritsch et al., 2007). The supporting cells comprise 

a transient structure, Kölliker’s organ, which is present only during a short period of 

development (Forsythe, 2007). Furthermore, preliminary studies in rats indicate that 

hair cells express purinergic receptors only for a transient period from a few days after 

birth to around the time of hearing onset [N. X. Tritsch and D. E. Bergles, 

“Developmental Regulation of Spontaneous Cochlear Activity”, Association for 

Research in Otolaryngology, Annual Meeting, 2009]. Hence, the transient source of 

ATP-secreting cells and the transient expression of receptors are likely to dictate the 

period of development during which spontaneous activity in the cochlea is present.  

 

Extrasynaptic glutamate 

There is growing evidence that extrasynaptic transmission plays a part in 

propagating the waves of depolarization in developing networks before synaptic 

structures achieve their mature state (Demarque et al., 2002).  In addition to mediating 

direct synaptic communication, neurotransmitters released from a presynaptic cell can 

“spill” out of the synaptic cleft and activate extrasynaptic receptors: on the 

postsynaptic cell, on the presynaptic terminal and on other neighboring neurons and 

glia.  Extrasynaptic glutamate has been implicated in regulating the early 
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differentiation of neurons in the ventricular zone (LoTurco et al., 1995) and might 

modulate neuronal migration (Manent et al., 2005). Currently it is thought that at later 

developmental stages, retinal waves and hippocampal GDPs are mediated, at least in 

part, by extrasynaptic glutamate. 

In the retina, during the period just prior to eye-opening, spontaneous 

correlated activity is no longer dependent on acetylcholine release from starburst 

amacrine cells, but rather on glutamate release from bipolar cells (for review see 

Torborg and Feller, 2005).  In contrast to the starburst amacrine cells, whose processes 

form a dense lateral network, neighboring bipolar cells are not synaptically connected. 

Each bipolar cell has a very small axonal process, forming glutamatergic synapses on 

a small part of the total dendritic tree of its target ganglion cell. Recently we have 

demonstrated that retinal waves are accompanied by large transient increases in 

extrasynaptic glutamate (Blankenship et al., 2009). This extrasynaptic glutamate 

provides a possible source of depolarization that is not limited to cells directly 

postsynaptic to bipolar cell release sites. 

Does extrasynaptic glutamate mediate wave propagation? Interestingly, 

elevating extrasynaptic glutamate by pharmacologically blocking glutamate 

transporters, which tightly regulate glutamate levels outside the synaptic cleft, 

significantly reduces variability in wave speed, making slow waves faster and fast 

waves slower (Blankenship et al., 2009). This observation indicates that extrasynaptic 

glutamate positively and negatively regulates wave propagation.  Extrasynaptic 

glutamate is known to be both excitatory and inhibitory in the adult retina (Chen and 

Diamond, 2002, DeVries et al., 2006, Veruki et al., 2006).  As there is no reliable way 
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to block extrasynaptic glutamate signaling independent of synaptic glutamate 

signaling, it is not know whether extrasynaptic glutamate transmission is required for 

wave propagation. 

A role for extrasynaptic glutamate has also been demonstrated in developing 

cortex (Demarque et al., 2004, Milh et al., 2007), hippocampus (Cattani et al., 2007) 

and brain stem (Sharifullina and Nistri, 2006), where increasing extracellular 

glutamate profoundly alters the patterns of spontaneous network activation. In 

hippocampus, episodic elevations of extrasynaptic glutamate levels depolarize 

interneurons via activation of NMDA receptors, causing an increase in the frequency 

of events compared to endogenous GDPs (Cattani et al., 2007). Whether extrasynaptic 

glutamate plays a role in the endogenous activity patterns remains to be determined. 

 

Gap junctions 

 Several studies have implicated gap junctions as potential substrates for 

propagating neural activity during development. There are three lines of evidence that 

support these claims.  First, there are several examples of spontaneous network events 

that persist in the presence of a broad spectrum of neurotransmitter receptor 

antagonists and are thus non-synaptic. Such non-synaptic waves are detected 

embryonically in hippocampus (Crepel et al., 2007) and retina (Bansal et al., 2000, 

Syed et al., 2004), and they can be induced in cases when the synaptic pathways for 

mediating waves are disrupted (Singer et al., 2001) (Figure I-3 and see next section).  

Second, spontaneous network activity patterns can be suppressed by pharmacological 

blockade of gap junctions. Indeed, in the spinal cord, cochlea and retina, spontaneous 
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network activity is blocked by gap junction inhibitors (Tritsch et al., 2007, Milner and 

Landmesser, 1999, Syed et al., 2004, Singer et al., 2001, Hanson and Landmesser, 

2003), at least at some stages of development. Unfortunately, gap junction blockers 

have several non-specific effects that could underlie the overall reduction of activity, 

including blockade of voltage-gated calcium channels that mediate synaptic 

transmission (Vessey et al., 2004, Takeda et al., 2005) , activation of large-

conductance calcium-activated potassium channels (Takeda et al., 2005, Sheu et al., 

2008, Wu et al., 2001), and inhibition of synaptic release (Tovar et al., 2009), which 

makes these experiments difficult to interpret. Third, transgenic mice lacking specific 

gap junction proteins (connexins) have altered spontaneous firing patterns. For 

example, in spinal cord the expression of a number of connexin proteins in 

motoneurons changes with development (Chang et al., 1999), and in mice lacking 

connexin 40 (Cx40), spontaneous activity is uncorrelated between motoneurons 

(Personius et al., 2007). In mice lacking Cx36, spontaneous network activity in the 

retina is altered such that retinal ganglion cells fire many more spikes between waves 

than observed in the wildtype (Torborg et al., 2005, Hansen et al., 2005), suggesting 

that Cx36-containing retinal gap junctions have a role in mediating the silences 

between waves. 

 

Homeostatic regulation of spontaneous firing patterns 

One of the striking features of spontaneous network activity during 

development is its robustness. Throughout their development, circuits use a multitude 

of strategies to spontaneously generate activity and, although the details of the 
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temporal and spatial correlations change, the overall pattern of activity remains the 

same – large depolarizations generated by excitatory synaptic inputs are followed by 

extended periods of silence.   

The removal of a crucial component of a circuit showing spontaneous 

depolarizations often leads to compensation by the remaining components, providing 

further evidence of the robustness of the network activity (Turrigiano, 2006). This 

phenomenon was first described in the developing spinal cord, where extended 

blockade of receptors for a primary excitatory transmitter (acetylcholine during the 

early stage of development (Myers et al., 2005, Milner and Landmesser, 1999) and 

glutamate or GABA during a later stage (Chub and O'Donovan, 1998)) led to an initial 

block followed by a restoration of spontaneous network activity. Homeostatic 

compensation has also been observed in ovo, where recovery from blockade of 

glutamate or GABA-A receptors takes significantly longer than that observed in vitro 

(12 hours vs 30-60 minutes). A recent dissection of mechanisms that underlie a 

homeostatic phenomenon in ovo revealed that changes in synaptic strength (Gonzalez-

Islas and Wenner, 2006, Wilhelm and Wenner, 2008) and changes in the expression of 

ion channels that control cellular excitability in motoneurons (Wilhelm et al., 2009) 

compensate for the loss of excitatory transmitter (Figure I-2). 

A similar finding has been recently described in hippocampus (Sipila et al., 

2009, Pfeffer et al., 2009). In transgenic mice lacking the chloride transporter NKCC1, 

GABA is not depolarizing in hippocampal neurons during development because the 

missing transporter is responsible for maintaining the high level of chloride in 

developing neurons. Yet the hippocampus of NKCC1-KO mice still exhibits 
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spontaneous network activity. Similar to the spinal cord, the compensation is due to an 

increase in excitability of CA3 neurons and potentially in synaptic strength (Sipila et 

al., 2009) (but see Pfeffer et al., 2009).  Additionally, activity is maintained during 

acute blockade of GDPs by a strengthening of SPAs (Crepel et al., 2007). 

Homeostatic compensation has also been observed in the circuits that mediate 

retinal waves (Figure I-3). Transgenic mice lacking choline acetyltransferase (ChAT), 

an enzyme crucial for acetylcholine production, do not exhibit the endogenous 

cholinergic waves.  Instead, they exhibit compensatory waves, which are not blocked 

by any fast neurotransmitter receptor antagonists (Stacy et al., 2005), indicating that 

the compensatory mechanism here is different from the one observed in spinal cord 

and hippocampus. The compensatory waves are, however, blocked by gap junction 

antagonists (Stacy et al., 2005), leading to the hypothesis that they are an extension of 

an earlier, nonsynaptic wave-generating mechanism that has been observed in 

embryonic mice (Bansal et al., 2000) and rabbits (Syed et al., 2004). One of the 

interesting features of the compensatory retinal waves is that they require a few days 

to appear, suggesting that significant circuit rearrangements need to take place. A 

more complex form of compensation occurs in mice lacking the beta-2 subunit of 

nicotinic acetylcholine receptors. Under some experimental conditions, no wave 

activity is detected in these ß2-nAhR-KO mice (Bansal et al., 2000, McLaughlin et al., 

2003), whereas in other recording conditions (Sun et al., 2008) -- characterized, for 

example, by increased temperature (D. Feldheim, personal communication) -- 

compensatory waves are observed. As these waves are not blocked by fast 

neurotransmitter receptor antagonists (Sun et al., 2008), they may be the same gap-
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junction mediated waves as those in the transgenic mice lacking ChAT (Stacy et al., 

2005). Although the circuit underlying these compensatory waves is not yet 

understood, one likely homeostatic mechanism is based on an increased excitability of 

retinal neurons, because bath application of voltage-gated calcium channel agonists 

leads to the generation of similar non-synaptic waves in both wildtype and ß2-nAChR-

KO retinas (Singer et al., 2001, Torborg et al., 2004).  Additionally, in ß2-nAChR-KO 

mice retinal waves dependent upon glutamatergic signaling appear 3-4 days earlier 

than in wildtype mice (Bansal et al., 2000), indicating that the absence of endogenous 

signaling induces an early maturation of the next stage of network activity. 

The observation that transgenic mice with disrupted cholinergic circuitry 

exhibit a reappearance of non-synaptic waves suggests that normally, activity in the 

cholinergic circuit suppresses non-synaptic waves.  Similarly, the disappearance of 

cholinergic waves depends on the maturation of glutamatergic circuits, suggesting that 

glutamate activity suppresses cholinergic circuit activity.  Transgenic mice lacking the 

vesicular glutamate transporter VGLUT1 in bipolar cells continue to exhibit 

cholinergic waves at the age when cholinergic circuits disappear in wild-type mice 

(Blankenship et al., 2009). A similar switch from cholinergic to glutamatergic 

transmission has been observed in the developing hindbrain, however it is not yet 

known whether this transition is influenced by the absence of network activity as in 

the developing retina and spinal cord (Mochida et al., 2009). 

Homeostatic regulation of spontaneous network activity has recently been 

observed in the developing hippocampus.  In a knockout mouse lacking the chloride-

accumulating transporter NKCC1, activation of GABAA receptors is never 
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depolarizing, and therefore the major depolarizing drive for GDPs is absent. Although 

GDPs are detectable (Sipila et al., 2009), fewer hippocampal neurons participate in the 

events (Pfeffer et al., 2009). In NKCC1 knockout mice, the compensatory activity was 

partially mediated by an increase in the intrinsic excitability of CA3 pyramidal cells 

rather than by a change in network properties as seen in spinal cord and retina (Sipila 

et al., 2009).  To our knowledge, homeostatic regulation of spontaneous network 

activity has not been observed in developing cerebellum and cochlea. 

 

Conclusions and future directions 

A fundamental feature of developing neural circuits is the presence of 

spontaneous network activity, often taking the form of propagating waves. The circuits 

that mediate this activity rely on cell-intrinsic and synaptic properties that are 

observed for only a brief time during development. Robust compensatory mechanisms 

seem to be in place to ensure that spontaneous network activity is actively maintained 

throughout this crucial period of development. 

 Although tremendous insights have been gained into the mechanisms 

generating spontaneous activity, a remaining question concerns the purpose this 

activity serves during development. In developing sensory epithelia, such as retina and 

cochlea, propagating neural activity contains topographic information that may be 

crucial for the establishment of early sensory maps in the brain. Propagating activity in 

the spinal cord may be crucial for defining circuits within the cord that will serve as 

central pattern generators in adulthood, or for targeting motoneurons in neighboring 

spinal segments to neighboring muscles. Spontaneous activity in developing cortex 
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and hippocampus may serve to strengthen the networks mediating oscillatory activity 

in the adult. Answering these questions will require careful manipulations that can 

determine whether the pattern of activity is crucial for driving a given developmental 

event or whether the average level of activity that the pattern provides is simply 

permissive for other cues (Feller, 2009, Chalupa, 2009).   

 Continued insights into the mechanisms underlying early network activity, as 

well as an increased awareness of its crucial role in brain development, could have 

profound implications for clinical treatments of pregnant women. Alcohol, for 

example, is known to affect network activity patterns, and many regions of the brain 

are particularly sensitive to fetal exposure to alcohol. Alcohol disrupts normal firing 

patterns in the developing hippocampus (Galindo and Valenzuela, 2006), and 

extended fetal exposure prevents the normal development of primary sensory systems 

(Stromland, 2004, Medina et al., 2005). Another potential clinical implication relates 

to a decrease in spontaneous activity during birth -- a transient neuroprotective effect 

triggered by a large increase in oxytocin, a hormone that modulates the depolarizing 

action of GABA transmission (Tyzio et al., 2006). A deeper understanding of the 

mechanisms that mediate spontaneous activity during development will help to 

prevent neuropathologies associated with fetal exposure to neuroactive 

pharmacological agents. 
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Figure I-1: Circuits mediating spontaneous network activity during development.

a. Retina: There are three distinct circuits that mediate retinal waves at different stages 
of development (for review, see Torborg and Feller, 2005). Not shown is the circuit 
that mediates waves perinatally.  The cholinergic circuit that mediates waves during 
the first postnatal week consists of cholinergic interneurons (starburst amacrine cells, 
blue) and projection neurons (retinal ganglion cells, grey).  Starburst amacrine cells 
form excitatory synaptic connections with other starburst amacrine cells and retinal 
ganglion cells (for details, see Figure 3). It is postulated that wave propagation is 
mediated by excitatory connections among starburst amacrine cells, which in turn 
release acetylcholine that depolarizes the ganglion cells. Waves are initiated by sponta-
neous depolarization in starburst amacrine cells that are amplified by recurrent excit-
atory connections, and the interval between waves is set by a slow after-
hyperpolarization in the starburst cells. The circuit that mediates glutamatergic waves 
consists of glutamatergic interneurons (bipolar cells, green), inhibitory interneurons 
(amacrine cells, pink), and retinal ganglion cells. One hypothesis is that bipolar cells 
are coupled by high levels of extrasynaptic glutamate (green cloud), which spills out 
of the synaptic cleft.  
b. Spinal cord: A schematic of the circuit mediating spontaneous network activity in 
each segment of the developing the spinal cord (O'Donovan et al., 1998, Hanson and 
Landmesser, 2003). The circuit consists of glutamatergic (green) and GABAergic (red) 
interneurons, and the cholinergic projection neurons (motoneurons, blue) which 
transiently make local nAChR-mediated connections with local interneurons during 
development. It is postulated that spontaneous network events initiate in motoneurons, 
which depolarize a population of GABAergic interneurons, Renshaw cells 
(R-interneurons).  The primary source of depolarization that mediates propagation of 
spontaneous network activity in the spinal cord changes with development -- early 
activity is largely dependent on cholinergic transmission from motoneurons, with 
GABAergic and glutamatergic transmission becoming more dominant as the animal 
matures).  The circuits that mediate event propagation along the length of the cord are 
not described here.  Event initiation is due to a slow buildup of synaptic activity via 
recurrent excitatory connections until an event threshold is reached.  During an event, 
strong activation of GABAA receptors lowers the intracellular chloride concentration, 
which diminishes the depolarizing force of GABA.  The inter-event interval is set by 
the time it takes to restore chloride concentrations such that he depolarizing action of 
GABA is restored (Marchetti et al., 2005). Schematic modified from (Hanson and 
Landmesser, 2003).
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c. Hippocampus: A schematic of the circuit mediating giant depolarizing potentials 
(GDPs) during the first postnatal week in rodents (for review, see Leinekugel, 2003).  
The circuit consists of pyramidal cells (green) and local GABAergic interneurons 
(pink) in both the CA3 region and CA1 regions of the hippocampus. GDPs are most 
likely to initiate in the CA3 region, where intrinsic bursting activity in CA3 pyramidal 
cells is coupled with network interactions mediated by depolarizing GABA and recur-
rent excitatory connections.  The inter-event interval is set by an after-
hyperpolarization in CA3 neurons (Sipila et al., 2006, Sipila et al., 2005).
d.  Cochlea: The circuit consists of glutamatergic inner hair cells (green), a transient 
population of inner support cells (orange) located in a developmentally transient 
structure called Kölliker’s organ, and the projection neurons (Tritsch et al., 2007) 
(spiral ganglion cells, gray).  Spontaneous network activity in the cochlea is initiated 
by a diffuse release of ATP (orange cloud) from inner support cells, which drives 
depolarization in nearby inner hair cells by activating both metabotropic and ionotro-
pic ATP receptors. Inner hair cells in turn release glutamate, which depolarizes spiral 
ganglion cells via activation of ionotropic glutamate receptors.  The mechanisms 
determining the inter-event interval are not known. 
e. Cerebellum: The circuit mediating spontaneous network activity in the cerebellum 
consists solely of projection neurons (Watt et al., 2009), which are GABAergic 
Purkinje cells.  Purkinje cells are transiently connected via local axon collaterals, 
which entrain the spontaneous firing of nearby Purkinje cells via depolarizing GABA 
signaling. The direction of propagation is dictated by the asymmetric wiring of local 
collaterals with Purkinje cells located toward to base of the lobule receiving more 
connections than those located toward the apex.
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Figure I-2: Homeostatic regulation of spontaneous network activity in spinal cord.

When a part of the spinal cord network is blocked, activity becomes temporarily less 
frequent, but quickly recovers to pre-block levels.  Here we provide schematics of the 
changes that take place after activity blockade.
a. Schematic of the circuits mediating activity in developing spinal cord.  Neurons are 
color-coded by the transmitter they release.  ACh, acetylcholine, blue; Glu, glutamate, 
green; Gly, glycine pink; GABA, pink. 
b. Motoneurons provide a crucial drive in the generation of activity.  Motoneurons 
receive input from other motoneurons and from interneurons. nAChR, nicotinic 
acetylcholine receptor; GABAA-R, GABAA receptor; iGluR, ionotropic glutamate 
receptor.
c. When GABAA receptors are blocked in ovo, activity becomes temporarily less 
frequent but recovers (Gonzalez-Islas and Wenner, 2006).  After 12 hours of 
GABAA-R blockade, motoneurons become more excitable, an effect which is medi-
ated by an increase in the density of sodium current and a decrease in the density of 
potassium current (Wilhelm et al., 2009) (right).  Bottom, schematics illustrating an 
increase in motoneuron excitability.  Bottom curve is current injection into a motoneu-
ron, top curve is membrane potential.  A more excitable motoneuron fires more action 
potentials in response to the same stimulus.  INa, sodium current, represented by 
sodium channels; IK, potassium current, represented by potassium channels.
d. When GABAA receptors are blocked for long periods of time (24-48 hours) gluta-
matergic and GABAergic postsynaptic currents in motoneurons increase in size 
(Wilhelm and Wenner, 2008).  The exact mechanisms underlying this increase in 
postsynaptic current are not fully understood, but are schematized here as increases in 
the number of glutamate and GABAA receptors. 
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Figure I-3: Homeostatic regulation of spontaneous network activity in retina.

In the absence of a requisite circuit component, the retina regresses to the previous 
wave-generating mechanism. Here we provide schematics of the circuits that mediate 
retinal waves at different ages and diagrams of the changes thought to take place when 
one form of activity is disrupted.
a. Perinatally in mice, waves are mediated by a non-synaptic circuit, thought to be 
mediated by gap junction coupling (inset). Here the coupling is shown to be between 
retinal ganglion cells, although the location of the relevant coupling is not known.
b. During the first postnatal week, starburst amacrine cells (blue) form synaptic 
connections with other starburst amacrine cells and retinal ganglion cells (gray). 
Retinas from mice lacking ACh in retina exhibit non-synaptic waves (Stacy et al., 
2005), potentially through a reactivation of the earlier, perinatal circuit.
c:  In the few days before eye opening in mice, waves are mediated by glutamatergic 
circuits.  Inset:  Glutamatergic bipolar cells (green), which make glutamatergic 
synapses onto amacrine and ganglion cells and have no direct connections with each 
other, release glutamate that is detected both synaptically and extrasynaptically 
(Blankenship et al., 2009).  After the first postnatal week, starburst cells no longer 
express nAChRs (Zheng et al., 2004).  Retinas from mice in which bipolar cells do not 
release glutamate exhibit waves mediated by the cholinergic network (Blankenship et 
al., 2009). 
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Table I-1: Summary of important features of spontaneous network activity 
recorded in rodents.

See text for references. 

E, embryonic; P, postnatal; GCL, ganglion cell layer; SPA, synchronous plateau assembly; 
GDP, giant depolarizing potential 
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II. Synaptic and Extrasynaptic Factors Governing 
Glutamatergic Retinal Waves 

 
 

Summary 

In the few days prior to eye-opening in mice, the excitatory drive underlying 

waves switches from cholinergic to glutamatergic. Here, we describe the unique 

synaptic and spatiotemporal properties of waves generated by the retina's 

glutamatergic circuits. First, knockout mice lacking vesicular glutamate transporter 

type 1 do not have glutamatergic waves, but continue to exhibit cholinergic waves, 

demonstrating for the first time that the two wave generating circuits are linked. 

Second, simultaneous outside-out patch and whole-cell recordings reveal that retinal 

waves are accompanied by transient increases in extrasynaptic glutamate, directly 

demonstrating the existence of glutamate spillover during waves. Third, the initiation 

rate and propagation speed of retinal waves, as assayed by calcium imaging, are 

sensitive to pharmacological manipulations of spillover and inhibition, demonstrating 

a role for both signaling pathways in shaping the spatiotemporal properties of 

glutamatergic retinal waves. 

 

Introduction  

 Spontaneous activity in developing circuits plays a multitude of important 

roles.  For example, in the developing visual system spontaneous activity in the retina 

is critical for neuronal survival (Goldberg et al., 2002), neuronal path finding (Nicol et 

al., 2007), and in the refinement and maintenance of visual maps (for reviews, see 

Huberman et al., 2008; Torborg and Feller, 2005; Wong, 1999).  Indeed, similar 
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functions have been assigned to spontaneous activity in the cochlea (Tritsch et al., 

2007), spinal cord (Gonzalez-Islas and Wenner, 2006; Hanson et al., 2008), 

hippocampus and cortex (Leinekugel, 2003; Mohajerani and Cherubini, 2006), 

indicating that spontaneous activity may represent a general strategy used by the 

developing nervous system to assemble neural circuits (Feller, 1999).   

We study this phenomenon in the developing retina, which exhibits 

propagating bursts of action potentials termed retinal waves.  Retinal waves persist in 

a period of development during which the retina is rapidly maturing (Morgan and 

Wong, 2006; Sernagor et al., 2001). These changes in retinal circuitry are reflected by 

changes in the mechanisms that mediate waves, which have been divided into three 

stages (for review, see Torborg and Feller, 2005).  Stage I retinal waves (embryonic 

day 16 – postnatal day 0 [P0] in mice) are blocked by gap junction blockers but are 

only weakly affected by antagonists to fast neurotransmitter receptors. Stage II waves 

(P0-P10) are blocked by nicotinic acetylcholine receptor (nAChR) antagonists. Stage 

III waves (P10-P14) are blocked by ionotropic glutamate receptor antagonists and not 

nAChR antagonists. The transition from Stage II to Stage III waves occurs when 

bipolar cell axons begin to make synapses within the inner plexiform layer (Fisher, 

1979; Morgan et al., 2008) and light responses are first detected (Demas et al., 2003; 

Tian and Copenhagen, 2003). 

The mechanisms underlying Stage II waves and their role in visual system 

development have been well characterized (Huberman et al., 2008; Torborg and 

Feller, 2005).  However, there is little understanding of Stage III waves. Recently, it 

has been proposed that glutamate acting outside of the synaptic cleft provides a source 
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of depolarization before mature synaptic structures are established (Demarque et al., 

2002).  There is also evidence that glutamate spillover, in which glutamate spills out 

of the synaptic cleft and activates extrasynaptic glutamate receptors, plays a role in 

circuit development.  Spillover in hippocampus has been detected as early as P14, with 

a developmental reduction in glutamate spillover correlated with an increase in the 

expression of glutamate transporters (Diamond, 2005), and may be critical for 

activation of “silent synapses” (Balland et al., 2008).  In developing neocortex 

(Demarque et al., 2004; Milh et al., 2007), hippocampus (Cattani et al., 2007) and 

brainstem (Sharifullina and Nistri, 2006) blockade of glutamate transporters 

profoundly alters spontaneous firing patterns, indicating that regulation of spillover 

has implications for network function.  Furthermore, ambient levels of extracellular 

glutamate regulate spontaneous activity in perinatal neocortex (Allene et al., 2008). 

Here, we describe several experiments that provide key insights into the 

mechanisms underlying glutamatergic Stage III waves. First, we use a knockout 

mouse lacking glutamate release from bipolar cells to demonstrate that the maturation 

of glutamate signaling is required for the cessation of cholinergic Stage II waves.  

Second, we use glutamate receptor-containing outside-out patches to establish that 

Stage III waves induce spontaneous increases in glutamate spillover.  Third, we use 

calcium imaging to determine how manipulating glutamate spillover and inhibition 

alters the spatiotemporal properties of waves.  
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Results 

RGCs receive excitatory and inhibitory input during waves 

Throughout this study we use synaptic inputs onto RGCs to monitor retinal 

waves.  Therefore it is critical to establish the correspondence between synaptic inputs 

and network activation. We performed simultaneous current and voltage clamp 

recordings from neighboring RGCs while monitoring spontaneous calcium increases 

in the region around these cells (Figure II-1A,B). Because bath-loading of calcium 

indicators is significantly less effective in mouse retinas older than P4 (Bansal et al., 

2000) we used the multicell bolus loading method to label cells in the RGC layer of 

P10-P13 mouse retinas with Oregon Green BAPTA-1-AM (Ohki et al., 2005; Stosiek 

et al., 2003).  Simultaneous calcium imaging, whole-cell voltage clamp (Vhold=-60 

mV) and current clamp recordings revealed that correlated increases in calcium 

indicative of retinal waves were concurrent with RGCs firing bursts of action 

potentials and receiving excitatory input (Figure II-1B,C). Retinal waves were always 

accompanied by compound excitatory synaptic currents (cEPSCs) in RGCs (n=6 cells 

in 6 retinas).  Hence, Stage III waves represent waves of depolarization in RGCs that 

are driven by synaptic input, and cEPSCs reliably indicate the presence of retinal 

waves. 

What inputs do RGCs receive during retinal waves?  Simultaneously 

monitoring excitatory currents in one RGC (Vhold = -60 mV) and inhibitory currents in 

another (Vhold = 0 mV) revealed that RGCs receive both excitatory and inhibitory 

synaptic inputs during retinal waves (Figure II-1D). Wave-associated cEPSCs were 

blocked by a combination of the AMPA/Kainate receptor antagonist DNQX (20-50 



51 

µM) and  the NMDA receptor antagonist AP5 (50 µM, n=6 pairs; Figure II-1D), 

suggesting that during retinal waves RGCs receive direct excitatory inputs from 

bipolar cells, which are the primary glutamatergic input to RGCs (Bansal et al., 2000; 

Demas et al., 2006; Syed et al., 2004; Wong et al., 2000).  Wave-associated inhibitory 

synaptic currents (cIPSCs) were also blocked by DNQX and AP5, indicating that 

RGCs receive feedforward inhibition from amacrine cells during retinal waves. 

The GABAA antagonist gabazine (5 µM) and the glycine antagonist strychnine 

(4 µM) together (n=11), but neither alone (n=6 cells in gabazine, n=5 cells in 

strychnine), blocked all cIPSCs recorded from RGCs, establishing that RGCs receive 

both GABAergic and glycinergic inputs during waves (Figure II-1E). 

In the recordings of the excitatory synaptic inputs RGCs receive during retinal 

waves, we observed that some cEPSCs and cIPSCs occurred in clusters (Figure II-1F), 

which is visible in a histogram of inter-cEPSC intervals (Figure II-1G). 

 

 Transition between Stage II and Stage III waves requires VGLUT1 but not VGLUT3  

 Stage III waves are blocked by ionotropic glutamate receptor antagonists, but 

the source of glutamate is not known.  In the adult retina, bipolar cells are the primary 

source of glutamatergic inputs to RGCs, but there is a class of amacrine cells which 

express vesicular glutamate transporter 3 (VGLUT3) on their synaptic vesicles and 

form synapses onto RGCs (Haverkamp and Wassle, 2004; Johnson et al., 2004).  

Bipolar cells express only VGLUT1 (Fremeau et al., 2004; Wassle et al., 2006).  

(Photoreceptors also express VGLUT1, however they are not thought to contribute to 

Stage III waves since our experiments are carried out in bright light, which 
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hyperpolarizes photoreceptors.) To determine which cell supplies the glutamate 

required for Stage III waves, we examined mice lacking either VGLUT1 or VGLUT3. 

 We monitored retinal waves by recording wave-associated synaptic currents 

from pairs of RGCs in P10 – P12 VGLUT1 -/- mice and in age-matched littermate 

VGLUT1 +/- controls (Figure II-2A,B).  In VGLUT1 +/- retinas, as in wild type 

retinas, wave-associated synaptic currents were blocked by a combination of either 

DNQX (20 µM) or NBQX (20 µM) and AP5 (50 µM, n=10 cells in 5 mice), whereas 

wave-associated synaptic currents were not blocked by DHßE, a nicotinic 

acetylcholine receptor antagonist (8 µM, n=11 cells in 5 mice; Figure II-2A,C).  

Conversely, wave-associated synaptic currents in VGLUT1 -/- retinas were not 

blocked by DNQX or NBQX and AP5 (n=13 cells in 4 mice), but were instead 

blocked by DHßE (n=12 cells in 4 mice; Figure II-2B,D), demonstrating that 

VGLUT1-/- mice do not have Stage III glutamatergic waves but rather have 

maintained Stage II cholinergic waves. These results indicate that 1) Stage III waves 

require glutamate release from bipolar cells or photoreceptors and that 2) 

glutamatergic signaling is necessary for the cessation of Stage II waves. 

 In contrast to VGLUT1 -/- RGCs, all compound PSCs were blocked by DNQX 

and AP5 in both VGLUT3 +/- (n=8 cells in 4 mice) and VGLUT3 -/- RGCs (n=6 cells 

in 4 mice; data not shown).  Hence, we conclude that glutamate release from 

VGLUT3-positive amacrine cells is not required for Stage III retinal waves and that 

bipolar cells are the source of glutamatergic currents recorded in RGCs during Stage 

III waves (Figure II-1). 
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Outside-out patch recordings detect spillover during waves 

 Spontaneous release of glutamate from bipolar cells is necessary for the 

generation of Stage III waves.  However, at this age glutamatergic synaptic structures 

(Morgan et al., 2008; Sherry et al., 2003) and transmission (Tian and Copenhagen, 

2001) are not yet mature. We detected very few spontaneous synaptic events in 

between retinal waves (Figure II-1D), indicating that there are fewer glutamate 

synapses than detected in later stages of development (Tian and Copenhagen, 2001).  

We found that cEPSCs associated with retinal waves were extremely slow (Figure II-

1D), suggestive of spillover-mediated currents (Bergles et al., 1999).  

 Is there glutamate spillover during retinal waves?  To directly detect 

extrasynaptic glutamate, we used glutamate receptor-containing outside-out patches 

(Allen, 1997; Copenhagen and Jahr, 1989; Maeda et al., 1995), a technique that has 

also been used to detect extrasynaptic ACh (Hume et al., 1983; Young and Poo, 1983)  

and GABA (Isaacson et al., 1993).  Patches of membrane excised from RGC somas in 

the outside-out patch configuration respond to pressure-applied glutamate, indicating 

that they contain sufficient numbers of glutamate receptors to detect extrasynaptic 

glutamate (see Experimental Procedures).  To test whether there is glutamate spillover 

during Stage III retinal waves, we monitored extracellular glutamate in the inner 

plexiform layer with outside-out patches while monitoring cEPSCs in RGCs (Figure 

II-3).  Most wave-associated cEPSCs were accompanied by glutamate currents in 

outside-out patches (Figure II-3; currents were present in 6/6 patches; 65±26% of 

cEPSCs were accompanied by patch currents).  Wave-associated patch currents 

reversed at 0 mV, consistent with activation of glutamate receptors (Figure II-3A). 
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These data indicate that retinal waves are accompanied by episodic increases in the 

amount of glutamate spillover.   

There is a significant amount of GABA and glycine release during retinal 

waves (Figure II-1).  To ensure that GABA and glycine currents (Isaacson et al., 1993) 

were not contaminating our recordings we repeated these experiments while blocking 

GABAA and glycine receptors using solutions containing 5µM gabazine and 4µM 

strychnine.  In addition, to increase the current through NMDA receptors, we also 

performed these experiments in 0 Mg2+.  There was no significant increase in the 

percent of wave-associated cEPSCs accompanied by measurable spillover currents 

under these pharmacological conditions (79±6%, n=3 patches, p=.42, unpaired t test 

vs. control; Figure II-3B), suggesting that GABA and glycine currents do not 

contribute significantly to wave-associated currents in outside-out patches. 

 

Calcium imaging reveals Stage III waves occur in clusters 

We have demonstrated for the first time that Stage III waves are accompanied 

by robust glutamate spillover (Figure II-3).  Our next goal was to assay the role of 

glutamate spillover in circuit function.  To do so we performed a detailed 

characterization of Stage III wave properties by visualizing intracellular calcium 

concentration in many cells over several hundred microns simultaneously.  This 

method has been used extensively to determine the spatiotemporal properties of Stage 

II waves but has been limited in its application to Stage III waves due to poor loading 

of calcium indicators at older ages (Bansal et al., 2000; Feller et al., 1997; Sernagor et 

al., 2000; Wong et al., 1995; Zhou and Zhao, 2000). In retinas loaded with the 
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multicell bolus loading technique (Stosiek et al., 2003) (Figure II-1), Stage III waves 

induced a large change in fluorescence and therefore the time evolution and the spatial 

boundaries of waves were clearly distinguishable (Figure II-4A). 

First, we assayed wave initiation rates. Stage III waves were similar to Stage II 

waves in that they initiated at several locations across the imaged region, and over 

time the entire ganglion cell layer participated in waves.  However, Stage III waves 

were different from Stage II waves in that they often occurred in episodes during 

which a cluster of 2-5 waves initiated rapidly in roughly the same location of the retina 

(Figure II-4B,C).   These episodes were separated by much longer intervals, after 

which a distinct wave or cluster of waves initiated in a different region of the retina 

(Figure II-4B-D). 

Second, we assayed wave propagation speed (see Experimental Procedures and 

Figure II-5), which is reflective of the coupling that underlies the sequential 

recruitment of bipolar cells into retinal waves.  Stage III waves propagate at a mean 

velocity of 198 µm/s with a very large variability across retinas (standard 

deviation=68 µm/s, n=341 waves recorded in 34 P10-P13 retinas, Figure II-4E). This 

high variability indicates that the coupling mechanisms that underlie wave propagation 

are likely to be easily modulated by environmental factors. These velocities are 

comparable to those previously reported for mice (Muir-Robinson et al., 2002), rabbit 

(Syed et al., 2004) and ferret (Feller et al., 1997; Wong et al., 1993), and significantly 

lower than turtle (Sernagor and Grzywacz, 1999; Sernagor et al., 2003) and previous 

reports of Stage III waves in mice based on multielectrode array (MEA) recordings 

(Demas et al., 2003).  The different measurements of Stage III wave velocities in mice 
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obtained using calcium imaging and the multielectrode array are due to the methods 

used to compute velocity (see Experimental Procedures).  

 

Enhancing spillover alters wave frequency and speed 

Traditionally, glutamate spillover is studied at the level of intercellular 

communication between pairs of cells. Our goal was to assay the role of glutamate 

spillover in the function of an entire circuit.  To do so we assayed the effects of 

different manipulations of glutamate spillover on the spatiotemporal properties of 

Stage III waves. 

 First, we monitored the effects of enhancing glutamate spillover by blocking 

excitatory amino acid transporters (EAATs), which remove glutamate from the 

extracellular space.  To characterize the effects of the non-transportable blocker of 

EAATs TBOA (25 µM) on glutamatergic synaptic input to RGCS and glutamate 

spillover we used whole-cell voltage clamp and outside-out patch recordings. The 

presence of TBOA increased the amount of glutamatergic activity recorded in RGCs 

(Figure II-6A,B), and in TBOA 73±12% of wave-associated cEPSCs were 

accompanied by measurable glutamate spillover, (a significant increase over control 

patches; 55±6% in control, n=4 patches, p=.04). 

 The presence of TBOA significantly altered the spatiotemporal properties of 

retinal waves as assayed by calcium imaging.  Waves initiated much more frequently 

with very few quiescent periods between waves (Figure II-6C,D). The presence of 

TBOA dramatically shifted the distribution of inter-wave intervals such that the vast 

majority of intervals were less than 10 seconds (Figure II-6E). 
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 A second dramatic effect we observed was that TBOA reduced the variability of 

wave propagation speed. In contrast to the wide range of propagation speeds recorded 

in control retinas (Figure II-4E), waves in TBOA propagated within a significantly 

narrower range of velocities (mean±SD: 145±14 µm/s in TBOA vs. 173±79 µm/s in 

control, n = 8 retinas; t test, p=0.33; Levene’s test of variance, p=0.001; Figure II-6F).  

Interestingly, the effect of TBOA depended on control wave propagation speed.  For 

retinas with waves slower than 140 microns per second TBOA significantly increased 

wave propagation speed (n=3, p<0.02 for each retina), for retinas with waves faster 

than 200 microns/sec TBOA significantly decreased wave propagation speed (n=4, 

p<0.02 for each retina), and for one retina with waves propagating near 150 µm/s 

TBOA had no effect (n=1, p=.16).  Indeed, the magnitude of the TBOA-induced 

change in wave propagation speed was strongly correlated with the control 

propagation speed (linear regression r2=0.985; Figure II-6G). Furthermore, in a subset 

of retinas that exhibited waves of widely varying propagation speeds, TBOA reduced 

the variability across waves within a retina (Figure II-7). The dramatic reduction in 

variability of propagation speed caused by TBOA leads to the hypothesis that 

variations in ambient levels of glutamate may control the spatial and temporal 

structure of correlations induced by retinal waves. 

 Are the TBOA-induced changes in wave properties due to effects of spillover on 

the Stage III wave-generating circuitry, or does TBOA induce waves generated by a 

novel mechanisms as observed in developing neocortex, hippocampus and brainstem 

(Cattani et al., 2007; Demarque et al., 2004; Milh et al., 2007; Sharifullina and Nistri, 

2006)?  If the retina contains a circuit that supports waves independent of the Stage III 



58 

wave-generating circuitry, TBOA may induce waves in retinas not capable of 

generating Stage III waves.  To test this, we performed calcium imaging while 

applying TBOA to retinas during Stage II waves and to adult retinas.  TBOA did not 

induce waves in P5-P6 retinas; on the contrary, it made Stage II waves less frequent 

(IWI, mean±SD = 107±36 s in control, 226±49 s in TBOA, n=5 retinas, p = .01; 

Figure II-8), and did not induce waves in adult retinas (n=8 P22-P24 retinas).  Hence, 

enhancing glutamate spillover enhanced wave activity only during Stage III.  

Furthermore, like Stage III waves in the absence of TBOA (Figure II-9; Wong et al., 

2000) but unlike TBOA-induced activity in other brain areas, wave-associated cEPSCs 

in TBOA were not blocked by AP5 alone (n=6/7 cells in 4 retinas) but were blocked 

by a combination of AP5 and DNQX (n=5/5 cells in 3 retinas).  Though these data do 

not directly implicate glutamate spillover in wave propagation, they are consistent 

with the model that glutamate signaling via spillover is a component of the Stage III 

wave generating circuit.  

As a second manipulation of glutamate spillover, we took advantage of 

glutamate transporters’ high sensitivity to temperature (Wadiche and Kavanaugh, 

1998) by altering the temperature of the ACSF.  We found a significant decrease in 

inter-wave intervals and increase in wave propagation speed for elevated temperatures 

(Figure II-10).  However, there was a significant increase in propagation speed and a 

shift in the IWI distribution as a function of temperature in the presence of TBOA, 

similar to the temperature effects observed in control solutions.  Hence we cannot 

distinguish whether the effects of elevated temperatures on the spatiotemporal 
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properties of waves were due to glutamate spillover or other temperature-dependent 

physiological processes.   

 

Waves persist in AMPA/kainate or NMDA receptor blockade 

Unfortunately, there is no unambiguous way to block glutamate spillover 

without also inhibiting conventional synaptic transmission.  However, in many parts 

of the brain, glutamate spillover exerts its effects by preferentially activating NMDA 

receptors, which have a high affinity for glutamate and are therefore more likely to be 

activated by the lower concentrations of glutamate outside of the synaptic cleft (Chen 

and Diamond, 2002; Higgs and Lukasiewicz, 1999).  In RGCs, over 90% of NMDA 

receptors are localized extrasynaptically while AMPA receptors, conversely, are 

expressed almost exclusively in synapses (Zhang and Diamond, 2006).  Therefore, one 

way to test the role of glutamate spillover in the retinal wave-generating circuit is to 

block AMPA/Kainate receptors.   

Bath application of NBQX, a selective AMPA/kainate receptor antagonist, did 

not block Stage III waves as assayed with calcium imaging (n=5, Figure II-9A,B).  

This demonstrates that activation of NMDA receptors provides sufficient 

depolarization to support retinal waves.   This is consistent with previous results from 

calcium imaging in ferrets (Wong et al., 2000).  However, these results differ from a 

report previous from our lab indicating that CNQX or DNQX are sufficient to block 

waves (Bansal et al., 2000).  This difference could be due to poorer sensitivity in 

previous calcium imaging experiments or potential non-specificity of CNQX and 

DNQX. 
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Though waves persist in AMPA/kainate receptor antagonists, we observed a 

reduction in their frequency (Figure II-9C).  AMPA/kainate receptor antagonists had 

no effect on wave propagation speed (mean±SD, 229±37µm/s in NBQX vs. 198±17 

µm/sec in control, n=5, p=0.22; Figure II-9D), indicating that glutamate signaling via 

AMPA/kainate receptors determines the initiation rate but not the propagation speed 

of Stage III waves.  

Next, we assayed the role of NMDA receptor activation in determining the 

spatiotemporal properties of Stage III waves.   Similar to blockade of AMPA/kainate 

receptors and consistent with previous results we found that blockade of NMDA 

receptors by bath application of AP5 (50 µM) did not block waves or change the speed 

of wave propagation (205±16µm/s in AP5 vs. 193±35 in control, n=5, p=0.47, Figure 

II-9E,F,H), although the initiation rate was slightly shifted to higher inter-wave 

intervals  (Figure II-9G). 

These results suggest that both synaptic and extrasynaptic glutamate receptors 

contribute to the depolarizations during Stage III waves.  However, they do not 

distinguish which aspects of wave propagation are mediated by synaptic vs. 

extrasynaptic glutamate receptor activation. First, the subcellular distribution of 

AMPA and NMDA receptors in the retina at this age is not known, and it may differ 

from adult as there is robust reorganization of glutamatergic synapses during 

development (Morgan et al., 2008). Second, in cerebellum glutamate spillover has 

been shown to activate AMPA receptors in neighboring synapses (DiGregorio et al., 

2002), so an alternative interpretation is that glutamate spillover-mediated activation 

of both NMDA and AMPA receptors is required for wave propagation.  Furthermore, 
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during circuit development the distinction between synaptic and extrasynaptic 

signaling may represent a false dichotomy given the dramatic rearrangements of 

glutamate receptors that occur at this age (Morgan et al., 2008). 

 

Disinhibition and enhanced spillover show similar effects 

Elevating glutamate spillover increased the initiation rate of retinal waves.  

Previously, it was established that blocking GABAA and glycine receptors also 

increased the frequency of Stage III waves (Fischer et al., 1998; Kerschensteiner and 

Wong, 2008; Syed et al., 2004; Zhou, 2001). Application of gabazine (5 µM) and 

strychnine (4µM) increased the frequency of cEPSCs recorded in RGCs (Figure II-

1E), indicating that GABA and glycine normally suppress glutamate release from 

bipolar cells. These observations lead to the hypothesis that the initiation rate of retinal 

waves is determined by the balance of excitation and inhibition at the level of bipolar 

cells. To test this hypothesis, we compared the effects of TBOA and the blockade of 

inhibition on the spatiotemporal properties of waves. 

Waves initiated much more frequently in GABAA and glycine receptor 

antagonists (5 µM gabazine and 4 µM strychnine; Figure II-11A-C).  As in TBOA, 

this rapid initiation of waves eliminated the bimodal distribution of inter-wave 

intervals observed in control conditions, and replaced it with a smooth distribution in 

which the inter-wave interval for the vast majority of waves is less than 10 seconds. 

Blockade of GABAA and glycine receptors slightly reduced wavefront 

propagation speed (mean±SD 172±18 µm/s in GZ+STR, 199±32 µm/s in control, n=8 

retinas, p=.05; Figure II-11D).  Furthermore, although the change in propagation 
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speed caused by gabazine and strychnine on a per-retina basis was correlated with the 

initial propagation speed (linear regression r2 = .7; Figure II-11E), gabazine and 

strychnine did not reduce the variability in mean wave propagation speed among 

retinas (Levene test, p=0.1).  However, for these experiments variability in 

propagation speed in control retinas was lower than for the TBOA experiments and 

therefore direct comparisons cannot be made.  

This supports the hypothesis that the depolarization state of bipolar cells, set by 

spillover and inhibition, is a critical determinant of initiation rate.  A schematic of 

these functional circuits consistent with the pharmacology presented here is provided 

in Figure II-12 and discussed below. 

 

 Discussion  

We have explored the role of synaptic and extrasynaptic signaling in the 

generation of Stage III retinal waves. First, knockout mice lacking VGLUT1 did not 

have glutamatergic retinal waves but continued to exhibit cholinergic waves, 

demonstrating that glutamatergic signaling causes the disappearance of Stage II 

waves.   Second, we provided direct evidence that glutamate spillover is a robust 

feature of Stage III retinal waves, demonstrating for the first time spontaneous 

episodic elevations in extrasynaptic glutamate in the developing retina.  Third, 

elevating levels of glutamate spillover significantly reduced the variance in wave 

propagation speed, indicating that fluctuating endogenous levels of glutamate 

influence the propagation properties of retinal waves. In addition, wave initiation rates 

are reduced by blockade of either NMDA or AMPA receptors, indicating that 



63 

initiation rates are influenced bidirectionally by levels of glutamate signaling. Last, 

blocking inhibition had similar effects on the spatiotemporal properties of waves as 

elevating glutamate spillover, supporting a model in which spontaneous initiation of 

Stage III waves is dictated by the balance of excitation and inhibition onto bipolar 

cells.  

 

Role for glutamate signaling in transition from Stage II to Stage III  

What role do glutamate waves play in development?  Our observation that 

VGLUT1 -/- retinas do not have normal Stage III waves demonstrates that synaptic 

transmission from photoreceptors or bipolar cells is necessary for Stage III waves.  

Interestingly, while VGLUT1 +/- littermates have Stage III waves, VGLUT1 -/- mice 

have Stage II-like waves.  This suggests that in wild type retinas the onset of 

glutamatergic signaling may turn off the Stage II wave-generating circuitry.  

A similar phenomenon has been seen in a mouse lacking choline acetyl 

transferase (ChAT), the enzyme that synthesizes acetylcholine, in a portion of the 

retina (Stacy et al., 2005).  During the period of development normally occupied by 

the cholinergic Stage II waves, ChAT-knockout retina exhibits spontaneous activity 

that is blocked by gap junction blockers but not by nAChR or ionotropic glutamate 

receptor antagonists (Stacy et al., 2005), indicating a persistence of mechanisms that 

mediate Stage I waves (for review, see Torborg and Feller, 2005) . These findings 

suggest that the retina turns on a different form of spontaneous activity when one form 

is blocked, revealing powerful homeostatic mechanisms that ensure spontaneous 

activity is always present. 
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Role for glutamate spillover in circuit function 

Glutamate spillover has been described in the adult retina (Chen and Diamond, 

2002; DeVries et al., 2006; Veruki et al., 2006).  A major goal of this study was to 

determine whether glutamate spillover exists at a stage in development when 

functional glutamatergic synapses are first forming.  We found that retinal waves are 

accompanied by robust glutamate spillover by using glutamate receptor-containing 

outside-out patches (Figure II-3). It is possible that the presence of a recording pipette 

in the inner plexiform layer locally disrupts glutamate clearance, contributing to the 

spillover currents we see.  However, glutamate spillover between pairs of bipolar cells 

has been measured in the adult retina, consistent with our conclusion that spillover 

occurs in the IPL (Veruki et al., 2006).  This finding may have implications for 

spontaneous activity in other developing circuits that exhibit glutamate receptor-

dependent spontaneous activity while glutamatergic synapses are still being formed, as 

in cortex (Dupont et al., 2006; Minlebaev et al., 2008) and hippocampus (Ben-Ari et 

al., 2004; Kasiyanov et al., 2008). 

We demonstrated a role for glutamate spillover in shaping the spatiotemporal 

properties of retinal waves in two ways.  First, altering the level of glutamate spillover 

altered the rate of wave initiations, i.e. the rate at which retinas entered the active state.  

Reducing signaling via ionotropic glutamate receptors by blocking either 

AMPA/kainate or NMDA receptors reduced the frequency of wave initiations (Figure 

II-9), while increasing glutamate spillover by blocking glutamate transporters 

dramatically increased the frequency of wave initiations (Figure II-6).  A similar 
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increase in wave initiations was observed when inhibition was blocked (Figure II-11 

and Fischer et al., 1998; Kerschensteiner and Wong, 2008; Syed et al., 2004; Zhou, 

2001).  

Second, altering the level of glutamate spillover affected wavefront 

propagation speed.  Wavefront propagation is a measure of the rate at which bipolar 

cells are recruited into waves.  In control conditions, Stage III waves propagate with a 

highly variable wavefront propagation speed.  Though wavefront propagation varied 

across waves within a retina (Figure II-7), it varied most significantly across 

preparations, with a few retinas supporting very rapid waves with propagation speeds 

greater than 250 µm/s (Figure II-4D, Figure II-5). Surprisingly, TBOA reduced the 

variability in propagation speed by causing all waves to propagate at speeds near 150 

µm/s (Figure II-6, Figure II-7). 

Based on this observation, we propose that glutamate activates two distinct 

processes: one that positively regulates wave speed, such as activation of ionotropic 

glutamate receptors, and one that negatively regulates it, such as activation of 

presynaptic mGluRs.  In this scenario variation in propagation speed from retina to 

retina may have to do with varying ambient levels of glutamate, perhaps due to 

variations in the effectiveness of transporters.  In TBOA, there is maximum activation 

of both positive and negative regulators of wave speed and therefore there is less 

variation across retinas. 

We propose a model that is consistent with these experimental observations 

(Figure II-12).  Stage III waves are initiated by spontaneous depolarizations in bipolar 

cells, and coupled to surrounding bipolar cells via spillover.  In this way, bipolar cells 
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function in a manner similar to starburst amacrine cells during the cholinergic stage II 

waves. The strong depolarization provided by a wave also excites inhibitory circuits, 

which contribute to the delay between waves.  Hence, the balance of excitation and 

inhibition onto bipolar cells sets the initiation rate. The question remains – how does 

spillover couple bipolar cells when its function in the adult retina is to inhibit release 

from neighboring bipolar cells? More experiments are required to determine whether 

glutamate release from one bipolar cell directly depolarizes its neighbor during 

development via conductances that are not described in adult or whether there is an 

intermediate excitatory cell.  

In summary, we have demonstrated that an absence of glutamate signaling 

prevents the transition from Stage II to Stage III waves.  In addition, there is robust 

inhibitory signaling and glutamate spillover during Stage III waves, both of which 

shape the spatiotemporal properties of waves.  These findings represent key insights 

into the features of transient circuits that mediate spontaneous activity during 

development.   

 

Experimental procedures 

Animals. C57Bl/6 mice obtained from Harlan were used for all WT 

recordings. VGLUT1 knockout mice (Fremeau et al., 2004) and VLGUT3 knockout 

mice (Seal et al., 2008) were generated as reported previously. Heterozygous 

littermates were used as controls for experiments using VGLUT1- and VGLUT3-null 

mice.  All animal procedures were approved by the University of California, Berkeley; 

University of California, San Diego; or University of California, San Francisco 
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Institutional Animal Care and Use Committees and conformed to the National 

Institutes of Health Guide for the Care and Use of Laboratory Animals, the Public 

Health Service Policy, and the Society for Neuroscience Policy on the Use of Animals 

in Neuroscience Research. 

Whole-Mount Retinal Preparation.  P10 – P24 mice were anesthetized with 

halothane or isoflurane and decapitated.  Retinas were isolated in artificial 

cerebrospinal fluid (ACSF) (in mM: 119.0 NaCl, 26.2 NaHCO3, 11 glucose, 2.5 KCl, 

1.0 K2HPO4, 2.5 CaCl2, 1.3 MgCl2) and mounted RGC side up on filter paper.  

Retinas were incubated at room temperature in bubbled (95% O2 / 5% CO2) ACSF 

until transfer to the recording chamber, where they were constantly superfused with 

bubbled ACSF (32-34°C unless otherwise specified). 

Electrophysiology and Pharmacology.  Whole-cell current and voltage clamp 

recordings were made from whole-mount retinas.  Retinas were visualized with 

differential interference contrast optics on a Zeiss Axioskop 2 FS Plus microscope 

with an Achroplan 40x water immersion objective.  The inner limiting membrane of 

the retina was removed with a glass recording pipette and RGCs were targeted under 

control of a micromanipulator (MP-225; Sutter Instruments).  RGCs were identified 

by their large somas and the presence of a voltage-gated sodium conductance.  

Recording pipettes (Garner Glass or Sutter Instruments) were pulled (PP-830; 

Narishige)  with a tip resistance of 3-6 MΩ and filled with either a cesium gluconate 

(for all voltage-clamp recordings; in mM: 100 CsOH, 100 gluconic acid, 1.7 CsCl, 40 

HEPES, 10 EGTA, 5 MgCl2, 1 QX-314, 2 Na2ATP, and 0.3 Na-GTP; pH adjusted to 

7.25 with CsOH; ECl = -60 mV) or potassium gluconate internal solution (for current-
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clamp recordings; in mM: 98.3 K-gluconate, 40 HEPES, 1.7 KCl, 0.6 EGTA, 5 

MgCl2, 2 Na2ATP, and 0.3 Na-GTP; pH adjusted to 7.25 with KOH).  Data were 

acquired using pCLAMP 9 recording software and a Multiclamp 700A amplifier 

(Molecular Devices), sampled at 5 kHz and low-pass filtered at 1 kHz.  6,7-

Dinitroquinoxaline-2,3-dione disodium salt (DNQX), D-(-)-2-Amino-5-

phosphonopentanoic acid (AP5), 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo 

[f]quinoxaline-7-sulfonamide disodium salt (NBQX), SR-95531 hydrobromide 

(gabazine), strychnine, and Dihydro-ß-erythroidine hydrobromide (DHßE) were added 

to ACSF as stock solutions prepared at ≥1000x concentration in water.  DL-threo-b-

Benzyloxyaspartic acid (TBOA) stock solution was prepared at ≥1000x in dimethyl 

sulfoxide.  All antagonists were acquired from Tocris; all other chemicals were 

acquired from Sigma-Aldrich.   Data were analyzed in pCLAMP, IGOR Pro 

(Wavemetrics Inc.) or MATLAB (Mathworks). 

 To calculate inter-cEPSC intervals in whole-cell voltage clamp recordings, 

cEPSCs were identified by eye.  For Figure II-2, a cluster was defined as a series of 

cEPSCs separated by not more than 10 s. 

 Outside-out patches were excised from RGC somas > 500 µm away from the 

simultaneously recorded RGC.  Cesium gluconate was used for outside-out patch 

recordings.  To confirm that patches contained glutamate receptors, L-glutamate was 

pressure-applied (5 psi) to patches at a concentration of 1mM in a solution containing 

(in mM): 150 NaCl, 2.5 KCl, 10 Hepes, pH 7.4.  Patches were inserted to a depth of 

10 µm in the inner plexiform layer, within 10 µm of the recorded RGC’s soma.  All 

patch traces included were low-pass filtered (Bessel, 8-pole) at 150 Hz for clarity. 



69 

Calcium Imaging.  Retinas were bulk loaded with the calcium indicator 

Oregon Green 488 BAPTA-1 AM (OGB-1 AM; Invitrogen) using the multicell bolous 

loading technique (Stosiek et al., 2003).   OGB-1 AM was prepared at a concentration 

of 10mM in a solution of 2% pluronic in DMSO, which was then diluted 1/10 in a 

solution containing (in mM): 150 NaCl, 2.5 KCl, 10 Hepes, pH 7.4 (Stosiek et al., 

2003).  The OGB-1 AM solution was pressure ejected from a borosilicate glass 

micropipette (Garner Glass or Sutter Instruments) using a PV-820 Pneumatic 

PicoPump (World Precision Instruments) at a pressure of 10 – 20 psi.  The pipette was 

positioned just under the inner limiting membrane and dye was injected for 700 ms in 

3-5 locations per retina.  Epifluorescent calcium imaging was performed on a Zeiss 

Axioskop 2 FS Plus microscope using a 10x or 40x water immersion objective (Zeiss 

Achroplan), with illumination provided by a Sutter Lambda LS and controlled by a 

Uniblitz shutter.  Images were acquired at 2-4 Hz in MetaMorph (Universal Imaging 

Corporation). 

Calcium Imaging Analysis.  Stage III retinal waves exhibited clusters of 

rapidly initiating waves, and therefore we often observed waves in regions that still 

had elevated calcium from a preceding wave. This property required a method of 

analysis that relied upon the accurate definition of wave boundaries. Therefore, 

fluorescence intensity image time series were processed using custom MATLAB 

(Mathworks) programs to define wave boundaries in the following manner.  Images 

were spatially filtered using a two-dimensional mean filter which averaged over a 31 x 

31 micron box.  For each frame, the fractional change in fluorescence intensity ΔF/F = 

(F(t)-Favg)/Favg was computed, where F(t) is the fluorescence intensity at time t and 
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Favg is the fluorescence intensity at each pixel averaged over the entire time series.  

Wave boundaries were defined as contiguous pixels that had a change in ΔF/F greater 

than 2% within 1 second.  Contiguous regions from one frame to the next were 

considered to be part of one wave.  In order to exclude spontaneous calcium transients 

in individual RGCs, we defined waves as having a minimum size of 960 µm2. These 

values for the time and threshold were determined to best match the wave boundaries 

as determined by visual inspection. This process generated binary images of wave 

regions at each point in time on which subsequent analysis was compiled (Fig. 4).  

Inter-wave intervals were determined at 25 points on a 5X5 grid evenly spaced over 

the imaged region.  Given our temporal filter of 1 second to reliably define waves, we 

could not determine inter-wave intervals of less than 2 seconds. We did not estimate 

the total area covered by waves because many waves initiated or ended outside of the 

imaged area.  

Velocity of the wavefront was computed for waves covering greater than one 

quarter of the imaged region and lasting longer than 2 seconds.  Here the term velocity 

refers to the magnitude of displacement over time without regard to direction.  Smaller 

and shorter duration waves were excluded because they are difficult to distinguish 

from local bursts of synchronous activity.  Velocity was measured by first projecting 

the path of the wavefront onto an isotemporal map such that the wave boundaries at 

each time are represented by a continuous line (Figure II-5).  The furthest distance 

traveled during the last frame of a wave was used as an ending point for tracing the 

path of the wavefront.  Points along the wave path were selected by finding the 

shortest distance from the point at time t and the wavefront at time t-1.  Wave paths 
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were examined by eye for each wave to ensure they met the above criteria.  Paths were 

excluded from analysis if waves propagated over regions containing patches of retina 

where uneven loading of calcium indicator prevented accurate measurement of the 

wavefront.  Velocity was calculated by averaging the distance traveled between each 

consecutive time point then multiplying by the image acquisition rate (4Hz for all 

analyses of wave spatiotemporal properties).  Some wavefronts propagated in a start-

stop manner.  For these waves pauses, where the distance between wavefronts at 

consecutive time points is 0, were not included in the averaging when computing 

velocity.  

Computing velocity based on wavefronts defined by calcium imaging leads to 

lower values than wave velocities measured using spikes recorded on an MEA (Demas 

et al., 2003; Demas et al., 2006).  The two methods lead to similar values for velocities 

for smoothly propagating waves with circular wavefronts (Figure II-5, right). 

However, waves with more complex wavefronts, such as those that propagate in a 

saltatory manner (Figure II-5, left) or split into two distinct wavefronts, yield different 

values when measured with calcium imaging and with an MEA.  

Statistics.  Paired t-tests were used for all paired comparisons.  For multiple 

comparisons, a repeated measures ANOVA with a Newman-Keuls post hoc test was 

used.  Levene’s test was used to compare variances.  Alpha was always 0.05. 
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Figure II-1: Simultaneous calcium imaging and whole-cell recording show compound 
excitatory and inhibitory synaptic inputs are correlated with retinal waves

(A) Fluorescence image of retinal ganglion cell layer loaded with the calcium indica-
tor OGB-1 AM using the multicell bolus loading technique.  Pseudocolor overlay 
represents the fractional change in fluorescence over baseline (ΔF/F) in a single frame 
at the peak of a retinal wave (frame taken from the wave marked by an asterisk in B).  
Black triangles represent whole-cell patch clamp electrodes. Scale bar: 15 µm
 (B) Simultaneous calcium imaging (top), whole-cell current (middle) and voltage 
(bottom, Vm = -60mV) clamp traces recorded over 3 min.  Time course of ΔF/F is 
averaged over the entire field of view.  Vertical scale: 4% ΔF/F, 25mV, 100pA; Hori-
zontal scale: 30 s.
(C) Simultaneous calcium imaging (top), whole-cell current (middle) and voltage 
(bottom, Vm = -60 mV) clamp traces recorded during the wave in the boxed region of 
B.  Dots on calcium imaging trace represent the average fluorescence intensity at each 
time point, with no filtering. Vertical scale: 2% ΔF/F, 20mV, 70pA; Horizontal scale: 2 
s.
(D) Left, whole-cell voltage clamp recordings from two neighboring RGCs reveal that 
RGCs receive both excitatory (-60 mV, top) and inhibitory (0 mV, bottom) compound 
synaptic inputs (cEPSCs and cIPSCs) during retinal waves.  Recording is 3 min long.
Right, Whole-cell voltage clamp recordings from the same pair as in left panel, in the 
presence of 20 µM DNQX and 50 µM AP5.  Recording is 3 min long.  Numbered 
boxes represent events expanded in F. Vertical scale bar: 100 pA for top trace, 500 pA 
for bottom trace; Horizontal scale bar: 30 s.  
(E) Dual whole-cell voltage clamp recording of wave-associated cEPSCs (top; Vm = 
-60 mV) and cIPSCs (bottom; Vm = 0mV) in control (left), in 4 µM strychnine 
(middle), and in the presence of 5 µM gabazine and 4 µM strychnine (right).  Record-
ings in each condition are 2.5 minutes long.  Vertical scale bar: 200 pA; Horizontal 
scale bar: 20 s.
(F) Expanded timescale of the boxed areas in D.  Top: -60 mV; Bottom: 0 mV.  Small 
currents in top trace of (3) are unclamped IPSCs.  Scale bar for (1) and (2): Vertical: 
50 pA for top traces, 250 pA for bottom traces; Horizontal: 1 s. Scale bar for (3): 
Vertical: 20 pA for top trace, 100 pA for bottom trace; Horizontal: 125 ms
(G) Histogram of intervals between peaks of wave-associated cEPSCs. Bin size is 2 s.  
n = 2,654 intervals from 46 cells.
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Figure II-2: VGLUT 1 -/- mice lack Stage III glutamate retinal waves but exhibit 
extended Stage II cholinergic waves

(A) Dual whole-cell voltage clamp recordings from neighboring RGCs in a P11 
VGLUT 1 +/- retina.  Wave-associated cEPSCs (top, Vm = -60 mV) and cIPSCs 
(bottom, Vm = 0 mV) are shown in control (left), in the presence of the glutamate 
receptor antagonists DNQX (20 µM) or NBQX (20 µM) and D-AP5 (50 µM, middle), 
and in the presence of the nicotinic acetylcholine receptor antagonist DHßE (8 µM, 
right).  Recordings are 3 min long. n=10 cells in 5 mice for XXQX and AP5, n=11 
cells in 5 mice for DHßE.  XXQX = DNQX or NBQX.  Vertical scale bar: 100 pA for 
top traces, 200 pA for bottom traces; Horizontal scale bar: 20 s.
(B) Same experiment as in A in a P12 VGLUT1 -/- retina.  Recordings are 3 min long.  
n=13 cells in 4 mice for XXQX and AP5, n=12 cells in 4 mice for DHßE.  XXQX = 
DNQX or NBQX.  Vertical scale bar: 100 pA for top traces, 200 pA for bottom traces; 
Horizontal scale bar: 20 s.
(C) Effects of ionotropic glutamate and nicotinic acetylcholine receptor antagonists on 
frequency of cEPSC clusters in VGLUT1 +/-.  Bars are mean±SD, lines are individual 
cells.
(D) Effects of ionotropic glutamate and nicotinic acetylcholine receptor antagonists on 
frequency of cEPSC clusters in VGLUT1 -/-.  Bars are mean±SD, lines are individual 
cells.
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Figure II-3: Glutamate spillover occurs during waves

(A) Simultaneous outside-out patch (top) and whole-cell (bottom) recordings from a 
single patch-RGC pair.  RGC Vm = -60 mV; patch Vm = -40 mV (left), 0mV (middle) 
and +30 mV (right). Inset, schematic of recording configuration.  Outside-out patch 
pipette was positioned in the IPL near the recorded RGC.  Vertical scale bar: 5 pA for 
top left and middle traces, 25 pA for top right trace, 250 pA for bottom traces; Hori-
zontal scale bar: 2 s.
 (B)  Thirty-second-long voltage clamp recording from an outside-out patch (top, Vm 
= -35 mV) and RGC (bottom, Vm = -60 mV) in the presence of 5 µM gabazine (GZ), 
4 µM strychnine (STR) and 0 Mg2+.  Vertical scale bar: 5 pA for top trace, 250 pA for 
bottom trace; Horizontal scale bar: 3 s.
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Figure II-4: Calcium imaging reveals Stage III waves occur in episodic clusters

(A) Top Left frame is a fluorescence image showing loading of calcium indicator.  
Right frames are ΔF/F pseudocolor images during 3 seconds of a retinal wave.  
Bottom:  Left frame, the spatial extent of propagation of a single wave.  Each gray-
scale value represents the active area in one frame, with a 4 Hz frame rate. White is 
the first frame in which the wave was detected, dark gray the last.  Right frames are 
binarized wave front (white; see Supplemental Experimental Procedures) showing 
progression of the same wave as in the top three frames.  Scale: 100 µm.
(B) Spatial extent of wave propagation of four waves marked by numbers in C.  
Colors are as in bottom left frame of A.
(C) Time course of the ΔF/F recorded over 120 s from the 30x30 µm region of interest 
in B.  Waves depicted in B are numbered.  The first 5 waves follow within 3-5 seconds 
of one another. Conversely, the last wave is not followed rapidly by other waves.  
Vertical scale bar: 2% ΔF/F; Horizontal scale bar: 25 s.
(D) Histogram of inter-wave intervals.  Bin size is 2 s.  n=22,204 IWIs from 69 
retinas.
(E) Histogram of wave velocities.  Bin size is 10 s.  n=341 waves from 34 retinas.  
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116 µm/s 313 µm/s

Figure II-5: Examples of images used to compute wave propagation speed.

Equal shades of gray represent the wave boundary at a given time, with darker shades 
corresponding to later time points during the wave.  The width of isotemporal regions 
is indicative of the distance traveled during the interval between frames (250 ms).  
The green line represents the path of the wave and green circles represent the points 
along the wave boundaries where the distance measurements are taken to determine 
velocity (see Methods).  The wave on the left has an average velocity of 116 µm/sec 
whereas the wave on the right has an average velocity of 313 µm/sec.  Scale bar 100 
µm.
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Figure II-6: The effects of increased glutamate spillover on spatiotemporal properties 
of Stage III waves

(A) Outside-out patch recording (top; Vm = -40 mV) and RGC whole-cell voltage 
clamp recording of cEPSCs in an RGC (bottom, -60 mV) in control ACSF (left) and in 
25 µM TBOA (right).  Dotted line represents baseline holding current before TBOA 
application.  Recordings are 2 min long.  Vertical scale bar: top, 4 pA; bottom, 100pA. 
Horizontal scale bar: 20 s.
(B) Cumulative histogram summarizing effects of TBOA on inter-cEPSC interval 
measured from whole-cell recordings.  n=4 cells in control, n=3 cells in 25 µM 
TBOA, n=3 cells in rinse.  Black is control, dotted line is TBOA.
(C) Summary of spontaneous calcium transients during three sequential ten second 
intervals.  Gray value corresponds to the time during which that region of the retina 
was active. Black is baseline; white is activity at 0 s, with increasing time depicted as 
darker grays. If a region of the retina was active more than once, the time of the most 
recent activity is displayed. Top: Control. Bottom: 25 µM TBOA. Scale bar = 100 µm
(D)  Time course of ΔF/F averaged over a 30 µm x 30 µm region in the center of the 
retina in C.  Top: Control ACSF; Bottom: TBOA.
(E) Summary cumulative probability distribution of inter-wave intervals (IWIs).  
Black line is control, dotted line is TBOA.  Shaded areas represent standard error of 
the mean (n=9 retinas).
(F) Summary of effects of TBOA on propagation speed.  Individual dots represent 
single retinas; lines connect a retina’s speed in control and TBOA.
(G) TBOA-induced change in wave propagation speed plotted versus propagation 
speed in control.  Dots represent average speed of all waves in individual retinas; error 
bars are standard deviation.
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Figure II-7: Blocking glutamate transporters decreases the variability of wave propa-
gation speed.

Plots of propagation speed vs. time in a single retina.  Each dot represents one wave.  
Top, control; bottom, 25 µM TBOA.
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Figure II-8: TBOA reduces wave frequency during Stage II waves.

Cumulative histogram summarizing effect of 25 µM TBOA on inter-wave intervals 
during Stage II waves.  n=5 retinas, aged P5-P6. Black is control, red is 25 µM 
TBOA, dotted line is rinse.  Shaded areas represent standard error of the mean.
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Figure II-9: Inter-wave interval, but not propagation speed, is affected by NMDA or 
AMPA/kainate receptor blockade

(A) Progression of a wave recorded with calcium imaging during bath application of 
20 µM NBQX. Each grayscale value represents the active area in one frame, with a 4 
Hz frame rate. White is the first frame in which the wave was detected, dark gray the 
last.  Black square is the 30x30 µm region from which the traces in B are derived.  
Scale bar = 100 µm.
(B) Time course of the ΔF/F in retinas in control (top) and during bath application of 
NBQX (bottom). Asterisk indicates the wave shown in A.  Vertical scale bar: 5% Δ
F/F; Horizontal scale bar: 50 s.
(C) Cumulative probability distribution of inter-wave intervals (IWIs).  Black line is 
control, dotted line is NBQX.  Shaded areas represent standard error of the mean.
(D) Summary of effects of NBQX on propagation speed.  Individual dots represent 
single retinas; lines connect a retina’s speed in control and NBQX.
(E) Progression of a wave recorded with calcium imaging during bath application of 
50 µM AP5.  Colors are as in A. Black square is the 30x30 µm region from which the 
traces in F are derived.  Scale bar: 100 µm.
(F) Time course of the ΔF/F in control (top) and during bath application of 50 µM 
AP5 (bottom).  Asterisk indicates the wave shown in E. Vertical scale bar: 5% ΔF/F; 
Horizontal scale bar: 50 s.
 (G) Cumulative probability distribution of inter-wave intervals (IWIs).  Black line is 
control, dotted line is AP5.  Shaded areas represent standard error of the mean.
(H) Summary of effects of AP5 on propagation speed.  Individual dots represent single 
retinas; lines connect a retina’s speed in control and AP5.
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Figure II-10: Temperature effects on spatiotemporal properties of Stage III waves

(A) Cumulative histogram summarizing effects of different bath temperatures on 
inter-wave intervals. Shaded areas represent standard error of the mean.
(B) Cumulative histogram summarizing effects of different bath temperatures on 
inter-wave intervals in the presence of 25 µM TBOA.  Shaded areas represent stan-
dard error of the mean.
(C) Effects of temperature on propagation speed.  Individual dots represent single 
retinas; lines connect a retina’s speed at three different temperatures.
(D) Effects of temperature on propagation speed in the presence of 25 µM TBOA.  
Note there was a reduction in the across-retina variability in the presence of TBOA as 
described in Figure 5.   Since the effects of changing temperature on the spatiotempo-
ral properties of waves followed the same trends in the presence of TBOA, we could 
not differentiate effects of temperature on glutamate transporters from effects on other 
physiological processes.

TBOA

Pr
op

or
tio

n 
of

 In
te

rv
al

Intervals (s)

32 °C
37 °C

27 °C

0 20 40 60 80
0

0.5

1.0

91

32 °C
37 °C

27 °C

Control

Pr
op

or
tio

n 
of

 In
te

rv
al

s

Intervals (s)
0 100 200 300

0

0.5

1.0

50

100

150

200

250

300

27 32 37

Ve
lo

ci
ty

 (µ
m

/s
ec

)

Temperature (°C) 

A B

C D

27 32 37
50

100

150

200

250

300

Ve
lo

ci
ty

 (µ
m

/s
ec

)

Temperature (°C) 

1.0” from top

1.1” from right1.6” from left

1.25” from bottom



0 s

5 s

10 s
1-10 s 11-20 s 21-30 s

C
on

tro
l

G
Z 

+ 
ST

R

A

Figure II-11: Effects of blocking inhibition on the spatiotemporal properties of retinal 
waves 

(A) Summary of spontaneous calcium transients during three sequential 10 second 
intervals. Gray value corresponds to the time during which that region of the retina 
was active. Black is baseline; white is activity at 0 s, with increasing time depicted as 
darker grays. If a region of the retina was active more than once, the time of the most 
recent activity is displayed.  Top: Control. Bottom: 5 µM gabazine (GZ) and 4 µM 
strychnine (STR). Scale bar = 100 µm
(B) Time course of ΔF/F averaged over a 30 µm x 30 µm region in the center of the 
retina in A.  Top: Control. Bottom: gabazine and strychnine.
(C) Summary cumulative probability distribution of inter-wave intervals (IWIs).  
Black line is control, dotted line is gabazine and strychnine.  Shaded areas represent 
standard error of the mean.
(D) Effects of gabazine and strychnine on propagation speed.  Individual dots repre-
sent single retinas; lines connect a retina’s speed in control and GZ + STR. n=8 
retinas.
(E) GZ+STR-induced change in wave propagation speed plotted versus propagation 
speed in control.  Dots represent average speed of all waves in individual retinas; error 
bars are standard deviation.
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Figure II-12:  Schematic of functional circuit organization of mammalian retina during 
Stage III waves

Glutamatergic (glu) bipolar cells (green) provide excitatory input (green) to RGCs 
(gray) and amacrine cells (red).  In turn, glycinergic (gly) and GABAergic (GABA) 
amacrine cells (here both represented by a generic red cell) provide direct inhibition 
(red) to RGCs as well as inhibit release from bipolar cells.  The mechanism by which 
glutamate spillover (green cloud) depolarizes neighboring bipolar cells is unknown.
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III. Neuronal connexin 45 does not contribute to 

retinal wave function 

 

Summary 

Gap junctions are widely expressed in the developing nervous system, and 

adult retinal neurons are extensively connected by gap junctions.  Here we investigate 

the role of gap junctions in shaping spontaneous activity in the developing retina.  

Pharmacological manipulations have led to conflicting results in the role of gap 

junctions in retinal waves.  Therefore we have studied the role of retinal waves in 

transgenic mice lacking gap junction proteins, called connexins.  There are two 

connexins expressed in the inner retina: Connexin 36 (Cx36) and Cx45.  In previous 

studies our lab showed that Cx36ko mice exhibit normal retinal waves.  Here we study 

retinal waves in a mouse in which the gap junction protein connexin 45 is knocked out 

and a GFP reporter is knocked in (Cx45ko).   Using GFP expression, we found that 

Cx45 is expressed in amacrine and ganglion cells the developing retina.  Using 

calcium imaging and whole cell recordings, we found that Cx45ko retinas exhibited 

normal retinal waves.  In order to test whether compensation occurs in single-connexin 

knockout mice we generated a Cx36-Cx45 double knockout (Cx36-45dko).  Whole 

cell recordings revealed that Cx36-45dko retinas also exhibit retinal waves. Hence, 

although gap junctions are present during development, they do not play a role in the 

generation of retinal waves 
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Introduction 

Gap junctions mediate electrical coupling among cells.  Gap junctions are 

comprised of transmembrane proteins called connexins.  Connexins are widely 

expressed in the central nervous system, and gap junction coupling has been shown to 

coordinate neural activity in various brain areas (Connors and Long, 2004) including 

the adult retina (Sohl et al., 2005).  In several regions of the CNS, expression of gap 

junctions is high early in development and is downregulated on a timescale that 

corresponds to the maturation of chemical synapses, indicating that it is important for 

intercellular communication before functional synaptic circuits have formed (Roerig 

and Feller, 2000).  

 Gap junction coupling has been described in the developing retina, where it has 

been implicated in regulating spontaneous firing.  Tracer coupling experiments in the 

developing retina reveal that RGCs form gap junctions with other RGCs as well as 

amacrine cells (Penn et al., 1994, Singer et al., 2001). Bath application of gap junction 

blockers has had varying effects on the propagation of retinal waves ranging from no 

effect to a complete blockade (Singer et al., 2001, Syed et al., 2004, Wong et al., 1998, 

Catsicas et al., 1998).   One possible reason for the variable effects is that 

pharmacological agents that block gap junctions also have several non-specific effects 

(Connors and Long, 2004), such as blockade of voltage-gated calcium channels that 

mediate synaptic transmission in the outer retina (Vessey et al., 2004), activation of 

potassium channels (Takeda et al., 2005, Sheu et al., 2008, Wu et al., 2001), and 

inhibition of synaptic release (Tovar et al., 2009).  Therefore, to study the role of 
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specific connexins in generating spontaneous firing patterns, we have turned to using 

connexin knockout mice. 

 There are 20 identified connexins in the mouse genome.  Approximately half 

of these have been detected in the CNS and only three (Cx36, Cx45, and Cx57) have 

been unambiguously observed in neurons (Connors and Long, 2004, Sohl et al., 2005).  

All three of these connexins have been detected in the retina. Cx36 and Cx45 have 

been observed in the inner mammalian retina (Guldenagel et al., 2000, Sohl et al., 

2000), suggesting that one or both of these connexins could be involved in correlating 

RGC firing during development. The other neuronal connexin, Cx57, has been 

localized to horizontal cells (Deans and Paul, 2001, Hombach et al., 2004, Huang et 

al., 2005), an interneuron in the outer retina that has not yet been implicated in retinal 

waves.  Using mice in which the Cx36 coding sequence has been replaced by a 

reporter gene (Deans and Paul, 2001, Deans et al., 2002), it was found that Cx36 is 

expressed in several cell types early in development, and that Cx36ko mice exhibit 

increased spontaneous firing of RGCs.  However, Cx36ko mice have normal retinal 

wave propagation (Hansen et al., 2005, Torborg et al., 2005).   

Here, we address the role of Cx45 in retinal wave generation using a knockout 

mouse.  First, we find that Cx45 is expressed in the developing retina.  Second, we 

find that Cx45ko mice have retinal waves from birth until eye opening, as measured 

by calcium imaging and whole-cell recording.  Third, we show that, as in wild type, 

late-stage retinal waves in Cx45ko are blocked by ionotropic glutamate receptor 

antagonists.  Finally, we show that a mouse lacking both Cx36 and Cx45 has late-

stage retinal waves that are blocked by ionotropic glutamate receptor antagonists.  
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Together, these results suggest that neuronal gap junctions are not required for the 

generation of retinal waves. 

 

Results 

The expression pattern of Cx45 in the developing retina is not known, although 

it is well-characterized in the adult.  Because germline deletion of Cx45 results in 

embryonic lethality (Kruger et al., 2000, Kumai et al., 2000), we used a mouse in 

which the endogenous Cx45 gene is replaced by a floxed Cx45 gene with an EGFP 

reporter (Cx45fl, Maxeiner et al., 2005).  Cre-mediated deletion of the Cx45 coding 

sequence was achieved by crossing Cx45f/fl mice with mice expressing Cre 

recombinase under control of the neuron-directed Nestin promoter (Nestin-cre mice) 

(Tronche et al., 1999), yielding Cx45fl/fl:Nestin-cre(+) mice, which we will refer to as 

Cx45ko.   Cx45ko mice lack Cx45 protein wherever the Nestin promoter is active, and 

once the Cx45fl allele has been converted to the Cx45del allele, EGFP expression is 

controlled by the Cx45 promoter.  We examined cross sections of retinas at P4 and P9 

and found that GFP is expressed in the developing inner retina.   Using 

immunohistochemistry to visualize GABA expression we found that GFP colocalizes 

with GABA at P4 and P9 (Figure III-1).  These results indicate that Cx45 is expressed 

in the developing retina and may therefore be involved in generating retinal waves. 

 To determine whether retinas can generate waves in the absence of Cx45, we 

loaded retinas from Cx45ko mice with fluorescent calcium indicators and monitored 

fluorescence over time in large pieces of retina (896 x 670 µm).  To determine 

whether Cx45 is required for stage II retinal waves we bath loaded retinas from P0-P4 
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Cx45ko mice with the calcium indicator fura-2 AM (Feller et al., 1996, Wong et al., 

1995).  To test the role of Cx45 in stage III retinal waves, we bulk loaded P10-P13 

retinas with the calcium indicator OGB-1AM.  We observed waves in both P0-P4 

(n=5 mice) and P10-P13 retinas, indicating that Cx45 is not required for stage II or 

stage III retinal waves (Figure III-2A-C).  

In some cases, when a component of the retinal circuit required for wave 

generation is disrupted, waves are generated using a compensatory circuit mechanism 

(for review, see Blankenship and Feller, submitted).  Therefore, although waves are 

present in Cx45ko retinas, it is possible that they are generated by a different circuit 

than in wild type retinas.  To test the possibility that stage III waves in Cx45ko are 

generated by a compensatory circuit we applied the ionotropic glutamate receptor 

antagonists DNQX (10µM) and AP5 (50µM), which block stage III waves in wild 

type retinas.  Stage III retinal waves in Cx45ko mice were blocked by DNQX and 

AP5, suggesting that waves in Cx45ko mice are not different from those in wild type 

mice (Figure III-2C,D). 

 Cx45 is expressed in GABAergic amacrine cells, which modulate glutamate 

release from bipolar cells. Therefore we monitored transmitter release in Cx45ko mice 

using whole-cell voltage clamp recordings from RGCs (Blankenship et al., 2009).  We 

found that Cx45ko RGCs received wave-associated compound excitatory postsynaptic 

currents (cEPSCs) during stage II (P1-P8; frequency in Cx45ko 0.63 ± 0.25 cEPSC 

clusters /min, n=11 cells in 6 mice, Cx45fl 0.5 ± .2 cEPSC clusters /min, n=12 cells in 

6 mice; Figure III-3A, B) and stage III (P10-P13; frequency in Cx45ko 0.55 ± 0.58 

cEPSC clusters /min,  n=35 cells in 13 mice; Cx45fl 0.5 ± 0.58 cEPSC clusters/min 
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n=16 cells in 6 mice; Figure III-3C-E).  Using simultaneous dual whole-cell voltage-

clamp recordings from neighboring RGCs we also found that Cx45ko RGCs receive 

correlated compound inhibitory postsynaptic currents (cIPSCs) during waves (n=3 

pairs; Figure III-3C).  We observed some cells that did not receive cEPSCs during 

both stage II (Cx45ko n=1/11 cells, Cx45fl n=1/12 cells) and stage III (Cx45ko n=8/35 

cells in 4/13 mice; Cx45fl n=3/16 cells in 3/6 mice). 

 To confirm that the cEPSCs that RGCs receive during stage III waves in 

Cx45ko are glutamatergic, we applied glutamate receptor antagonists while 

performing whole cell recordings.  cEPSCs were blocked in Cx45fl retinas (n=3 cells 

in 2 mice; Figure III-3D), and were blocked in 10/12 cells in Cx45ko retinas 

(frequency reduced from 1.15 ± 0.47 to .01 ± .04 cEPSC clusters/min, n=12 cells in 4 

mice; Figure III-3E). 

 One possible interpretation of our finding that mice lacking either of the 

neuronal connexins found in the inner retina, Cx36 and Cx45, still exhibit retinal 

waves is that gap junctions containing either connexin alone are sufficient to support 

wave propagation.  To test this hypothesis we generated Cx36-Cx45 double knockout 

mice and monitored retinal activity using whole-cell voltage clamp recordings.  We 

found that Cx36-45dko RGCs received cEPSCs during stage III waves (frequency 

0.77 ± 0.31 cEPSC clusters/min, n=9 cells in 3 mice; Figure III-4A), and that RGCs 

receive cIPSCs during waves (n=2 pairs, Figure III-4A).  and that these currents were 

blocked by DNQX and AP5 (n=6 cells in 2 mice; Figure III-4B).  These findings 

suggest that there has not been compensation in Cx45ko mice by Cx36. 
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Discussion 

 We have examined the role of Cx45 in generating retinal waves.  First, we 

showed that Cx45 was expressed in the developing retina.  Second, we showed that 

retinas lacking Cx45 generate retinal waves as measured by calcium imaging, and that 

late-stage waves in Cx45ko were blocked by glutamate receptor antagonists, as they 

are in WT retinas.  These results demonstrate that Cx45 is not required for wave 

generation.  Third, we showed that RGCs in Cx45ko retinas received normal cEPSCs 

during retinal waves, indicating that Cx45 does not dramatically shape RGC inputs in 

the developing retina.  Finally, we showed that a mouse lacking both of the connexins 

expressed in the adult inner retina, Cx36 and Cx45, receives normal wave-associated 

cEPSCs.  Together, these results show that Cx45 and Cx36 are not required for retinal 

wave generation. 

Gap junction blockers have had varying effects on retinal wave propagation.  

There are three basic categories of gap junction antagonists.  First, there 

are the glycyrrhizinic acid derivatives, which include the widely used carbenoxolone; 

alcohols, such as octanol; antimalarial drugs, such as mefloquine; and fenamates, such 

as meclofenamic acid (Connors and Long, 2004, Harks et al., 2001, Pan et al., 2007).  

Carbenoxolone has been observed to block waves measured by calcium imaging in 

E16 chick at concentrations between 25 and 50 µM (Wong et al., 1998).  However, 

50µM carbenoxolone had no effect on stage II or stage III waves as measured by 

multielectrode array recordings in mice (Stacy et al., 2005, Kerschensteiner and 

Wong, 2008), whereas 100µM carbenoxolone slightly reduced stage II wave 

frequency (Stacy et al., 2005).  In rabbit, concentrations of carbenoxolone up to 
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200µM had no effect on waves measure by calcium imaging (Syed et al., 2004).  

Similarly mixed results have been seen with 18-α- and 18-ß-glycyrrhetinic acid.  In 

rabbit, 15µM 18-ß- glycyrrhetinic acid restricted propagation of waves measured by 

calcium imaging, and 75µM blocked both stage II and stage III waves, whereas 18-α-

glycyrrhetinic acid had no effect (Syed et al., 2004).  Studies in mouse have found that 

18-α-glycyrrhetinic acid (25µM) decreased stage II wave frequency and size as 

measured by calcium imaging (Singer et al., 2001).  In E16 chick, both 18-α- and 18-

ß-glycyrrhetinic acid blocked waves (50µM, Wong et al., 1998).  Octanol blocked 

stage II waves measured by calcium imaging in rabbit (100µM, Syed et al., 2004) and 

dramatically reduced wave frequency in E9-E10 chick (2mM, Catsicas et al., 1998). 

Finally, meclofenamic acid (200µM) increased stage III wave frequency in mice as 

measured with multielectrode array recordings (Kerschensteiner and Wong, 2008). 

There are several potential explanations for these variable effects.  First is that 

although all of these agents have been demonstrated to directly block gap junction 

coupling as assayed either with tracer coupling or direct measurements of the 

junctional conductance , they also have several non-specific effects (Connors and 

Long, 2004, Vessey et al., 2004, Takeda et al., 2005, Sheu et al., 2008, Wu et al., 

2001, Tovar et al., 2009).  Also, gap junction antagonists need to be bath applied for at 

least 30 minutes to completely block coupling (Veruki and Hartveit, 2009, Cruikshank 

et al., 2004).  Therefore, short bath application times might lead to different effects 

than longer applications.  

Another possible interpretation of the finding that gap junction antagonists 

block waves and knockout mice have normal waves  is that a distinct connexin is 
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transiently expressed during development, as has been demonstrated in developing 

spinal cord {{316 Chang,Q. 1999}} and hypothalamus (Arumugam et al., 2005).  We 

have carried out preliminary studies in which we used RT-PCR to search for transient 

expression of connexins in the developing retina.  We have screened 8 of the 20 

connexin genes found in the mouse genome (Cx30.3, Cx31.1, Cx32, Cx36, Cx40, 

Cx45, Cx46, Cx57; S. Guerrero, K.J. Ford & M.B. Feller, unpublished observations).  

None of these genes are transiently expressed in the developing retina.  These data 

argue against the theory that there is developmentally transient expression of 

connexins in the retina, although we cannot rule out the possibility that other 

connexins are transiently expressed.  

Our results do not rule out a role for Cx57-containing gap junctions in wave 

generation.  Cx57 is expressed in horizontal cells, an interneuron that provides 

feedback inhibition at the photoreceptor-to-bipolar-cell synapse.  Horizontal cells, 

which are immunoreactive for GABA (Brandon, 1985), are unlikely to be involved in 

retinal waves.  GABAA receptor antagonists do no block waves (Firth et al., 2005).  

Furthermore, retinal waves are not sensitive to transmission at the photoreceptor-to-

bipolar-cell synapse, because our experiments are done under bright lighting 

conditions, when photoreceptors are hyperpolarized, and blocking the photoreceptor-

to-ON-bipolar-cell synapse with APB does not block waves (Kerschensteiner and 

Wong, 2008).  However, horizontal cell signaling has not yet been characterized 

during development, so there remains the possibility that they play a role via an 

unidentified mechanism or via Cx57-mediated coupling. 
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 We found that a small percentage of RGCs in Cx45ko and Cx45fl mice did not 

receive cEPSCs.  The rarity of the phenomenon and the fact that it was seen in both 

Cx45ko and Cx45fl mice suggest that the lack of waves in some cells was not a result 

of Cx45 deletion but rather experimental variability. In addition, the gross properties 

of waves as determined by calcium imaging were not altered.  Hence we conclude 

Cx45 is not required for the initiation or propagation of retinal waves. 

Together, our results show that the two known neuronal connexins expressed 

in the inner retina are not required for wave generation.  However, given that it is not 

yet known how glutamate release from bipolar cells is correlated during stage III 

waves (Blankenship et al., 2009), gap junctions remain an intriguing possibility.  

Preliminary studies indicate that bipolar cell dendrites are coupled via gap junctions 

composed of a yet-to-be identified connexin (M. tachibana, FASEB meeting on 

Retinal Neurobiology, 2008).  Furthermore, hemichannels composed of pannexins 

(Scemes et al., 2007), which are transiently expressed in the retina (Dvoriantchikova et 

al., 2006, Ray et al., 2005), may play a role in propagating retinal waves.  To fully 

determine whether gap junctions play a role in wave propagation will require the 

generation of new tools to acutely and selectively eliminate gap junction coupling. 

 

Methods 

Animals.  All procedures were approved by the Institutional Animal Care and 

Use Committee at The University of California, San Diego or the University of 

California, Berkeley. 
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Retinal preparation. Mice (P10-P13) were deeply anesthetized with halothane 

or isoflurane and decapitated.  Eyes were removed, and retinas isolated in artificial 

cerebrospinal fluid (ACSF; in mM: 119.0 NaCl, 26.2 NaHCO3, 11 glucose, 2.5 KCl, 

1.0 K2HPO4, 2.5 CaCl2, 1.3 MgCl2). For physiology, retinas were mounted RGC 

layer-up on filter paper (Millipore).  For histology, retinas were fixed in 

paraformaldehyde (4% in PBS). 

Physiology.   Retinas were visualized on an upright microscope (Zeiss 

Axioskop 2 FS Plus or Olympus BX51WI) and were continually superfused with 

ACSF.  RGCs were exposed by using a glass recording pipette to remove the inner 

limiting membrane over a small region of the retina.  Recording pipettes (3-6 MΩ) 

were filled with internal containing either Cesium Gluconate (in mM: 75 gluconic 

acid, 149.9 CsOH, 10 EGTA, 20 HEPES, 1 QX-314, 2 ATP-Mg, 0.3 GTP-Na, pH 

adjusted to 7.25 with CsOH) or Potassium Gluconate (in mM: : 128 K-gluconate, 10 

HEPES, 12 KCl, 5 EGTA, 1 MgCl2, 0.5 CaCl2, 2 Na2ATP, and 0.5 Na-GTP; pH 

adjusted to 7.25 with KOH or, alternatively, in mM: 98.3 K-gluconate, 40 HEPES, 1.7 

KCl, 0.6 EGTA, 5 MgCl2, 2 Na2ATP, and 0.3 Na-GTP; pH adjusted to 7.25 with 

KOH).  6,7-Dinitroquinoxaline-2,3-dione disodium salt (DNQX), and D-(-)-2-Amino-

5-phosphonopentanoic acid (AP5) were acquired from Tocris; all other chemicals 

were acquired from Sigma or Fisher. 

Calcium Imaging.  Retinas from P0-P4 mice were loaded with fura-2 AM by 

bath application.  Because bath application does not effectively load older retinas 

(Bansal et al., 2000), we used the multicell bolus loading technique to load retinas 

from P10-P13 mice with OGB-1 AM (Blankenship et al., 2009, Stosiek et al., 2003). 
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Data Analysis. CEPSC cluster frequency in whole cell recordings was 

quantified as previously described (Blankenship et al., 2009), using current clamp 

recordings, voltage clamp recordings or both.  In glutamate receptor antagonist 

experiments (Figures 3, 4), we occasionally observed currents resembling very small 

cEPSCs in the presence of DNQX and DAP5.  We recorded these currents only very 

rarely, and they were not counted because they were barely visible above the 

recording noise.  Drugs were considered “rinsed” when waves began occurring at a 

regular interval.  This criterion was typically met 8-15 minutes after control ACSF 

was reapplied.  In order to accurately appraise frequency once activity had begun 

again, the time period examined to quantify the frequency of waves was midway 

between the 1st and 2nd waves after activity had become regular to the end of the 

recording.  Because of this, rinse recordings in which the retina generated few waves 

but then went silent again were not counted as having rinsed. 

Immunofluorescence.  Retinas were fixed in 4% paraformaldehyde for 10 

minutes.  Retinas were then washed in 0.01M PBS for 30 minutes, and blocked for 

non-specific binding in blocking solution of 10% normal donkey serum, 5% bovine 

serum albumin, and 1% Triton-x in 0.01M PBS for 2 hours at room temperature.  

Next, retinas were cryoprotected in 30% sucrose for one hour.  Retinas were then 

placed into a cryomold biopsy chamber (27181; Ted Pella, Inc) and sliced into 16µm 

sections on a cryostat. 

The primary antibodies used were Mouse anti-GFP 1:1000 (Chemicon 

#MAB3580; panel B), Rabbit anti-GFP 1:1000 (Molecular Probes #A11122; panel C), 

Rabbit anti-GABA 1:2500 (Sigma # A2052; panels A and B), Goat anti-ChAT 1:200 
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(Chemicon #AB144P; panel C).  The secondary antibodies usedwere Alexa 488-

conjugated goat anti-mouse 1:500 (Molecular Probes #A-11001; panel B), Alexa 488-

conjugated donkey anti-rabbit 1:200 (Molecular Probes #A21206, panel C), Alexa 

568-conjugated goat anti-rabbit 1:500 (Molecular Probes A-11036, panels A and B), 

Cy3-conjugated donkey anti-goat 1:200 (Jackson Immunoresearch #705-165-147. 
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Figure III-1: Cx45 is expressed in a subset of developing RGCs and GABAergic 
amacrine cells.

A. GFP (green) expressed under the Cx45 promoter colocalized with GABA (red) in 
the first postnatal week (p4) and in the second postnatal week (p9, B). C. GFP did not 
colocalize with choline acetyl transferase (ChAT, red) in the second week (p9).  Scale 
bar = 25 micron.
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Figure III-2: Cx45ko mice exhibit normal retinal waves. 

A. Time course of ΔF/F in a 7 min long recording from a P2 Cx45ko retina.
B. Graph showing average wave frequency in Cx45ko and Cx45fl retinas. N=5 mice 
for Cx45ko, n=1 mouse for Cx45fl.
C. Top, Time course of ΔF/F in a 7 min long control recording from a Cx45ko.  
Bottom, same retina in the presence of 10µM DNQX and 50 µM ap5.
D. Summary graph of recordings from P10 – P13 Cx45ko retinas.  Bars are average ± 
SD, circles are individual retinas.  Control, n = 9 retinas from 3 mice; DNQX, n = 6 
retinas from 3 mice; Rinse, n = 4 retinas from 3 mice.  Rinse not observed in other 2 
retinas.

1.0” from top

1.1” from right1.6” from left

1.25” from bottom



113

Ctr DNQX
AP5

Rinse

Cx45ko
2.0

1.5

1.0

0.5

0.0

C
lu

st
er

s/
m

in

E

C
lu

st
er

s/
m

in

Cx45fl
2.0

1.5

1.0

0.5

0.0
Ctr DNQX

AP5

D

20 s
 150 pA

Control DNQX + AP5
C

1.0

0.8

0.6

0.4

0.2

0.0

C
lu

st
er

/m
in

Cx45fl Cx45ko

B

20 s

10 pA

A

Figure III-3: Cx45ko mice have normal wave-associated synaptic inputs.

A. Whole cell voltage clamp recording of cEPSCs in a P3 Cx45ko mouse.
B. Average cEPSC cluster frequency in stage II Cx45fl and Cx45 ko retinas.  Bars are 
average ± SD, circles are individual cells. Cx45fl, n = 12 cells in 6 mice; Cx45ko, n = 
11 cells in 6 mice.
C. Dual, simultaneous whole-cell voltage-clamp recordings from a P10 Cx45ko mouse 
showing cEPSCs in top traces and cIPSCs in bottom traces.  Left, control ACSF; 
Right, 20µM DNQX + 50 µM AP5.
D. Average cEPSC cluster frequency during stage III waves in Cx45fl mice.  Bars are 
average ± SD, circles are individual cells. Control, n = 16 cells in 6 mice; DNQX/AP5, 
n = 3 cells in 2 mice.
E. Average cEPSC cluster frequency during stage III waves in Cx45ko mice. Bars are 
average ± SD, circles are individual cells.  Control, n = 35 cells in 13 mice; 
DNQX/AP5, n = 12 cells in 4 mice.
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Figure III-4: Cx36/45dko mice have normal wave-associated synaptic inputs.

A. Dual whole-cell voltage-clamp recordings from a P10 Cx36/45dko retina. Left, 
control; middle, 20 µM DNQX, 50µm D-AP5; right, rinse. Recordings in each condi-
tion are three minutes long.
B. Average cEPSC cluster frequency in P10 – P12 Cx36/45dko retinas. n=3 
Cx36/45dko mice; n=9 cells in control, n=6 cells in DNQX/AP5, n=5 cells in rinse.  
Error bars = standard deviation.
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