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Abstract of the Dissertation

Consistency-based System Security Techniques

by

Sheng Wei

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2013

Professor Miodrag Potkonjak, Chair

Gate-level characterization (GLC) is the process of characterizing each gate of

an integrated circuit (IC) in terms of its properties, such as power and delay. It

is a key step in the IC applications regarding cryptography, security, and digital

rights management. However, GLC is challenging due to unpredictable process

variations, gate correlations, and difficulties to scale to large designs.

We have developed a new approach for hardware and system security using

consistency-based GLC and statistical analysis. In particular, we first conduct

input vector control, test point insertion, and thermal conditioning to impose

extra variations to the IC properties and break the correlations among gates.

Then, we partition the circuit into small segments and characterize the gate-level

IC properties in each segment. Finally, we employ statistical methods to analyze

the consistency of the gate-level properties, both intra- and inter-segments, to

identify and diagnose malicious modifications (e.g., hardware Trojans) or other

misconduct (e.g., IC counterfeiting) made by an adversary.

Based on our research findings in the consistency-based GLC, we develop a

group of hardware security applications, including (1) hardware Trojan detection

and diagnosis; (2) hardware metering and digital rights management; and (3)

ii



remote and in-field wireless security. The effectiveness of the consistency-based

GLC in varieties of applications indicates that it is the foundation and enabler

for reliable hardware and system security techniques.
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CHAPTER 1

Introduction

1.1 Motivation

Integrated Circuits (ICs) are fundamental building blocks of virtually all elec-

tronic equipments that are widely used today. The cost, performance, and relia-

bility of ICs have become essential design objectives in the modern IC industry.

In particular, there are two trends that dominate and play important roles in the

IC design and manufacturing.

Firstly, from the perspective of semiconductor technologies, as the scaling of

high-performance ICs moves to deep-submicron feature sizes, a higher degree of

semiconductor integration provides ever increasing performance. However, the

performance gain comes with new challenges such as increased leakage energy,

increased substrate noise, profound and intrinsic process variation (PV), and in-

creased susceptibility to environmental (e.g., thermal) and operational (e.g., sup-

ply voltage) variations. Among them, PV has emerged as the most limiting factor

that essentially redefines the IC synthesis and analysis flow. For example, it has

been reported that PV results in up to 20X variations in power consumption and

around 30% in timing [14]. Consequently, PV could not only completely compro-

mise the existing IC optimization efforts, it also makes the ICs more vulnerable to

even ultra-small variations, due to unintentional defects, unpredictable external

factors (e.g., environments), or malicious attacks (e.g., hardware Trojans). As
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PV has transitioned the domain of IC design and analysis from deterministic to

probabilistic, it becomes rather important to bring it back to the deterministic

domain, in order to accurately analyze the ICs for design optimization, quality

control, and security.

Secondly, from the perspective of business models, IC outsourcing has been

widely adopted by most of the IC design companies in order to reduce the manu-

facturing cost and thus increase their revenue. However, IC outsourcing induces

potential security concerns to the manufactured IC, due to the fact that an un-

trusted foundry has complete access to the hardware during the manufacturing

process. In particular, the security concerns include but not limited to the fol-

lowing: (1) The untrusted foundry may embed hardware Trojans (HTs) in the

circuit, which are unwanted and malicious components that would make the IC

malfunction or extract confidential information from the application system; and

(2) IC counterfeiting, in which an untrusted foundry is capable of manufacturing

additional unauthorized copies of ICs to obtain extra profits.

In summary, in the modern and pending IC industry, it is essential to be able

to accurately characterize and analyze the manufactured IC in a deterministic

manner, from which both the design optimization mechanism and security prim-

itives can benefit. In this dissertation, we focus on the security aspect of the

problem and develop a set of consistency-based techniques to characterize and

analyze the target ICs.

1.2 Challenges

The task of characterizing an IC in an accurate and deterministic manner is chal-

lenging due to the following reasons. First, process variation causes the key IC
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properties to vary from their nominal design specifications in a random and un-

predictable manner. It is difficult for the characterization methods to determine

the IC properties after manufacturing based on the specification. Second, even

if one can measure the IC properties precisely, the characterized properties, such

as delay and power, are subject to change due to environmental factors (e.g.,

temperatures) or the nature of the silicon (e.g., device aging). The potential

variations do not only increase the complexity of the characterization approach

by requiring it to execute repeatedly, they also complicate the corresponding pro-

cedure of analysis by mixing various sources of variations. Third, with the rapid

growth of transistor scaling, modern ICs often contain huge numbers of transis-

tors, in the magnitude of millions or even more. The scale of the circuit size, in

terms of the transistor count, challenges the scalability of the characterization

and analysis techniques. Finally, from the perspective of attackers, they tend to

minimize the exposure of the attacks while maximizing the damage, which adds

another layer of difficulty for the characterization approach in addition to the

naturally existed variations.

1.3 Design Principles

In order to address the challenges, we develop a set of consistency-based IC char-

acterization and analysis techniques. Our intuition is that the unexpected com-

ponent would pose additional variations in the observable IC properties. Even

though the variations can be hidden under process variation and become in-

distinguishable, we observe an important phenomenon that the behavior of the

unexpected components would exhibit inconsistent pattern compared to the nor-

mal IC components, due to the fact that the controllability over the unexpected

components is different from that over the normal gates. In particular, if we par-
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tition the IC into several small segments, an unexpected component in any of the

segments would cause the shared component of the segments to have inconsistent

properties, making it possible to be detected via consistency analysis.

Following this important observation, our design principle is to characterize

the gate-level IC properties and conduct consistency-based statistical analysis to

identify abnormal IC behavior and patterns. In order to conduct consistency

analysis, our initial step is to partition the large IC into a number of small and

overlapping segments, where we characterize the gate-level IC properties using

global power or delay measurements. Then, we find representative components

that are shared by various groups of the segments and analyze their properties

in terms of consistency. An inconsistent pattern across segments indicates that

there exist either unexpected or malicious components in the target IC.

1.4 Contributions and Organizations

Figure 1.1 summarizes the major contributions of the dissertation. We develop

a consistency analysis approach that is based on the accurate characterization

of gate-level properties. Based on the characterization results, we demonstrate

three system security applications, including hardware Trojan detection, hard-

ware metering and digital rights management, and remote in-field wireless se-

curity techniques. In particular, we have the following detailed contributions in

each category:

• A systematic consistency analysis approach based on efficient and accurate

gate-level characterization using non-intrusive delay and power measure-

ments (Chapter 3):

– Characterization of gate-level power properties using thermal condi-
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tioning and linear programming (Chapter 3.2); and

– Characterization of gate-level delay properties using test point inser-

tion (Chapter 3.3);

• A set of circuit partition and cost reduction techniques to ensure that the

proposed GLC and consistency analysis approaches are scalable to large

industrial designs (Chapters 3.4):

– A circuit segmentation approach by selectively freezing a subset of the

inputs and varying the others (Chapter 3.4.1);

– A region-based circuit partition method to further reduce the mea-

surement cost in delay characterization (Chapter 3.4.2).

• The research and demonstration of a group of system security applications

that are based on the GLC and the consistency analysis (Chapters 4–6):

– A complete set of hardware Trojan attack, detection, and defense mod-

els and methods using consistency-based analysis (Chapter 4);

– An IC metering and auditing approach using physical GLC and sta-

tistical analysis (Chapter 5); and

– A set of wireless security techniques that detect and diagnose hardware

Trojans in remote in-field wireless systems (Chapter 6).
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Figure 1.1: Major contributions and organizations of the dissertation.

6



CHAPTER 2

Background and Preliminaries

In this chapter, we introduce the system models that we employ in the discussion

of the dissertation, including the power/energy models, delay model, process vari-

ation model, and IC aging model. We regard these models as both the principles

that lead to our design methodologies and the evaluation criteria that justify our

research findings.

2.1 Power Models

There are typically two possible sources of power dissipation on an IC. One is

from gate switching (also termed switching power or dynamic power), where the

ICs dissipate power by charging the load capacitances of wires and gates. The

other source is static power (also termed leakage power), where the gates dissipate

power due to the leakage current even if they do not switch.

Equation (2.1) is the gate-level leakage power model [59], where W is width

of the transistor in the driving stage, L is the channel length, Vth is the threshold

voltage, Vdd is the supply voltage, n is the subthreshold slope, µ is the mobility,

Cox is the oxide capacitance, k is the Boltzmann constant, T is the absolute

temperature, q is the magnitude of charge on an electron, and σ is the drain
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induced barrier lowering (DIBL) factor.

Pleakage = 2 · n · µ · Cox ·
W

L
· (kT

q
)2 · Vdd · e

σ·Vdd−Vth
n·(kT/q) (2.1)

Also, we note that the leakage power has a non-linear (exponential) relation

with the temperature T , which provides us a way to vary the leakage power

by changing the temperature of the circuit. In particular, if we apply a set of

primary input vectors to the circuit that switch a set of gates, the gates can be

heated up, and the heat will be transferred to other gates on the circuit, which

causes the temperatures on the circuit to vary over time. In this way, we can

condition the temperatures on the circuit and utilize the exponential relation

between temperature and leakage power.

The gate-level switching power model [59] is described by Equation (2.2),

where the switching power is dependent on the switching probability per unit of

time α, the load capacitance CL, the transistor width W , the channel length L,

and the supply voltage Vdd:

Pswitching = α · CL ·W · L · V 2
dd (2.2)

2.2 Delay Model

The delay of a single logic gate can be expressed as

d = gh+ p (2.3)

where g and h are logical effort and electrical effort, respectively; and p is parasitic

delay. In particular, We use the delay model in [59] that relates the gate delay
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to its sizing and operating voltages:

Delay =
ktp · kfit · L2

2 · n · µ · φ2
t

· Vdd

(ln(e
(1+σ)Vdd−Vth

2·n·φt + 1))2

·γi ·Wi +Wi+1

Wi

,

(2.4)

where subscripts i and i+ 1 represent the the driver and load gates, respectively;

γ is the ratio of gate parasitic to input capacitance; and ktp and kfit are fitting

parameters.

2.3 Process Variation Model

Process variation (PV) during IC manufacturing causes IC key parameters to

vary from their nominal design specifications. For example, PV may vary leakage

power by up to 20X and frequency by 30% on a single wafer [14]. In particular,

there are two physical level properties that are major sources of PV: thresh-

old voltage (Vth) and effective channel length (Leff ). For example, the effective

channel length of a manufactured gate can be expressed by Equation (2.5), where

Lnom is the nominal design value of the effective channel length, and ∆L is the

variation caused by PV.

Leff = Lnom + ∆L (2.5)

Several models have been proposed to capture the impact of PV [7][23][24],

which formulate ∆L as a random distribution or a combination of multiple dis-

tributions to represent the spatial correlations on a chip, as well as the inter-chip

variations. In the discussion of this dissertation, we follow the quad-tree model

presented by Cline et al. [24] for the variation of Leff (i.e., ∆L). In particular,

∆L is distributed into multiple levels where there are different numbers of grids

allocated at each level. The grids at each level are assigned variation values that
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follow a Gaussian distribution. Then, we can calculate the total ∆L as the sum

of variation values in each level of the grids to which the corresponding gate be-

longs. Equation (2.6) shows the total variation in the effective channel length of

gate j, where ∆Lij is the variation in the ith level grid to which gate j belongs,

and µi and σi are the mean and variance of the Gaussian distribution at level i,

respectively.

∆Lj =
∑
i

∆Lij, where ∆Lij ∼ N(µi, σi) (2.6)

For Vth, we use the model presented by Asenov et al. [7], where the distribu-

tion of Vth is obtained by the simulation study of random dopants. Vth in this

model is fit into a Gaussian distribution, where the parameters are determined

by the dopant number and the dopant position.

2.4 IC Aging Model

IC aging causes the threshold voltage of the transistors to increase and, conse-

quently, the speed of the circuit to decrease. In particular, the threshold volt-

age shift caused by the negative bias temperature instability (NBTI) effect is a

function of stress time, temperature, and applied gate voltage, as shown in the

following equation [20]:

∆Vth = A · exp(βVG) · exp(−Eα/kT ) · t0.25 (2.7)

where t is the stress time; T is the temperature; VG is the applied gate voltage;

A, β and k are constants; and Eα is the measured activation energy of the NBTI

process. We employ this aging model to quantify the threshold voltage increase

of the gates that are in the stress mode.
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CHAPTER 3

Gate-level Characterization

In this chapter, we discuss in details our approach of characterizing each gate of

an IC in terms of its manifestational properties, such as delay and power. We

show that the proposed characterization approach addresses the concerns caused

by process variation and serves as the foundation of conducting consistency-based

analysis for system security applications.

3.1 GLC Overview

With the ever increasing trend of transistor scaling, process variation (PV) has

emerged as the most limiting factor that essentially redefines IC synthesis and

analysis flow. PV is the deviation of IC key parameters from nominal specifica-

tions. For example, it has been reported that the frequency of a chip can vary by

up to 30% from its nominal design values [14]. For leakage current, the variations

are much higher and may reach up to 20 times [14].

Gate-level characterization (GLC) is the process of characterizing each gate of

an IC in terms of its properties, such as power and delay. Several research efforts

[48][6][70] have proposed conceptually different non-destructive GLC techniques.

However, none of them are capable of characterizing all the gates due to insuf-

ficient diversity of linear equations that correspond to power or delay measure-

ments. We have developed a group of new GLC approaches for characterizing
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all the gates in a target circuit [88][89][90][92][96] [93]. To the best of our knowl-

edge, this is the first report of a technique that guarantees a complete gate-level

characterization.

3.2 Gate-level Power Characterization

Our goal in gate-level power characterization is to characterize the power scaling

factor of each gate, which is the deviation of the gate leakage power or switching

power from the nominal specifications due to process variation.

3.2.1 Objectives

We have the following two primary objectives in power GLC:

• Accuracy. The results of characterization must be accurate, i.e., the dif-

ference between the characterized scaling factors and their actual values

is minimal. Since there exist measurement errors, we must filter out the

noises of errors.

• Number of characterized gates. Our goal is to characterize all the gates in

the target circuit. In most cases, this objective is challenging due to the

fact that there are a large portion of gates in the circuit that are correlated

and thus have extremely low individual observabilities.

3.2.2 Power Measurements and Equations

We begin our power GLC approach by applying m different input vectors that are

stored in flip-flops to the combinatorial logic and measure the total leakage power

of the circuit for each of them. Next, we generate a system of m equations and
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formulate a linear program (LP). The objective function of the linear program is

to minimize the sum of the absolute value ( l1-norm) of measurement errors, as

shown in Equation (3.1), where m is the number of measurements, and ei is the

error of the i-th measurement.

min
m∑
i=1

|ei| (3.1)

The system of linear equations (i.e., the constraints in the LP) can be formu-

lated as the following:

K · s = p̃+ e (3.2)

where K ∈ Rm×n is the nominal design values represented by a matrix of coeffi-

cients, which depend on gate types and their input vectors and can be found in a

lookup table [104]; m is the number of measurements; n is the number of gates on

the chip; s, p̃, and e are one-dimensional vectors representing the scaling factor

of each gate, the measured power, and the unknown measurement error in each

measurement, respectively. The format of (3.2) meets that of a linear constraint

in a LP. Note that we abstract the impact of PV on leakage power (or switching

power) using a scaling factor si for each gate i in the circuit. Our goal in GLC is

to characterize the scaling factors of all gates by solving the LP. After obtaining

the scaling factors, we can recover the manifestational properties due to PV from

their nominal design values.

Note that the IC design specification may specify a range of nominal values

(i.e., the K values) accounting for the process variation or other possible vari-

ations during the manufacturing process. In our GLC formulation, we consider

this variation (i.e., the range of nominal values) by employing the scaling factor
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s for each gate, which is exactly the set of variables we solve in the LP. However,

our GLC formulation does require a constant nominal value for each type of gates

under each combination of inputs, which appears as the coefficient matrix K of

the linear equations (i.e., Equation (3.2)). In this case, the range of nominal

values in the design specification cannot be used directly. Our solution to this

problem is to use a representative value (e.g., the average) of the nominal range.

Once we solve the GLC equations, the variation of the nominal range will be

reflected in the scaling factor values.

3.2.3 Technical Issues in Power GLC

The structure of matrix K and thus the formulation of the LP are highly de-

pendent on the selection of input vectors. In order to characterize the scaling

factors accurately, one must minimize the dependencies amongst the variables

in the system of equations. A simple way of achieving the goal is to create as

many equations as possible. However, this technique has two strong negative

ramifications:

• Large-Size LP. The number of gates is large in modern IC designs. Hence,

the formulated LP may easily exceed the processing power of LP solvers.

• Correlations. Even if we are able to handle a large number of equations,

ideally all the possible input vectors, we still cannot characterize the gates

that are correlated in the system of linear equations. We define two types

of correlations: (1) between gates that have the same ratio of coefficients in

all the equations (collinearity correlation); and (2) between gates for which

we are not able to obtain a sufficient number of independent equations

due to the fact that the number of variables is larger than the number
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of equations (insufficient controllability). We observe that the collinearity

correlation often occurs when multiple gates are of the same type and have

the same input signals. Also, the insufficient controllability correlation is

a consequence of the IC structure where a subpart of the circuit has many

gates but few intermediate inputs that control them.

The running times and coverage issues in the pertinent set of equations re-

quires us to reduce the size of the LP and to break the correlations. We address

the first issue by pre-processing the input vectors in such a way that we maximize

the number of unique coefficients in front of each variable. Also, we address the

second issue using correlation detection and thermal conditioning.

3.2.4 Power Characterization Overall Flow

In order to achieve the objectives in GLC and address the technical issues, we

develop a power GLC approach that includes three phases, namely pre-processing,

GLC, and post-processing, as shown in Figure 3.1. In the pre-processing phase,

we first generate the IC instances that take into account the impact of PV. We

combine the PV model for individual devices presented by Asenov et al. [7] with

the spatial correlation model proposed by Cline et al. [24]. Next, we generate a

set of input vectors that can be applied to obtain various leakage voltage values.

The goal during input vector generation is to ensure that the maximum number

of gates have all their possible input signal combinations, so that the possibility

of linear dependencies in the system of linear equations is minimized. Also, we

selectively heat up the circuit by switching certain gates on the circuit in such a

way that all the remaining linear dependencies among the linear equations can

be resolved. After pre-processing, we begin the process of GLC, in which we

apply the set of input vectors and measure the total leakage power for each of
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them. For each measurement value, we formulate a linear equation by adding the

leakage power values of all the gates with the measurement error. Next, we solve

the system of linear equations using a LP solver and obtain results for each PV

scaling factor.

We repeat the GLC procedure multiple times and conduct post-processing

using the obtained results. We apply maximum likelihood estimation (MLE)

that selects the most likely scaling factor for each gate as our eventual results of

GLC. Finally, we employ statistical methods to validate our prediction results.

For this purpose we use resampling, where 60% of the GLC results are used for the

training set and 40% for the testing set. The entire GLC procedure terminates

when the validated GLC accuracy is within a user predefined threshold value.

3.2.5 Correlation Detection

Since the correlated variables in the system of linear equations cannot be solved

by the LP solver, we detect them so that we can either break the correlations

or, in the worst case, combine those variables to reduce the size of the LP. We

have developed two techniques to detect the collinearity correlations. The first

one is straightforward: we check the coefficients for all pairs of variables using

exhaustive enumeration. If there exists a pair of gates for which the ratio of

coefficients are identical over all the equations, the pair of gates is correlated. The

second technique employs our LP formulation itself. We add one more constraint

in the LP formulation that sets one of the potentially correlated gates to a very

large value; if correlations exist, the LP solution would show that several other

variables become very small. Therefore, these gates are correlated with the gate

whose value has been modified by the extra constraint.

For the insufficient controllability correlations, the detection is not trivial, as
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Figure 3.1: Overall flow of our GLC scheme. We use a three-phase procedure

(pre-processing, GLC, and post-processing).
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the number of subparts of the circuit that can possibly have correlations is large.

We solve this problem by manipulating the objective function. In particular,

we change the objective function to maximizing only one of the variables. If a

subset of the gates in the circuit have the insufficient controllability correlation,

the other variables would become very small.

3.2.6 Correlation Elimination

In this section, we discuss our thermal conditioning approach to GLC that resolves

the correlation issues in the system of linear equations.

3.2.6.1 Thermal Conditioning Overview

As discussed in Chapter 3.2.3, there are two technical issues that we must resolve

in GLC. Firstly, if the target circuit is large, it requires a large number of mea-

surements as well as a very large LP that is difficult to solve. Secondly, we must

break the correlations in the system of linear equations in order to characterize

all the gates on the circuit. The only way to break these correlations is to find

alternatives to supplement input vector variation for changing the coefficients of

the scaling factor variables.

We solve both technical issues using thermal conditioning, where we heat up

a subset of gates to change their coefficients in the system of linear equations.

Our intuition is based on the fact that gate-level leakage power depends on the

temperature of the gate (as shown in Equation (2.1)) and that IC heat-up is

much faster than the cooling process (as discussed in [62]). Therefore, thermal

conditioning provides us with an additional means of controlling a subset of gates

in the circuit and thus enables us to change the coefficients of the scaling factors

in the system of linear equations. By using thermal conditioning, we can obtain
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sufficient numbers of equations regardless of the number of input vectors that can

be applied. Furthermore, we are able to break the collinearity correlation, since

we can obtain different coefficients even without changing the input vectors.

We show our flow of thermal conditioning in Figure 3.2. We first conduct cor-

relation detection using the techniques discussed in Chapter 3.2.5 to determine

the subset of gates that are either subject to collinearity correlation or insufficient

controllability. Next, we perform thermal conditioning on the set of correlated

gates by applying a set of input vectors that cause the gates to switch. The heat

generated while switching increases the temperatures of the gates. In order to

calculate the new coefficients of the scaling factors in the system of linear equa-

tions, we select a subset of gates in the circuit as the representative gates, which

can provide us with the temperature profile of the entire circuit (as shown in

Algorithm 1). We characterize the new temperatures of the subset of gates by

measuring leakage power, switching power, and delay and by solving a system of

non-linear equations following the power and delay models discussed in Chapter

2. We utilize the characterized temperatures of the gates as representative tem-

peratures and determine the temperature of each gate in the circuit under the

consideration of heat transfer. Finally, we apply the new coefficients to GLC us-

ing leakage power measurements and characterize the scaling factor of each gate.

Figure 3.2: Flow of thermal conditioning for GLC. We increase the temperatures

of a subset of gates in the circuit to break the correlations in the system of linear

equations.
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3.2.6.2 Thermal Conditioning Using Gate Switching

We conduct input vector control to increase by different amounts the temper-

atures of the subset of gates that are subject to correlations in the system of

linear equations. In particular, we select a set of input vectors in such a way that

they can switch the set of correlated gates identified by correlation detection in

different ways. The heat generated during switching increases the temperatures

of the gates and thus change their coefficients in the system of linear equations.

The key observation is that the time needed for gate switching is very fast (on

the order of nanoseconds), while the cooling process is much slower (on the order

of seconds) [62]. Therefore, we can increase the temperatures of the subset of

gates rapidly and assume that the new temperatures we obtain stay constant for

seconds until we completely characterize all gates in GLC.

3.2.6.3 Temperature Characterization Using Leakage Power, Switch-

ing Power and Delay Measurements

In order to calculate the new coefficients in the system of linear equations after

thermal conditioning, we must determine the temperature profile of all the gates

in the circuit. There are three variables in the gate-level properties, as shown in

Equations (2.1), (2.2), and (2.4), temperature (T ), effective channel length (L)

and threshold voltage (Vth). From these three equations, we are able to solve

for temperature T . The formulation of these three equations requires that we

obtain gate-level leakage power, switching power, and delay. Our approach for

temperature characterization is nondestructive and does not require complicated

thermal models or thermal management tools. We first select a subset of gates

for which we can characterize all the three properties using GLC, i.e., the gates

that are on critical path, switch often, and do not have correlations in the sys-
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tem of linear equations with other gates in terms of leakage power. Next, we

conduct gate-level leakage power, switching power, and delay characterization of

the selected gates using the GLC method. After obtaining their gate level leak-

age power, switching power, and delay, we formulate three non-linear equations

according to Equations (2.1), (2.2), and (2.4) for each gate and solve for the vari-

ables T , L, and Vth. Finally, we use the temperatures of the selected gates as the

representative temperatures and determine the temperature profile of the entire

circuit, under the consideration that the gates that are physically close to each

other on the circuit have similar temperatures due to heat transfer. Algorithm 1

shows the pseudocode for selecting the representative gates and calculating the

temperatures.

3.2.6.4 Gate Level Leakage Power Characterization

After obtaining the new temperatures of the gates, we follow Equation (2.1) to set

the new coefficients in the system of linear equations. In this way, we are able to

create various independent linear equations that break both types of correlations.

3.2.7 Improving the Objective Function

So far we have been using the l1-norm of measurement errors as the objective

function in the LP. Although the l1-norm helps reducing the large errors, it is not

capable of reflecting the actual measurement errors. In order for the optimiza-

tion process to follow exactly the measurement error distribution, we consider

the likelihood function of the measurement error distribution in our objective

function. Our goal is to find the solution of maximum likelihood. For example, if

we assume the error follows a triangular distribution, the objective function can

be formulated as the following:
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Algorithm 1 Temperature Characterization: We conduct leakage power, switch-

ing power, and delay measurements on the pertinent IC and formulate three non-

linear equations with variables T , L, and Vth. We calculate T by solving the three

non-linear equations.

Input: Target circuit for characterization.

Output: Temperature Ti of each gate i.

1: repeat

2: Select a set I of input vectors;

3: Determine (via correlation detection) Sleakage, the set of gates that do not

have correlations with other gates in the system of linear equations in

leakage power GLC;

4: Determine (via simulation) Sswitching, the set of gates that switch with more

than k% probability when I is applied;

5: Determine (via simulation) Sdelay, the set of gates that are on critical path

with more than k% probability when I is applied;

6: Srep = Sleakage ∩ Sswitching ∩ Sdelay;

7: until Srep 6= ∅;

8: Conduct leakage power, switching power, and delay characterization using

GLC;

9: for each gate i in Srep do

10: Formulate leakage power equation using Equation (2.1);

11: Formulate switching power equation using Equation (2.2);

12: Formulate delay equation using Equation (2.4);

13: Solve the three equations for T , L, and Vth using non-linear programming;

14: end for

15: Calculate the new temperatures Ti for all gates in the circuit using Srep;

16: return Ti;
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max l(er) =
m∑
i=1

log(es + p(|er|)) (3.3)

where p(·) is the probability density function of the triangular distribution. The

new objective function is non-linear and cannot be handled by the LP solver

directly. Our solution is to create a piecewise linear function that approximates

the non-linear function. In particular, we find a subset of breakpoints on the non-

linear curve. By connecting these breakpoints using piecewise linear segments,

we obtain a linear form of the objective function. Figure 3.3 shows an example

of the likelihood function and the piecewise linear approximation.

Figure 3.3: An example of the likelihood function and the piecewise linear ap-

proximation, where l(er) = log(5− er), and two breakpoints u1 and u2 are being

considered.

We define the problem of finding the optimal breakpoints as an optimization

problem, where we minimize the approximation error in the following form:

min dN(a, b) =
∫ b

a
(l(er)− f(er))

2 d er (3.4)
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where a and b are parameters of the triangular distribution; l(er) is the non-linear

likelihood function; and f(er) is the piecewise linear function determined by the

breakpoints. In particular, we formulate f(er) as the following expression.

fi(er) = aier + bi, ui−1 ≤ er ≤ ui (3.5)

where fi(er) is the i-th segment of the piecewise linear function. Suppose we

have N breakpoints and thus N + 1 linear pieces. ui(1 ≤ i ≤ N + 1) are the

breakpoints, with u0 = 0 and uN+1 = b. ai and bi are parameters determined by

ui−1 and ui.

The problem of finding breakpoints in the piecewise linear approximation can

be solved provably optimally in polynomial time using dynamic programming

[13]. The linearization is sufficient to obtain a piecewise linear representation of

any arbitrary function. However, it requires the error function to be convex in

order to guarantee the optimality of the results.

3.2.8 MLE Post-processing

The results obtained from the LP are impacted by several factors including the

precision of the LP solver and the accuracy of the power measurements. In or-

der to obtain more accurate results, we post-process the characterization results

using maximum likelihood estimation (MLE). In particular, we repeat the GLC

procedure multiple times and collect the results from the LP solver. Next we ap-

ply goodness-of-fit tests on the data from each run, and estimate the statistical

distribution of the scaling factors over different runs. According to the distribu-

tion that each scaling factor follows, we create its approximate density function,

namely p(si), and set our estimated value of si to be the one that maximizes the
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following likelihood function:

s̃i = argmaxsi log p(si) (3.6)

We repeat the MLE post-processing over all the scaling factors and obtain

the final GLC values.

3.3 Gate-level Delay Characterization

In this section, we discuss in details our approach of conducting gate-level delay

characterization for all the gates in the circuit.

3.3.1 Delay Characterization Overview

Delay (or timing) property of an IC has a higher resolution and lower noise when

compared to the power property, because of the linear dependence of delays on

PV and the limited number of components on each path under test. However,

an unresolved difficultly of timing measurements is the inability of individually

sensitizing and characterizing each component using the test vectors. This is

because of the existence of parallel routes that reconverge to a single point which

make it difficult to map the measured path delay to a specific path for the con-

sideration of GLC. As shown in a small example in Figure 3.4, even though we

can measure the delay between inputs I1/I2 and output O, we are unable to

determine whether the measured delay is for path A or path B. In fact, since

path B from gates 1-3-4-5-6-7 is much longer than path A (1-2-H-7), the addition

of gate H can not be detected using delay measurements from inputs I1 and I2

to output O. The presence of PV would further complicate the case, since the

delay of path A may be smaller than that of path B on one chip but could be
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larger on another.

Figure 3.4: Example of uncharacterizable IC components using delay measure-

ments.

We create a gate-level delay characterization approach that covers all the loca-

tions in the target circuit. In particular, we introduce a test point (TP) insertion

methodology that separates the parallel paths and enables their observability

via delay measurements. Next, we develop an input vector selection scheme for

each single path by transforming the problem to a Boolean satisfiability (SAT)

problem. Leveraging SAT problem formulation, we obtain gate-level delay prop-

erties for all the gates in the circuit. Furthermore, we employ a circuit partition

method to scale down the problem space to a limited number of non-overlapping

regions. In this way, we ensure that our timing characterization at all circuit

locations is scalable to large industry IC designs. To summarize, our innovations

and contributions include:

• a provably complete test points insertion to break the reconvergences and

identify the measured paths;

• a SAT-based input vector selection for characterizing each single path; and

• a region-based circuit partition approach to reduce the overhead and ensure

the scalability of the timing characterization.
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3.3.2 Delay Paths Identification and Selection

In order to characterize the timing of all the existing gates under the impact

of PV, we design a systematic way of identifying the delay paths, break the

reconvergence points, and characterize the gate-level delay properties.

The overall flow of our approach is shown in Figure 3.5. We first partition the

circuit into smaller regions, and for each region, we analyze the structure of the

netlist and identify two types of delay paths between a specific pair of input and

output: (1) those that only include one single path and thus are characterizable by

direct delay measurements; and (2) those that include multiple paths in parallel

and thus are not differentiable by direct delay measurements. After obtaining the

two groups of paths, we first conduct GLC for the path group (1) by leveraging

SAT for determining the input vectors that switch the gates and create multiple

independent linear equations. Next, we select paths from group (2) to cover

all the remaining gates in the circuit. In order to make the paths in group (2)

characterizable, we insert additional test points at the reconvergence point of

each set of parallel paths. As a result, any path that is originally in parallel with

other paths would get an additional observation point for delay measurements.

The inserted test points enable us to treat the parallel paths the same as the

single paths in group (1). Thus, we would be able to conduct GLC on these

paths and characterize all the gates.

Figure 3.5: Overall flow of gate-level delay characterization.
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3.3.2.1 Test Point Structure Design

To measure the delay for one of the parallel paths, we insert a test point flip-flop

(D-type) at each reconvergence point. In particular, we feed the data input of

the D flip-flop with the output of the last gate on the path which enables us to

measure the path delay by using clocking and standard scan chain delay-fault

testing methods.

We demonstrate a small example in Figure 3.6 regarding the test point in-

sertion method that breaks initially unmeasurable delay paths (due to recon-

vergence). In this example, path a (3→10→22) and path b (3→11→16→22)

originate from the same input and reconverge to the same output. Consequently,

if we measure the delay from input 3 to output 22, it is difficult to determine

whether the measured delay is for path a or for path b; therefore, we would not

be able to create correct linear equations for the GLC of these two paths. We

address this issue by inserting a D flip-flop at the end of each path, i.e., at pin 10

and pin 16. Now, we are able to bypass the reconvergence problem by measuring

the delay between 3 and 10 (for path a) and between 3 and 16 (for path b) sepa-

rately. This enables us to treat both paths a and b as single paths and create a

system of linear equations to find their gate-level delay characteristics.

3.3.2.2 Reconvergence Identification

Reconvergence identification is an important step in our test point-based delay

characterization. To do so, we analyze the structure of the netlist and identify

the reconvergence points between each input/output pair. Assuming that the

circuit netlist is a directed graph, with each interconnect as an edge ei ∈ E, and

each gate (or input, output) as a node ni ∈ N , we define a reconvergence point

as a node in the circuit graph that has an in-degree larger than 1.
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Figure 3.6: Example of test points insertion for delay characterization.

The identification of reconvergence points in the target circuit is straightfor-

ward, because it is already implied in the structure of the circuit graph whether

a node is a reconvergence point or not. However, for the purpose of delay charac-

terization of all gates, it is infeasible to insert test point at every reconvergence

point, since it would create a very high overhead. Our goal in test point insertion

is to minimize the number of added test points based on the consideration that a

subset of gates are already characterizable by single path characterizations, and

the fact that each gate may appear in multiple paths.

Our test point insertion algorithm is shown in Algorithm 2. We first char-

acterize all gates that are measurable on single paths. Then, for the remainder

gates, we search the circuit graph and find their transitive fan-in (inputs that

control these gates) and transitive fan-out (outputs that these gates drive either

directly or indirectly). Next, for each pair of transitive fan-in and transitive fan-

out, we develop a backtracing-based search algorithm to determine all the paths

between them. We conduct a depth-first search from a specific output towards
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the inputs. During this process, we keep pruning the edges using backtracking to

trace all the possible paths towards a specific input. After determining the list

of paths for each pair of transitive fan-in and fan-out of all the unsolved gates,

we obtain a list of candidate paths that we may consider to solve by adding test

points. Next, we sort the list of paths in an ascending order by their length (i.e.,

the number of unsolved gates on the path) and (in the same order) use GLC to

characterize their delay. Note that we conduct GLC for these paths in an iterative

and incremental manner. In other words, the solved gates in the original paths

are considered known in the next iteration, so that the linear system’s size can be

reduced because many paths would have overlapping gates. The ascending order

requires less run time and overhead since it is easier to solve the overlapping gates

on a shorter path.

3.3.3 Delay GLC Using Linear Programming

In GLC [88, 89, 92, 96], the measured side-channel value is decomposed to its

constituent components. For example, let us assume that a test vector sensitizes

a path consisting of an interconnection of K gates where each gate changes its

state after applying the incident input. For simplicity of example, let us ignore

the wire delays for the moment. The overall measured path timing can be written

as the sum of the delays of the K individual gates with an added measurement

error term. Similarly, it is possible to test multiple paths and then write a linear

system of timing equations. Noninvasive GLC aims at finding the individual

gate delay values from the noisy equations by forming a linear optimization that

attempts to minimize the measurement errors.

Assume the j-th test vector(j = 1, . . . , J) measures the delay of the path Pj

denoted by Tmeas(Pj) and the measurement incurs the error errT (Pj). The path
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Algorithm 2 Reconvergence identification and test point insertion for charac-

terizing all gates.

Input: Circuit Netlist (Net), Gate Set (G);

Output: A set of test points (TP ) for delay characterization;

1: G1 ← all measurable gates on single paths;

2: Characterize G1 using delay measurements;

3: for each gate gi ∈ G−G1 do

4: TIi ← transitive fan-in of gi;

5: TOi ← transitive fan-out of gi;

6: Find all the paths Pi between TIi and TOi using backtracking-based depth-

first search;

7: leni ← number of gates in G−G1 that are covered by Pi;

8: Insert Pi in P ;

9: end for

10: Sort P in ascending order based on leni;

11: i← 0;

12: while Not all gates in G−G1 are characterized do

13: Insert test point TPi to separate paths Pi;

14: Insert TPi in TP ;

15: Characterize all gates covered by Pi;

16: i← i+ 1;

17: end while

18: Return TP ;
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consists of the gates Gkj with delay T (Gkj), where kj = 1, . . . , Kj is the index of

the elements on path j. The optimization problem objective function (OF) and

constraints are then:

Objective Function : min
1≤j≤J

F(errT (Pj)) (3.7)

Constraints : Σ
Kj
kj=1T (Gkj) = Tmeas(Pj) + err(Pj),

Pj = {Gkj}
Kj
1 , 1 ≤ j ≤ J.

F is a metric for quantifying the measurement errors; commonly used form of

F is the l1 or l2 norm of errors. T (Gkj) is sometimes expressed as a product of

its nominal value Tnom(Gkj) and a scaling factor (because of PV) δ(Gkj), i.e.,

T (Gkj) = δ(Gkj)Tnom(Gkj).

3.3.4 SAT-based Approach for Characterizing All Gates

In this section, we discuss in details our SAT-based input vector selection ap-

proach for characterizing all the gates in the circuit. The approach operates on

the circuit with inserted test points. Our goal is to select input vectors that

switch the gates in such a way that independent linear equations can be created

to characterize all gates.

3.3.4.1 Input Vector Selection Problem Formulation

For gate-level delay characterization of a single path, or separated reconvergent

paths by using test points, we must select a set of input vectors that switch all

the gates on the measured path, so that we can create the linear constraints as

described in Equation (3.7). To ensure that the gate-level delays are solvable from

the linear program, the coefficients in the linear constraints must be independent

from each other, or in a more formal statement, the rank of the matrix formed
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by δ(Gkj) must be larger than the number of gates on the measured path.

Since the nominal delay values (i.e., the coefficients in the LP constraints)

are dependent on the switching patterns of the corresponding gates, in order to

increase the rank of the coefficient matrix, we must create a variety of independent

combinations in terms of the switching patterns for all the gates. The input vector

selection problem can be formulated as follows:

Input Vector Selection Problem. Given an IC with N gates, where each gate

i(1 ≤ i < N) has a required signal for each of its inputs in order to create solvable

linear programs in the form of Equation (3.7), the input vector selection problem

aims to find the input vectors that satisfy the signal requirements of all the gates.

3.3.4.2 Input Vector Selection Using SAT

In order to solve the input vector selection problem, we convert it to a SAT

problem, where the signal of each gate can be represented by a Boolean expression

in a clause. The SAT problem aims to find all the variable (gate/pin signal)

values that evaluate all the clauses to be true. In particular, the SAT problem is

formulated as follows:

C1 ∧ C2 ∧ . . . ∧ Cm = true (3.8)

and

Ci =


Oi(I1, I2, ...Ik), si = 1;

!Oi(I1, I2, ...Ik), si = 0;

1, si = don′t− care;

where Ci is the clause for setting pin i to its objective signal; O(I1, I2, ...Ik) is
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the Boolean expression for the signal of pin i based on inputs I1 to Ik; si is the

objective signal of pin i; m is the number of pins in the circuit; and k is the

number of primary inputs of the circuit.

The solution of the SAT problem provides us with specific input signals of

O(I1, I2, ...Ik) that satisfy Equation (3.8), or in certain cases, reports that the

solution is infeasible for the specified objective signals. SAT problem is an NP-

complete problem, for which there has been a large number of SAT solvers pro-

posed in the SAT community. For the discussion in this dissertation, we employ

sat4j [77] to solve the SAT problem in finding the input vectors.

By solving the SAT problem using a SAT solver, we can determine the input

vectors that create the switching patterns. In the case where the resulting SAT

problem is not solvable, we iteratively add additional test points to break the

single path into multiple paths, until all the paths are characterizable using delay

measurements. In this way, we obtain a provably complete coverage of all the

gates in the target circuit in terms of delay characterization.

3.4 Scalability Techniques for GLC

Scalability is one of the major concerns in GLC, as it typically requires a sig-

nificant number of power/delay measurements as well as solving a large set of

equations in order to obtain the gate-level properties. It is non-trivial to make

this process scale to large industrial IC designs with millions of transistors. We

solve the scalability issue in GLC as well as in the hardware security applications

by using segmentation techniques. The main idea is to employ the divide-and-

conquer paradigm, in which we partition the circuit into multiple small compo-

nents and characterize each of them. In particular, we have developed three sets
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of techniques for segmenting the circuit into small regions, including (1) Seg-

mentation for power characterization by conducting input vector control; and (2)

Region-based circuit partition for delay characterization.

3.4.1 IC Segmentation by Conducting Input Vector Control

The segmentation of an IC is based on the divide-and-conquer paradigm, in which

we divide a large IC into multiple small segments and characterize each of them

using GLC. Segmentation can be implemented using input vector control, where

we freeze the signals of a subset of inputs and vary the other. Consequently, only

the gates controlled by the varying inputs would change their coefficients in the

system of linear equations, while the other gates would have identical coefficients

in all the equations. Therefore, we can represent all the frozen gates using a

single variable in the system of linear equations. In this way, the size of the LP

is greatly reduced, to the extent that can be handled by LP solvers. Figure 3.7

shows an example of our segmentation method. We obtain Segment 1 (gates Xl,

X2, and X5) by freezing inputs 3 and 4 and by applying different input vectors

to inputs 1 and 2. Similarly, we obtain Segment 2 (gates X3, X4, and X5) by

freezing inputs 1 and 2.

Figure 3.7: Example of segmentation using input vector control.
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3.4.2 Region-based Circuit Partition for Delay Characterization

3.4.2.1 Motivation of Circuit Partition for Delay Characterization

We note that we must address the following three issues regarding the overhead

and scalability in our delay GLC approach, in order to provide a reliable and

scalable characterization solution.

• Area overhead . The area overhead caused by the inserted test points (i.e.,

flip-flops) cannot be ignored, as the area of a flip-flop is often 4 to 6 times

larger than a regular gate. It is essential to take into account of this critical

overhead toward the design and manufacture of the ICs.

• Test Time. The test time required by the delay measurements is an impor-

tant metric for the cost of the proposed approach. Since it requires input

vector control to conduct gate-level timing characterization, the GLC of

multiple paths cannot be fully parallelized. Therefore, we must minimize

the total number of measured paths to reduce the test time while still cov-

ering all circuit locations.

• Scalability . the search of reconvergence points in all circuit locations is

a NP-complete problem that raises scalability concerns. The complexity

grows exponentially with the increase of the number of inputs, outputs, or

gates. The efficiency and scalability of the identification procedure must

be improved for the consideration of large designs, e.g., with millions of

transistors, in the modern IC industry.

To address these issues, we develop a circuit partition scheme that partitions

the large IC into smaller regions, so that the scope of the timing characterization

is reduced to the partitioned regions to address the scalability issue. Also, we

36



aim to minimize the number of test points that we must add during the course of

circuit partition, while the goal is still to cover all the circuit locations in terms

of gate-level timing characterization.

3.4.2.2 Circuit Partition Problem Formulation for Timing Character-

ization

We define the circuit partition problem as a specialized graph (netlist) partition

problem with the goal of minimizing the required test points while controlling

the number of gates in each region:

Circuit partition problem for timing characterization. Given a graph G =

(V,E, PI, PO) that represents the netlist of an IC, where V is the set of vertices

(gates), E is the set of edges (wires), PI is the set of primary inputs, and PO

is the set of primary outputs, find a graph partition that consists of k subgraphs

(regions) so that (1) each region consists of Pi(i = 1...k) paths, which ensures

that the total number of source and destination nodes of the paths that do not

belong to PI ∪PO is minimized; and (2) the number of gates in each component

Ni(i = 1...k) < Th, where Th is a configurable threshold determined by the

gate-level timing characterization approach.

After partitioning the circuit, we can conduct the reconvergence identification

and delay characterization in the scope of each single region. Since the size of

the problem domain is reduced by factor of k, we argue that the complexity of

the identification and characterization processes is reduced exponentially.
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3.4.2.3 Circuit Partition Method

Our intuitions in addressing the circuit partition problem are three-fold. First, we

should find regions that contain paths traversing from primary outputs toward

the direction of primary inputs. In other words, the addition of nodes in the

region during the search process should go vertically (i.e., depth first). This is

based on the consideration of leveraging as many primary inputs and outputs in

order to reduce the additional test points. Second, the number of gates in each

region should be maximized as long as it can be handled by the characterization

approach (i.e., below threshold Th), which would reduce the number of regions

and thus the number of delay measurements. Third, it is beneficial that there

is no or little overlap between different regions, in order to reduce unnecessary

measurements and characterizations.

Based on the above intuitions and thoughts, we develop a circuit partition

method using maximum fanout free cones (MFFCs) [101]. a MFFC for a node

gi is a sub-netlist where each node gj is a transitive fan-in of gi, and all the

transitive fan-out’s of gj are included in the MFFC. In other words, a MFFC is

a self-contained region that grows maximally from PO toward PI of the circuit

G, which satisfies our intuitions 1 and 2. Furthermore, the MFFCs have an

important property that two different MFFCs are either non-overlapping or one

contains the other, which satisfies our intuition 3 as long as we remove the smaller

MFFC from consideration in terms of circuit partition. Our circuit partition

algorithm using MFFCs is presented in Algorithm 3. We first find the MFFC for

each gate in the circuit using known algorithms [101]. Then, we sort the found

MFFC set in the ascending order in terms of the size (i.e., number of gates) in

the MFFC. Finally, we remove the MFFCs that have been fully covered by at

least one other MFFC to remove the redundancy.
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Algorithm 3 MFFC-based circuit partition.

Input: Circuit Netlist (Net), Gate Set (G);

Output: A circuit partition with k regions;

1: for each gate gi in G do

2: Find the MFFC Ci for gi [25];

3: end for

4: Sort the MFFC set C = {Ci|i = 1...N} for each node in ascending order in

terms of the number of gates involved;

5: for each Ci ∈ C do

6: if ∃Cj where Cj ⊃ Cj then

7: Remove Ci from C;

8: end if

9: end for

10: Output C as the circuit partition.
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Figure 3.8 shows a small example of the proposed circuit partition method

using MFFC. We partition the 6-gate circuit into 3 regions. Each region is a

maximum fanout free cone from the bottom node, except that gate 2 and gate

3 are MFFCs individually, and we merge them to form a single region in order

to reduce the number of test points. With this partition, the delay of each path

is measurable, and it only requires one test point at location 16, since all other

observation points are primary inputs or outputs of the target circuit.

Figure 3.8: Example of MFFC-based circuit partition for timing characterization.

3.5 GLC Evaluation Results

In this section, we discuss the simulation results of our power and delay GLC

approaches.

3.5.1 Power GLC

We evaluate our gate-level power characterization approach scheme on a set of

ISCAS [16][15] and ITC [38] benchmarks. We employ the triangular distribution
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with mean value 1% as our measurement error model.

The accuracy of characterization is evaluated using the relative characteriza-

tion error that is calculated using the following formula:

Errori = |scalci − sreali |/sreali (3.9)

where Errori is the relative characterization error; and scalci and sreali are the

calculated scaling factor of gate i and its real value, respectively. The resulting

error over all gates in the circuit is calculated as the average of all the Errori:

Erroravg =
1

n

n∑
i=1

Errori (3.10)

where n is the number of gates in the circuit, and Erroravg is the average result

error for GLC. In the rest of this section, we use Erroravg to evaluate the accuracy

of GLC. The simulation results are shown in Table 3.1. We observe that the

GLC errors are within 2%. It ensures accurate characterizations of the gate-level

leakage power property, which we later use in the consistency-based analysis for

hardware security applications.

3.5.2 Delay GLC

We evaluate our delay GLC approach on a set of ISCAS and ITC benchmarks.

For each benchmark, we simulate the 45nm technology and generate the variation

of threshold voltage following the Gaussian PV model [7]. Also, we consider the

spatial correlation of effective channel length following the quad-tree model [24].

Furthermore, we add test points to the original design netlist to make all the

gates visible for delay measurements and characterization.

We consider the following evaluation metrics: the GLC coverage (i.e., how
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Table 3.1: Accuracy of gate-level power characterization.

Benchmark Gates Inputs Outputs GLC Error (%)

C17 6 5 2 0.0057

C432 160 36 7 0.11

C499 202 41 32 0.26

C880 383 60 26 0.34

C1355 546 41 32 0.40

C1908 880 33 25 0.98

C2670 1193 233 140 0.75

C3540 1669 50 22 1.72

C5315 2307 178 123 0.52

C6288 2416 32 32 0.13

C7552 3512 207 108 0.39

S526 214 3 6 0.33

S832 292 18 19 0.73

S38584 19253 12 278 0.20

b17 32192 37 97 0.60
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many gates we are able to cover in terms of the delay GLC), characterization

accuracy (i.e., how much is the characterization error between the characterized

delay values and the actual ones), and the overhead of test point insertion (i.e.,

how much is the increase of delay due to the inserted test points).

3.5.2.1 GLC coverage

Table 3.2 compares the number of gates that are covered by the characterization

approach with and without test points inserted. In case of no test points, the only

possibility to conduct delay characterization is that there are no reconvergences

from a specific input to a specific output in the original design. It can be seen that

there is no full coverage of gate delays in any of the tested benchmarks. However,

after we insert test points to break the reconvergences, we could characterize all

the gates in each benchmark.

3.5.2.2 Accuracy of Delay Characterization

The rightmost column in Table 3.2 shows the average characterization errors in

the test point-based approach. The simulations were conducted under the as-

sumption of 1% delay measurement errors. Note that the delay measurement

errors reported in [85] and [26] are far less than 1% and, therefore, we are overes-

timating the measurement errors that can be further improved in real scenarios.

For all benchmarks, we observe less than 1% error for gate-level delay characteri-

zations. The accuracy in delay characterization that covers all gates in the target

circuits serves as a foundation for hardware security applications.
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Table 3.2: Results of delay characterization with and without test points. The

number of characterizable gates without test points is no more than 60% of all

the gates. However, with inserted test points, we can characterize 100% of the

gates accurately in all the tested benchmark circuits.

Benchmark # Gates
# Characterized # Characterized

GLC Error (%)
Gates (No TPs) Gates (With TPs)

C499 202 122 (60.4%) 202 (100%) 3.1E-03

C880 383 178 (46.5%) 383 (100%) 0.10

C1355 546 0 (0%) 546 (100%) 0.10

C1908 880 141 (16.0%) 880 (100%) 0.10

C2670 1193 262 (22.0%) 1193 (100%) 0.98

C3540 1669 127 (7.61%) 1669 (100%) 0.95

C5315 2307 383 (16.6%) 2307 (100%) 0.11

C7552 3512 960 (27.3%) 3512 (100%) 0.51
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3.5.2.3 Test Points Overhead

The test point-based delay characterization process incurs three sources of over-

head: (1) the area cost for the inserted test points; (2) the test time required by

the delay measurements; and (3) the delay increase on critical paths due to the

insertion of test points.

We evaluate (1) and (2) by identifying the number of test points (i.e., flip-

flops) and the number of measured paths, respectively. Figure 3.9 shows the area

overhead caused by the inserted test points using the region-based method. Here

we calculate the area overhead as the ratio between the transistor count of the

inserted test points and that of the original design 1. The results indicate that

the area overheads in all tested benchmark circuits are below 25%.

In Table 3.3, we show the number of test points and characterized paths

required in the region-based delay GLC approach. The results show that the

region-based approach requires small numbers of test points and measured paths

in order to characterize the gate-level delay properties. In particular, the number

of measured paths is an important metric , since it is often the case that the

measurements of multiple paths cannot be parallelized due to input vector control

and, therefore, the overall test time is approximately the sum of test time on each

path.

Furthermore, for the evaluation of (3), we further conducted simulations on

the ICs with all the test points inserted in terms of the critical path delays and

compare them with the original values before any test points are added. The

results are shown in Figure 3.10. We can see from the results that the average

delay increase is within 5% of the original delay.

1We obtain the transistor count data for the flip-flop implementation from [71]
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Table 3.3: Overhead of test point insertion in terms of the number of test points

(i.e., area overhead) and the number of measured paths (i.e., cost of test)

Benchmark # Gates # TP # Paths

C499 202 36 58

C880 383 25 41

C1355 546 68 58

C1908 880 82 49

C2670 1193 65 46

C3540 1669 155 125

C5315 2307 354 313

C7552 3512 296 155

Figure 3.9: Area overhead of the inserted test points.
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Figure 3.10: Delay overhead under process variation.

3.6 GLC Related Work

In this section, we briefly review directly related GLC research. The existing GLC

techniques can be classified into four major groups: (1) direct measurements ap-

proaches; (2) schemes that employ FPGA reconfiguration; (3) approaches that

create and observe special IC structures and specialized circuity; and (4) non-

destructive techniques that conduct global measurements and deduce scaling fac-

tors of each gate by solving a system of equations.

Direct measurement techniques use atomic force microscopes (AFM), electric

line measurements (ELM), and optical instruments to directly measure critical di-

mensions (e.g. effective channel length) [33]. They are very accurate, have a wide

range of speeds (e.g. AFM-based techniques are much slower than ELM), and

their application is often restricted to the measurements of critical dimensions.

FPGA GLC techniques iteratively create blocks of clock measurement cir-
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cuitry and isolate a block under characterization to conduct delay characteriza-

tion of gates and wires [17].

The third group of techniques populate chips with simple structures such as

ring oscillators and delay lines that can be easily characterized in terms of gate

delay through clock sweeping and counting techniques [28]. The main limitation

of these two types of techniques is that they can be applied only to specific types

of designs.

Finally, non-destructive GLC techniques can be divided into two classes. The

first group does not impose any assumptions about spatial correlation of gate

scaling factors [6][66][107][89][96]. The second class uses spatial correlation, trans-

formations, and techniques such as compressed sensing to reduce cardinality of

the system of equations [48].
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CHAPTER 4

Hardware Trojan Detection and Diagnosis

A hardware Trojan (HT) [81][43] is a malicious modification to an integrated

circuit. The alteration caused by HTs may impact the functionality of the IC,

change the original characteristics (e.g. propagation delay or leakage power), or

even leak confidential informations from the hardware. Due to the increasing

trend of outsourcing, today’s IC design and manufacturing has become a global

business. However, this results in an increased level of security concerns, as the

untrusted foundries have complete access to the hardware during the manufactur-

ing process and may conduct malicious modifications. Therefore, HT detection

after manufacturing is essential to ensure the security and integrity of the man-

ufactured ICs.

HT detection is much more challenging than IC testing, because attackers

tend to hide the HTs from commonly used detection techniques. For example,

attackers may embed a very small HT that is activated only when a rare activation

condition is satisfied. Such a HT would compromise the traditional functional

testing method, as it is extremely difficult for the test vectors to activate and

capture the embedded HTs .

In this chapter, we discuss in details our research findings in hardware Trojan

detection and diagnosis using GLC and consistency-based analysis. We begin

with the study on challenging hardware Trojan attack models to define the prob-

lem domain and motivate our detection and diagnosis techniques. Then, we

49



discuss our consistency-based HT detection and diagnosis methods.

4.1 Hardware Trojan Attack Model

In order to motivate our HT detection and diagnosis techniques, we first study

the challenging hardware Trojan attack models that could possibly be created

by an attacker. In particular, we investigate the following three attack models:

(1) A one-gate HT attack model that hides in the target circuit by minimizing

the impact on leakage energy, switching energy and delay [95][97]; and (2) A

customizable HT attack model that generates undetectable attacks by leveraging

the finite state machine [98].

4.1.1 One-gate HT Model and Benchmark

4.1.1.1 Overall HT Creation Flow

Our idea in creating challenging HT models is to embed HTs that induce mini-

mum observable variations into the target design. In order to achieve this goal,

we employ a one-gate HT trigger that switches the malicious circuitry on and

off during the IC operation. In order to increase the difficulty level for detec-

tion, the one-gate HT trigger powers on the malicious circuitry only when a rare

event occurs, which is defined and activated by the attacker. In this way, the

only observable variation before the activation of malicious circuitry is the single

HT gate embedded in the circuit. Therefore, to further complicate the detection

attempts, the attacker would hide the single HT gate in the circuit and make it

difficult to be detected by the commonly used detection methods.

Figure 4.1 shows the overall architecture of the one-gate HT attack model.

We embed a single AND gate that serves as a HT trigger. The HT trigger
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drives a power control network which either powers on or powers off the malicious

circuitry. The malicious circuitry is activated only when the output of the HT

trigger is 0; otherwise, the power supply keeps off, which makes the malicious

circuitry invisible in terms of leakage or switching power.

Figure 4.1: Overall architecture of the one-gate HT attack model.

We consider three possible HT creation models that an attacker may consider

to minimize the possibility of detection. The proposed HT models correspond to

the three most commonly used side-channels for HT detection, namely switching

power, leakage power, and delay. Figure 4.2 shows the overall flow of creating

the three types of one-gate HTs: (1) For the switching-based HT placement, we

design an iterative low switching identification algorithm that searches for the

most rarely switching locations in the target design; (2) In the leakage-based

HT model, we develop an aging-based leakage power reduction scheme to min-

imize the observable variations in leakage power; and (3) For the consideration

of timing-based HT, we employ a backtracking-based algorithm to identify the

reconvergent paths in the circuit, where delay variations caused by the HT is not

observable. Then, we combine the three sets of locations and find a number of

specific locations that minimize the observability of all three properties. Finally,
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we create challenging HT benchmarks by embedding the one-gate HT trigger at

one of these locations.

Figure 4.2: Overall flow for HT creation and placement.

4.1.1.2 Rare Switching HT Benchmark

In the switching power-based HT model, the goal is to insert the HT in such a

way that it can be switched only by a rare set of input vectors. Consequently,

there is a limited probability for the one-gate HT to exhibit any switching activity

during the normal IC operation; on the other hand, the attacker can apply the

rare input vectors to activate the malicious circuitry at any time. Figure 4.3

shows our simulation results regarding the switching activities of all gates on

ISCAS benchmark C499. Our observation in this example is that all gates can

be switched by a certain set of input vectors. Also, there exist gates that switch

very often (e.g., more than 50% of the time) and, similarly, there are a small

set of gates that have relatively low (but non-zero) switching activities (e.g., less

than 5% of the time).

We develop a low switching identification algorithm that iteratively searches

the locations on the original design and finds those locations that lead to the

most rare switching activities. Then, we connect the obtained input signals to

a single HT gate that is expected to have low switching activity. Algorithm 4

describes the detailed algorithm for finding such a gate set on the target circuit
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Figure 4.3: Switching activities of all gates on ISCAS benchmark C499, under

the application of 5000 pairs of input vectors.

and placing the HT gate.1 We start with the random simulation results, as shown

in Figure 4.3, and find the most rarely switching gate in the design. Next, we

iteratively add one more gate from the design to the candidate group. This gate

is the most correlated with the existing gates in the group and has the least

switching activity. The algorithm terminates after K iterations and provides us

with K locations in the circuit that can drive a rarely switching HT trigger.

In order to further reduce the probability of switching and enable an effective

evaluation mechanism, we divide the gates in the target circuit into several inde-

pendent groups, where the gates in different groups have no overlap in terms of

their transitive fan-in inputs.

Therefore, one can simulate the switching probability of a gate by varying only

the transitive fan-in inputs of its group. Then, if we select only one gate (signal)

from each group as the inputs of the HT gate, the overall switching probability

1switching(·) is the function to find out the switching activity of gate gi via simulation of
random input vectors; and SAT (·) is the procedure to determine whether the specific gates are
switchable via SAT problem solving. The details of the SAT approach is introduced in Chapter
3.3.4.
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Algorithm 4 Iterative searching algorithm for placing rare switching HT.

Input: Netlist Net;

Onput: A set of locations L that result in rare switching one-gate HT;

1: Find the most rarely switching gate g0 via simulation of random input vectors;

2: Insert g0 into L;

3: for i← 1; i < K; i+ + do

4: for all Gates t that are controlled by the transitive fan-in of L do

5: if switching(gi) < switching(L) && SAT (L+ gi) is solvable then

6: gi ← t;

7: end if

8: end for

9: Insert gi into L;

10: end for

of the HT gate can be calculated as the product of all the switching probabilities

in each group, since the groups do not share any common primary inputs and

thus their switching activities are independent.

We formulate the problem of finding such rare switching locations in the target

circuit as a maximum independent set problem. For the first step, we extract an

undirected graph G from the netlist of the target circuit as G = (V,E), where

V is composed of all the gates in the circuit, i.e., V = {gi|i = 1...n}, and E is

the set of edges between gates that share at least one transitive fan-in input, i.e.,

E = {eij| gi and gj share at least one transitive fan-in input, i, j = 1...n}. Then,

the rare switching locations we are looking for in the circuit are those in the

maximum independent set of G, i.e., the maximum number of gates that do not

share any transitive fan-in inputs. Maximum independent set is a well known NP-

complete problem. Many approximation algorithms have been proposed. For the
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discussion of this dissertation, we employ the algorithm proposed by Dharwadker

et al. [27] to solve for the rare switching locations.

4.1.1.3 Low Leakage HT Benchmark

The leakage power-based HT model corresponds to the HT detection techniques

that leverage whole circuit or gate-level leakage power tracing. In this case, the

idea for hiding the one-gate HT is to minimize its leakage power consumption.

Therefore, the embedded HT gate would cause a limited variation in leakage

power and has a high probability of hiding under the measurement errors in the

existing leakage power-based detection approaches.

Our implementation of such a low leakage HT gate is based on the observation

that the gate-level leakage power decreases exponentially with the increase in the

threshold voltage (following Equation (2.1)), and that the threshold voltage can

be increased by IC aging process (following Equation (2.7)). Therefore, our idea

is to intentionally age the embedded HT gate in the post-silicon stage to reduce

its leakage power to the greatest extent.

We develop a satisfiability (SAT)-based approach to determine the input vec-

tors that can stress the transistors and age the HT gate. Since the output signal

of each gate can be expressed as a boolean expression of the input vectors, SAT

can determine the input vectors that generate a specific signal pattern. SAT is

one of the first known NP-complete problems. Several very high quality SAT

solvers are readily available for delivering fast and accurate SAT solutions [29].

We leverage the SAT solutions to find the aging input vectors that stress the HT

gate at the expectant location in the design.

One of the consequences of the aging-based low power HT creation is that it

may cause a delay degradation, due to the aging of the one-gate HT as well as a set
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of other gates in the circuit by applying the selected input vectors. The increased

delay may be observable by a timing-based HT detection approach. To address

this issue, we compensate for the delay degradation due to aging by employing

adaptive body bias (ABB). ABB has been proposed as an effective approach

to compensate for the PV impact on performance and power consumption. It

provides the ability to manipulate the transistor threshold voltage through the

body effect and thus enables either a forward or a reverse body effect to change

threshold voltage [22]. Here we use ABB to manipulate the threshold voltage of

critical gates (e.g., gates that are on the critical path), so that the variation in

the circuit delay can be compensated for.

4.1.1.4 Timing-based HT Benchmark

The delay-based HT model utilizes the limitation in delay measurements that

only the delay of one single path is measurable from a specific input to a specific

output. Furthermore, as discussed in Chapter 3.3, in the cases where there are

multiple parallel paths between an input/output pair, it is difficult to map the

delay measurement to one of the paths that are in parallel. Therefore, the HT

gate can be well hidden within one of the parallel paths without being discovered

by the existing delay-based characterizations.

Based on this thought, we develop a backtracking-based search algorithm to

find out all the possible parallel paths in the target circuit for HT insertion (i.e.,

Algorithm 2 in Chapter 3). In particular, we analyze the structure of the netlist

and identify the reconvergence points between each pair of input and output.

Here we define reconvergence points as the node in the netlist that is the end

point of more than one paths. In the case of reconvergence, none of the paths

are measurable in terms of delay, because it is not clear which path is being
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measured even though one can measure the end to end delay from a specific

input to the reconvergence point. As long as a path is not measurable, it can

serve as a difficult case for delay-based HT detection method. The reconvergence

identification algorithm converts the netlist of the design to a direct graph. Then,

the problem of reconvergence identification converts to a graph theory problem

that searches for all the nodes that have an in-degree of at least 2.

4.1.1.5 Summary of HT Benchmarks

The three HT models provide us with a systematic way of evaluating an arbitrary

HT placement strategy in terms of the difficulty levels for detection. For example,

if a single HT gate is embedded at one of the reconvergent paths, where the

leakage power consumption is lower than the measurement resolution and the

switching probability is small, it would create an ultra challenging case for the

HT detection techniques.

Following this idea, we define the first systematic benchmarking strategy for

creating and quantifying the HT attacks with various difficulty levels. The dif-

ficulty level of a HT attack model can be evaluated using a triplet < d, l, s >,

where d is a boolean variable indicating whether the HT gate is observable via

delay measurement (i.e., whether it is on one of the reconvergent paths); l is a

boolean variable representing whether the leakage power of the HT gate is below

the resolution of the leakage power characterization, and s is the switching prob-

ability of the inserted HT gate at the specific location. We can test and evaluate

a HT detection approach using the proposed benchmark, by observing the most

difficult level of HT that it can successfully detect.
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4.1.2 Customizable HT

4.1.2.1 Customizable HT Overview

The existing HT research [81][88][95][87] targeted only on Trojans that are physi-

cally present and thus observable on the target IC, either in the form of additional

malicious components or modifications toward the target circuit. Although these

types of HTs can be well hidden under the target circuit, the difficulty level for

detection is limited due to the following two reasons. (1) the embedded HT

would result in at least one type of variation in the observable properties of the

IC, including but not limited to physical structures (e.g., layout and wiring) and

side channels (e.g., delay and power); and (2) the HTs under consideration are

identical on different chips of the same design due to the high cost of customiz-

ing the design and manufacturing for HT insertion. As a result, once one chip

compromised by HTs is detected during the IC test, all other chips under attack

can be easily identified in a straightforward way.

We argue that it is completely feasible to create challenging HTs and by-

pass the existing detection schemes that are subject to the above limitations.

It is rather important to investigate on these HT attacks and motivate security

primitives from a completely new angle. Based on these thoughts, we develop a

zero-overhead, customizable HT model that an attacker could leverage to create

untrusted CAD tools and trigger undetectable security attacks. Our undetectable

HTs have the following features:

Zero-overhead. Our HT model leverages the redundant states (called HT

states) in the finite state machine (FSM) of the target circuit for security at-

tacks, which does not require any additional hardware to trigger the HT during

normal IC operations and, therefore, exposes no observable variations in the IC
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properties.

Customizable. The proposed HT model induces different and customizable

security attacks on different ICs without introducing additional manufacturing

costs. Consequently, even if one instance of the HT is detected, it is extremely

difficult for the detection procedures to prove the presence of HTs , nor can they

generalize the found instance to other chips under test. We achieve this goal

by employing post-silicon device aging caused by the negative bias temperature

instability (NBTI) effect [9]. The attacker could intentionally age the target ICs

after manufacture in such a way that unpredictable delay faults occur at runtime

to transition the IC from normal states to the HT states.

Therefore, the main ramification of our proposed HT model is that it forces

the detection mechanisms to move from traditional detection to sequential syn-

thesis. Not only the cost for detection is significantly increased, but also the

fundamental paradigms in the existing detection approaches have to be revisited

and reconsidered in order to achieve reliable HT detection schemes.

4.1.2.2 Motivational Example of the customizable HT

Figure 4.4 shows a motivational example of our proposed undetectable HT model.

Figure 4.4(a) is the finite state machine of a mod-3 up/down counter, including

two inputs (x1, x0) that control the counter to stop, count up, and count down;

and 4 states that can be implemented by 2 flip-flops. Among all 4 states, only 3 of

them are valid states of the counter, i.e., representing the count number 0, 1, and

2. The shaded state S3 is a redundant state (or don’t-care state) that cannot be

reached from any other states using any inputs. An attacker could leverage S3 to

trigger a variety of attacks, such as leaking confidential information or consuming

higher energy.
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Figure 4.4(b) demonstrates the design of the sequential circuit based on the

FSM, which shows the transition from normal states (i.e., states S0, S1, and S2) to

the don’t-care state (i.e., state S3), so that the desired HT attack can be triggered

at runtime. Our approach is to intentionally age (i.e., stress the corresponding

transistors) a certain set of gates and trigger delay faults at the circuit output.

For example, the attacker could age gate G8 so that the signal transmitted to F2

is delayed. It is possible that the delayed signal for F2 causes delay fault, e.g.,

both F1 and F2 stay at signal 1, which transitions the circuit into the HT state.

Figure 4.4: Motivational example of the undetectable hardware Trojan horses:

(a) finite state machine of a mod-3 up/down counter, which includes 3 normal

states (i.e., S0, S1, and S2) and 1 redundant state (i.e., S3); and (b) demonstration

of the HT state transition using device aging.

The trigger of delay fault and thus the state transition is fully customizable, in

the sense that the attacker can selectively age different components for different

chips post-silicon, which transitions the target circuit to different HT states from

different normal states. Even in small designs, there are exponentially many

combinations of transitions that can be leveraged by the attacker to complicate

and obfuscate the attacks.
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4.1.2.3 Feasibility Study and Validation for Customizable HTs

The feasibility of the proposed HT attack is based on the assumption that there

are large numbers of redundant states available in the target circuit. We argue

that the assumption holds for the following two reasons. Firstly, the design of

modern sequential ICs often results in large numbers of redundant states for the

consideration of performance and ease of integration. Secondly, even if the origi-

nal design specification does not indicate enough don’t-care states, the attacker

could easily minimize the FSM [103] to create equivalent designs that include

many redundant states.

4.1.2.4 Consequences on HT Detection

As a consequence of the undetectable HT model, the traditional HT detection

mechanisms have to be revisited to accommodate the elevated difficulty level for

ensuring a trusted IC system. In order to achieve this goal, we argue that the

current HT detection approaches [81], which rely on the monitoring of the end

system in the post-silicon stage, have to be moved to sequential synthesis at the

design time. In other words, the detection process must examine the redundant

states generated by the untrusted CAD tools and exclude the possibility of HT

attacks early at the design time, which is an extremely difficult task.

Our idea to address the problem is to enforce a specified system at design

time, where all or a part of the don’t-care states are either explicitly removed

or incorporated as a well defined state. In this way, we can limit the freedom of

manipulating the FSM that is exposed to the untrusted tools. The downside of

this solution is that it may compromise the performance gains obtained from the

don’t-care states. Therefore, a careful design is required to balance the tradeoff

between performance and security of the system.
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4.2 HT Variable-based Hardware Trojan Detection and

Diagnosis

In this section, we discuss our HT detection and diagnosis methods by introducing

an additional HT variable to the GLC process. The HT variable serves as an

indicator of the inconsistency caused by the HT trigger.

4.2.1 HT Detection Using HT Variable

Our starting observation is that regardless of the HT type, switching activity,

or placement strategy, any gates in the circuit would increase the total leakage

energy. However, just observing the leakage energy is not sufficient due to the

presence of process variation. The key insight is that the extra HT gates introduce

a systematic bias in the total leakage power and, therefore, enable detection of

any HT by using systematic leakage power measurements.

Our idea is to introduce an extra component in the power measurement equa-

tions that captures the systematic bias caused by HTs. Since we do not have any

information about possible HTs, such as their types, locations, or input signals,

we abstract all HTs into a single variable called HT variable. In the process of

HT detection, we add this HT variable to each of the linear equations regardless

of whether or not any HTs exist, which we do not actually know before the HT

detection procedure. We keep other parts of the linear equations unchanged.

In particular, the equations after adding the HT variable are the following, as

modified from Equation (3.2):

z +K · s = p̃+ e (4.1)

where z is the HT variable, which serves as the indicator of HTs.
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As discussed in Chapter 4.1, the most difficult case for HT detection using

leakage energy is when only one extra gate is added in the circuit, because it

causes the least bias in leakage power and can be best hidden under PV or other

sources of errors. Therefore, hereafter we only discuss and demonstrate the case

where a single HT gate is used as the trigger.

In order to better illustrate our HT detection technique, we show a HT detec-

tion example in Figure 4.5 on ISCAS benchmark circuit C17. We assume that the

attacker may have added an extra HT gate in the circuit. We use a NAND gate in

this example as the HT gate because NAND gates have the lowest leakage power

among all the gates, and thus this is the most difficult case for HT detection. Our

linear program to detect the HT includes 8 equations obtained from the applica-

tion of 8 input vectors. We also add an extra variable z in each linear equation of

leakage power measurement. In this example, after solving the system of linear

equations using a LP solver, we find that the value for HT variable z is 256.4;

this indicates that the target circuit contains malicious circuitry. For the consid-

eration of possible false positives in HT detection, we further test our approach

on an instance of C17 circuit without any HTs . In that case, the obtained value

for variable z is 0, which indicates that there is no systematic bias in the leakage

power compared to its normal value, and thus there are no HTs. The accuracy

of our HT detection technique is ensured by our GLC approach using thermal

conditioning, as discussed in Chapter 3, which provides accurate characterization

results for all the gate-level scaling factors when there is no malicious circuitry.

Furthermore, in order to evaluate the reliability of our HT detection scheme,

we repeat our simulation 500 times and plot the probability density function of

the HT variable in Figure 4.6. In all 500 runs, the HT variable is 0 when no HTs

exist, and it is a large value between 220 and 440 when HTs are present. The

63



results show a large gap in the values of the HT variable between the two cases.

Therefore, the HT variable serves as a reliable indicator for the inserted HTs.

Figure 4.5: Example of GLC-based HT detection scheme on benchmark C17. The

coefficients (nominal leakage power values) [104] are shown in the lookup table.

We add one extra HT variable z to the system of measurement equations as the

indicator of HTs. ei (i = 1, 2, ..., 8) represents the leakage power measurement

errors. The solution of z is zero when no HTs are present, and it is a large value

(256.4) in the case where HTs exist.

4.2.2 HT Diagnosis Using HT Variable

HT diagnosis is the process through which we infer the detailed information about

the detected HTs, including their types, locations, and input signals. Our generic
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Figure 4.6: Probability density function of HT variable for 500 runs of HT de-

tection on benchmark C17. For all the 500 runs, the value of the HT variable is

0 in the case where there are no HTs , and it is a large value between 220 and

440 when HTs are present.

approach is exhaustive search, in which we first identify the type, location and

input signals of the HT, and we verify our identifications by employing addi-

tional constraint manipulation based on Equation (4.1), where we add a new HT

variable according to our identifications:

z + kht · sht +K · s = p̃+ e (4.2)

where kht · sht is the new item we added for HT diagnosis. kht is the leakage

coefficient of the HT gate, which is dependent on the type, location, and input

signals of the HT that we have identified. sht is the variable representing the PV

scaling factor of the HT gate. After solving the LP, if the current identification

is correct, we will obtain z close to 0, and sht to be the estimated scaling factor

for the HT. Otherwise z is a large value that represents the discrepancy caused

by an incorrect identification.

We show the HT diagnosis procedure in Algorithm 5. We examine each
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potential location using our generic GLC approach. As soon as we find that the

HT value is much lower than those for other cases, we know that we have found

the location of the HT. The key observation is that we conduct HT diagnosis on

a per segment manner, as discussed in Chapter 3.4. Therefore, even if HTs may

have multiple inputs (e.g. NAND gate), the running time is still relatively low

because of the small segment size.

Algorithm 5 HT diagnosis algorithm.

Input: 1. Circuit with HT for HT diagnosis;

2. λ, threshold value of HT variable that indicates

the presence of HT

Output: Lht, locations (inputs) of the HT on the circuit

1: Lht = ∅;

2: for each segment of the circuit do

3: for each input i in the segment do

4: Assume HT is embedded at input i;

5: Take measurements and formulate a linear program in the form of Equa-

tion (4.2) with the HT variable varht;

6: Solve the LP;

7: if varht < λ then

8: add i to Lht

9: end if

10: end for

11: end for

12: Return Lht;
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4.3 Consistency-based Hardware Trojan Detection and

Diagnosis

Our goal in this section is to address the detection and diagnosis of HTs using

consistency analysis based on GLC [94] without employing additional HT vari-

ables. Our idea is based on the fact that a circuit containing HTs would cause

systematic bias in the total leakage power consumption, no matter where the HT

is, how it is constructed, and even whether it is activated or not. With our GLC

process, since there are no variables in the system of equations (shown in Equa-

tion (3.2)) to represent the HTs, the systematic bias in the total leakage power

would create inconsistencies in the equations, and the bias would be reflected in

the scaling factors of regular gates in the circuit. By observing the bias in the

leakage power scaling factors, we are able to detect HTs embedded in the circuit.

4.3.1 Consistency-based Hardware Trojan Detection

There are two key challenges with the consistency-based HT detection approach.

Firstly, we do not assume that we have a golden model of the circuit that does not

have any HTs. Therefore, it is difficult to observe the bias in the scaling factors

caused by HTs, as there is no standard scaling factors to compare with. Secondly,

since the number of gates in modern IC designs is up to the magnitude of millions,

the size of the system of equations would easily exceed the computational limit

of the LP solvers.

We address both challenges using segmentation. The segmentation of an

IC is based on the divide-and-conquer paradigm, in which we divide a large

IC into multiple small segments and characterize each of them using GLC. As

discussed in Chapter 3.4, segmentation can be implemented using input vector
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control, i.e., we freeze a certain set of the primary inputs and vary the others.

Consequently, only the gates controlled by the varying inputs would possibly

change their coefficients in the system of linear equations, while the other gates

would have identical coefficients in all the equations. Therefore, we can represent

all the frozen gates using a single variable in the system of linear equations.

Furthermore, there are overlapping gates across segments. This provides us

with an opportunity to characterize a single (overlapping) gate in multiple sub-

circuits (segments), and thus observe possible bias in scaling factors due to the

presence of HT. For example, suppose there are two segments A and B with an

overlapping gate X, we can characterize the scaling factors of X in both segment

A and B, namely αa and αb. Our idea is that αa and αb will be consistent if

there is no HT present in either segment A or segment B, as ensured by the

accuracy of GLC in both segments. In the case where a HT exists in either A

or B, there exists inconsistencies in the segment that contains the HT, and the

resulting scaling factor (αa or αb) will be biased to reflect the inconsistencies.

In the case where HTs exist in both segments A and B, since the two segments

are different in terms of their gates and overall leakage power, the systematic

bias caused by the HTs will be different in the two segments, which will again

result in different values for αa and αb. We use the average discrepancy (davg) in

calculated scaling factors of overlapping segments as an indicator of whether a

HT is present or not. davg is calculated as the average standard deviation of the

scaling factors of the same gate in the overlapping segments.

We illustrate our segmentation-based HT detection scheme using an example

shown in Figure 4.7. For the sake of brevity and clarity, the circuit has only five

NAND gates (named X1 to X5) as shown in Figure 4.7(a). We adopt normalized

values as shown in Figure 4.7(b) for their nominal leakage power. Our goal is to
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Figure 4.7: Example of the segmentation-based HT detection approach: (a) shows

that a circuit with five gates is segmented into two segments, and gate X5 is the

overlapping gate of the two segments; (b) shows the nominal leakage power values

for all the gates in the circuit; and (c) demonstrates the formulation of systems

of linear equations and their solutions in three cases regarding whether a HT is

present in each segment. The discrepancy in the results of the overlapping gate

(i.e., X5) is an indicator of whether any HT exists or not.
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determine whether there is any HT embedded in the circuit. We first partition

the circuit into two segments, as shown in Figure 4.7(a). We obtain Segment 1

(gates X1, X2, and X5) by freezing inputs 3 and 4 and by applying different

input vectors to inputs 1 and 2. Similarly, we obtain Segment 2 (gates X3, X4,

and X5) by freezing inputs 1 and 2.

Next, we conduct GLC for each individual segment. In particular, we apply

four input vectors to each segment that provide four sets of nominal leakage

values for gates X1, X2, and X5 in Segment 1 and gates X3, X4, and X5 in

Segment 2. For HT detection, we show three cases where HT exists or does not

exist in Segment 1 and Segment 2. We assume that we do not know whether the

circuit has HT in advance, and we form the system of linear equations to conduct

GLC for each segment as shown in Figure 4.7(c).

In case 1 (where HT is present in neither Segment 1 nor Segment 2), the

values of overlapping gate X5 in the two segments are identical. In case 2 (where

a single HT gate is present in Segment 1), the two calculated values of X5 have

a 30.8% discrepancy. Finally, in case 3 (where HT is present in both Segment 1

and Segment 2), the values of X5 have a 3.7% discrepancy. These results indicate

that the discrepancy between overlapping gates in multiple segments can serve

as an indicator for the systematic bias in leakage power caused by embedded

HTs. Therefore, we check the GLC results of overlapping gates between pairs of

segments in the circuit. As long as the segments can cover all the gates in the

circuit, our approach can detect any HTs embedded in the circuit. Furthermore,

the use of segmentation ensures the scalability of GLC, since the number of gates

being characterized in each system of linear equations is drastically reduced.
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Figure 4.8: Example of consistency-based HT diagnosis. We demonstrate the

gate characterization in three segments with overlapping gates. The consistency

in Segment 1 and Segment 3 exposes the possible HTs in Segment 2.
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4.3.2 Consistency-based Hardware Trojan Diagnosis

The goal in HT diagnosis is to determine the locations of the HTs in the circuit

if any exist, so that one can either remove or mask the HTs from the circuit.

We design a scalable HT diagnosis scheme based on our consistency-based HT

detection method. We have observed that one can detect the existence of HTs

using two segments with overlapping gates. However, the HT detection results do

not indicate which segment the HTs may be embedded in, and thus it is difficult

for the HT masking process to handle the HTs. In order to diagnose the HTs, we

introduce a third segment with the same set or subset of overlapping gates and use

it as an arbiter for HT diagnosis. Figure 4.8 shows an example of the consistency-

based HT diagnosis. We find one more segment (Segment 3) compared to the

example in Figure 4.7. The three segments have an overlapping gate X5. We

vary the controlling inputs of each segment and characterize the scaling factor

of all the gates. In the case where the HT is embedded in Segment 2, we have

the scaling factor of X5 consistent in Segment 1 and Segment 3 (e.g., α5 = 1.3),

while that in Segment 2 has a different value (e.g., α5 = 1.7). Then, we analyze

each combination of the pair of segments following the rule that an inconsistency

in the scaling factor of the overlapping gate indicates possible HTs in either of

the segments, while a consistent result ensures that both of the involved segments

are HT-free. For example, as shown in Figure 4.8, we conclude that the HTs are

present in Segment 2 (i.e., gates X3 and X4).

Algorithm 6 describes the detailed procedure of the consistency-based HT

diagnosis. In each round of the diagnosis, we first characterize three segments

with at least one overlapping gate. Then, we compare the scaling factor values of

the overlapping gate obtained from the three segments. The one that has a large

difference compared to the other two values is in the segment that is possibly
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HT-present. In the case where all three scaling factor values have large difference

compared to the others, we conclude that multiple HTs are embedded in at least

two segments and find more segments that cover the overlapping gates to further

diagnose the HTs.

Algorithm 6 Consistency-based HT diagnosis.

Input: Target circuit with embedded HTs;

Ouput: Segment set Seg, which contains all the segments that are HT-present;

1: Detect the existence of HTs;

2: Search for S, the three-segment set that covers all the gates in the circuit;

3: for each Si in S do

4: for j = 1→ 3 do

5: Characterize Segment Sij and obtain scaling factor αj for the overlapping

gate;

6: end for

7: d1 = min{|α1 − α2|, |α1 − α3|};

8: d2 = min{|α2 − α1|, |α2 − α3|};

9: d3 = min{|α3 − α1|, |α3 − α2|};

10: h = argmax{d1, d2, d3};

11: Insert Sih into Seg;

12: end for

13: return Seg;

Furthermore, within the segment where we have confirmed that a HT exists,

we employ a variable elimination technique to determine the location of the HT

at the gate level. Our intuition is that there must be a gate that drives the HT

in the segment, and more importantly, the switching pattern of the HT gate is

correlated with the normal gate that drives it. Therefore, they often have linearly
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dependent coefficients in the system of linear equations. In this case, if we conduct

linear transformation and eliminate the driving gate of the HT, the HT gate will

be eliminated as well due to the linear dependency in the coefficients. On the

other hand, if we conduct this variable elimination procedure for each individual

gate in the segment, and evaluate whether the segment is HT-free after each

round of elimination, we are able to conclude which gate is driving the HT.

4.3.3 Self-consistency Analysis via Optimal Subsegments Creation

4.3.3.1 Motivation of Self-consistency Analysis

From the discussions in Chapters 4.3.1 and 4.3.2, we note that the major source

of cost in HT detection and diagnosis is the leakage power measurements required

in each of the overlapping segments. Despite of the non-instrumentation to the

target circuit and the high accuracy, the power measuring devices or techniques

[74][73][67] would introduce additional delay or hardware cost to the process.

Therefore, our goal in achieving a highly efficient HT detection and diagnosis

scheme is to minimize the number of power measurements that are required to

obtain accurate detection and diagnosis results. In order to achieve this goal,

we regard the creation of multiple overlapping segments as the key issue in both

HT detection and diagnosis processes, since the strategy of segmentation directly

impacts the number of measurements that are required to solve the systems of

linear equations. In the next subsections, we formulate the problem of minimizing

the power measuring cost and propose our solution that delivers an efficient

segmentation strategy.
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4.3.3.2 Problem Formulation for Segment Creation

The problem of creating multiple overlapping segments that minimize the number

of required measurements can be formulated as the following:

Given a netlist of circuit C, find a set of segments Seg such that Seg covers all

gates in C and that the total number of power measurements is minimized in order

to solve the system of linear equations for each segment s in Seg. In particular,

the total number of required equations (measurements) can be formulated as the

following:

N =
∑
s∈Seg

(qs −
qs∑
i=1

ri) (4.3)

where qs is the number of measurements that are required to solve the system of

linear equations for segment s and, therefore, qs ≥ ns (ns denotes the number of

gates in segment s); ri is the number of times measurement i is reused by other

segments except segment s. rs is the subset of measurements in qs that are reused

in at least one other segment.

From Equation (4.3) we conclude that we cannot reduce N by simply reducing

the number of segments or the number of gates in each segment (i.e., ns), because

all of the gates in the circuit have to be covered by the segment set Seg. Thus,

our idea for reducing N is to reuse the global power measurements in various

segments, i.e., increasing rs to the greatest extent. Furthermore, we note that

the best way to reuse the measurements is by creating a set of sub-segments from

the same larger segment. Consequently, the power measurements of the larger

segments can be used in each of the sub-segments since the larger segment is a

superset of the corresponding sub-segments.
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4.3.3.3 Variable Elimination

In the extreme (ideal) case of sub-segment creation, we only measure a small set of

leakage power values of the entire circuit, and generate all the sub-segments that

are required for HT checking solely from this set of measurements. In this way,

the power measurements are reused in the greatest extent. Also, it reduces the

complexity of conducting power measurements, since only global measurements

are required.

The remaining issue in reusing the power measurements is how we can accom-

modate the measurements of the larger segment to those of the sub-segments. We

address this issue by leveraging a variable elimination technique in the system of

linear equations. In particular, we only conduct one set of leakage power mea-

surements toward the entire circuit. Then, we apply linear transformation to the

obtained equations so that a specific set of variables can be eliminated from the

equations, leaving only the rest of the variables appearing in the equation. Note

that this transformation is equivalent to the process of creating a sub-segment

from the global segment, which does not require additional leakage power mea-

surements. In this way, the global power measurements can be reused in various

sub-segments and thus that the total number of measurements is reduced.

Figure 4.9 shows a motivating example regarding the variable elimination

technique to create sub-segments from a global segment. In order to compare

our technique with the initial non-optimized approach, we use the same example

as Figure 4.7 in terms of HT detection. As shown in the example, we start

with a system of equations that include all the gates in the circuit and that are

obtained from a fixed set of global power measurements of the entire circuit.

Then, we extract two separate sets of equations from the global measurements

by conducting linear transformations and eliminating the unneeded variables.
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The two smaller systems of equations cover the gates in the two sub-segments,

which are the same as the segments in Figure 4.7. However, the advantage in the

linear transformation-based segmentation method is that it requires less power

measurements in order to characterize all the gates in the segments.

Figure 4.9: Example of the variable elimination technique using linear transfor-

mation.

It is important to note that the resulting number of measurements with vari-

able elimination is less than the original method and, meanwhile, the two meth-

ods provide the same HT detection results. Furthermore, in large ICs where the

partitioned segment is still large and beyond the processing ability of GLC, we

employ a variable grouping technique, in which we simultaneously consider two

or more variables (gates) during both HT detection and diagnosis. In particular,

we can group two or more variables into a single new variable, in the case that

these variables have in all equations exactly the same coefficients. This situation
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is rather common and its effectiveness can be further enhanced by intentional

selection of a subset of equations that satisfy this requirement. From the theo-

retical point of view, this technique implies that one does not have to characterize

each individual gate for accurate HT detection, which ensures the scalability of

the approach.

4.3.3.4 Gate Cover Problem

Another important issue in HT detection and diagnosis is that it must cover all

the locations in the circuit in terms of searching hardware Trojans. Therefore,

the selected sub-segments must cover all the gates in the circuit. Meanwhile,

in order to reduce the computational complexity in HT detection and diagnosis,

we aim to minimize the number of sub-segments that we select for consistency

checking, under the condition that the sizes of the segments are well controlled

so that the resulting systems of linear equations are solvable using common lin-

ear programming solvers. Taking into consideration the above requirements and

goals, we formulate the segment selection problem as a set cover problem:

Segment Selection Problem. Given (1) a netlist of circuit C that contains a set

of gates G = {g1, g2, ..., gm} and (2) k sub-segments obtained from the variable

elimination process, identify the smallest number of sub-segments whose union

contains all gates (i.e., g1, g2, ..., gm) in G.

We solve the set cover problem using integer linear programming and the

approximation algorithm discussed in [83], which provides us with the smallest

number of sub-segments to minimize the computation complexity.
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4.4 Hardware Trojan Evaluation Results

In this section, we present our evaluation results for our research findings in

hardware Trojans, including hardware Trojan attack models, HT variable-based

detection and diagnosis, and consistency-based detection and diagnosis.

4.4.1 Effectiveness of Hardware Trojan Attack Models

We evaluate our HT benchmark creation method on a set of ISCAS and ITC

benchmarks. For each benchmark circuit, we first embed a single HT at the

location determined by the HT attack model discussed in Chapter 4.1. Then,

we evaluate the leakage power, switching power of the HT gate, as well as its

observability under delay measurements. The combination of the three metrics

quantifies the difficulty level of detecting such a HT attack.

4.4.1.1 Low Leakage-based HT

Table 4.1 and Table 4.2 shows the trend of total leakage energy reductions by

varying the Vth increase during the aging process from 10% to 100%. We observe

that the leakage energy can be reduced by up to 28X, which enables the placement

of the ultra-low leakage HTs on all circuit locations. Furthermore, we observe

that after the delay compensation of the non-HT gates is done using adaptive

body biasing, the leakage energy reduction can still be up to 18X. The results

indicate that we are able to place the low leakage HT gate without impacting

the delay characteristics of the design, which makes the HT difficult to detect

using both delay and leakage power-based characterizations. Furthermore, for

the larger designs such as C7552 (shown in Table 4.2), we obtain a larger rate of

leakage energy reduction.
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Table 4.1: Leakage energy reduction via aging for HT benchmark creation (Bench-

mark C6288).

Vth Increase
Without Delay With Delay

Compensation Compensation

10% 2.0 1.9

20% 3.7 3.4

30% 6.3 5.6

40% 9.7 8.2

50% 13.4 10.9

60% 17.0 13.2

70% 20.2 15.0

80% 23.1 16.4

90% 25.8 17.5

100% 28.3 18.5
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Table 4.2: Leakage energy reduction via aging for HT benchmark creation (Bench-

mark C7552).

Vth Increase
Without Delay With Delay

Compensation Compensation

10% 2.2 2.0

20% 4.3 4.0

30% 8.7 7.7

40% 16.9 14.4

50% 31.3 25.9

60% 55.2 44.0

70% 91.0 69.9

80% 138.9 102.6

90% 195.9 138.7

100% 256.8 173.7
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4.4.1.2 Rare Switching-based HT

Figure 4.10 shows our simulation results for rare switching-based HT creation.

The box plots show the statistical distributions of the switching activities for

all gates in the ISCAS’85 benchmark circuits, obtained from the simulation of

10,000 randomly generated input vectors for each design. For each box in the

plot, the lower and upper edges correspond to the 25th and 75th percentiles of

the distribution. The line in the middle of each box indicates the median of

the distribution. The smallest and largest points are also shown if they happen

outside a range from the box. In most cases the switching probability ranges

from 20% to 50%, and it is very rare to have gates that can never be switched.

However, after applying our iterative low-switching identification algorithm

and feeding the obtained input pins to a single AND gate, we obtain a maximum

of 0.78% switching probability while simulating 10,000 input vectors. Also, we

have used SAT to show that for each AND gate, there is at least one input

vector that could activate the malicious circuitry. Therefore, our results indicate

that the attacker can use the rare activation condition to trigger the malicious

circuitry during the system operation, while the single HT gate with low switching

probability is difficult to detect when the malicious circuitry is dormant.

Table 4.3 shows the switching probability results obtained by applying the

maximum independent set algorithm. We evaluated two cases, where the single

HT gate is a NAND gate with 5 inputs and 10 inputs. We observe that the

probability of switching is 101 to 104 times lower than the results in Figure 4.10.
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Figure 4.10: Simulation results of switching activities of all gates on ISCAS’85

benchmarks.

Table 4.3: Switching probability of the HT gate using the maximum independent

set approach.

Benchmark # Gates Prob. Switching (5-input) Prob. Switching (10-input)

C432 160 4.77E-04 2.63E-09

C499 202 2.15E-05 1.59E-08

C880 383 6.83E-04 8.92E-08

C1355 546 4.04E-08 1.98E-09

C1908 880 7.24E-06 3.02E-09

C3540 1669 2.60E-05 6.78E-10

C5315 2307 5.48E-06 2.05E-10

C7552 3512 5.24E-06 4.13E-10
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4.4.1.3 Timing-based HT

Table 4.4 summarizes our simulation results regarding delay characterizable gates

on a set of ISCAS benchmarks. As discussed in Chapter 4.1, we cannot char-

acterize the delay of a path if there exist parallel reconvergent path from the

input to the output. From the simulation results, we observe that there is no

full coverage of all gates in any of the evaluated benchmarks in terms of delay

characterization. The highest achieved rate of coverage on the benchmark set is

60%, which still leaves a large portion of the circuit susceptible to HT placement

without the risk of being detected.

Table 4.4: Simulation results regarding uncharacterizable gates due to reconver-

gences. The high percentage of uncharacterizable gates in each design indicates

that there is a large number of candidate locations for embedding the non-de-

tectable one-gate HT trigger.

Benchmark Gates # Inputs # Outputs
# Gates with % Gates with

Reconvergence Reconvergence

C499 202 41 32 80 39.6%

C880 383 60 26 208 53.5%

C1355 546 41 32 546 100%

C1908 880 33 25 739 84.0%

C2670 1193 233 140 931 78.0%

C3540 1669 50 22 1542 92.4%

C5315 2307 178 123 1924 83.4%

C7552 3512 207 108 2552 72.7%
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4.4.2 HT variable-based HT Detection and Diagnosis Results

We evaluate our HT detection approach on a set of ISCAS and ITC benchmarks.

For each benchmark, we simulate two cases: (1) where the HTs do not exist, and

(2) where a single HT gate (NAND gate) is embedded at random locations on the

target circuit. We repeat the leakage power measurements for all the benchmarks

50 times. The results are shown in Table 4.5. Also, we plot the probability density

function (PDF) of the HT variable in Figure 4.11. We observe a large gap between

the two cases in terms of the probability distribution of the HT variable. This

enables us to draw a decision line between the two situations, with which we

achieve zero false positives and zero false negatives in HT detection.

Figure 4.11: PDF of the HT variable in HT detection, integrated with all the

ISCAS and ITC benchmarks in Table 4.5. In the case when no HTs exist, the

HT variable has a small value from 0 to 11.2. When a single HT gate is present,

the HT variable ranges from 151 to 1214. There is a large enough gap between

the two cases to enable us to draw a decision line at around 70 to distinguish the

two cases.
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Table 4.5: HT Detection and Diagnosis on ISCAS and ITC Benchmarks

Design Gates GLC Error (%) With HTs No HTs

C17 6 0.0057 240 ∼ 303 0

C432 160 0.11 582 ∼ 603 0 ∼ 8.9

C499 202 0.26 174 ∼ 254 0 ∼ 6.3

C880 383 0.34 151 ∼ 231 0 ∼ 10.2

C1355 546 0.40 298 ∼ 666 0 ∼ 4.5

C1908 880 0.98 600 ∼ 1022 0 ∼ 2.5

C2670 1193 0.75 567 ∼ 1182 0 ∼ 1.9

C3540 1669 1.72 232 ∼ 881 0 ∼ 0.2

C5315 2307 0.52 223 ∼ 1214 0

C6288 2416 0.13 342 ∼ 912 0 ∼ 0.4

C7552 3512 0.39 492 ∼ 838 0 ∼ 1.3

S526 214 0.33 195 ∼ 315 0 ∼ 11.2

S832 292 0.73 214 ∼ 355 0 ∼ 10.8

S38584 19253 0.20 381 ∼ 1198 0 ∼ 6.6

b17 32192 0.60 586 ∼ 1210 5.8 ∼ 9.7
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4.4.3 Consistency-based HT Detection and Diagnosis Results

4.4.3.1 Consistency-based HT Detection

We evaluate the consistency and self consistency-based HT detection methods on

a set of ISCAS and ITC benchmarks. We generate the IC instances following the

process variation models proposed by Asenov et al. [7] and Cline et al. [24]. In

particular, we consider that the threshold voltage follows a Gaussian distribution

(e.g., mean is 0.25V, and standard deviation is 0.01V). Also, we assume that the

effective channel length follows the quad-tree model [24] that reflects the spatial

correlation. For each benchmark, we simulate two cases where HTs are present

(i.e., HT-present) and there are no HTs in the circuit (i.e., HT-free). The threat

model we consider is the additional gate attack [95], where the attacker embeds

one or more small sized gate (e.g. an inverter) into the circuit. The metric we use

for identifying HTs is the inconsistency value, i.e., average discrepancy (davg) of

the scaling factors, which is calculated as the average standard deviation of the

scaling factors of the same gate in the overlapping segments. We select pairs of

segments that have overlapping gates and can cover all the gates in the circuit,

conduct GLC of each of the segment, and calculate the davg value over all pairs.

Table 4.6 shows the inconsistency values obtained from the consistency-based

and self-consistency-based HT detection approaches. We observe that there are

large gaps (more than 7X) in terms of davg between the HT-free case and the

HT-present case. This enables us to draw a decision line between the davg values

in the two cases and use it to determine whether HTs exist or not.

To be more specific, we plot in Figure 4.12 the distribution of the inconsis-

tency values over all pairs of segments in four of the benchmarks. We observe that

there are no overlaps between the inconsistency values in the two cases, which
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Table 4.6: HT detection results using consistency and self consistency-based GLC:

the values in the “HT-Free” and “HT-Present” columns represent the average

discrepancy of the overlapping gates in terms of their scaling factors.

Benchmark # Gates
HT-Free HT-Present HT-Free HT-Present

(Cons.) (Cons.) (Self-Cons.) (Self-Cons.)

C499 202 6.2E-03 2.0E-01 4.1E-03 3.0E-01

C880 383 5.8E-03 7.3E-02 5.7E-02 4.0E-01

C1908 880 2.1E-03 2.3E-01 3.8E-03 2.3E-01

C2670 1193 1.4E-03 1.3E-01 8.1E-04 4.3E-01

C5315 2307 6.2E-03 1.2E-01 5.9E-02 8.5E-01

C7552 3512 4.6E-03 9.8E-02 1.2E-02 5.8E-01

S38584 19253 4.7E-03 2.4E-01 2.3E-03 3.6E-01

b17 32192 5.9E-03 3.8E-01 1.6E-03 6.4E-01

ensures zero false positives and false negatives in the self-consistency based HT

detection. In particular, we can determine a decision line (e.g., at the 50% bound-

ary of the average gap) based on the results obtained from a small set of training

benchmarks and use it to detect HTs in an arbitrary circuit after manufacturing.

In Figure 4.13 we summarize and compare the measurement costs of the two

methods that we have developed, namely the segment selection using the set

cover algorithm and the variable grouping technique. We observe that the ratio

of the number of measurements and gates scales with the sizes of the circuit using

our variable elimination technique.
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Figure 4.12: Distribution of the inconsistency values in the HT-present and

HT-free cases.

Figure 4.13: Comparison of the numbers of measurements in the consisten-

cy-based hardware Trojan detection.
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4.4.3.2 Consistency-based HT Diagnosis

We evaluate the consistency-based HT diagnosis approach on a set of ISCAS

benchmarks, as shown in Figure 4.14. For each benchmark, we show the scaling

factors of the overlapping gates in three segments, where a single HT is embedded

in one of the segments (e.g., Segment 3). We observe from the results that the

two values of scaling factors from the HT-free segments are consistent with each

other, and that in the HT-present segment is either a very high value or a very low

value apart from the two consistent values. These results enable us to conclude

that the HT is embedded in Segment 3 with zero false positives and zero false

negatives.

Figure 4.14: Simulation results for the consistency-based HT diagnosis.

4.5 Hardware Trojan Related Work

Agrawal et al. [1] proposed one of the first HT detection techniques in 2007.

They construct fingerprints using side channels (e.g., power and temperature) of

the circuit for a specific design and authenticate the IC instances based on the

fingerprints. The technique is based on the assumptions that there is no process
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variation, ICs are available for reverse engineering, and there are no measurement

errors in the side channels.

Several early HT detection approaches employed functional test techniques.

Functional tests simulate the input vectors on the circuit and monitor the outputs

to see whether they match the expected patterns. For example, Wolff et al.

[100] proposed the generation of test vectors that maximize the likelihood of

detecting rarely switching HT gates. Also, Banga et al. [10] proposed automatic

test pattern generation (ATPG) techniques that employ the divide-and-conquer

paradigm.

Recently, HT detection methods using side channel-based analysis have been

developed [72][76][56][41][65][105][53][31][49] . They characterize the target ICs

for their manifestational properties, such as delay and power, in order to detect

the embedded HTs. For example, two types of HT detection techniques analyzed

pertinent ICs in terms of their delay from one flip-flop to another using either de-

terministic [56] or statistical methods [41]. A number of HT detection techniques

advocate the use of switching power measurements[11]. Researchers from UCLA

[70] advocate leakage current-based HT detection techniques.

Tehranipoor et al. [81] presented a comprehensive survey of HT detection.

There are two most common assumptions in the existing HT detection approaches:

(1) there exists a golden model of the target IC; and (2) all the gates have the

same process variation properties. In this dissertation, we do not impose these

two assumptions for HT detection using our GLC and consistency-based analy-

sis. Furthermore, we employ segmentation-based gate characterization into the

process of HT detection, which ensures the scalability of the approach.
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4.6 Summary and Discussions of Hardware Trojans

In this section, we summarize and discuss our consistency-based HT detection

approach. First, we discuss more on the sources of hardware Trojan attacks;

Second, we specify the boundary of the HT scenarios where our approach will be

effective and where it may fail to detect the HTs. In particular, our discussion

involves the following three aspects, namely size of the IC, type of the hardware

Trojans, and type of the IC. Third, we explore the other possibilities of HT

detection in addition to the HT trigger that we target on in this dissertation.

4.6.1 Discussions on HT attacks

There are many other research efforts that focus specifically on hardware Trojan

attacks [3][45][31]. In this dissertation, we mainly focus on the additional mali-

cious circuitry attack triggered by a single HT trigger. As a matter of fact, it is

likely that multiple gates are used by an attacker as the trigger. In that case, the

variations caused by the HT triggers is actually larger and easier to be identified.

Also, the HT gates will be likely to appear in more segments than the single

HT trigger case, making the probability of detecting the HT higher using the

consistency-based approach. However, the multiple-trigger case does make the

HT diagnosis process more complex, as all the locations on the IC must be exam-

ined after the HT is confirmed to exist, and there is no chance for the diagnosis to

terminate early once any HT triggers have been found. However, the complexity

of the procedure is still linear by using our consistency-based approach.

Also, in reality, HTs can be embedded in various stages in the IC design and

manufacturing flow. For example, during IC design, the CAD tools may have

been compromised that would generate HT-infected designs. Also, during IC
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manufacturing, an untrusted foundry may embed malicious components into the

design. We observe that the manufacturing time HT embedded by a foundry

is the most challenging for detection, as it can bypass all the design verification

steps. Therefore, in this dissertation, we mainly focus on the manufacturing-time

hardware Trojans.

4.6.2 Boundaries of the HT Detection Approach

4.6.2.1 Size of the IC

In my simulation, I evaluated the consistency-based HT detection and diagnosis

approach using benchmarks with up to 32,192 gates (i.e., ITC’99 benchmark

b17). This is the upper bound of the supported IC size that I claimed in the

dissertation.

However, the scalability of our consistency-based approach is guaranteed by

the segmentation and variable elimination techniques. Also, the modern large-

scale IC designs often contain independent and naturally segmented components,

such as arithmetic logic unit (ALUs) and third party IPs. This phenomenon

makes it possible to employ a multi-level divide-and-conquer paradigm and ensure

the scalability of the approach.

4.6.2.2 Type of the HT attack

In this dissertation, I only focused on the detection of two types of hardware

Trojans, including (1) the additional malicious circuitry triggered by a single HT

trigger (discussed in Chapter 4.1.1), and (2) energy hardware Trojans triggered

by adaptive body biasing (discussed later in Chapter 6.2). The reason why I

focused on these two types of HTs is that, compared to other HTs, they are they
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impose less instrumentation to the target IC and thus can be more easily hidden

from the detection approaches. Therefore, we assume that these two types of HTs

are challenging and representative for the discussion of HT detection techniques.

In addition, I proposed a new customizable and zero-overhead hardware Tro-

jan attack by leveraging the redundant states in the finite state machine (dis-

cussed in Chapter 4.1.2), in order to motivate new research efforts in the HT

detection space. The detection of such a customizable HT is left as the future

work of this dissertation.

Finally, I do acknowledge that there are many other types of HTs discussed in

the community, such as [3][45][31]. It is not possible for a HT detection approach

to effectively address all types of HT concerns. This motivates us to investigate

research benchmarks for hardware Trojans that would evaluate and motivate the

HT detection research, as discussed in Chapter 4.1.1.

4.6.2.3 Type of the IC

In the dissertation, I only discussed the detection and diagnosis of hardware

Trojans embedded in combinational and sequential application-specific integrated

circuits (i.e., ASICs). So far, my approach does not support other types of system

components, such as FPGAs and memory cells.

4.6.3 Target of HT Detection

In addition to the HT detection method targeting on the HT trigger, it is also

possible that detecting the HTs via the “malicious circuitry” part. As a matter of

fact, it is even easier to do, since the malicious circuitry is much larger and more

observable than the single HT trigger. However, this is under the assumption that
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the malicious circuitry is already activated or at least powered on. In reality, as

I discussed in the dissertation, an advanced attacker is likely to power off the

malicious circuitry during normal IC operation and, in the meantime, make the

activation (i.e., power-on) of the malicious circuitry extremely rare, for example,

with some special trigger condition that is only known and controllable by the

attacker. In this case, the chance of having the malicious circuitry activated

and detectable is very low. However, it provides us with another possible option

for HT detection, which may trigger a new wave of detection approaches. For

example, one may detect the HTs by observing the representative patterns that a

malicious circuitry may depend on, such as the power gating structure. Although

the applicability of this idea still needs to be investigated, we agree that this is a

good topic that help complete the scope of the dissertation and motivate future

research efforts.
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CHAPTER 5

Hardware Metering and Digital Rights

Management

In this chapter, we discuss the application of our GLC and consistency analysis

approach in the domain of hardware metering and digital rights management

(DRM). In particular, we develop a robust passive hardware metering approach

based on the characterization of gate-level physical properties [91], which provides

us with a unique and stable ID for each IC. Then, we conduct statistical analysis

to the IC IDs to quantitatively identify the unauthorized IC manufacturing [86].

5.1 Hardware Metering Using Physical GLC

5.1.1 IC Metering Overview

With the rapid growth of integrated circuit (IC) outsourcing, IC metering [50][51][2][4]

has become an important procedure in deterring or detecting the unauthorized

IC production. More formally, IC metering or hardware metering refers to tools,

methodologies, and protocols that enable post-fabrication tracking of the ICs.

The metering approaches proposed thus far can be classified into two categories,

namely passive metering and active metering. In passive metering, the ICs are

individually identified, either in terms of their functionalities, or by other forms

of unique identification. The identified ICs may be matched against their record
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in a pre-formed database that could reveal unregistered ICs or overbuilt ICs (in

case of collisions). The advantage of passive metering is that the intrinsic pro-

cess variation of the legacy chips, without any modifications, can be exploited to

identify and track each individual chip [4]. For a more comprehensive review of

hardware metering, we refer the readers to recent surveys on the topic [46] [47].

In active metering, not only the ICs are specifically identified, but also parts of

the IC functionalities can be only accessed, locked (disabled), or unlocked (en-

abled) by the design house or intellectual property (IP) owners via exploiting the

design details that are not transferred to the foundry.

Our goal in IC metering is to characterize the physical level properties of the

sampled chips and quantify the process variation model for all the manufactured

chips. We take into account both the manifestational test properties (e.g., power

and delay) and physical device properties (e.g., threshold voltage and effective

channel length). From the power and delay models (i.e., Chapter 2.1 and Chap-

ter 2.2), we observe that the conventional gate-level manifestational properties

are impacted by many factors, which make the property values unstable and

unpredictable. For example, the temperature (T ) impacts leakage power expo-

nentially, which means that the leakage power would have a large variation when

the temperature varies due to IC activities or environmental factors. Therefore,

the manifestational properties are not appropriate for the purpose of IC identi-

fication and, therefore, we consider using physical level properties as the IDs for

the chips.

5.1.2 IC Metering based on Physical Level Characterization

Our flow of IC metering is shown in Figure 5.1. We first conduct gate-level

characterization to determine the power/delay of each gate on the sampled chips,
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which is done by solving a system linear equations using linear programming.

Then, we conduct physical level characterization to calculate the Vth and Leff

of each gate, based on the manifestational properties and the models shown in

Chapter 2.1 and Chapter 2.2. This is a nonlinear programming process since the

models of power and delay are nonlinear with Vth and Leff . Finally, we conduct

process characterization to determine the parameter values in the PV model of

all the manufactured chips.

Figure 5.1: Flow of IC metering.

5.1.2.1 Manifestation-level Characterization

We use the GLC method discussed in Chapter 3.2 and Chapter 3.3 to characterize

the manifestational properties in the presence of process variation. In the GLC

method, the power and delay models are expressed in a linear format assuming

that the variation of all the physical level properties is represented by a single

PV scaling factor s. Then, the value of s can be obtained by solving a system of

linear equations, as shown in Equation (3.2).

5.1.2.2 Physical Characterization based on Thermal Conditioning

From the characterization results from the manifestational properties, we are

able to formulate a nonlinear equation based on Equation (2.1) in the following

format:
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Pleakage =
A

L
· T 2 · e

C−Vth
BT (5.1)

where L and Vth are the two variables that we are characterizing. A, B and C

are transistor level parameters in the leakage power model that we assume as

constant values.

Equation (5.1) provides us with a nonlinear equation that relates Leff and

Vth to the manifestational properties (leakage power). We can obtain the leakage

power value from the characterization as discussed in Chapter 5.1.2.1. How-

ever, with only one nonlinear equation, we are not able to solve two variables

Leff and Vth. Therefore, we must find a way to add additional variations to the

leakage power model, so that a system of nonlinear equations can be obtained.

We achieve this goal by varying the temperatures of the circuit using thermal

conditioning. According to Equation (5.1), leakage power has an non-linear rela-

tion with temperature T . Therefore, we can use thermal conditioning to control

the temperatures and obtain multiple leakage power nonlinear equations for each

single gate. By applying different T to the IC and repeat the manifestational

property characterization in terms of leakage power, we can formulate a system

of nonlinear equations. Then, we solve the nonlinear equations using a nonlinear

program solver and obtain characterization results for Vth and Leff .

5.1.2.3 Process Characterization

In process characterization we aim to find out the quantified PV model parame-

ters as discussed in Chapter 2.3 for all the manufactured chips. In particular, for

the quad-tree model of Leff , we characterize the Gaussian distribution parame-

ters for the ∆L at all levels. For the model of Vth, we calculate the mean and

variance in the Gaussian distribution.
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For the Vth distribution, we can refer to a Gaussian fitting tool that can

provide distribution parameters (mean and variance). Then, we use the obtained

parameters as the estimation of those for the entire chip population. For the quad-

tree model of Leff , the problem becomes more complicated because it is a sum

of multiple Gaussian distributions on multiple levels, and there is no direct way

to break down the compound distribution and obtain parameter values for each

single distribution. In order to solve the problem, we develop a decomposition

algorithm and use a divide-and-conquer approach to keep fitting the sampled

Leff (compound distribution) to individual distributions. The objective in this

process is to fit the individual distributions to Gaussian distributions as accurate

as possible, i.e., optimize the approximation error provided by the Gaussian fitting

tool for each individual distribution. Our solution is based on the fact that a

Gaussian distribution is infinitely divisible, i.e., a Gaussian distribution X with

mean µ and variance σ can be decomposed to multiple Gaussian distributions Xi

with mean of µi and variance of σi, where the following equations hold:

∑
i

µi = µ (5.2)

∑
i

σ2
i = σ2 (5.3)

Based on this divisibility feature of Gaussian distribution, we design a decom-

position algorithm of process characterization. We start from the highest level

(root) of the quad-tree and conduct a breadth-first search of the tree. At each

node, we guess and verify the constant component of the leaf node with the re-

quirement that the remainder obtained by subtracting this constant component

from the Leff value should follows a Gaussian distribution, which is the Leff

value of the lower level nodes of the current node.
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5.1.3 Coincidence Estimation

An important and challenging step in IC auditing is to be able to distinguish

each chip from the others. Due to the possible measurement and characterization

errors in the IC metering process, there are possibilities of false positives and false

negatives. The former means that we count chips that are not of our design as

ours, and the latter means the opposite. Our goal in coincidence estimation is

to measure the probabilities of false positives and false negatives, so that we can

estimate their impacts on the accuracy of IC auditing.

We develop a Bayesian-based approach to calculate the probability of coin-

cidence when only a single gate on each chip is considered. Then, we employ a

majorization technique to conduct worst case analysis, which assumes that all

the gates in the circuit have the worst case (i.e., the highest) probability of co-

incidence. From this analysis, we obtain an upper bound of the probability of

coincidence and use it to analyze the impact on IC auditing.

5.1.3.1 Bayesian-based coincidence analysis

Since our IC metering is based on the characterization results of Leff and Vth,

there is a possibility that two gates that are not from the same chip would have the

same measured Leff and Vth due to either measurement errors or characterization

errors.

Our IC auditing process works in the following way. We take a sample chip

from the market and conduct IC metering to obtain Leff and Vth, and we label

this chip according to the Leff and Vth values. Then, we put this chip back to

the market and continue to take other samples. It is possible that the another

sample is not the same chip as the previous labeled chip but we characterize
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them as similar Leff and Vth (i.e., false positives), or it is the same chip as the

previous labeled chip, but we have different Leff and Vth measurements (i.e., false

negatives).

We employ Bayesian-based probability analysis [63] to calculate the proba-

bility of coincidence. Taking the false positive case as an example, we have the

following Bayesian-based calculation:

P (H|D) =
P (D|H) · P (H)

P (D)
(5.4)

where H is the event that a gate matches with at least one other gate according to

either Leff or Vth measurement. D represents the event that we have a certain set

of Leff or Vth measurements for N sampled chips. Therefore, P (H|D) represents

that the probability that a gate matches with other gates under the condition

that we have that certain set of measurements; and P (D|H) is the probability of

having the certain set of measurements under the condition that the gate matches

with some other gates. We assume that P (D|H)/P (D) forms a normalization

constant that does not vary with the variation of D. We calculate P (H) in the

following way by using the rationale in the well known birthday paradox problem

[32]:

P (H) = 1−
N∏
1

(1− Pi) (5.5)

where Pi is the probability that a certain gate i matches with one another gate

j. The value of Pi depends on the position of the Leff or Vth in the whole

distribution. Figure 5.2 shows our simulation results of Pi in terms of Leff . We

can see that the gates with Leff around the mean value (Leff = 1.2 in the figure)

of the distribution have a relatively large Pi.
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Figure 5.2: Probability that a gate has coincidence with other gates in terms of

Leff (benchmark C432 with 160 gates; mean value of Leff is 1.2).

Putting it all together, we have the following estimate for P (H|D):

P (H|D) ∝ 1−
N∏
1

(1− Pi) (5.6)

We use two approaches for determining whether two chips match with each

other: (1) an extreme method, in which we claim two chips are identical as long

as there is an overlap between the distributions of their measured values; and (2)

a threshold approach, in which only when the overlap between two distributions

exceeds a threshold value do we assume they are identical.

5.1.3.2 Majorization and Worst Case Analysis

As mentioned in the previous subsection, the probability Pi varies over the abso-

lute value of Leff or Vth, and it reaches the highest value if the sampled chip is at

the mean value of the entire distribution. In order to conduct coincidence esti-

mation considering all gates on a chip, we must take into account the variations

of Pi for all the gates. In our coincidence estimation process, we approximate
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the value of each Pi using a majorization technique. In other words, we use the

highest possible Pi (that of the mean value Leff or Vth) to represent all the Pi

values. In this way, we indeed overestimate the probability of coincidence and

obtain an upper bound value for the worst case analysis.

5.1.3.3 Summary of Coincidence Estimation

From the results in Table 5.1, we can conclude that the worst case probability

of coincidence is small enough to hold a large number of chips (e.g., in millions),

and the probabilities of false positives and false negatives are close to zero. This

conclusion enables us to assume that all the chips are distinguishable from each

other and we can label them uniquely without overlaps. This is important in the

next step of our IC auditing process, because the sampling and re-sampling in

the IC auditing approach are based on replacement.

5.2 IC Auditing Using Statistical Analysis

5.2.1 IC Auditing Overview

IC digital rights management (DRM) [50][5] has drawn a great deal of attention

in the recent years with the fast growth of outsourcing in the IC industry. In the

current model of IC manufacturing, the IC design companies deliver their designs

to IC foundries without having any control over the manufacturing process. In

this process, it is likely that an untrusted IC foundry fabricates a larger number

of ICs than it was authorized to produce. Such a misconduct has become a crucial

concern in the IC industry, with illegal copies of ICs costing the design companies

billions of dollars annually.

The existing IC metering approaches can detect intellectual property (IP)
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violations in IC manufacturing. However, they cannot quantify the number of

counterfeit chips. This makes it extremely challenging to charge the parties that

use the IPs. To address this issue, we propose a new concept of IC auditing,

in which we aim to provide a quantitative estimation of the number of chips

released to the IC market. Our strategic objective is to create a new IC auditing

technique using statistical analysis. In particular, we employ an animal counting

model that predicts the total population from a partial sampling and labeling of

the chips in the market.

5.2.2 IC Auditing Model

Based on the IC metering with near-zero false positives and false negatives, we

are able to conduct IC auditing using a sampling approach. Our IC auditing

scheme is based on the animal counting techniques proposed in the statistical

field [78] [21]. The main idea is to predict the total population of a kind of

animals by capturing and recapturing samples. In this section, we show how our

IC auditing problem is adapted to the animal counting model and how we solve

the IC counting problem based on the model.

The animal counting problem was first studied for estimating the dynamic

of biological populations. One of the widely used approaches is the capture-

recapture method [78] [21], in which samples are taken and labeled at periodic

intervals. Then, the total population can be predicted from the number of cap-

tured, and more importantly, recaptured animals in each sample. For example, in

the fish counting problem discussed in [78], the following information is recorded

for each sample i: (i) the total number of fish (ti); (ii) the number of new fish

(di); and (iii) the number of recaptures (ri). Next, the probability of obtaining

such a sample can be calculated by using binomial distribution:

105



pi =

(
ti
ri

)
(
Mi

N
)ri(1− Mi

N
)di (5.7)

where N is the total number of fish, and Mi is the number of labeled fish

when the ith sample is drawn. Assuming all the samples are taken randomly and

independently, the probability of obtaining n samples with specific ti, di, and ri

is the product of pi: P =
∏n
i=1 pi. Then, by using maximum likelihood analysis,

Schnabel [78] gives the equation that holds for N and Mi:

n∑
i=1

diMi

N −Mi

=
n∑
i=1

ri; (5.8)

Schnabel [78] solves the equation and gives an approximation solution of N

as the following:

N =

∑n
i=1 tiMi∑n
i=1 ri

(5.9)

Equation (5.9) indicates that the predicted number of fish is a function of ti,

Mi, and ri. All of these parameters can be obtained easily from the sampling and

labeling process.

Our IC auditing problem is similar with the animal counting problem, in both

required inputs and outputs. However, we must analyze the assumptions behind

the problem and verify that our IC counting problem still makes the assumptions

hold. We note that the fundamental assumptions that are required by the animal

counting model include the following: (1) there must be a method to uniquely

label the captured samples; and (2) the sampling model must be with replacement

so that the captured samples can be recaptured, which provides an indicator on

how large the total population is.
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From the discussion in Chapter 5.1.3, the first assumption holds because the

probability of coincidence becomes extremely small when we consider all the gates

on the chip. For the second assumption, we make our IC auditing process spread

into the IC marketing period. In other words, we collect IC samples periodically

and put them back into the market after each sampling period. This would make

our auditing process long, but it is doable. Furthermore, the number of samples

can be adjusted according to the required accuracy of the prediction results.

Based on the above analysis, we apply the animal counting technique to our

IC auditing problem. Here we use the same symbols of ti, di, and ri as in the

animal counting model. The number of chips can be predicted by Equation (5.9).

5.2.3 IC Auditing Post-processing

The accuracy of the prediction results can be impacted by many factors, such as

the degree of independence of the samples and the approximation errors in the an-

imal counting model. In order to improve the accuracy of IC auditing, we employ

a statistical method, namely maximum likelihood estimation to post-process the

data after many runs of the sampling experiments have been conducted. Then,

we apply goodness-of-fit tests [55] on the data from each run, and estimate the

statistical distribution of the predicted results over different runs. According to

the distribution that each result follows, we obtain its approximate density func-

tion, i.e., p(N), and set our estimated value of N to be the one that maximizes

the likelihood function:

Ñ = argmaxN log p(N) (5.10)
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5.2.4 IC Auditing Validation

We can validate our prediction results in two ways. One is to experiment it

directly on a known set of chips. By comparing the actual number of chips and

our predicted results, we can draw a conclusion on the accuracy of our prediction

model. Figure 5.3(a) shows one of validation results, in which we apply our IC

auditing approach to unknown sets of chips with up to 1500 chips. For each set

of chips, we plot and compare our prediction results with the actual number of

chips. We observe from Figure 5.3(a) that the estimated N is close to the actual

N , but the distance between them is increasing as the actual N grows. This is

due to the fixed number of samples and sample sizes, which are not enough when

the population is large.

Another method for validation is to conduct statistical analysis on multiple

runs of the sampling process. In particular, we repeat the experiment many times

and compare the results of each run in terms of the variance of the predicted

results. If the variance is within a small enough range, it indicates that our

prediction model converges and is stable. Figure 5.3(b) shows our validation

results based on this method. We repeat the experiment 500 times for a known

set (800) of chips. The plotted results of predicted number of chips indicate that

they are within the range of 25% of the actual number of chips.

5.3 Hardware Metering Evaluation Results

We simulate our IC metering and auditing schemes on a set of ISCAS benchmarks.

We use leakage power as the manifestational test properties in the simulation

because every gate on the circuit has leakage power regardless of its activities.

This provides us with more variabilities in metering and labeling the gates.
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5.3.1 IC Metering

We use the manifestation-level characterization results as well as thermal con-

ditioning to formulate a system nonlinear equations. In this simulation, we use

20 nonlinear equations (temperatures) per gate and obtain Vth and Leff for each

gate by solving the system of nonlinear equations. We solve the nonlinear equa-

tions by using the Gauss-Newton method provided by Matlab. The PV model

we use in the simulation is the quad-tree model as discussed in Chapter 2.3.

Figure 5.4 and Figure 5.5 show the accuracy of our characterization results

for Leff and Vth, respectively. In each benchmark, we characterize each gate

and compare the characterization results with the actual values to calculate the

accuracy of our characterization. We plot the relative characterization errors for

all gates in histograms and fit them into a distribution as shown in the curves.

We can see from the curves that we have less than 1% of average errors and

less than 5% of maximum errors except for few outliers. We consider these error

distributions in the next steps where we conduct coincidence estimation and IC

auditing.

(a) (b)

Figure 5.3: Validation of our IC auditing scheme: (a) on known sets of chips; N varies

from 1 to 1500; (b) on 500 runs of the analytical simulation; N is fixed to 800.
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(a) Benchmark C432 (160 gates) (b) Benchmark C499 (202 gates)

(c) Benchmark C880 (383 gates) (d) Benchmark C1355 (546 gates)

Figure 5.4: Accuracy of Leff characterization on a set of ISCAS benchmarks.
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(a) Benchmark C432 (160 gates) (b) Benchmark C499 (202 gates)

(c) Benchmark C880 (383 gates) (d) Benchmark C1355 (546 gates)

Figure 5.5: Accuracy of Vth characterization on a set of ISCAS benchmarks
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Table 5.1: Accuracy of coincidence estimation. “FP” and “FN” stand for “False

Positives” and “False Negatives”, respectively.

Benchmark GLC Error (%)
Extreme Method Threshold Method

FP (%) FN (%)) FP (%) FN (%)

C432 -2.0 ∼ +1.5 6.9 0 5.5 64

C499 -2.0 ∼ +3.0 9.8 0 7.8 64

C880 -6.0 ∼ +4.0 19.0 0 15.4 64

C1355 -6.0 ∼ +2.0 15.4 0 12.4 64

C1908 -3.2 ∼ +3.2 12.4 0 10.0 64

C2670 -3.0 ∼ +3.0 11.6 0 9.4 64

C3540 -3.0 ∼ +3.0 11.6 0 9.4 64

C5315 -3.0 ∼ +3.0 11.6 0 9.4 64

C6288 -2.0 ∼ +3.0 9.8 0 7.8 64

C7552 -3.2 ∼ +2.4 11.6 0 8.6 64
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5.3.2 Coincidence Estimation

We perform coincidence estimation on the same set of ISCAS benchmarks and

characterize the probabilities of false positives and false negatives when using both

the extreme method and the threshold method (with a 20% threshold). Table

5.1 shows the results when considering one single gate on each chip. The extreme

method gives zero false negatives and false positives from 6.9% to 19.0%, while

the threshold method has lower false positives from 5.5% to 15.4% and constant

false negative values depending on the threshold value.

Given the coincidence estimation for having only one single gate considered on

each chip, we can calculate the probabilities of false negatives and false positives

that consider all gates on the chip by using Equation (5.6). We find that the

probability of coincidence becomes extremely small (e.g., 10−95 for benchmark

C432) because of the large number (e.g., at least 160) of gates in the benchmark

circuits. Considering the fact that there are many more (in millions or more)

gates on a single chip in modern IC design, the probability of coincidence is very

low even if there is a huge number of chips in the market.

5.3.3 IC Auditing

In our IC auditing simulation, we evaluate the IC counting model in terms of the

prediction accuracy. Also, we estimate the impact of the sampling parameters,

such as the number of samples and the sample size, as well as the impact of the

total number of chips on the prediction accuracy.
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5.3.3.1 Prediction Error vs. Number of Chips

We simulate our IC auditing scheme on different numbers of chips in order to

find out how the total number of chips would impact the prediction accuracy.

In Figure 5.6 we show the relative prediction errors when the number of chips

varies from 1 to 2000, the number of samples is fixed at 20, and the size of each

sample is 20. We observe that the relative prediction error becomes higher as

the number of chips increases, but it is always below 15%. Also, we observe that

the variance of the prediction error grows as the number of chips increases. This

is due to the insufficient samples compared to the total number of chips. We

will discuss the impact of the number of samples later in Chapter 5.3.3.2. Also

note that the results in Figure 5.6 are obtained without post-processing, i.e., each

experiment is conducted only once, which is another reason why the variance of

the prediction error increases.

Figure 5.6: IC auditing results: prediction error vs. total number of chips (the

number of samples is fixed to 20; the sample sizes are fixed to 20; the total number

of chips varies from 1 to 2000; and no post-processing of the prediction results is

performed).

Table 5.2 shows our simulation results on a large number of chips (up to 100

million). In this set of simulation, we set the sample rate (the ratio between the
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number of sampled chips and the total number of chips) as 0.1%, 0.5%, or 1.0%

of the total number of chips. Also, we repeat each experiment 100 times and

conduct MLE post-processing towards the collected results. We observe that the

estimation error decreases as the increase of the number of chips with the same

sample rate. Also, a sample rate of 0.5% can provide us with estimation errors

below 5% for large numbers of chips (107 or 108).

Table 5.2: IC auditing on large numbers of ICs.

Number of ICs Total Sample Rate Estimation Error

106 0.5% 15.0%

106 1% 3.77%

107 0.1% 29.9%

107 0.5% 2.16%

108 0.1% 6.34%

108 0.5% 5.04%

5.3.3.2 Prediction Error vs. Number of Samples

We find in our simulation results that the number of samples taken plays an

important role in the eventual prediction accuracy. In order to find out more

about the impact of the number of samples, we perform simulations on 1600

chips while varying the number of samples from 10 to 50, with 20 chips in each

sample. We show the results in Figure 5.7. We can observe that the prediction

accuracy keeps improving as the number of samples increases. This verifies our

intuition that the prediction becomes more accurate with more information from

the samples.
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Figure 5.7: IC auditing results: prediction error vs. number of samples (the

number of chips is 1600; the number of samples varies from 10 to 50; and the

sample sizes are fixed to 20 chips.)

5.3.3.3 Prediction Error vs. Size of Samples

We further investigate the possible impact of the sample sizes by conducting a

set of simulations on 1600 chips, with a fixed number of samples (e.g., 20) and

varied sample sizes (e.g., from 10 to 50). We show the results in Figure 5.8, where

there are no improvements in the prediction accuracy as we increase the sample

sizes.

5.4 Hardware Metering Related Work

Metering and auditing have been recently studied in the area of web applications,

such as for client counting for client/server management [64] and click fraud

prevention [57]. Similarly, in the area of IC design and manufacturing, there are

several active or passive IC metering schemes that have been proposed. Some

of them require instrumentation in the design and manufacturing process, which

are called extrinsic metering; the others utilize the existing IC characteristics for

metering without modifying the design flow, which are called intrinsic metering.
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Figure 5.8: IC auditing results: prediction error vs. sample sizes (the number

of chips is 1600; the number of samples is fixed to 20; and the sample sizes vary

from 10 to 50.)

5.4.1 Extrinsic IC Metering

Extrinsic IC metering introduces extra hardware/software components to the

chips, in order to make a unique identification for each chip and use it to detect

IP violations. Extrinsic IC metering methods maybe either active or passive.

Fingerprinting schemes [18] [42] assign a unique fingerprint on each IP that the

manufacturer is allowed to use. The manufacturer is supposed to use each IP

once when producing the chips. Therefore, each chip would have a unique fin-

gerprint compared to the other chips. Then, the design company can detect the

IP violation by finding out the chips with the same unique fingerprint. Another

extrinsic metering scheme [51] adds a small programmable component in each

design which can be configured in a unique way for each chip during the manu-

facturing process. The foundry reports to the design company all the IDs of the

manufactured chips. To detect IP violation, the design company would conduct a

random sampling in the market and record the number of unreported chips. From

a statistical analysis based on collision probabilities computed by the Birthday

paradox, the number of unauthorized chips can be estimated.
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Extrinsic metering approaches can detect IP violations but they require a high

instrumentation to either the design or manufacturing process. It complicates the

IC design process and increases the cost of each chip. Also, there are still security

concerns in this scheme, because the design company do not have control over

the manufacturing process, it is possible that untrusted manufacturers modify

the assigned fingerprint or ID and compromise the IP protection scheme.

5.4.2 Intrinsic IC Metering

Intrinsic IC metering approaches do not interrupt the IC design and manufactur-

ing process. Instead, they characterize the existing properties of the chips and

assign a unique ID obtained from the characterization results of each chip. The

IDs are used in the same way as in the extrinsic metering scheme. Koushanfar

et al. [50] proposed a CAD-based intrinsic passive IC metering approach. It

characterizes each gate of an IC in terms of its delay on critical path. Because

of the existence of process variation, the delay values of the gates are different

even if they are from the same design. Therefore, the delay value can be used as

a unique ID of the IC. Alkabani et al. [4] proposed a nondestructive approach

for gate-level characterization and a hardware metering protocol based on the

characteristics. They analyze the probability of collision of IDs in presence of

intra- and inter-chip correlations.

The intrinsic metering approaches avoid the instrumentation to the IC design

and manufacturing process and are still able to generate unique IDs for the chips.

However, they would require high accuracy in the gate-level characterization re-

sults. Also, the existing approaches did not provide quantified solutions in terms

of the number of chips that a foundry may have produced.
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CHAPTER 6

Remote In-field Wireless Security Techniques

In this chapter, we discuss the application of our GLC and consistency analysis

techniques in wireless security applications. We focus on addressing the issue of

security attacks in remote in-field wireless systems, where we must collect power

profiling data in a trusted and secure manner.

6.1 Wireless Security Challenges

Recently, wireless communication, computation, and sensing devices, such as mo-

bile phones, laptops, and tablets, have been experiencing exceptionally explosive

growth. For example, every second more than 30 cell phones are sold world-

wide. In addition, emerging industrial sensor networks are both economically

and strategically important. Furthermore, wireless security imposes a technically

challenging set of objectives and requirements. For example, side channel and

fault induction security attacks [36][37][50][68][84][93] are much more likely on

cell phones and, in particular, on sensor nodes that may be deployed in unpro-

tected or even hostile environments. Also, operational conditions and numerous

design constraints such as low energy, low power, and low cost impose difficulties

on security requirements.

As a consequence, wireless security has emerged as a premier research and

development issue. Numerous important aspects have been addressed, such as
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key management schemes in mobile ad hoc networks [19] and distributed sensor

networks [30], secure routing protocols [8] and localization algorithms [54] to

prevent wireless sensor attacks, and privacy protection in RFID systems [75].

However, none of these important contributions address the detection of hard-

ware Trojans (HTs) [43][81] in the wireless systems. HTs are in a sense the most

powerful way to complete compromise the security any wireless or other devices,

because they enable the attacker to bypass the system security mechanisms, ac-

cess any storage element, change access rights of any program, and abuse (e.g.,

induce high energy consumption) or destroy any piece of hardware. Following the

discussions in Chapter 4, in this chapter, we investigate the attacks and defense

techniques for Hardware Trojans in wireless systems. In particular, we focus on

the discussion of an energy attack model that targets on the most important and

limiting resource (i.e., energy) in the wireless systems. In addition, we discuss

how we detect such an attack remotely during the system operation and, more

importantly, how we ensure the security and robustness of the online remote

detection approach.

6.2 Energy Hardware Trojans in Wireless Systems

6.2.1 Energy Hardware Trojan Overview

The existing HT detection efforts targeted only on HTs that cause direct security

attacks, such as implanting a backdoor in the circuit and extracting confidential

information from the system at runtime [40][45]. However, we note that the

security toward one of the most crucial and fundamental components in embedded

systems, namely energy consumption, has rarely been discussed until now.

It is well acknowledged that power efficiency is one of the most important
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design objectives of all embedded systems. Although huge efforts have been put

on energy reduction and optimizations at the design time, the security aspects of

energy efficiency for embedded systems have been seldom discussed. We argue

that the embedded systems that are assembled using ICs from untrusted foundries

are vulnerable to energy attacks, which aim to increase the energy consumption

and thus reduce the lifetime of the system. For example, an untrusted foundry

of a cell phone chip may have embedded malicious components in the hardware

that leak additional energy from the phone, create hot spots on the chip, and

eventually make the phone malfunction.

In this section, we aim to analyze and address the potential security concerns

raised by the new type of hardware Trojans, namely energy HTs. To achieve this

goal, we first develop and evaluate the brand new attack model to create challeng-

ing energy attacks that are capable of bypassing existing detection mechanisms.

We focus on the two most important design components of an energy HT: (1) HT

action, which indicates the malicious behavior conducted by the energy HT; and

(2) HT trigger, which is the runtime condition that activates the HT to perform

the HT action. For HT action, the idea in designing such an energy attack model,

which is also the best interest of an attacker, is to maximize the damage to the

target circuit but camouflage it under certain known factors or phenomena. In

particular, we exponentially increase the energy consumption of the target cir-

cuit using adaptive body biasing (ABB) [22] that was originally invented for IC

optimizations. Meanwhile, we tend to camouflage the damage or, in other words,

attribute the impact of HT action, to environment temperatures that vary fre-

quently and also have huge impacts on the leakage power [59]. Consequently,

even if the detection approach is able to capture the energy hike, it is extremely

difficult to distinguish between the impact of natural temperature variations and

the malicious attack. For the HT trigger, the design strategy is to minimize its
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observability on the target design, so that it can bypass the security checks. In

our proposed energy HT model, we hide the HT trigger under the target circuit

by minimizing its observable power and delay. Also, we minimize the probabil-

ity of activation by associating the trigger with a combination of multiple input

signals or a set of consecutive states in the finite state machine.

6.2.2 Energy Hardware Trojan Attacks

In this section, we discuss powerful energy attacks in both the sleep mode and

the system operation mode.

6.2.2.1 Sleep-mode Energy Attack: Input Vector Manipulation

For most of the wireless systems and applications, the circuit of the system would

stay in the sleep mode for a large portion of the time. For example, in the case

of a cell phone, the major components are only exercised once it is on a voice

call. Similarly, in a wireless sensor network, the communication circuitry only

operates during the data collection process. Consequently, the input vectors that

are being applied during the IC sleep mode becomes crucial with regard to the

leakage energy consumption, because of the fact that the leakage energy of a logic

gate highly depends on the input vectors [104]. For example, as shown in Figure

6.1, the leakage energy of a NAND gate can vary up to 12 times with different

input vectors. Although this phenomenon can provide us with an opportunity

for leakage energy reduction, it is more easily leveraged by an attacker for energy

attack.

Figure 6.2 shows a motivational example of energy attack using input vector

manipulation. In this case, the HT component applies an input vector that sets

the maximum number of gates in the high energy state, which results in the
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Figure 6.1: Leakage current of an inverter and a NAND gate under different input

vectors [104].

highest energy consumption (i.e., 2.96 times of the minimum energy consump-

tion). If this situation continues over time without being identified by the user or

tester of the system, it will cause several times more energy consumption, which

is considered significant in a power hungry system.

Figure 6.2: Example of energy attack via input vector manipulation. The energy

consumption caused by the attack input vector is 2.96 times compared to the

optimal input vector.

6.2.2.2 Operation-mode Energy Attack: Forward Adaptive Body Bias

During IC operation, the supply voltage plays an important role to the total

leakage power consumption. According to Equation (2.1), the leakage energy

of a transistor increases exponentially with the increase of supply voltage. We

argue that this phenomenon can be leveraged for powerful energy attacks, since
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an exponential energy increase could cause huge impacts to the wireless system.

In particular, we argue that an attacker could possibly apply a forward adaptive

body bias (FBB, or forward ABB) voltage that, instead of compensating for the

process variation as in the normal use of body biasing techniques [22][35][102],

would increase the energy exponentially in the circuit under attack.

Figure 6.3: Example of energy attack using forward body biasing.

With this consideration, we implement a sample malicious circuitry that trig-

gers the FBB-based energy attack, as shown in Figure 6.3. The shaded part of

the circuit is the malicious component, or HT, embedded by an adversary. Dur-

ing the operation mode, once triggered, the HT can select and apply a forward

body bias voltage, which increases the supply voltage and maximizes the leakage

energy without compromising the functionality of the system.

6.2.2.3 HT Triggers: Rare Activation of Attacks

In the previous two subsections, we have shown that HT-based energy attack

could cause huge energy increase, either linearly in the sleep mode or exponen-

tially in the operation mode. However, the attacks would not take effective unless

the triggers are well hidden from the common detection approaches. In this sub-
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section, we discuss in details how an attacker could design the trigger such that

the resulting HT attack has a low probability to be detected by the HT detection

attempts. The intuitions of hiding the HT trigger, from the attacker’s perspec-

tive, include the following: (1) hide the HT trigger in the circuit both physically

and in terms of their observable properties, such as delay and power; and (2)

minimize the activation probability of the HT.

Figure 6.4: Example of hiding the HT triggers: (a) a HT trigger embedded in

the reconvergent paths where delay is non-observable; (b) a rarely switching HT

trigger driven by multiple inputs; and (c) a HT trigger activated by a 5-state

finite state machine, which reduces the activation probability exponentially.

In order to bypass the most commonly used side channel-based detection

approaches, an attacker aims to place the HT trigger in such a way that it is non-

observable via the commonly considered side channels, including delay, leakage

power, and switching power. In order to achieve this goal, we add only one

single gate in the target circuit that serves as the trigger. With this single gate

HT trigger, we ensure that any resulting delay or power variation is minimum

to increase the difficulty level for detection. Furthermore, to further complicate

the side channel-based detection approaches, we place the single gate HT trigger

at a circuit location where the delay and power are non-observable or difficult

to measure. For example, in Figure 6.4(a), the delay of the HT trigger is non-
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observable due to the parallel reconvergent paths. One can measure the delay

between the two endpoints x and y. However, it is not possible to determine

whether the measured delay is for path 1 or path 2 and, therefore, the HT can

be hidden under the delay measurements.

Based on the HT trigger placement that is difficult to detect, we further

reduce its activation probability to bypass the security checks that are based on

generated test vectors, such as automatic test pattern generation (ATPG) [10].

The idea is to set the activation condition in such a way that it is only known to

the attacker and very rarely triggered during a normal IC operation or test. We

achieve this goal by using two approaches. Firstly, we select the fan-in gates from

the target circuit in such a way that the HT trigger is rarely switched, as shown in

an example in Figure 6.4(b). The activation probability of the NAND HT trigger

is 1/2n, where n is the number of inputs that can be customized by the attacker

to balance the trade-off between the size of the HT trigger and the activation

probability. Secondly, we leverage sequential elements (i.e., flip-flops) that create

temporal-based activation conditions in a finite state machine (FSM). In this way,

the activation probability of the HT trigger can be further reduced exponentially

based on the results from the first approach. For example, as shown in Figure

6.4(c), the 5-state FSM serves as the activation condition, which triggers the HT

only when all 5 states are satisfied in 5 consecutive clock cycles. As a result,

the activation probability is
∏m
i=1 Pi, where Pi is the activation probability of the

vector in state i, and m is the number of states.

6.2.3 Energy Hardware Trojan Detection

Based on the investigation of the powerful energy attacks, we develop defense ap-

proaches for energy attacks by leveraging power profiling and temperature char-
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acterizations. The idea is to sample the total leakage power consumption of the

wireless system and characterize the gate-level temperature profile by assuming

that there is no energy attack. In the case where there is indeed malicious energy

attack, the characterized temperature profile will not meet the normal spatial and

temporal thermal distributions on an IC. We identify the possible discrepancy in

temperatures quantitatively by defining a hardware Trojan indicator concerning

the spatial inconsistency of the gate-level temperatures. Note that our energy HT

detection approach requires no instrumentation to the wireless system, which can

be conducted remotely without having direct physical access to the target device.

6.2.3.1 Energy Paradox

The most straightforward detection approach towards the energy attack is by

sampling the energy profiles of the operating wireless systems on a regular basis

and observe the abnormal energy increase. Although remote sampling and data

collection is a common practice for wireless system performance or status moni-

toring, the collected power profile is not an effective indicator for energy attacks,

due to the following energy paradox, which can be leveraged by energy attackers:

Energy Paradox. Due to the exponential dependence of leakage energy on

temperatures, as indicated in Equation (2.1), it is not certain to the system user

whether the energy increase is caused by normal temperature variations or mali-

cious energy attacks. As a matter of fact, it is common that the target wireless

system, such as a wireless sensor network, is deployed in a hazardous environ-

ment where the temperature varies in an unknown pattern. In this case, the

power profiling approach by itself is not sufficient to reach a conclusive judgment

of whether any energy attack exists or not.

127



6.2.3.2 Gate-level Temperature Characterization

In order to address the energy paradox and obtain accurate energy HT detection

results, in the case of a high energy profile, we must measure or characterize

the temperature of the target IC to either exclude its impact or report that the

energy increase is due to temperature. Several approaches have been proposed in

monitoring the temperatures of IC systems, such as FEA [106], power blurring

[44], and sensors [82]. However, the FEA and power blurring approaches work at

the IC design stage without the taking account of the impact of process variation

and are not resilient for post-silicon attacks. The sensors-based approaches pro-

vide real-time measurements of temperatures, but they require additional sensor

circuitry in the target IC, which greatly increases the complexity and cost of the

system.

We develop a non-destructive gate-level temperature characterization approach

using power profiling, which does not require additional hardware circuitry being

added to the target IC. The approach is based on the physical-level GLC concern-

ing threshold voltage (Vth) and effective channel length (Leff ). We show the flow

of temperature characterization in Algorithm 7. Firstly, before the release and

deployment of the wireless system, we characterize the gate-level Vth and Leff at

room temperature, where we assume the temperature T in Equation (2.1) as a

constant value. Then, after the system has been deployed and in operation, we

take M power measurements and characterize the temperature (Ti) of each gate

using Equation (2.1) based on the Vth and Leff that are already known. Finally,

we conduct online security checking to determine the presence of energy attack

using the HT indicator, as defined and discussed in the next subsection.
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Algorithm 7 Gate-level temperature characterization via power profiling.

1: Post-silicon:

2: Gate-level characterization to solve Vth, Leff of each gate at room tempera-

ture following Equations (2.1) and (2.2);

3: Runtime:

4: Take M power measurements via sampling;

5: for all Gates gi in the circuit do

6: Solve for temperature Ti following Equations (2.1);

7: end for

8: Security Check :

9: Conduct security check on temperature Ti over all gates;

6.2.3.3 Energy HT Indicator

The problem we face in inspecting the characterized temperature profile for HT

detection is that the normal temperature profile, or the “golden model”, is not

available in the case of wireless systems. It is because the system is often de-

ployed in unknown environments (e.g., wireless sensor network) or has a mobile

nature and a high probability of environmental changes (e.g., smart phones).

Therefore, the online temperature security inspection cannot be done via simple

comparisons.

We solve the problem by defining a HT indicator that represents the temper-

ature inconsistency over gates that are adjacent to each other in the target IC.

Our intuition is that the heat transfer process would create spatial correlations

in the temperatures of gates that are physically close to each other. Therefore, if

we ever observe that there is an abnormally large deviation between the temper-

atures of two or more adjacent gates, it is an indicator that the energy increase is

not likely caused by temperature changes but by malicious energy attacks. This
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is based on the assumption that it is computationally impossible for an attacker

to emulate the heat transfer model and impose energy attacks following exactly

the same pattern.

Figure 6.5: Principal component analysis (PCA) model to define the hardware

Trojan indicator.

We define the HT indicator using the principal component analysis (PCA)

models [24] that were originally used for modeling spatial correlations in IC pro-

cess variations. As shown in Figure 6.5, we group the gates into multiple grids at

different levels in order to capture the inconsistency of the temperatures between

various boundaries of adjacent gates. At each specific level, we define the HT in-

dicator as the average standard deviation, over all grids, of temperatures among

all gates within each grid. In particular, at the i-th level, the HT indicator Hi

can be calculated as the following:

Hi = (
Ni∑
j=1

stddev(Gij))/Ni (6.1)

where Ni is the number of grids at level i, and Gij is the set of gates in the j-th

grid at level i. We use Hi to evaluate the temperature deviation over adjacent

gates at different granularities. Depending on the sizes and physical properties

of the circuit under test, different levels of Hi plays different roles in the final

evaluation of the temperature deviations. Therefore, we define the following
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weighted function for the overall HT indicator:

H = (
L∑
i=1

wiHi)/L (6.2)

where L is the number of levels that we divide using the PCA model, and wi is

the weight factor at level i concerning the physical properties of the circuit.

6.3 Online Security Attack and Defense

In Chapter 4, we have discussed the attacks and detection methods regarding

the one-gate HT model (as shown in Figure 4.1) in the post-silicon stage. In

this section, we focus on analyzing the consequences of deploying such a HT

in remote wireless systems, such as wireless sensor networks, where there is no

physical access to the system. In particular, we discuss the possible mechanisms

that an attacker may leverage to conduct online attacks that could bypass the

security checks via remote power profiling. Also, we propose the corresponding

defense schemes to ensure the security of the wireless system. The discussion of

the attacks and defense techniques also apply to the power profiling process for

the energy HT detection, as discussed in Chapter 6.2.

Due to the extremely limited overhead and rare activation of the HT trigger,

it is often the case that the HT triggers cannot detected in the post-silicon stage.

Therefore, it is essential to detect the HT attacks in-field after they are activated.

During the system operation, the attacker must trigger and power up the mali-

cious circuitry in order to activate the HT attack. Once the malicious circuitry

is activated, one can easily detect the abnormality, since the malicious circuitry

often contains a large number of gates as well as complicated structures in order

to accomplish advanced security attacks, such as leaking confidential information
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or making the device malfunction. However, it is still possible for the attacker

to manipulate the behavior of the wireless system to further bypass the online

security checks after the activation of malicious circuitry.

Figure 6.6: Online attack and defense model.

6.3.1 Attack and Defense Models

Figure 6.6 demonstrates the attack and defense models after the HT-embedded

wireless system enters the operation mode. The attacker would activate the

malicious circuitry by inducing the system to run an application that satisfies

the rare activation condition. Then, as a defense, the defender can sample and

monitor the power profile of the remote wireless system and observe the variations

that may be caused by the activation of the malicious circuitry. However, it

is possible for the attacker to conduct a more advanced attack, namely replay

attack, that tricks the online monitoring scheme with outdated power profiles

that do not reflect any variations caused by the malicious circuitry. In order to

resolve the replay attack, we develop a physically unclonable function (PUF)-

based trusted HT detection technique that authenticates each sample of power

profile with specific time and location information and, therefore, any attempts

to report replayed power profiles would be detected.
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Algorithm 8 In-field power monitoring for detecting one-gate HT attack during

system operation.

1: Designer implements a test trigger into the design that monitors the activity

of the privileged area for security attacks;

2: Attacker embeds the HT gate and the malicious circuitry in the wireless

system;

3: The wireless system passes post-silicon test, since the malicious circuitry

powered off;

4: The wireless system starts operating;

5: Defender collects power profile during the initialization period as the baseline

profile;

6: The wireless system operates normally for a period of time t;

7: Attacker triggers the one-gate HT and activates the malicious circuitry;

8: The test trigger activates the power meter to measure the power profile and

reports it to defender;

9: Defender observes abnormal variation in power profile caused by the activated

malicious circuitry;

10: Defender terminates the operation of the wireless system that is under HT

attack;
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6.3.2 Online Detection by In-field Power Measurements

During the operation mode of the wireless system when the malicious circuitry can

be possibly activated, we employ in-field power metering techniques [39][58][79]

to keep track of the power profile. The micro power meter that is integrated

into the wireless system is capable of measuring the real-time power profiles and

reporting to the remote administrator for further assessment. In order to reduce

the cost of conducting such power measurements, we employ a test trigger gate

to monitor the activity of the privileged area in the design. The test trigger

is activated and the power meter starts measuring the power profile only when

the privileged area is suspected to be attacked. When this situation occurs, the

power profile data is sent to the administrator for further analysis to confirm the

existence of HT attacks.

Algorithm 8 describes the detailed procedure of in-field power measurements

for HT detection. The power meter in the wireless system first collects a set of

power samples at the beginning of the system operation, which can serve as a

baseline for the normal power profile. Once the test trigger gate is activated, the

administrator would be able to collect instant power profiles from the power meter

and determine whether there is any HT attack being conducted. We consider

the variation of power profile as an indicator of HT attack, since the activated

malicious circuitry would consume a relatively large amount of power and cause

a surge in the leakage power profile compared to the baseline.

6.3.3 Online Replay Attack

We note that the straightforward HT detection technique via in-field power pro-

filing can still be bypassed by the attacker. For example, it is possible that

the attacker conducts replay attack [80], in which a set of normal leakage power
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profiles are pre-recorded and reported to the monitoring system constantly. Al-

gorithm 9 illustrates a typical case of replay attack, which results in the failure

of detection. Note that the attacker may start or terminate the replay procedure

at any time, or vary the power profile considering environmental factors and the

workload on the wireless system to generate more trustworthy power reports.

Algorithm 9 Online replay attack that bypasses the in-field power sampling

approach.

1: Attacker embeds the HT gate and the malicious circuitry in the wireless

system;

2: The wireless system passes post-silicon test as the malicious circuitry is pow-

ered off;

3: Defender enables the online in-field power profiling process;

4: The wireless system starts operating;

5: The wireless system operates normally for a period of time t;

6: Attacker records the power profiles ft within the time period t;

7: The wireless system starts responding with power profiles ft anytime when

there is a profiling request;

8: Attacker triggers the one-gate HT and activates the malicious circuitry;

9: Defender observes normal power profile ft constantly;

10: The wireless system is compromised by the activated malicious circuitry;

6.3.4 Trusted Detection Using Physically Unclonable Functions

Considering the possible online replay attack, we develop a trusted HT detection

approach based on the use of physically unclonable functions (PUFs) [34][60] .

A PUF is a specially designed circuitry in which the prediction of output signals

from known inputs is computationally infeasible, unless one has physical access
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to the PUF. Figure 6.7 shows a sample PUF design [61], where the complexity of

determining the output vectors grows exponentially as the increase of the number

of levels in the design. Since there is a huge difference between the simulation

time (e.g., in the magnitude of nanoseconds) and the prediction time (e.g., in the

magnitude of seconds) for obtaining the output signals, PUFs can be used as a

security key for identity authentications in many applications [12][61][69][99].

Figure 6.7: PUF architecture [61].

However, a direct use of PUF with randomly generated challenge bits cannot

resolve the replay attack, since we must ensure that the collected power profile in

the monitoring process are those generated from the specific sensor at the specific

time frame. This requires us to associate each sample with both time and location

information and take into consideration of the (time, location, power) triplets at

the checking time. For the time stamp, we leverage the secure navigation signals

that can be received synchronously from integrated GPS systems [52] at both the

remote wireless system and the local administration site. For the identification of

sensors, we leverage the fact that each PUF exhibits different delay characteristics

due to process variation. Consequently, the output signals are different for the

PUFs on different sensors, since they are highly dependent on the accumulated
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delay at each level of the design. Figure 6.8 shows our design of the PUF system

for resolving the replay attack toward the remote wireless system.

Figure 6.8: PUF-based trusted HT detection.

6.4 Wireless Security Experimental Results

We evaluate our HT attack and detection models on a set of ISCAS and ITC

benchmarks. We model the process variations of the designs following the Gaus-

sian distribution presented in [7] and the quad-tree model presented in [24].

6.4.1 Effectiveness of Energy Hardware Trojan Attack

We evaluate the effectiveness of the energy HT attack by quantifying the energy

increase caused by the energy HT in the circuit under attack. In particular, we

insert a HT trigger that selects ABB voltages up to 1.0V and evaluate the energy

increase. Figure 6.9 shows the energy increase due to the attack on a set of ISCAS

benchmarks. We observe that the energy consumption grows exponentially with

the linear increase of the ABB voltage, creating huge impacts on the circuit under

attack.
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Figure 6.9: Leakage power increase due to forward ABB attack.

6.4.2 Effectiveness of Temperature-aware Hardware Trojan Detection

We evaluate the effectiveness of our temperature-aware HT detection approach

from two aspects. Firstly, we evaluate the accuracy of the gate-level temperature

characterization, which is an indicator of how accurate we can capture the ab-

normal temperature variations. Then, we evaluate the HT detection approach by

comparing the HT indicator values in two cases where HTs are present and where

there are no HTs, in order to determine the false positives and false negatives in

HT detection.

6.4.2.1 Accuracy of Gate-level Temperature Characterization

We evaluate the accuracy of the gate-level temperature characterization by com-

paring the characterized temperatures and the actual temperatures and quan-

138



tifying the average characterization errors. Figure 6.10 shows the distribution

of the characterization errors for each gate in a set of ISCAS benchmarks. The

results indicate that characterization errors of all gates are controlled within the

2% mark except for very few outliers gates. Also, the accuracy does not decrease

with the increase of the circuit size, indicating the scalability of our detection

approach.

Figure 6.10: Accuracy of temperature characterization.

6.4.2.2 Effectiveness of Detection Using HT Indicator

In order to evaluate the effectiveness of HT detection, we characterize the gate-

level temperature profiles in two cases where there are no energy attacks (i.e., HT-

free) and where there are forward ABB-based energy HTs embedded and triggered

in the target circuit (i.e., HT-present). For each case, we calculate the value of

the HT indicator as defined in Chapter 6.2.3 to observe the difference between the

two cases. In our simulation, we use 3 levels of grids in the PCA model (i.e., L =
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3) and use evenly assigned weight factors for the wi (i.e., wi = 1/3, i = 1, 2, 3) in

calculating H. Figure 6.11 shows our evaluation results of the HT indicator H in

both the HT-present and HT-free cases. There is an obvious and large difference

between the HT indicators in the two cases. In the HT-present case, the HT

indicator is significantly larger than that of the HT-free case. Therefore, the HT

indicator is an effective metric for differentiating the two cases, which provides us

with zero false positives and zero false negatives in the detection of energy HTs.

Figure 6.11: Energy HT detection results: HT indicator values in HT-free and

HT-present cases.

6.4.3 Effectiveness of PUF-based Online In-field Detection

In order to evaluate the PUF-based in-field HT detection method, we simulate

the implemented PUF design using random challenge bits and observe for the

randomness of the output signals. Our idea is that if the output signals are

random (i.e., in the optimal case, with 50% probability being 1 and 50% being

0), the prediction attempt within any reasonable amount of time will fail, under

the consideration that the complexity of prediction grows exponentially with the

number of output pins. Figure 6.12 shows our simulation results, where the

probabilities of being 1 for many outputs are close to 50%.
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Figure 6.12: The probability of output bit Oi being 1 in the PUF (w=32, h=3)

following the architecture in Figure 6.7.
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CHAPTER 7

Concluding Remarks

We have developed a group of techniques for addressing the security concerns

in IC systems arising from the ever increasing trend of transistor scaling and IC

outsourcing. The foundation of our techniques is the consistency-based analysis

that identifies the abnormal behavior of malicious IC components.

We began the study with a non-intrusive gate-level characterization approach

that identifies the gate-level IC properties, such as power and delay. In order

to achieve this goal, we employed IC control techniques, such as input vector

control, test point insertion, and thermal conditioning, which posed additional

and independent variations to the overall IC side channels. In this way, we were

able to create linearly independent equations concerning the global IC properties

and those of the individual gates. Furthermore, we ensured the scalability of the

proposed approach by leveraging a group of scalability techniques that partition

the IC into smaller segments.

After obtaining the GLC results in various segments, we conducted consis-

tency analysis and captured the inconsistent behavior of the malicious compo-

nents. Based on the consistency analysis, we demonstrated a group of system se-

curity applications, including hardware Trojan detection and diagnosis, IC meter-

ing and digital rights management, and wireless security techniques. We showed

that the consistency-based analysis provides an efficient and scalable solution for

various IC system security scenarios.
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However, we acknowledge that it is likely for a professional attacker to con-

duct more advanced attack after learning the details of the defense techniques.

This observation is in general true in most of the security attack/defense scenar-

ios, which requires that the security primitives must evolve constantly with the

emergence of new attacks. It motivates us to continue with our hardware security

research efforts in order to achieve a secure and reliable market for the IC indus-

try. Also, more importantly, our goal in this hardware security research is not

to provide a one-shot perfect security solution, but to increase the difficulty and

cost for an attacker to implement an attack that could cause damage or concerns

to the target IC systems.
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