
UC Santa Cruz
UC Santa Cruz Previously Published Works

Title
Combining On-Demand and Opportunistic Routing for Intermittently-ConnectedNetworks

Permalink
https://escholarship.org/uc/item/4fp090cp

Author
Garcia-Luna-Aceves, J.J.

Publication Date
2009
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/4fp090cp
https://escholarship.org
http://www.cdlib.org/


Combining On-Demand and Opportunistic Routing
for Intermittently-Connected Networks
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University of California at Santa Cruz�
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Abstract— While current on-demand routing protocols
are optimized to take into account unique features of
mobile ad hoc networks (MANETs) such as frequent
topology changes and limited battery life, they often do
not consider the possibility of intermittent connectivity
that may lead to arbitrarily long-lived partitions. In
this work, we introduce the Space-Content-adaptive-Time
Routing (SCaTR) framework, which enables data delivery
in the face of both temporary and long-lived MANET
connectivity disruptions. SCaTR takes advantage of past
connectivity information to effectively route traffic towards
destinations when no direct route from the source exists.
We show through simulations that, when compared to
traditional on-demand protocols, as well as opportunistic
routing (e.g., epidemic), SCaTR increases delivery ratio
with lower signaling overhead in a variety of intermittently
connected network scenarios. We also show that SCaTR
performs as well as on-demand routing in well-connected
networks and in scenarios with no mobility predictability
(e.g., random mobility). In the latter case, SCaTR delivers
comparable reliability to epidemic routing with consider-
ably lower overhead.

I. INTRODUCTION

The price, performance, and form factors of sensors,
processors, storage elements, and radios today are en-
abling the development of network-supported applica-
tions in very disrupted environments, i.e., environments
where end-to-end connectivity is not guaranteed at all
times because of either the characteristics of the envi-
ronment or the normal operation of the network nodes.
Examples of such applications and environments include
monitoring of disrupted phenomena (e.g., wild fires),
object tracking, establishment of on-demand network
infrastructure for disaster relief or military purposes (in
which case, the ad hoc network can be disrupted by
terrain, weather, and other natural phenomena, as well as
jamming, interference, etc.), peer-to-peer vehicular or in-
terpersonal networks [10] with very sparse connectivity,
and mobile ad hoc networks (MANETs) that need not be

connected at all times in order to limit interference and
contention. In these scenarios, network disconnection is
the normal state of operation rather than an exception.

The demand for networking in environments prone to
intermittent connectivity poses a challenge because the
architects of the IP Internet and MANETs have assumed
that physical connectivity exists on an end-to-end basis
between sources and destinations for extended periods of
time, or at least for the duration of a transaction among
communicating parties. This assumption has had pro-
found implications on how communication bandwidth is
shared, how routing is accomplished, and how messages
are disseminated across computer networks. In particular,
routing in packet-switching networks has been based
on routing tables that specify the next hop to one or
more destinations. Such routing information is derived
entirely from topology (or connectivity) information that
represents only a snapshot of the state and characteristics
of network links at particular instants.

Regardless of the specific mechanisms used in a
routing protocol today (e.g., proactive or on-demand
routing), computing the routing table entry for a given
destination can be viewed as a particular form of search-
ing a database. The routing database can be replicated
(as it is done in such topology broadcast approaches
as TBRPF [27] and OLSR [9]) or distributed, as in
AODV [29] or DSR [20]. Depending on whether the
routing database is replicated or distributed, the search
algorithm can be centralized (e.g., using Dijkstra’s short-
est path first algorithm) or distributed (e.g., using a
flood search based on route requests and route replies).
The routing databases constructed by traditional routing
algorithms specify the instantaneous status of a link (up
or down), and the value of its parameters such as delay
and bandwidth at some specific point in time. The search
for routes in such databases produces snapshot paths
that have no temporal dimension. Hence, if the network
connectivity or link parameters change, multiple paths to



destinations may be affected; the only way most current
routing protocol can recover is to search for new paths.
This time-independent, reactive approach to changes in
network connectivity and link parameters works well as
long as the disruptions in network connectivity due to
environmental or operational reasons are not so frequent
and/or long-lived that they prevent the routing protocol
from obtaining time-independent paths to intended des-
tinations.

Starting with the work in the Interplanetary Internet
Research Group (IPNRG) [5] of the IRTF (Internet Re-
search Task Force), considerable effort has recently been
devoted to the study of networks with intermittent con-
nectivity or very long latencies. Perhaps most prominent
in this area is the work by the DTNRG (Delay Tolerant
Networking Research Group) [12], which started in 2002
under the IRTF. Section II summarizes prior related work
on routing in disrupted environments. From our summary
of related work, it becomes apparent that no complete
solution exists for on-demand routing that incorporates
the network topology’s time dependency.

In this paper we describe the SCaTR (Space Content
adaptive Time Routing) framework to enable on-demand
routing in MANETs with intermittent connectivity 1.
Section III describes SCaTR which we currently im-
plement by extending the Ad-Hoc On-Demand Distance
Vector (AODV) routing protocol [29]. Our current in-
stantiation of SCaTR is such that, if the network is
connected, it operates exactly as regular on-demand
routing, in this case AODV. However, if no direct route
is available from source to destination, a node that is
deemed closer to the destination than the source will
advertise itself as a proxy. In this manner, we are assured
that the resulting protocol will do no worse than standard
AODV in well-connected environments, and better in
partitioned networks.

We evaluate SCaTR through extensive simulations
comparing its performance against on-demand and epi-
demic routing under a number of scenarios including
random– and predictable node mobility. Section IV
presents our experimental methodology while Section V
presents our simulation results in detail. They show,
for example, that SCaTR’s proxies improve delivery
reliability in both predictable and random mobility sit-
uations, while incurring lower signaling overhead. In
predictable mobility scenarios, schedules or trajectories
are not assumed to be global knowledge. Instead, the
routing algorithm in SCaTR uses mobility histories to

1This paper builds on our earlier work presented in [1].

improve performance. Further, given enough time, the
protocol delivers all possible packets to their intended
destinations, achieving perfect reliability. Section VI
summarizes our contributions and discusses ideas for
future work. We start by reviewing related work in the
next section.

II. RELATED WORK

Disruptive networks (also referred to as delay-tolerant,
partitioned or disconnected networks) have recently re-
ceived considerable attention from groups researching
topics ranging from interplanetary research [3] to wear-
able computers [10] and wildlife tracking [21].

Since 2002, the DTNRG (Delay Tolerant Networking
Research Group) [12] has been active in designing
and implementing architectural standards and conducting
research in the area of disruptive networks. The group
has introduced the concept of bundle [14] layer that
exists above the transport layer and groups messages
into bundles that encompass entire sessions. They have
also researched custody [15], an approach to reliability in
disruptive networks and designed addressing and naming
schemes [6] for such networks.

Beginning with Vahdat and Becker’s Epidemic Rout-
ing [34], in which all packets are forwarded to all
neighbors, message redundancy has played a large role in
delay-tolerant networking. Additional message replicas
increase the likelihood of delivery and decrease end-to-
end delay by selecting all or many possible paths to their
destination. In networks with many nodes and/or data
packets, however, the energy and transmission require-
ments of this scheme can be prohibitively expensive, and
recent research [16], [24], [31] has improved on Epi-
demic Routing by seeking to control message flooding.

Spray and Wait [32] is another, more recent improve-
ment over a pure flooding protocol such as epidemic
routing. In this work, only the source can replicate a
message, and the amount of replication is proportionate
to the number of nodes in the network. It is shown that
the method can bound delay proportional to the optimal
delay. After ’spraying’ several copies of a message, the
host ’waits’ until one is delivered.

Wearable computers [10] have also been studied as
network agents for partitioned networks. This work dis-
cusses a method of message forwarding based on the
learned structure of the network. The work relies on
a selected drop policy, as messages can be replicated
across many nodes at a time. It was found that the most
effective drop policies are to first drop those packets



which are oldest, or those from nodes that are least
encountered.

Other research has focused on nodes with predictable
or controllable mobility patterns to aid or enable routing
in partitioned networks. Shah et al.’s Data Mules [30] are
mobile devices that provide connectivity to sparse sen-
sor networks with scheduled trips to retrieve messages
from data sources and deliver them to their intended
destination. More recently, Message Ferrying [35], [22],
[36] has been investigated for use in highly partitioned
networks. The approach utilizes special nodes called
ferries whose mobility can be controlled to maintain
communication between partitions. Much of the work
has focused on route scheduling of the ferries, and
synchronization between their routes, as a well selected
schedule will have a great impact on timely and reliable
message delivery. It has also been shown that the ferries
can be used as an energy saving device for other nodes
in the network; if there are no ferries nearby, nodes can
be turned off to conserve energy. This work makes the
assumption that controllable nodes exist in the network,
however, there are situations in which these nodes are
not available. Our work addresses these situations.

Meruga et al. [25] and Jain et al. [19] take ad-
vantage of the periodicity inherent to some mobility
patterns and explore routing with perfect knowledge
of future communication opportunities. They add the
time dimension to routing tables and select routes based
on a combination of the data’s destination and the
time of message arrival. Among other techniques, these
approaches employ a modified Dijkstra’s algorithm to
determine shortest paths over time in these structures.
The resulting routes will be, without regard to conditions
such as congestion and storage space, optimal. These
approaches take into consideration global knowledge of
node mobility schedules to construct these routing tables.
In some scenarios, these schedules may not be available,
or too expensive to maintain.

Many metrics to approximate the distance in time
and/or space to a destination have been proposed for
use when node schedules are not available. Some ap-
proaches [33], [8] have relied on past mobility and
topology knowledge to predict future behavior. The
utility functions to determine these links differ, although
they all rely on the premise that links that once existed
are likely to exist again in the future. One notable
protocol, MaxProp [2], showed better performance in a
deployed network of buses than an oracle with perfect
schedule knowledge. The improvement was attributed
to the load balancing implicitly caused by MaxProp’s

imperfect predictions of future routes.
Pocket Switched networking [18], [7] is another phrase

for networks in which connected routes are not always
guaranteed. The focus of this research has been to model
the distribution of contact and inter-contact times in
order to better design forwarding strategies. They have
found that, in several traces of human mobility data,
these distributions have followed an approximate power
law. This is further evidence that mobility models com-
monly used in networking, such as the random waypoint
model, are not representative of human-induced mobility.
Their observations lead to some proposed mechanisms
to extend opportunistic forwarding protocols for better
performance in such environments.

Disconnected Transitive Communication [8] is a pro-
posal to add communication across clusters in an ad hoc
network. It uses utility values to decide which node in
the cluster is best suited to transmit a message to the
destination. These utility values are tunable by the appli-
cation designer, so that various factors can be weighted
differently depending on the application. The approach
relies on integrating application level knowledge with
the routing layer, which may prove difficult if many
applications are present in any network.

Work has also been done to predict the future topol-
ogy of a network based on the current properties of
nodes [33]. The main motivation is to determine for how
long nodes that are connected will remain connected.
This allows routing protocols to proactively search for a
new route when a link is expected to break. Metrics such
as node speed, direction, and radio propagation range are
factored into the estimate, and these metrics could also
be good indications of future node meetings.

Efficient route discovery [13] has been proposed for
use in on-demand routing protocols. The goal is to
decrease the amount of overhead incurred by the route
discovery process by forwarding route requests in the
direction of the destination. This is similar to the data
propagation approach described in this thesis.

An important consideration in intermittently con-
nected networks is the metric used to determine distance
to destinations. The CAR [26] algorithm is one such
measurement that uses adaptive weights on several node
attributes, as well as Kalman filters. In this work, they
maximize the probability of a node’s ability to deliver a
given message based on a weighing of many factors,
including mobility and remaining battery power. The
weights for these factors can either be tuned or learned
over time.

Location information is a useful tool for routing in



disruptive networks. Both MobySpace [23] and MV
routing [4] are methods that use location information
to aid routing decisions. They assume that a node who
has visited a particular location is likely to revisit it,
and therefore is a good candidate to carry messages
to that location. MV routing uses location information
to facilitate buffer management, while MobySpace is a
framework for generating probabilities that a nodes will
move to specific locations in the future. Both methods
require some sort of localization method such as GPS.

While there has been significant prior work on the
topic of routing in partitioned networks, most of the
approaches have made one of three assumptions. One
assumption is global topology knowledge, which has
proved to be useful in determining future connectiv-
ity. Another assumption is the existence of controllable
nodes, which can be extremely useful in aiding delivery
in sparse networks. The third assumption is that data can
be duplicated freely among nodes, which can lead to
excellent delivery ratios. Our work is an attempt to do
away with these assumptions, yielding a more general
framework applicable to any network scenario where
any such assumption may be unrealistic. Additionally,
our framework allows, when available, the use of a-
priori knowledge, such as node schedules, node location
information, etc. Making use of such information is one
direction of future work we plan to investigate.

III. SPACE-CONTENT-ADAPTIVE-TIME ROUTING

(SCATR)

The SCaTR framework is an extension to on-demand
routing that takes action only when direct routes cannot
be established by the underlying protocol. In the case of
a route discovery failure, i.e., the source and destination
are in separate partitions, SCaTR tries to route data to the
node or nodes in the source’s partition that are deemed
closest to the destination. These nodes act as proxies
for the destination and buffer messages until either the
destination is discovered, or another node is selected as a
better proxy for those messages. Messages are replicated
at most one time, resulting in minimal data duplication
and duplicate filtering overhead.

Proxies are selected based on past connectivity infor-
mation which nodes keep in content-adaptive contact
tables. As it will become clear, contact tables, which
are the equivalent of traditional routing tables, use time-
dependent and space-dependent routing metrics. These
metrics can be different for different types of content
or local constraints (e.g., buffer size). For instance, if
a proxy is running low in buffer space, it may decide

to select as the next proxy for that destination the
first node it hears from that has been in contact with
the destination; this is done even if the node’s contact
value is lower that its own; however, if the node has
higher buffer availability, it can carry the data for a
longer interval. The current version of SCaTR does not
explicitly address content adaptively. This is an extension
planned as future work.

Because SCaTR takes no action if routes are suc-
cessfully established, we are guaranteed that it will
perform no worse than the underlying on-demand routing
protocol in any situation. This diversity makes it well
suited for adoption by any network scenario.

SCaTR consists of several phases, namely: contact
table maintenance, route discovery, route selection, and
proxy rediscovery, all of which are described in detail in
the remainder of this section. The general operation of
the SCaTR framework is shown in Figure 1. Each phase
is described in detail below.

A. Contact Table Maintenance

Each node in the network maintains a contact table,
containing a measure of time-dependent distances to
other nodes in the network. Each entry in the table
consists of a destination address and its current contact
value. Nodes maintain these tables with information that
is piggybacked onto control messages; when a node
receives a hello message from a neighbor, it also receives
that node’s contact table. It uses this table to make
changes to its own contact table.

Because it can be very expensive to maintain contact
information about all nodes in a network, SCaTR ini-
tializes its contact tables on-demand. Each node starts
with an empty table, and adds destinations only when it
receives a request for that destination, or meets another
node who has an entry in its table for that destination.
Entries are timed out after a finite period, though this
period must be longer than the expected cycle time
between node meetings. This method of initialization
results in a delay for the first messages introduced into
the network, because the contact table request must
propagate to the destination and then back to the source
before proxies are advertised. In large networks with
predefined sinks or a limited number of destinations,
however, this method can save significant computational
overhead.

To calculate contact values, time is broken into hello
intervals. During a hello interval, nodes maintain values
for each destination by maximizing their neighbors’
advertised contact values. These values are averaged
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Fig. 1. An overview of the SCaTR framework. The source node (top left) has data (indicated by shading) to send to the destination (bottom
right). The source node first initiates proxy discovery in its local partition. After finding the two nodes with the best contact values for the
given destination, the source selects them as proxies and sends them data to be buffered. When one of the proxies joins a new partition, it
initiates the proxy discovery process, and selects the best proxy in that partition for the destination. Finally, a proxy reaches the partition
containing the destination and delivers the data.

over a hello period, and the nodes maintain a window
of periods, used to generate the next contact value for
each destination. Pseudocode, as well as a more detailed
description of contact value maintenance, is below.

UPDATECONTACTVALUES

for each �������
do if 	�
�������������
then � ����������
�

1) Hello Interval: The length of a hello interval is the
amount of time between hello message advertisements.
During each hello interval, a node maintains the maxi-
mum contact value it receives from its neighbors for each
destination. For instance, if a node has four neighbors,
and receives contact values of 22, 34, 46 and 47 for a
destination during one hello interval, it will use 47 as its
value for that interval. Figure 2 illustrates a single hello
interval for the node in the center, whose value for the
interval is the maximum of its neighboring nodes.

Hello Interval

46

47

3422

47

Fig. 2. The value of a hello interval is determined by the maximum
value advertised by a nodes’ neighbors during the interval.

Hello Period (Average)
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Fig. 3. The value for a hello period is found by averaging �
successive hello intervals.



2) Hello Period: The hello period, given by the
parameter  , is the number of successive Hello Intervals
over which a node averages destination-specific contact
values. A larger value of  results in more coarsely
grained time periods, while a smaller  maintains finer
time periods. At the end of each hello period, a node
averages the values obtained in each hello interval to
obtain a single value for the entire period for each
destination. Figure 3 illustrates a hello period with  "!$# ;
the node at the center averages its hello values for each
interval to determine its value for the entire period.

B. Period Window

The length of time for which to maintain contact
information is specified with the period window % . A
larger value of % will maintain more mobility history,
resulting in routing decisions based on behavior further
into the past. A small value of % will base routes only
on recent mobility information. At the end of each
hello period, the value obtained during the most recent
period is added and the oldest value is removed. Each
node’s contact values are recalculated at the end of each
period by averaging the most recent % periods. Figure 4
illustrates a node’s contact value when calculated at the
end of a hello period.

Average

Period Window

47574737553942 52

Fig. 4. A node’s current contact value is determined by averaging
its values for the past & hello windows.

C. Route Discovery

The main mechanisms for route discovery in the
SCaTR framework are the Proxy Request (PREQ) and
Proxy Reply (PREP) messages. In the situation that the
underlying routing protocol is unable to establish a route
to a destination, the source node will issue a PREQ to
its partition. This is a request for the node or nodes in
the source’s partition who are candidates to buffer data
and carry it towards its destination.

The PREQ can be a request for multiple destinations,
to reduce signaling overhead when a proxy has buffered
packets for multiple destinations. Instead of sending out
an individual PREQ for each destination, the node will
send a single PREQ for all destinations for which it has
buffered data. The PREQ also contains the source node’s
contact value for each destination that is being requested.

The contact value is included so that only nodes with a
significantly better value reply to the request.

The PREP is a message that advertises the responding
node as a possible proxy for one or more of the desti-
nations in the PREQ. The PREP contains several fields
so that the source can decide which proxy or proxies to
use for each destination. The PREP contains the proxy’s
contact value for the destination, as well as its remaining
buffer space, and the number of messages it has already
buffered for the source-destination pair. It is important to
distinguish that the PREP specifies the destination, not
the proxy itself. The source need not know the address of
the proxy; it must only know the next hop towards the
destination. The source-destination pair obtained from
the PREQ packet is entered into a buffering table at the
proxy, and any packets that are received by the proxy
with this source-destination pair are buffered.

ROUTEDISCOVERY

for each �(')�*�,+
do

-...../ .....0
1�2436587�7�9;: 	<�='>�
if 	�
�? 7�7�9A@ 	<�='B�C�

then

-./ .0BD;EGFHF 24I 	<�='J�1K24365L@A7�9;: 	<�('M�1K24N DEGFHF 24IBO�P�Q*2JI 	<�='J�
Each node receiving a PREQ takes action based on

its contact values for the requested destinations and the
source’s contact values that are included in the request. A
single PREP message is formed for the request based on
all requested destinations. For each destination included
in the PREQ, there are several possible actions that can
be taken by a receiving node. These are outlined below:

PREQ Case 1: The receiver has no entry for the
destination in its contact table. If a receiving node has
no contact information for a destination, the destination
is added to the receiver’s contact table. The receiver will
now begin to maintain contact information about that
destination. The PREQ is rebroadcast as received.

PREQ Case 2: The receiver’s contact value for the
destination is not significantly better than the source’s.
In this situation, the receiver sends no reply to the source
and rebroadcasts the PREQ as received. It is not a valid
proxy for the destination.

PREQ Case 3: The receiver has an improved contact
value for the destination. In this case, the receiver
responds to the source as a possible proxy for that
destination. It adds the destination to its buffer table,



and any subsequent data packets that are received are
buffered. It is possible that there are other proxies for
this destination in the partition, so the PREQ must be
rebroadcast. It is rebroadcast with the receiver’s contact
value for the destination to reduce the number of nodes
that reply to the request.

PREQ Case 4: The receiver has an active route to
the destination. In the case that the receiver has an
existing route to the destination, it advertises the route
to the source. This indicates that the destination is in the
same partition as the source, and SCaTR functionality is
not needed. The source will add this destination to its
routing table as an ordinary route. Because there is no
need to find proxies for the destination, the PREQ is not
rebroadcast.

PREQ Case 5: The receiver has already processed a
PREQ for the given destinations in the recent past. In
this case, the receiver takes no action, and the PREQ is
not rebroadcast.

D. Route Selection

As the source collects PREPs from the nodes in its
partition, it compares contact values for each of the des-
tinations. If a new PREP has a higher contact value than
the one currently in its routing table, it replaces the entry.
Routing tables can contain two types of routes. One is
an active, connected route, while the other is a route to
a destination hat was advertised by a proxy. These are
distinguished only because a reply that advertises a direct
route will always take precedence over a proxy route.

Because one of the primary goals of SCaTR is to
reduce overhead caused by duplicate messages, and
based on prior work [11], in our current implementation,
a source can select at most two proxies for each message.

E. Proxy Rediscovery

After a proxy buffers packets, it must ensure that those
packets reach their destination. Proxies have several
methods of initiating the route discovery process for
buffered messages. One method is ’listening’ as updates
to its contact table are received. If it receives an improved
contact value for a destination for whom it has buffered
packets, the node assumes that a better route to the
destination is available in its partition, or the destination
itself is nearby. This information initiates route discovery
behavior in the proxy. The proxy sends out a single
PREQ for all nodes for which it has buffered packets.

In the same manner as the route discovery process
described above, nodes reply to this request, and the
proxy selects the best next destination for the data. The

proxy with data also listens to any RREPs or PREPs
that it relays, and if route information pertaining to
destinations in its buffer is relayed, a route is established
along the advertised path. In the case that a proxy does
not make any updates to the contact value for a buffered
destination, or relay a reply for that destination, it sends
a PREQ periodically. Pseudocode for proxy behavior is
shown below.

PROXYBEHAVIOR

while 	 3 ? NR9)QTSUNWV 	 D;EXFHF 24I �C�
do

-........../ ..........0
1�243658@)7�9;: 	 D;EXFHF 24I +��for each 	 @)7�9@ �

do

-...../ .....0
if 	 @)7�9@ZYG[ �B\^]`_<\ �a� E IBIb2J3HNc7 ? E NC2>YG[ �B\^]`_<\and@)7�9@ZYG[ �B\^]`_<\ ��� V ��? 3HNed � N +gfch \ji NekjIb2>lBk �

then m 7)2eSUn�d � 2>7 ? E NC2 	 @)7�9@ �1�24365 � 2MlMlMdbop2>l 	 @)7�9A@ +gfch \ �
F. Buffer Considerations

SCaTR employs separate buffers for a node’s own
messages and those sourced at other nodes in the net-
work. The proxy buffer, or the buffer holding messages
for other nodes, deletes messages based on their age.
Oldest messages are dropped first, regardless of their
destination or other attributes. The buffer for a node’s
own messages is assumed to be large enough to hold all
messages that are produced.

G. Message Replication

There are many approaches to message replication,
ranging from the minimal approach of a single copy of
each message, to the unlimited duplication (up to the
number of nodes in the network) of Epidemic routing.
More message redundancy requires increased overhead
in the form of replicated data, as well as the compu-
tational and memory requirements required to maintain
buffers and detect duplicate messages.

One approach to the problem is to allow each proxy
to replicate a message a certain number of times. How-
ever, as the network scales, it is clear that this number
will grow exponentially. In addition, a proxy holding
a message has no indication of whether another proxy
has successfully delivered the message already. Thus,
any replicas made by this proxy are in waste. This
clearly is not a feasible solution. It is also possible to
control replication in a tree fashion with the message
source as the root of the tree. There can be a defined



branching factor or replication degree that each level
of the tree is permitted to use. Using the depth of
a message in the tree and the branching factor, one
can specify an exact number of duplications for each
message. This reduces message duplication, but has the
same problem of communicating message deliveries as
mentioned above.

In SCaTR, we have decided to minimize the amount
of message replication. Prior work by one of the au-
thors [11] has indicated analytically that under con-
strained conditions, the optimal number of message
duplications is one. The overhead resulting in any further
duplication is not justified by the increase in delivery
ratio. For these reasons, the source can select at most
two initial proxies for message transmission, and proxies
may not duplicate messages.

IV. PERFORMANCE EVALUATION METHODOLOGY

We evaluated SCaTR’s performance through extensive
simulations using the GloMoSim [28] network sim-
ulator. We employed a variety of scenarios including
different network topologies and mobility patterns. We
compared SCaTR against on-demand and epidemic rout-
ing. The latter is used as baseline as it achieves the
best possible delivery rate. Because the networks we
simulated are sparse, it is often not possible to deliver
all messages.

Our results show that the addition of SCaTR to an on-
demand routing protocol causes significantly improved
performance in terms of delivery ratio and signaling
overhead in all mobility scenarios that were tested. In
our experiments, signaling overhead includes control
messages such as route requests, as well as message
replicas.

A. Network Connectivity Metric

Network connectivity has been defined as a metric for
evaluating how well connected simulation scenarios are.
It is defined as the ratio between existing routes and all
possible routes in the network, averaged over the lifetime
of the simulation.

Given
3

, the number of nodes in the network, we can
calculate � \ , the maximum possible number of routes
at time

N
as � \ ! 36q i 3r

. With knowledge of
@ \ , the set of partitions at timeN

, and s @ \ s , the number of partitions at time
N
, we can

calculate
7 \ , the actual number of routes at time

N
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.
Therefore, network connectivity at time

N
is� \ ! 7 \�=\

and the percent of connectivity for the duration of the
simulation is@A2JI � 2J3HN �)? 3H3�2 � NWP�{8P�NcV !}|NT~�� ]����t\���� ��\
.

B. Simulation Setup

The SCaTR framework was implemented as an exten-
sion to the AODV routing protocol. Epidemic routing,
which passes messages to all neighbors, was used as a
basis for comparison. Because each message takes all
possible routes, the protocol provides an upper bound
on delivery rates, however, it incurs large amounts of
signaling overhead due to data replication.

A “controlled” version of epidemic routing was also
implemented. In this variant, packets are only sent to
nodes that are deemed closer to the destination based on
the same heuristic used by SCaTR. This limits the scope
of the flood, although messages may still be replicated
many times.

Additionally, we also compare SCaTR against AODV
using both the standard version ( [29] and an AODV
variant in which data sources, when failing to establish
a route to a destination, retry their RREQ periodically.
Standard AODV limits the number of RREQ retries to
2 in order to reduce routing overhead. Employing this
AODV variant in our performance study was our attempt
to compensate for the fact that AODV was not designed
for partitioned networks.

In all experiments, twenty CBR data flows generated
messages at one second intervals for the first 400 seconds
of the simulation. The experiments run for 2000 seconds
to give messages time to propagate to their destination.
The simulations contained 64 nodes, and used an 802.11
MAC layer. All experiments were run with 20 different
seed values and the data points presented in the graphs
are the average over all the runs.

Two mobility scenarios, in addition to the random
waypoint model, show the effectiveness of the protocol
over different topologies and connectivity models. We
describe the mobility scenarios we used below.



C. Mobility Models

1) Gridded Random Waypoint: Gridded random way-
point mobility was implemented to illustrate a network in
which nodes move randomly but in predefined areas. The
resulting scenario exhibits limited connectivity, where
nodes are selected as proxies based on their distance to
the destination.

More specifically, in this scenario, nodes are arranged
in a square field with a 377m radio propagation range.
Within each square, a fixed number of nodes move ac-
cording to the random waypoint mobility model; random
locations are selected within the square, and a node
moves there at a rate of between 5m/s and 10m/s. After
reaching its destination, a node pauses for 100s. 20
constant bit rate flows exist between nodes on opposite
ends of the grid to provide maximum route lengths.
Throughout the experiments using this mobility pattern,
the number of nodes and flows are fixed, while the
dimensions of the scenario are varied to provide more
or less connectivity in the network. A sample topology
is shown in Figure 5.

2) Scheduled Routes: The scheduled routes scenario
was generated to illustrate predictable motion in a net-
work. Because each node follows a predefined path, it
provides a situation where past topologies are a good
indication of future connectivity. In this case, the contact
tables of SCaTR can more accurately represent distance
to destinations.

For these experiments, 64 nodes are arranged in a
square field with 20 constant bit rate flows, and a radio
propagation range of 377m. Ten nodes are positioned
around the perimeter of the network and act as sources
and destinations. All other nodes are assigned a ran-
domly sized and positioned rectangle over which to
travel at a random speed of between 5m/s and 20m/s.
Using these parameters, links will be somewhat periodic
and thus predictable, although they will not always occur
at the exact same time. Throughout the experiments,
the size of the scenario is increased to provide less
connectivity in the network. A sample topology is shown
in Figure 6.

3) Random Waypoint Setup: We also run experiments
with the random waypoint mobility model to illustrate
the performance of SCaTR in a purely random network;
in this case, past mobility information gives no indication
of future topologies. This scenario is especially interest-
ing as it is not favorable to SCaTR and consequently
provides a lower bound on the performance of the
algorithm.

Fig. 5. Gridded random waypoint mobility: each node moves
randomly within its square in a grid. The dotted circles indicate
the radio propagation range. Source and destination nodes are all at
the edges.

Fig. 6. Scheduled routes mobility: rectangles indicate scheduled
node trajectories while dotted circles indicate their radio propagation
range. Source and destination nodes are placed around the perimeter.
This particular scenario is quite sparse for legibility.

The scenario has 64 nodes move according to the
random waypoint mobility model within a square area
4000m x 4000m. Due to the sparseness of the network,
the connectivity is poor. The experiments vary the speed
of each node to change the duration of connected paths
in the network. Pause time remains a constant 30s
throughout the simulations.



V. RESULTS

A. Gridded Random Waypoint

We first evaluate SCaTR in the gridded random
waypoint mobility scenario. Connectivity is varied by
increasing the size of the grid; a larger grid results in
lower connectivity. At small scenario sizes with good
network connectivity, the delivery rate for all protocols is
shown in the left-hand side of the graph in Figure 7. Both
controlled- and regular epidemic routing deliver 100% of
messages, while SCaTR delivers 94%. AODV delivers
72% of messages whether or not it buffers packets at the
source. As the scenario size increases (towards the right
size of the graph) and network connectivity diminishes,
the performance of AODV quickly decreases, as there is
rarely an entire connected path from source to destina-
tion. Once the scenario size reaches 3000m x 3000m,
AODV is unable to deliver any messages. Epidemic
routing maintains 100% delivery rate until the scenario
size reaches 3200m x 3200m, and SCaTR sustains a
delivery rate near to that of controlled epidemic routing
throughout the experiment. At 4000m x 4000m, connec-
tivity is very poor, and none of the protocols deliver more
than 10% of the messages. It is also worth noting that
using one or two proxies does not impact performance
considerably. This is true for most scenarios we studied.

Signaling overhead, seen in Figure 8, is similar for all
protocols at high network connectivity. AODV’s route
discovery process reaches most nodes, causing large
amounts of overhead. Epidemic routing, although it does
not incur any route discovery overhead, transmits all
messages to all nodes, creating many duplicates of each
message. As connectivity decreases, AODV’s signaling
overhead rises sharply due to its many route discovery
failures. The overhead for both epidemic routing and
SCaTR remains fairly constant at 63 and 25 messages per
delivery, respectively. Epidemic routing remains constant
at approximately 63 messages per delivered packet be-
cause each message that reaches the destination is likely
to reach all 64 nodes in the network, since source and
destination are at opposite ends of the grid.

B. Scheduled Routes

Experiments with scheduled routes show that SCaTR
takes advantage of predictability to provide high delivery
rates with low signaling overhead. Figure 9 illustrates
delivery rates for the various protocols. The behavior is
similar to gridded random waypoint mobility; AODV’s
performance decreases sharply as connectivity decreases,
while AODV extended with SCaTR maintains delivery
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rates comparable to epidemic routing. Figure 10 shows
signaling overhead for the scheduled routes model. The
results are similar to those for the gridded scenario and
show that the addition of SCaTR enables AODV to
maintain fairly constant overhead.

C. Buffer Limitations

When buffer limitations are introduced, SCaTR’s per-
formance significantly improves as compared to epi-
demic routing. As shown in Figure 11, excessive mes-
sage replication in epidemic routing has a detrimental
effect on performance for smaller buffer sizes. In these
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scenarios, only when the size of the buffer reaches ap-
proximately 60% of the number of messages originated
in the network does epidemic routing’s delivery rate
surpasses that of SCaTR. This improvement, however,
is still offset by the high overhead of epidemic routing.
It is interesting to note that with very constrained buffer
sizes (in these scenarios around 5% to 10% of the total
number of messages), it is beneficial to select only one
proxy for each message.
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D. Random Mobility

Figures 12 and 13 illustrate performance of the pro-
tocols with random waypoint mobility in a 64-node,
4000m x 4000m scenario. Node speeds were varied
to provide more or less connectivity in the network.
SCaTR performs better than standard AODV, though not
significantly better, because it is unable to take advantage
of past contact information to predict future topologies.

E. Performance Over Time

Figures 14 and 15 show that SCaTR’s performance
improves as the duration of simulation experiments in-
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Fig. 13. Signaling overhead for random waypoint mobility model
with varied node speed.

creases. When simulation time increases, delivery rates
increase and signaling overhead remains constant. This
is because messages are sent at a constant rate for the
first 400 seconds, after which, no new messages are
introduced into the network, and existing messages are
given time to propagate to their destination. Despite
additional time, AODV does not improve its delivery
rate significantly, because there is never a fully con-
nected route to the destination. Epidemic routing quickly
achieves a 100% delivery rate, while SCaTR is able
to achieve better than 95% after approximately 2000
seconds.

Despite the fact that SCaTR takes longer than epi-
demic routing to deliver messages, it does so with far less
signaling. After an initial spike in signaling overhead due
to low delivery ratio (most packets are en route to their
destination at this point), SCaTR settles at approximately
20 messages per delivered packet. Epidemic routing set-
tles at approximately 63 messages per delivered packet,
since there are 64 nodes in the network.

Despite the fact that SCaTR takes longer than epi-
demic routing to deliver messages, it does so with far less
signaling. After an initial spike in signaling overhead due
to low delivery ratio (most packets are en route to their
destination at this point), SCaTR settles at approximately
20 messages per delivered packet. Epidemic routing set-
tles at approximately 63 messages per delivered packet
since there are 64 nodes in the network.

 0

 20

 40

 60

 80

 100

 120

 400  600  800  1000  1200  1400  1600  1800  2000

P
ac

ke
t D

el
iv

er
y 

R
at

io
 (

%
)

Scenario Length (Sec)

Packet Delivery Ratio

AODV
AODV with source buffering

Epidemic
Controlled epidemic

SCTR / AODV (one proxy)
SCTR / AODV (two proxies)
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scenario length.
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VI. CONCLUSION AND FUTURE WORK

We have introduced the Space-Content-adaptive-Time
Routing (SCaTR) framework to efficiently and effec-
tively route data in networked environments where
connectivity is intermittent. SCaTR extends on-demand
routing to operate in environments where, often times,
there may not be a direct route between source and
destination. Thus, if the network is connected, SCaTR
operates exactly as regular on-demand routing. How-
ever, if source and destination do not have a connected
route, SCaTR chooses a node that is deemed closer



to the destination than the source as a proxy for that
destination. The proxy will either deliver the data to
the destination directly, or choose another proxy closer
to the destination than itself. In summary, the resulting
protocol will do no worse than standard on-demand
routing in well-connected environments, and far better
in partitioned networks. Through extensive simulations
in environments with varying connectivity and mobility
patterns, we showed that SCaTR can yield considerably
higher delivery ratio with lower signaling overhead than
traditional on-demand routing.

SCaTR makes no assumptions regarding nodes that
can broadcast schedules; our routing decisions are based
solely on information gleaned from past topologies. It
is conceivable, however, that a heterogeneous network
may be able to provide different routing information
depending on the type of device. It would be useful to
combine a-priori mobility knowledge with our predictive
model to improve routing decisions; when no definite
schedule information is available, a node will fall back to
forwarding data based on predicted mobility. In addition,
nodes could broadcast trajectory or location information
if available. We have explored routing without these
assumptions, with the possibility of adding them later
to improve performance.

In addition, we are working with more realistic net-
work scenarios taken from actual network traces, such
as one available from Dartmouth College [17].

One discussion this work stimulates relates to the
problem of implementing end-to-end reliable transport in
partitioned networks. Since average latency can be very
high, lost packets are not noticed until they propagate
to their destination, and a response message reaches the
source. The amount of state needed to guarantee end-
to-end reliability (a la TCP) would be enormous. This
calls for lower level reliability so that packet losses are
noticed immediately and can be repaired. We plan to
explore the impact of low-level reliability on routing in
partitioned networks.

In our approach to on-demand routing in disrupted
networks, we first attempt to establish an active route
with the underlying protocol, and, as an alternative,
forward messages towards the destination. Depending
on the scenario, it may be more efficient to first try
forwarding data, and if a connected route is found to
exist between the source and destination, establish the
route. In this manner, we would effectively be using the
data as route request messages.

These ideas we leave as future work, along with the
refinement of the contact heuristic and further scenario

experimentation.
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