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ATLAS is a general purpose experiment aimed at studying high-energy particle interactions at the Large

Hadron Collider (LHC). This paper describes the evolution of the Controls and Configuration system of

the ATLAS Trigger and Data Acquisition from the Technical Design Report to the first events taken with

circulating beams. We present the lessons learned during the development.

& 2010 Elsevier B.V. All rights reserved.
1. Introduction

The ATLAS [1] Trigger and Data Acquisition (TDAQ) is a large
computing system running on 3000 computers. Its aim is to
readout, assemble, select and store interesting collision data
generated within the detector. TDAQ control occurs over a
dedicated Gigabit Ethernet network.

In this paper we describe the evolution of the controls and
configuration system of the TDAQ from the Technical Design
Report (TDR) [2] in 2003 to the first events taken at CERN with
circulating beams in autumn 2008. We will present the status of
the initial system and the reasons for launching a new develop-
ment project; then we will highlight the areas in which major
upgrades were performed. We will conclude with an overall
assessment of the project results.
2. The system after the ATLAS TDAQ TDR

The TDR included a complete design of all aspects of control
and configuration of the TDAQ. Validation of the existing
ll rights reserved.
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implementation was done on small-scale systems with real
detector readout [3] and on large computing farms with
simulated data [4]. All in all the functionality and performance
assessment was positive—except for the fault tolerance of the
system, which was deemed insufficient.

Nevertheless, we identified a set of missing features and areas
of concern, most of which had not been formulated as require-
ments to the original design. Hence a project was launched in
autumn 2004, with the goal of reviewing all configuration and
control aspects and of upgrading the design and implementation
in time for the experiment start-up. As major constraints, since
the lifetime of this project was overlapping with the overall
commissioning of the TDAQ and of the detectors, the project
had to deliver working software at any TDAQ software release
(every 4–6 months), and changes to public API changes had to be
minimized.
3. The controls and configuration system

The system encompasses all the software required to configure
and control the data taking of the experiment. It is designed
following a layered component model: at the very bottom are
common base libraries, which include an in-house developed
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database—the Object Kernel Support (OKS) [5]—and the libraries
for the CORBA-based Inter Process Communication (IPC) [6]. Higher
up is a service layer, including the Process Manager and the
Message Reporting Service. The application layer contains the Run

Control, the Diagnostics and Verification System and the Expert

System. On top there is a set of graphical user interfaces.
In the following sections we will show how the introduction of

new requirements has reshaped the original design. For clarity,
we have subdivided them into five distinct areas: security,
auditing, scalability, error recovery and operability.
4. Security

Computing security was never really considered an issue in
previous high energy physics experiments and had not been taken
into account in the TDR. However, information security does not
only address concerns about malicious intrusions but also about
unintentional mistakes. In a collaboration of more than 2000
people this second aspect can easily become the main threat to
the experiment’s operation.

Requirements in this area remained confused until very late,
thus leaving very little time for the deployment of a coherent,
experiment wide strategy.

Traceability is the first step for the introduction of any kind of
security measures: thus service accounts were discouraged in
favor of personal ones. The need for preserving the identity of an
actor also when he launches processes via the Process Manager

required a complete re-design of this component [7].
The second step was to grant each user the minimum set of

permissions requested to perform his job. To this purpose we
developed an Access Management system [8], based on the role
based access control paradigm. Authorization for a specific action
is granted to a user based on his expertise, on his present function
and on the experiment status.

We upgraded most of the critical services to use the Access

Manager in order to accept or refuse user requests. Furthermore
we introduced the so-called OKS Server [9]: its main task is to
grant the permission to modify different parts of the configuration
database according to the active roles of the requester. In
addition, it performs a series of consistency checks on the
database before accepting a modification and it allows any change
to be traced and rolled back.

Finally, mechanisms had to be put in place to allow
collaborators who are not on site to monitor the status of the
detector. Information on data taking sessions is thus replicated to
a read-only mirror copy, accessible from the public network.

The access management model developed within the project
was embraced, besides TDAQ, by the detector control system and
by the overall computing infrastructure at the experiment site.
5. Auditing

Under auditing we include all activities about post mortem
analysis of a data taking session. No tools were foreseen in the
original design for this purpose.

As a first measure we introduced a common Error Reporting

package to provide a uniform message format and a common
reporting policy, and a Log Service [10] component, in order to
store all messages produced by the applications into a relational
database. This change had a deep impact for the overall TDAQ
software, which had to be modified accordingly. On the other
hand it was a necessary step to allow for efficient message
retrieval and for any kind of automated error analysis. Based on
this novel ground we developed two new tools: a Java application
which allows to browse through the messages and search through
them according to a set of criteria and a MATLAB [11] based tool
for automated analysis.

We also introduced the possibility of browsing through
application log files, which are still maintained for low level
debugging purposes, via a graphical user interface [12], without
the need for logging onto the different hosts. For the management
of the sizeable amount of log files that are continuously produced,
we developed the Farm Tools component, which regularly
removes them from the data taking machines after archiving
them to a central storage area.

Finally, in order to be able to retrieve the configuration used
for a specific run, we established a Run Number Service to assign a
unique identifier to each run, and the OKS Archiver [14] that stores
the configuration of each run into a relational database.
6. Scalability

At the time of the TDR the system was expected to be able to
control and configure some 5000 software processes. The
introduction of multi-core technologies in the high level trigger
farms progressively scaled up the number of processes by one
order of magnitude.

This evolution could be addressed without a change in the
overall architecture, which would have caused major disruption
to the experiment’s commissioning. Nevertheless, we had to
re-design low level components such as the Message Reporting

Service [13] to cope with the increased load. Furthermore, we
developed and deployed IPC proxies on the multi-core machines
in order to limit the number of TCP connections to be handled by
the central services. We revised the configuration service [14] in
all its parts: in particular, the database schema was optimized to
reduce any information duplication and a hierarchical tree of
Remote Database Servers was put in place to serve configuration
data to all clients. Finally, even at the application and graphical
interfaces layer we had to re-implement part of the software to
deal with the augmented demand on scalability and performance.

Dedicated tests have proven that no scalability issues appear
for 30 thousand processes. Larger configurations could not be
measured yet, due to lack of hardware resources.
7. Error recovery

While fault tolerance had to be embedded in the whole
dataflow software, improved error recovery was one of the project
targets. Besides the capability of ignoring or restarting some non-
essential failing processes, the TDR TDAQ had no means of
recovering from complex errors. In order to allow for a more
flexible evolution of the error recovery, we re-designed and re-
implemented the Run Control and Expert System components—

originally combined—with a clear separation of duties. This new
structure has allowed to progressively introduce more and more
sophisticated error recovery scenarios [15]. Of course the Expert

System will still evolve as the experiment will reach a mature
state and the number of actions that do not need a decision by the
operator will increase.
8. Operability

The commissioning runs at the experiment’s site, which
started in 2006, showed the importance of simplifying the
working environment for the operator, having easy to use
graphical interfaces and providing an online help to the tools.
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The effort in this area led to the re-implementation of most of
the graphical user interfaces as well as to the development of the
so-called Control Room Desktop, a working environment based on
Kiosk [16], which exposes via simple menus and icons all the tools
and web sites that the operator needs to access.

It is difficult to measure the success of our efforts in this area.
The fact that more and more collaborators are capable of
operating the TDAQ without expert’s help is surely a positive
indicator, but it is likely that the development of graphical
interfaces will continue, fostered by new ideas and users’
feedback.
9. Results and outlook

The controls and configuration project delivered a complete
system in time for the first circulation of protons at the LHC in
September 2008, thus achieving its main goal.

Despite the fact that the design of most components was
upgraded and that several new components were introduced, the
overall structure of the original software and its main design
guidelines could be preserved. In particular, the substantial
change of performance requirements in terms of scalability,
which could have caused the invalidation of the complete
communication model, could be addressed by localised software
optimisations and by an increase of computing and networking
resources, thanks to the excellent performance of the CORBA
based IPC.

While some of the new features were introduced by adding
standalone components, other aspects proved to be quite
problematic and required the reworking of many packages. The
introduction of a common error reporting package at an advanced
stage of the TDAQ and detector software development was quite
painful: since not all developers modified their software to
comply to the new guidelines, automated error analysis is still
very complicated and only partially useful. Similarly, we would
like to emphasize the importance for security aspects to be part of
the software development cycle from the very beginning.

We are now in the consolidation phase and further develop-
ment is only expected in the areas of error recovery and, possibly,
graphical user interfaces. Nevertheless, the project will be kept
active at least until the complete trigger farms will be commis-
sioned at the experiment site, as only at that moment we will be
able to fully asses the achievement of the project goals.
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