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INTRODUCTION:

In the.past £ fteen years, there has been an increasing irterest in
theories of human memory-that consider storage and retrieval to be proba-
Vbilistic processes that may vary randomly from one moment to the next.
Thesé theories for fhe mos£ ﬁart can be regarded as variants of Stimulus
Sampling Theory (Es{es, 1959;'Atkinsbn and Estes, 1963), and stimulus
.flucfuation'theory fEsfes,'1955a,b),- A fairly lerge number of memory
vériablés have been analyzed by quantitative; mathematical models within
this framework. Heretofore these models have tended to be quite restric-
tive, their range of appiication being limited to a small number of
variations withiﬁ simple situations. Tn addition, these models have
.Been concerned pfimarily with the memory acquisition pfocess'rathér
than the memory loss process. This repért attemﬁts to ekténd this
earlier work by introducing a theory which can deal‘quantitatively and
simultaneously with many of the variables previously examined individually,
end which will deal as extensively with forgetiing as learning. The
theory is formulated in the spirit of Stimuius Sampling Thecry, but due
to the complexity of the date examined, is not a direct extension of
the earlier models which have largely taken the mathematical form of
multi-state Markov models.

The theory is conceived of as a quantitative alternative to
primarily qualitative theories such as "two-factor theory" (Postman,
1961), although the variables dealt with in the two cases do not entirely
overlap. The direct antecedents of the present work are the theoretical

papers of Atkinson and Shiffrin (1965, 1968) and Shiffrin and Atkinson



(1968). 4&s a result, the theory is primarily concerned with an elabora-
tion_of a complex search and retrieval process from long-term MEMOTY «
Chapter T of the present report outlines the genéral framéwork of‘
the theory. Chapter IT deséribes and presents thg resulté of two exberi-
ments designed to provide a wide range of data to test‘a.quantitative
version of the overall framework. The first experiment is concerned
with the probabilistic nature of retrieval, and forgetting of individual
.items. The second experiment is conéerned with intrusion phenomena in
responding, and with interference phenomena following the altering of
the response assigned with a stimulus. _A,number of other variables.which
are examined will be described in the text. Chapter TII presents a
gpecific quantitative model based on the theory of Chaptér 1, and gpplies

it to the results of the two experiments.




CHAPTER I,
A THEORY OF STORAGE AND RETRIEVAL

IN LONG-TERM MEMORY

: This chapter begins with a brief survey of the hﬁman memory éystem,
largely Ffollowing the format of Atkingon and Shiffrin (1965, 1968). Thre
report will then turn to a detailed discussion of a theory'of storége
end retrieval for lbng-term memory . Although the system is meant to be
quiie general, the théory will be described as it appliés to a continucus:
paired-aséociate learning task. Such a task consists of a series of
anticipation trials. On each trial g stimulus ié presented for test and
then paired.with a response for study. The task is called continuous
because new stimuli are continﬁally being infroducéd at randomly spaced
intervals.. The theory is described in reiation to this task because it
ig the one utilized in the experiments described in Chaptef II.

The Memory System

Tt has proved of value (Atkinson and Shiffrin, 1968) to dichotomize
memory processes dn a dimenéion of subject control. Thus, on the one
hand, there are "structural processes” which are permanent, unvarying
features of‘fhe-memory system, features which may not be modified at
the Wiil of the subject. On the other hand are "control processes”
which are selected, constructed, and used at the option of the subject,
and'may vary greatly from one task to another. This distinction was set
forth in gréat detsil in the repbrt cited, ahd will not be belabored’
here. In the remeining portions of this chapter it Will be clear thet

most of the processes discussed, from storage mechanisms to search



schemes, are under. subject contrcl to one degree or another. Except
where special emphesis is ré@uiféd, the distinction between structural
and control processes will not be stated explicitly.

_The three major components of the memory system are the "sensory
regiéter,* the "short-term store" (ST8), and the "long-term store"
{LTS). The sensory register accepts incoming sensory informétion and
holds it very briefly while it is given minimal processing and then
transferred to STS. If a large amount of information is presented
‘quickly, then only a portion of this information can be transmitted to
:SQS, and the precige characteristics of the sensory register Will_become
guite important.. In the_experiments to be considered in this report,
however, the p:esentatiop rates are slow enough, and thelinforﬁation
gquantities are small enough, that the information presented can be
assumed.” to transit the sensory register and enter STS.essentially
intact. In the following, then, discussion of the sensqry.register
:will_ﬁe amitted. | |

- The short-term store is the subject's working memory; it is used
for the momentary holding of information utilized by control processes
such as the storage mechanisms and search schemes. TInformation will
decay and be lost from this store within about 30 seconas or less if
unat'tendedJ but may_be maintained there indefinitely by rehearsal. In
some situations, such as those discussed in Section L of Atkinson and
Shiffrin (1968), the primary function of ST8 is one of memory -- tﬁat
is, information will be maiqtained theré Qia rehearsal from_the‘time Qf
presentation until the moment of test. The situations_in Which STS

assumes this function are ones in which the study-test intervals are
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short, interference is high, and long-term learning is difficult. In
other_situations,,such as the ones examined in this réport, the memofy
function of STS is utilized in a different manner; STS is used for the
temporary holding of informatién needed for long-term pr0ce§sing. Thus
information needed for coding aﬁd search schemes is femporarily stored
in STS. Although 8IS is utilized er'the_transignt handling of infor-
mation, it is rnot utilizednfor maintenance of the information until the
moment of test,

The long-term store is a permanent repository for informationa It
will be assumed tpat information once stored is never thgreafter lost
or eliminated from LTS, but the subject's ability to retrieve this
information Will vary considerably with such variables as time and the
emount of intervening, interfering material., The interaction bgtween
STS and LTS, in terms of the mechanisms and stages of storage and re-
triefal, ig the main concern of this chapter. We turn tc these consider-
ations directly.

Storage and Retrieval

The discussion here follows the terminology of Shiffrin_and Atkipson
(1968). Storage refers to the set of processes by which informafion.
initially placed in STS is examined, altered, coded, and permanently
placed in ITS. Retrieﬁal refers to the inverse operations by Which
desired informatien is sought for, recovered? and emitted at fest, It
'ig convenient to subdivideuboth_storage and retrieval into three com-

LA |

ponents. The components of storage are "transfer,” "placement," and

1

"image-production.” The transfer mechanism includes those control

processes by which the subject decides what to store, when to store,

o



and how to store information in LTS. The plaéement ﬁechanism.detefmined
the LTS lééaﬁion.in Which:én ensemble bf'ihfdrmation under.considerétiOn
will be stored. Imagewprbdﬁctioﬁ‘ié'fhe pfoéess by:which é portion of
the infofmafiéﬁ‘ensémble préséﬁtéd:for étorage'ﬁili-achieve‘ﬁefﬁénenf'”
status in'LTS, The compénehts of retrieval are "seérch,"."reéévery,""
and "responSe—generation,“ Search ié thé‘mechanisﬁlfy which an imége
is lécéted in memory. Recovery is the mechanism by.which some or a1l
of the information in a stored image i1s recovered and made available %o
the short;term gtore. Résponse generatidn‘consists of the pfocesses by
which the sﬁbject translates-fécovered infofmation into a'sbecific
respoﬁse. | |

| Befofé detalling the aboﬁe proceséés,'there are'sevefal géneral
comments to be made about LTS as a whole. First, the use of the term -
"Jocation" ig not meant to imply necessérily'a specifié cortical area}
rather, an LTS location is a psychoioéical construct used to denote
closeness of storage. The closer the location of two storéd'images,
the more likely the examination of one will occur jointly‘withltﬁé
examination of the other. Thus to séy an imége ig stored in a single
178 locéfion is to imply that the information in thé-imagé will tend to
be recovefed fogether, ‘Seéond, a numbef.of diffefent terms will be
used to dencte an énsémblé of information stored ih.some LTS lecation:
ensemblé of informatidn,.image, and code will be used interchangeably.

| .Finaily, the structure of.LTS ﬁaj'be éiafi%ied by an analogy.with
computer mémoriés. A loca%ion—addressable.ﬁemory is the ﬂormal'cdmputer
memory; if the system is given‘a memory.location,-it will return with

the contents of that location. A content-addressable memory is
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.constructed_so that_t@e system may be given thg contents of a word and
will return with all the memoxry locations containing those contenté,

A location-addressable memory must be programmed before this is possible:
an exhaustive search is made of all memory locations and the locations
of all matches recorded. There are two primary methods for construction
of\contgntfaddr§SSable.memories, In one, a fast parallel search 1s made
of ali locations simultaneously, with a buffer recording thellocations
of matches. In the other, the contents themselves contain the informa-
tion necessary to identify the location where those chtents are stored.
This latter possibility can oceur if the information is originally
stored in accord with some precise plan based on the contents, as in
gome Torm of library shelving system. When followed at test, this
storage plan will lead to the appropriate storage location. qu example,
a_library with a shelving system based on the contents of bocks would
store a book on the waterproofing techniques'for twelfth century
Egyptian rivercraft in a very precise location. When a user later
desires a book with these contents, the librarian simply follows the
_shelving plan used for storage and directly reaches the storage location.
This type of_membry will be termed self-addressing. The polnt of view
adopted in this report is that LIS is largely a self-addressing memory.
That is, to a falr degree of accuracy, presenied informstion will lead
a£ conce to a number of restricted locations where that information is
likely to be stored. To give this discussion_qoncrete form consider

an experiment in which & series of consonant trigrams are presented and

the subject’s task_is to tell whether each one has been presented pre=

viously or not. >Suppose JFK 1s presented. In a locaticn-addressable
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meﬁory.an.exhaustivé search would be carried out comparing IFK with -
each stored coaeu' in a conﬁent—éddressable memcry of the.fifSt type,
a parallel search is carried out which gives the locations of codes
containing JFK. We assume,:howevef,'that ITS is self-addressing; hence

a search is at once made of those locations where JFK is momeﬁ%arily

most likely to be stored. These locations are defined by a number of
fairly restricted areas. The long-term store is”aSSﬁmed to be only
partially self-asddressing in that a Search must next be initiated within
each probable area to determine whether the desired information is indeed
present. We now turn to a detailed discussion onStofage and retrieval.
Storage

It is convenient to disCusé“the three components of the storage
process in an ordey opposite to‘that nbrmally 6btaining, Thus we con-
sider first the image-pfdduéfioﬂ mechanism. Imege-production refers to
the process by Whiéh some portidn“of an ensemble oOf infofmation directed
to some LTS location is permanenﬁly fixed there. The subject can control
this mechanism in two primar& ways. In the first, thénSubject'may control
the number of preSeﬁtations of the information ensémbie, more repetitions
resulting in a larger proportion of information sfored in the final
image,f In the second, the duration of the péridd of presentation may
be controlled by the subject -- the longer the pericd during which the
information resideé in STS, the larger the proporticn of information '
stored. Apért from these means, image produétioh is beyond the control
of the subject. In many applications it will simply be assumed that =
random proportion of the présented information'will be perménently

stored.



No distinction will be made in this report between the quality and
quantlty.of stored 1nformatlon rather each 1mage, or portion of an
image , w1ll be descrlbed by a strength measure whlch lumps hoth quallty
and quantity The strength of an image w1ll be a number between 0 and
o, the higher the number the greater the strength° In the pa1red—
associate situation, it.is necessaryrto consider three.strength measures,
one describing stimulus related_information;'one describinglresponse
reiated information,'and one describing.stimuius—response.associative
information. This wvaried information nay or maylnot be stored in the
same TTS location. Specifically, it will be assumed that the stimulus
information stored will have a strength distribntion.F (I),.the‘response
dinformation w1ll kave a strength distribution F (I), and the associative
1nformation will have a strength dlstribution F (I) (It should be'
apparent that these measures may be partially independent'from each
othera..for a giren stimnius-response'pair, the'subject nay'stOrerin-.
formation soielp concerned.with the stimnlus, solely concerned with.the
respense, or.partially concerned nith thelr association; these measures
.nay even be stored in separate locations;j The form of the three dis-
tributions above.wiil vary according to the ekperimental task and the:
techniques of storage adopted by the.subject, but in general will have
some:spread, .For example, a "good" stimnlus-response pair 18 one.that
will typicallr resnlt in:a larger amount of gtored information than a

"bad" pair, N | |

The placement process determines where 1nformation shall be stored'

Ag p01nted out prev1ously, ITS is assumed to be largely 8 self-addre881ng

memory, hence the 1nformatlon stored will partially dlrect itself to lts
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own storage.locatioﬁm Thus a viéual image of a cowboy will_be'sto?ed
.1n the approprlate reglon of the visusl area of LTS. From & different.
p01nt of vlew, 1t may be seen that placement w1ll be determined by the
form of the code adopted by the subgect, A visual code will yesult in
a different storage 1ocation than an auditofy codeg. A mﬁdiaﬁor may
establlsh 1ts own storage locatlon, for example, the palr QWZ - 64 may
be stored via use of the medlator “the 6& ,000 dollar questlon,' and the
location used may belln the teiev151on—qu1z shdw region of LTS, In..
a‘paired-asséciate task, {when inter-pair organizational schemes.are '
;nqt.feasible, éé in.ééntinuous paradigms); the placement:method:yielding
the Yest performagce is one‘in.which;the location of storage is-as unique
ag possible_while simultangously.being regbverabie at'test, lSincélthe
stimulus is presented at test,.it is mostﬁefficient to store in a loca-
tion determined by st{mulus infqrmation,' EXperiﬁents demongtrating the
relative effiéacy of,.say, visﬁal imaéery instructions aé opposed to
no instrugtigns, demonstrate that subjecfs are not foen aware of the
mést effective placément'techniques to be utiliéed; .Cénsiderablélsubject
differencés are often Tound in_lothterm memory expériments for this
reason. | |

“ The transfer process consisté of subject decisions and strategieé '
déﬁailing what to store, Wheﬁ to store, and how fo étoré information
cufrenfly.available'in ST5. It is a rather impoftant process in most
experiments hecause of the high degree of control that the sﬁbject.exerts
over it. when fo store is the first decision that must be made. Con-
sider & new paired-associate that has not been seen previcusly; the

subject must decide whether to attempt to enccde this pair. I the
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study time is long enough, and if the presented information_is simple
enough, then a coding.attempﬁ may always be.made° In moét eﬁperiménts?“
however, these conditions are not met, and the sﬁ#ject ﬁill.not fiﬁd it.
feasible to attempt to encode every item. In this event, the decision
to enccde will be based upon momentary factérs such.as the expeéted‘eésé
of gncoding, the time avallable for encoding, the importanqé of fhé item,
the extenﬁ to_which the item fits into previocusly utilized sicrage o
schgmata,:anq 80 fortht'_lnacontinuqus experiments with homogenoué itéms,-
these factors will vary randomly from trial to t:ial and we may aséumé
that &, the probability of attempting tolstoré & new item, is a parameter
of a random process,.and identical for each new item,presented, The
same_holds for a previqusly p:esented item about ﬁhich no iﬁfbrmation;.
can currently be retrieved from ITS. In this latter c¢ase, however, the
image stored will be in a different 1ocation than_the unretrievable
previous image; thué an item may have two or more codes stéred in LTS_:
over a period of rein_forcemen_ts° At a subsequént test tﬁe information_
in each of these codes will have some chance of retrieval. ITf an item.
-is currently retrievable from LIS when presented for study, then ﬁhe
subject. has several options. When sufficient time is avéilable for
study, the,subject may decide to store a new éode in a new location,
With less time available, information may merely be added toxthe current
code. In complex ftasks with short study periocds the subject may be |
satisfied with simply tagging the current code with temporal information
that will update it to the present time.

~* When a stimulus:that has previously_béen presented with one response,
called Rl;Jis presented'fdr study with a neﬁ regponse, cailed Reé‘several

1L




mechanlsms may come 1nto play Either‘instrdctional set or individual'
1n1t1at1ve may lead g subJect to add the 1nformatlon encodlng the R2

response to the code for the Rl response (lf this code is present in

‘LTS.and.cdrrently fetrie;able); thia mechanism csn be called "linking"
5£ "mediating,” Mediating is'especially useful if a future test will
require that both the RL and R2 responees ve given. In other situations,
'espe01ally those where the subgect is. 1nstructed to:“forget" the R1

'palrlng when the R2 palrlng is presented the RE pairing may be coded

in 1ndependent fasnlon and stored in a new locatlon° As was the case

for a new item, it is assumed that the probability of attemﬁting to
code is a parameter Ob’ whlch may be dlfferent than o.  Note thatfthere

is no assurance that o or Ob will not change from one reinforcement to
'the.nexta. Especially in list structured experiments, there may be
increasiag_incentive for coding unretrievable items ae learning proceeds,
waevef, in the coatihuoae tasks we shall be discussing, it is not un-
reasonatle:to expect thisg ﬁrobability to reﬁaiﬁ constant over successi#e
reiﬁforcementa; - | |

: Tach of tﬁe components of the etorage ﬁfoceee”are'aceomplished by
the eubject.via'one.action: the'generation and meintenance in STS of
the information intended for storage° It is‘assdmed that information
is transferred to LTS f?om STS during thezperiod that the information

resides in STS.*

*Throughout this paper, transfer of information is not meant to imply
that the information is removed Ffrom one location and placed in another.
. Rather, transfer implies the copying of 1nformatlon from a locatlon
without affecting it in any way. :

12



Retrieval

When.a test .occurs the subject_will first search STS and‘éhen LTS
for the desired informaticn. The ST5 search is assumed to be & rela—a
tively fast and accurate process compared with the LTS search. In the
following, we shall consider only the case where the desired information
is not‘ﬁaund.in_STS,and the retrieval process will be considered solely
as- it applies to LTS. LTS retrieval.is assuméd tb_takg pléce as follows..
The_search.process,gene:ates an image_to be examined. The recovery
process. makes sqme_of,the information contained in this image available
to.8TS. Finally, response-production consists of decisions .concerning
whether to cutput a response found,_whsthﬁr.to cease gearching, or.
whether to continue the search:by_examining another—imagef The gearch
continues vntil it terminates of its own accprd, or until an extermal
time limit of the experimental procedure has expired. Retrieva;“is
best described as a rather.complex sequential search.scheme.

Search. . Because memory is assumed tq be partially self-addressing,
a stimulus presented for test will at once lead to a number of likely
LTS locations where information about that stimulus may.be.stored, In
certain cases the stimulus_will_have some characteristic so salient
that a.storage location is defined uniquely and precisely. This lpcation
will then be examinedf..If the experiment is such that certain stimunli
presented for test may be new (not presented previously}; and if no
stored informatlon is found in the location indicated, the subject may
decide that the stimulus is new, and cease further gearch. There will _
be a. blas mechanism determining how much-information must be present

for the search to continue. Tn most cages, the informetion regquired
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will. be.extremely minimal, since the coded image itself may be stored .
in & location other than the one indicated by the galient stimulus
characteristic.

Regardiess bf the Saliénée'of the gtimulus ch&raétéristics, the
images or codes examined will ihitiélly be determined by stimulus in-
formation [FS(I)]. That is, the locations in memory to be examined
will be roughly“indicated by information éohtainéd in the stimulus
presented. < Within the regions thus indicated, an image will be chosen
for examination.partiy on"the'Baéis of'fécency (temporal information
stored), partly on the basis of its strength, and partly on the basis
of chance.  Once the search has begun successive images examined will -
depend not dnly upon Stimﬁlﬁs'infdrmation,'but also upon associative
information recovered guring the search. Tn a continuous paired-
associate task the conception of the search may be simplified somewhat,
as illustrated in Figure I-1. We first define a "subset" of codes in
LTS which will eventually ve examined if the ‘search does not terminate
via a respénse recovery and output. This subset will be termed the.
"examination-subset.” Tt ig then possible to consider the order of
search through this subset. Figure I-1 portrays this process. The
stimulus of the paired—assqciate'labéled'number 16, on the far 1éft,'
has just been presented for test, on trial 70. The second row from the
bottom in thé'Figufé givés'the sequence of presentations preceding this
test. The third row from the bottom gives the images stored in LIS for
each'item'presented; where the height of the bar gives the strength of

- the code stored (lumping stimulus, associative, and response information. )

The fourth row from the bottom gives those codes that are in the exsmination-
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subset. The arroﬁs on the.topléf fﬁe Figﬁre give thé ofder‘of‘ééarch
through the subset. Thus,itemféé'was first examined and rejected, then
‘item 27, then item 20. Finally, thé code for'item 18 was examined, the
response coded thére was recovered and accepted, and the search ended l;g
with & correct response.- Note that item 23 was nol examined because
the search terminé..ted°

In continuous tasks it may~befassum§d generally that the.or@er of

1 1t

search through the subset of codes is a function both of the "age™ and

strength of the cpdgs involved, where age is related to the nﬁmber of
iteme that héve intervened'betwéen storage of a code and the present
test. It seems clear that temporal information must be an important
determiner of search order. Iqafree recall tasks, for example, suc-
cesgive seriés of items are preéé@teq toufhé subject; FolloWing;each
series, the éubjeét attempts té_oﬁiﬁﬁf the_mgmbers of.thé series. The
important finding-for pfesent ﬁu??bsés ig that intrusions from one series
in the responses fo; a foilowiﬁglgeries are extremely rare; apparently
subjects can order their searchzfémporally sc that only the members of
the most recent list are examined during retrieval. The queéfion of
the degree to which‘searchwordér:aepends upon temporal facfors Will be
examined in Chapférs I1 and IIT, and will not be discussed here.

There are several factorsfﬁﬁibh help determine which codes will be
in the examination-subset. Denote the image which encodes the pair
currently belng teéted as é c-éédé; A.c~é§de shoﬁld‘haﬁe.a higher proba-
bility of being in this subset the higher its stfength (primarily the
amount of its stimﬁlus ihformatibn); Other images, dencted i-codes,

should have a probability of being in the Subsef:which is greater, the
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greater ﬁhe.degfee of generalization between its stimulus informaiign
~and the stimulus. being teétéd,.:ln,geﬁeral, however, i—codes_wiii have

& much.smaller probébility of being inrthe subset than a c-code éf equal
strength. As a result, the total number of codéé making up the subset
of codes to be examined may be fairly small.

Recovery. Recovery refers to the extraction of infermation from
the. image under examination. The_recévery of a desired ccmplex of in-
formation, 1T this information ig actually.encoded in the image under
examination, should he é monotonic function of the strength of the.imagea
A number of decisions are defendent_upon the outcome of thg recovery |
pProcess. Stimulus.infqrmation recovered is largely responsible for
accepting or fejééting.ﬁhe image as éonta;ning.the desired.respoﬁse,
That is, rggardless of response information recovered, if the stimulﬁs‘
information is discfepant.with the stimulus teing tested, then the.
sgaréh will skip by this image and continue elsewhere. Response in;
formation reccvered allowé the suﬁject to emit the encoded response..
Associative information recovered will often serve the purpose=pfi
".dirgqting the_search te a different LTS location wheré an image encodipg

the response may be stored.

‘Response Generation. Following recovery of information from an
image, a decision preocess must be utiiized tordecide whether tolémif g
response, ang ifusg,‘whatrresponse, It wiil normally be the case that
the stimulus inforﬁation reccvered from a c-code will be‘congruent Witﬁ
the stimulﬁs being tested, and a decelsion will then te made to attempt
tq output the response if at all possible. Whether a response can be

emitted will depend upon the response information recovered. In cases

17




where the response set is well delineated, a criterion is assumed to be

_ set which Wiil monitor the.sensitivity 6f the dﬁtput broceés,' If the
criterion is set quite low,'then many respenses will be emitted, but
they will oftén‘be wrong. IT the-criterion is set guite high, few
responses will be given, but these will almost alwaysrbe cofrettv For
i-codes the probability of emitting a fespbnse’will be considerably
lowet than for c-codes; this occurs becauéé output may'be SﬁppreSSed
:When the reéovered stimzlus information dees ﬁot mateh the stimulus
being teéted° Thﬁs a response wiil be emitted afier examination of an
i-code cbnsiderably 1éss often than after examinétion of & c-code, In
some applicatioﬁs (as in Chapter III) the recovery and reSpbnse génér-
ation proéesses will be lumpéd for Simpitcity into é single process.

In this event the probability e output of the response encbded will be
a function of the strength for c-bodes, For i-codes the strength will

. be multiplied by a generalization parameter less than one; the resultant
guantity will be terﬁed the "effective'étrength" of the i-code. The
probability of outpﬁt will then be the same function as for c-codes,

but the function will be based upon the effective strength of thé i%éode,
This scheme will be discussed fully in Chapter ITI.

Search Termination. EEpending upon the task, a variety of mecha-

nisms help determine when the search ceases. I the test interval is
quite short,:then'thé séarch may continue until a response is output or
timetruns'dUto Furthermore; if the test interval is short, the subject
may output the first likely responselrecovered in tﬁe search. When
longér res?onse periods ére availablé; then the search might be allowed
to éontinue until alnumbérxéf likély téspbnses are recovéted; ‘these
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responses. will then be évaluated and.a first cholce chosen for output.
When sufficient time is available, the subjéct may adopt one. of a number
of.sophistiééted terminaticn schemes. . These weré.discusséﬁ.iﬂ Atkinéon
end Shifffin (1965) and will not be discussed Turther here. |

Applicaticns and Extensions

We .shall next consider applications of the theory.to a variety of
..manipulafions which may be carried out in the confext éf a continuous
paired-asgociate designa Primarily we shall discuss those variatiéps
Whichkwere actually employed. in fhe experiments presented in_Chaptef IT,

‘Recognition and Recall. In a recognition test, a specific item is

presented..and the subject must attempt to ascertain whether thié ite@
has been presented previously in. the session or.no'to It.haé_sometimeg
been assumed that use of such a test will eliminate search from the
retrieval process, but.this is not necessariiy correct. Charactefiéticé
of the item presented will Jead the subject to examine some restricted
LTS region for.relevanf informaticn. The more salient are these charac-
teristics, the mere restricted will be the region indlicated, and the
smaller will be the search needed to locate the desired information.

In general, however, séme search will bé required. When a stimulus is
presented in a recall test where the number of responses is large, a
considerably mére extensive search is reguired.  This Qccursnbecause
stimulus infbrmation alone is redguired for the recogﬁition phase, but
the response may be encoded in quite another LTS lecation than that;in—
dicated by aﬁy salient stimulus characteristics. In a cohtinﬁous paired:
asgocliate task with recgll_tests, recognition is stiil an important

processj for example, the subject may recognize that a stimulus presented
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for test is new and has not been previocusly presented; upon such a
recoghition, the search will cease. When the task is such that the
subject may either refrain from responding or emit a response, then
wrong responses sctually emitted are called intrusions,.'Due to the
recognition process, the intrusion rate for new items .being tested may
be considerably lower than that for previously presented items. -
Ranking. The task may require the subject fo rank a series of

responses in the order of their perceived likelihood of being correct.
Wnen the retrieval schéme is such that the search ceases when the first
likely response is recovered, then the response ranked first will often
be correct. However, responses ranked after the first will be correct
.only to the degreé expected by pure guessing. If on the other hand,
enough time is available for several likely-responses'to be recovered
and considered, then responses ranked after the first will be correct
at an above chance level. The degree to which the rankings after the
first will be above chance will depend upon the decision process used -
to choose between likely responses, and 21sc the coding schemes used. -

Second-Guegsing, Second-guessing refers to a prdcedure in which

the subject is told whether his first response is wrong; if it is wrong
he is then allowed to make an additional response, called the second-
guess. First consider the case where a search procedure is used that
would not result in an above chance ranking effect, i.e., the first
likely'fésponse recovered in the search is ocutput. When informed of an
incorrect response, the subject will initiate another search of LTS,
Performence on the second-guess will be partly determined by the degree
"of dependence of the second search upon the original search. If the
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second search is completely dependent, both in terms of the items making
up thénexamination subset éndAaléo_the order of #earcﬁ, thén §.chieé§ 3
Secondfguess,can.be.made.only in those instances where,the wrongxfirst,
résponse was .an intrusion emitted before.the c-code was examiged in the
‘original search., In these’insfances, the second search may.continue

_ beyond tﬁe?point of the intrusion.and.thereafter result iﬁ d .correct
recovery. On the othar.hand; if the searches are completely indepepdent,
‘fhen correct recoveries can be made during the second searchniﬁ.cases
where the c-code was present in LTS but not in the examination subset
@uring the original seércha .In. this event, the c-code mighﬁ-be in - the
examihation“subset.during the seccond search. .Thesg considerations are
-compliCateda51ightly if the origiqalfsearch was of the typé_ﬁhichlre—
cCOVers sevéral likely regponse alﬁerﬁatives, ranks them;_and'outputs

the mest likely. In this case, it ié possible for the subject.to forego
a. second search entirely and simply give the reépcnse ranked'Sebond_most'
likely during the original search. . If a second sgarch{is névértheless
engaged in, then the final response given musf be the result Qf:a'def”
~eision process invelving all the likely response alternatives-repoyered
auring bbth searches.

- Regardless of the form of the second-guess search, there is no
guarantee that the parameters of this seaﬁch_will be thé,sa@e as on the
original search., In particular,'it.would be natural for the subject to_
lewer his criferion‘for output of recovered responses, since the original
error indicates that the state of knowledge regarding the correct answer

may be-guite weak.
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Interference Phencmena. Interference refers to a paradigm in which

the first response paired with 2 stimulus (R1) is changed to a different
response (R2); a subsequent test for Rl is called & retroactive inter-
ference ccndition, while a subsequent test for R2 is called a proactive
interference condition. Although considerable work on. interference
phenomena has taken place within designs employing repeated presentations
6f whole lists of paired-associates, it is currently uncertain what form
these phenomens will teke in a continuous task. This entire question
will be discussed more fully in subseguent chapters of this report.

For the present we should merely like to @oint cut that the'thebry can
predict either proactive or retroactive interference effects., That is,
learning of the Rl response may hinder recall of the R2 response, or
vice-versan The predictions will depend upon the precise form of‘the
aséumptioﬂs'regarding order of search and the addition of information
to codes currently stored in LTS. For example, if search order is
strictly temporal and procéeds‘stértihg with the most recent item, and
if the original response code is older than the new response code, then
o proacfive effect will be expected. This prediction results frbm,the
following argument. In those cages where both the old-and new codes
for a'stimulﬁs'are.simultaneously in the examination subset, the new
feSponse code will always be examined prior to the older response code.
Hence the probability correct will not be affected Yy the presence or

absence of the older code.* On the other hand, a strong retroactive

*This is not guite true, but approximately so. Reccvering the Rl re-
sponge and emitting it will insure that an error is made. On the other
hand, a different type of intrusion, or a pure guess, will be correct at
the chance level. Thus the above argument is true when the chance level
is zero, and is almost true when the chance level is quite low.
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effect will be expected in this case, at lgast if the.search terminates
at the R2 code an appreciable prqportion of the time. N |

To tﬁe degree that the strictly;temporal.search order assumptiqn
is relaxed, a proactive effect will be expected. prevér, if ipfé;matiqn
is added_to the Rl ccde that the response has been changed,‘thén the
searqh will bypass that_che_and continue; thus the proactivg effect
will be dependent on the information added to the Rl code when the
response 1s changed. These same factors apply to retroactlve inter-
ference. This discussion should mske it clear that the thecry has a
good deal of freedom with regard to interference predictions. Experiment
IT in the next chaﬁter examines proactive interference, and further
discussgion is regerved until that point.

Latencies. ‘The recovery of a response from STS is assumed to be
associated with a very short latency. The latency associated with =
respense reccovery from LTS is assumed to be monctonically related to
the number of cédes examined before the response is given, the more.
codes exémined, the slower the response. For the present discussion,
components of response time associated with the decision processes in-
volved in retrieval will.be ignored. This rather simple conception.of
latencies leads to a Jarge number of predictions. The latency of pure
guesses should be quite long, since guesses occur only at the conelusion
of an unsuccessful LTS search. The latency of intrusions will depend
upon the order of search, but will probably be somewhat larger than
correct response latencies. The latency of a correct responée is ex-
pected to increase as the length of the period since the.previéus

presentation increases, since a greater number of codes will tend to be
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examined prior to the c-bode as this period increases. }The.corrébt
response latency will be expected toldecrease as fhe nuﬁbér éf:réih—
forcements increases, since the c;che will tend to be strdnger,'and
codes éf greater stréngth will tend to bé examined earlier in the
search. This liéf of prediétions may be extended in a natural fashion
to change-of-response conditions, and to séébnd—guésé conditions, but
further digcussion will be reserved until the latency data of Experiment

IT is examined.
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CHAPTER 11

THE EXPERTMENTS: DESIGN, PROCEDURE, AND RESULTS -

The two experiments of the present étudy were designed to investi-
gate various facets of search and retrieval ffom long-term memory, and
te provide a source of quantitétive data against which a specific version
of--the theory outlined in Chapter I could be tested. _Although-both_ex—
periments - utilized a continuous paired-associate design, the diffefences
between them were considerable and their procedures will be deScribed
-geparately. The experiments are referred to as_continuous_becaﬁse a.
particular item may have had its first presentation on any trial of the
-¢xperiment,:appeared a few times ai varying intervals, and then been .
¢iscarded. Each trialrof the experiments consisted of a test phasé
followed by a study phase. During the test phase a stimulus was pre-
gented alone and the subject was then tested in some detail concerning
his knowledge of the correct response. During the study phase, the
stimulius just tested was presented with a response to‘bé remembered. In
what follows, we use the term lag to refer to the number of trials
~intervening between two successive presentations of a pafticular‘ﬁtimulus,

Experiment I

Degign Justification. Experiment T was designed with several objec-

tives in mind.. A primary aim was the independent establishment of the
imperfect-search characteristics of memory retrieval in the palred-
aggoclate gituation. In order to acceomplish this, a design wes uiiiizea
which would separate two components of "second-guessing' performance:

the partial-information component.and the imperfect-search component.
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A mumber of paired-associate experiments have shown that performance on
a second response (following informaticn that.a first response was in-
correct) may be well above chance level (Bower, 1967; Binford and Gettys,
1965); Other experiments have shown that ranking of responses in their
order of being correct can result ir rankings beyond the first choice

" which are also above the chance level (Bower, 1967). = These Tindings can
be ‘explained by either of two models: in the first, retrieval from memecry
results in recovery of partial information about more than one response;
in:the second, retrieval'resﬁlts in recovery of information about -only
one response; but if it's an error, a second search of memory results in
recovery of new information about some other response. These models are
separated in Experiment T by utilizing both rankings and second-guesses
on each test trial.

The second major objective of Experiment I was the examination of
changes’ in retrieval of individual items from memory, in a steady-state
situation. Forgetting, particuiarly,-needs extensive examination in a
“continuous task, since almost all the resedrch on long-term forgetting
has utilized a list-structure design. In such a design performance
changes are measured for whole lists, -and then inferred for individual
items, but this inference lacks wvalidation. For this reasony . list
étrugture’is e¢liminated in Experiment I by using a continuous task:
new. items are continually being introduced, and old items eliminated.

A third objective of Bxperiment I was the demonstration that a
‘class of previously'used models for paired-associate Jearning suffered
from certain deficiencies, deficiencies not present in the theory of

Chapter I (henceforth called LTS theory). The design of Experiment I
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is similar to those used by Bjork (1966) and Rumelhart (1967); Fach of
these workers used a model tTo degeribe their data which has been called
the GFT. The GFT model is basically a three gtate Markov model with a -
long term absorbing state (L). The probability that an item will be in
L increases as the number of presentations of the item increases. ' Once
an- item enters L, a correct response will always be given‘and'the item
cannot thereafter leave L. Thus the GFT implles that the probability. .
correct following a given sequence of reinforcements cannot be Jlower
than a certain minimum, regardless éf the lag of the current test; the
minimum is determined by the probability that the item is in the state

L at the time of test, which is not affected by the previous lag. These
predictions are quite at odds with LTS theory: as long as new items.are
“continually being introduced, LTS theory predicts that the probability.
correct should decrease toward chance as the lag increases. . It is not
surprising that the Bjork data was hendled well by the GFT, because the |
.design uged did not allow for the continual introducticn of new items;
rather the design basically utilized a list structure, so that all items
late in ‘the session had been presented many times before. In such a.
situation LTS theory predicts that all items will become permanently
learned, much as if an absorbing state was present; the prediction is
based on many factors, which are described in Shiffrin and Atkinscn
(1968). Thus either GFT or LTS theory will provide an adequate descrip-
tion of list-structured designs. The Rumelhart study, on the other hand,
used a design in which new items are continually being introduced;
nevertheless the GFT model Fit the data quite adeguately.  We propose

that the GFT model proved adequate only because the range of lags
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examinred was quite restricted, never being larger than 32. It should be
. possible to demonsirate that the GFT model is inagdequate 1f a large enough
range of lags is examined. TFor example, if the probability correct at
very long lags tends toward chance, then a model in which an appreciable
numbher of items enter an absorbing state will not ke appropriate. For
these reasons, the range of lags examined in Experiment T is very large,
ranging from Q to about 225.

Design. A daily session for each subject consisted of a serles of
4O trials, each made up of a test phase followed by a study phase. On
each trial a stimulus, possibly one not presented previously, was chosen
acéording to & prearranged schedule and presented for test. Following
the test phase that same stimulus is presented with a correct response
during the study phase. The sequence in which the stimuli are presented
for test and study arée the same for every subject and every sessgion;
Appendix 1 gives the actual sequence used. In the Appendix, the sequence
of trials is given in terms of the stimulus number. For a given subject
~ and session each stimulus number represents some randomly chcosen stimuius
(actually a consonant trigram). Thus the seguence of trials remained
fixed, but the actual stimuli and responses were changed from session
to session,

A particular stimulus could be presented for_a maximum of eight
- trials (eight reinforcements), at varying lags. Table II-1 gives the

" where a stimulus of

- sequence of lags assoclated with each "item-type,!
item-type i 1s presented at successive lage according to the ith row
of the tsble. The first column in Table II-1 gives the item-type. The

next seven columns give the successive lags at which items .of each type
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are presented. The final column gives the number of stimuli of each
item-type that are presented during each experimental sesgion. As in-
dicated in the table, the lags vary from 0 to about 225. The different
gtimuli of & given item-type are given first presentations which are
spaced fairly evenly throughout eachlexpérimental session; the exact
presentation schedule is preseﬂtedlin.Abpendix 1.

“ Four‘résponses are used in ExperimentuI, “When a stimulus is pre-
sented for tést the subject resﬁonds by ranking the four.fééponSes in
the order of thelr likelihood of being correét, using & random ranking
if he does not know the correct answer. If the response ranked first
is incorrect, thén the subject is infomrmed of this fact and he proceeds
to rerank ths three remaining alternatives, not necéssarily in the same
order as cn the first ranking, and ggéin guessing if the aﬁéwer is not
known. In order to make subsequent discussioné clear, we adopt the
following terminclogy. The subject's first four responses on a test

trial are referred to as the "ranking.'

The second group of fhree -
responses (when given by the subject) is referred to as thé “refankiﬁgn”
There is a further breakdown depending on the order of response. Thus
the first response given on the test trial is called the "first-ranking,"

the second is called the "second-ranking,"

etc. The first responsé of
the rerenking {when the subject engages in reranking) is termed the
"first-reranking” and so forth. It should be noted that the ranking
respohses in this experiment are akin to the responses given in the
typical ranking experiment in the literature. Similarly, the firétn

ranging and first-reranking respcnses in this experiment are akin to

the responges given in the typical second-guessing experiment.
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' Subjects. The subjects were ten students from Stanford University
who received $2,00 an hour for their services. ZEsach subject participated

in a minimum of 8 and a maximum of 11 experimental sessions. The sessions

were conducted on weekday evenings and took approximately 1-1/4 hours
each. The subjects were procured'without regard for sex fhrough the

student employment service.

Apparafgs,"The"experlment wee conducted 1nthe Computer-Baged
Learning Laboratory at Stanford University. The éontrél functions were
performed by pomputé: programs running in a medified PbP-l computér
manufactured by the Digital Egulpment Corperation, and under control of
a time-sharing system. = The subject-was geated at a.cathodé;fay;tube
display terminal; thefe were five terminals each located‘in'a separate
7 X 8-ft. sound-shielded, airconditioned room. .Stimgli and other in-
formation were displayed on the face of the-éathode réy.tube (CRT);
responses were maderoﬁ an-‘electric typéwriter keyboard located immedi-
ately below the lower edge of the CRT. .

Stimuli and Responeses. The stimulil were 930 consconent trigrams

(CCC‘s)'made up of all possible 3 letter permutations of the following
consonants : B,D,F;G,J,K,P,Q,X,W, énd Za Thus & typical stimuiué was
JXQ- Ninety'stimuli were randomlj selected for use during each session,
with the restriction fhat’any stimulue used in a segsion: could nbt be
used in any Succeeding session for_that subject. Thus a subject could
not take part in more than 11 sessions. |
Fourrrespéﬁses were used: the mumbers 1,2,3, and L. Thué the
gugssing probability of a correct firstgranking was 1/b and the guessing

probability of a correct first-reranking was 1/3.
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fﬂétructions

. When a subject arrived for the first session he was given a sheet
of instructicns to read, as follows:

"This is an experiment to -test your memory. You will
be sitting in a soundproof booth facing a T.V. screen with
a typewriter keyboard below it. Bach day take the same
booth as the previous day. To start the session, type the
semicolon (). The experiment will then begin.

You will be required to remember the response members
of a number of peired-associates, each consisting of a non-
sense-syllable paired with a number as a response. The

- responses will always be either 1,2,3, or L. . Each paired-
assoclate will be presented a number of times during a
segssion and you should try to learn it. ZEach trial will
consist of a test followed by a study. On a test, the word
"test" appears on the top of the screen, and then below it
appears a nonsense-syllable. Below the syllable will appesar

~the term "rank answers.' You will try to remember the
responge paired with the syllable presented for test. To

. respond; type the number you think most likely to be the
correct responsge; then type the second most likely number;
then the third most likely, then the least likely. That is,

. you will rank the responses l-4 in order of their likelihood
of being correct. As you type these L4 responses, they will
appear on the screen, your first choice being on the left.

. If you are satisfied with your answers, then type a carriage-
return (CR). If not satisfied at any point, and you wish to
change your ranking, type E and the screen will clear and
you may type in a new ranking. IFf you make a typing mistake,
the screen will clear your responseg gt cnce: in this case,
type them in again.

When you rank the responses and type a earriage-return,
the computer wili check to see whether your first ranked
-regponse was correct. If it was correet, you will go on to
a study trial on the syllable you were just tested on. If
-your first rank was incorrect, then you will get one more
chance: the words "wrong. rerank answers' will appear on
the screen. You will. then rerank the three remaining
answers in the order of thelr likelihood of being correct.

. That is, the first mumber typed is the first choice, etc.

. Thege "reranks" do not have to correspond to the first re-
rankings. If your first ranking was incorrect, search your
memory again, and then make your best possible choices. As
you type in your reranks they will appear on the screen,

If you are satisfied with your three choices, then type a

.carriage return and the test trial will be terminated. The
syllable you were tested on will then be presented with the
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correct response for 2 seconds of study. Then -after =
short delay, the next test trial will begin.

Take the time you need to respond during test trials,
but attempt to respond as guickly as p0551ble without lowerw
1ng your performance. : C

Your task is to learn and remember zs many palrlngs as
possible and to demonstrate this learning during the test.
phases of the trials. Feel free tc use any codes or mnemonics
you. can devise in order to learn the pairs. '

The way the experiment is being run, a syllable Wlll
first be presented for test on a trial, and then for study: -
Thus, especially at the start of a.session, you will be tested
on syllables whose reésponge you have not yet seen. -In this
case, simply rank the responses randemly, i.e., guess., When
guessing, do not always type in the angwers in the same way -
try to guess randomly. Furthermore, even if you feel you
know the answer, do not always type in the remalning answers
in the game order. Try to type these answers randomly salsc.
Any questions? The experlmenter.will-now review.these in-
structions With you verbally

The experimenter rev1ewed the 1nstructlons Wlth the SubJECtS and
then ;ntroduced them. to the computer and 1ts operatlono The entire
first session was used.to familiarize the.subject ﬁith the apparatus
ang, instructioné, and to-give him practice at the tesk.

Procedure | ”

Bach session consisted of a seguence of 439 trials, a trial being
defined as a test fqllowed bj a study. Each triai involvéd a fixed
series of eventén .(l) The word TEST appeared on the upper face of the
CR_T° Beneath the word TEST a specifically determired member of the
stimulus set appeared, the btlmulas member 1ndlcated by the presenta-
_tlon schgdule given in Appendlx 1. Below the stimulus appeared the

words RANK ANSWERS. The subject then ranked the four responses by typ-

ing them in order on the keyboard, the most probably correct answer
first, and so forth., The answers appeared on the CKT as they were typed.

After ranking the four responses the subject typed a carriage-return
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and the rankings were evaluated by the computer. Previous to this point,
the subject could begin his rankings anew by typing E;' If the first-
‘ranked response was Wrong (even for stimuli never seen before) then the

words WRONG., RERANK ANSWERS appeared on the CRT below the origlnal

rankings, which remained on the CRT. The subgecﬁ then reranked the
three remaining answefs under the same conditions that pertained to the
origina® rankings. The rankings and rerénkings were selffpaced, but
instructions were used which insured that the'subject took about 6—7
seconds for responding, on the average. (2) The CRT was cleared and a
blank sereen appeared for 1/4 second. (3) The word STUDY apgeared at
the top of the CRT. Beneath the word STUDY appeared the stimulus Just
tested aleong with the correct response. The correct pairing remained
on the CRT for 2 seconds. (4) The CRT was blanked for 3/4 seconds.
Then the next trial began. As indicated above, & complete trial took
about 10 seconds or less and thu§ a sessilon lasted about 1 hour and
-15 minutesg.

| At the Start of each session, the computer randomly assigned each
subject 90 stimuli he had not geen - in previous sessions. Each stimulus
was then randomly assigned cne of the four responses as the correct
pairing to be used throughout that session. It shoﬁld be noted again
that the sequence of trials was the same for every subject-session, but
the actual étimuli and responses differed. The first 12 trials of each
.session consisted of lOrfiller-items; these. appeared seldom thefeafter,
From the 13th triallon, almost all trials were instances of one or
another of the 13 item—typés 1i$ted in Table IT-1. These item-types

were spaced roughly uniformly through the remaining 427 trials.
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Altogether 83 subject-sessions of data were collected following
the Initial practice session. Because of‘computer stoppage or other
extraneous reasons, only 58 segsions were entirely completed, but the
remaining sessions were at worst within 10 or 20 trials of completiono
The data collected on each. trial consisted of the stimilus testéd and
its correct response, and the rankings and rerankings glven by the
subject. ILetencies were not recorded. At the conclusion of the ex-
periment, each subject filled out a ﬁritten questicnnaire.

Results of Experiment T

Table II-2 presents the summary results for each of the 10 subjects
in the experiment. Tabled is the probability cof a correct first-ranking
lumped over all trials and sessions. The results are listed in order
of increasing probability correct. It is evident that there are appre-
ciable subject differences in oversll ability in this task. HNevertheless,
in order to gain precision of estimates, the remaining data are presented
in a form lumﬁed ovér'ail'sﬁbjecfso _This shoUld nbt ovérly'distort the
observed effects, since a consideration of tﬁé daté‘fo follow, where
the number of observations pefmitfed a4 gubject by subject breakdown,
congistently showed that the same gqualitative effects hoid for indi-
visuals as for the average data. Possible selection effeéts introduced
by averaging will be @iscussed in Chapter IIT,

. Table IT-3 gives the probability of a correct first-ranking over

successive days of the experiment (the practice session is not inecluded).
It is clear that no trend over days is present in the table. Apparently,
proactive interference from gession to session was minimal. The data

to follow wlill be lumped over all sessione, excluding the. practice sessioen.
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TABLE II - 2

MEAN PROBABILITY CORRECT
FOR SURTECTS COF EXPERIMENT T

Subject
- Numhber 0 7 4 2 91 6 3 8 5

Probability of .45 .47 .51 .52 5k .56 .59 .68 .69 .77

Correct
First-ranking

TABLE IT - 3

MEAN PROBABILITY CORRECT
FOR SUCCESSIVE DAYS OF EXPERIMENT I

Day
Number 1 2 3 4 5 6 7 8 9 .10

Probability of .58 .55 .58 .62 .61 .55 .56 .63 .54 .60

Correct
First-ranking - -

TARIE II - b
PROBARLLITY CORRECT AS A FUNCTION OF THE AVERAGE STATE

OF KNOWLEDGE CONCERNING THE.  LTEMS
MAKTING UP THE PRECEDING. LAG

Low K Group  High K Group

Pr{C) Pr(C) :
Lag 1, Reinforcement 1 .70 S .75
Lag b6, Rl: .54 .61
Lag 10, Rl: 5k 57
Lag 25, Rl: - .hk3 .52
Lag 50, Rl: .35 o Wh3
Lag 100, Ri: .31 .39
Leg 1, Reinforcement 2: .85 . .88
- Lag 6, R2: ' L70 ' .76
Lag 10, R2: _ - L67 _ .68
Lag 25, R2: - a5k 57
Lag 50, R2: <37 43
Leg 100, R2: A7 46
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Ranking Performance veg. Second-Guessing Performance. As stated

earlier, a number of previous experiments have found that responses
ranked after the first choice are correct at an above chance level. A.
hypothesis which can expiain this finding-holds that the subject.some-
times retrieves from memory informatiocn which indicates the possible
correctness of two or more responses. The subject examines this-
ambigﬁous information énd then produces his rankings as the result of
some type of decision process. Thus the correct responge is sometimes
ranked second rather than first, and the above finding ig observed.
Other experiments in the literature demconstrate that second-guesses,
after the subject is told the first-guess is wrong, can result in-per-
formance well above chance levels. The hypothesis proposed above can
algso be utilized to explain this result: the sﬁbject engages in implicit
ranking on the first guess and gives the respense luplicitly rarked
first; if he makes an error, he then outpuits the response he had previougly
ranked second. It is possible, however, that a substantial portion of
the second-guessing effect may be explained by an alternative hypothesis:
the subject makes his first guess on the basis ¢f information available
at the time; upon knowledge of an error he then engages in an additional
search of memory. This second sesrch sometimes results in retrieval of
informaticon not previousiy avallable to the gublect, infcrmation which
mey then be used to respond correctly. This hypothesis is quite dif-
‘ferent from the first in its emphasis of the essentially probabilistic
nature of the memdry retrieval process.

The present experiment provides a means of separating these. hjypoth-

eseg. . 'The essential statistic examines those instances where the respcnge
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ranked firgt is wrong, but where the response rervanked first is not the

regponse ranked second. For these instances, a probabllity of correct

first-reranking above the level expected by chance guessing implies that
the second hypothesis is operative in the expériment, A convenient way
to begin an snalysis of the data ig presented in Figure II-1. On the
abscissa is the probability of a correct first-ranking divided_intor
guccessive intervals which are marked on the graph. These intervals
start at .30 since no item-type had a probability of correct first-
ranking on any test after the first reinforcement which was below .30,
For each interval we consider a1l trials in the sequence of 440 on which
the probability of correct first-ranking lies in the interval. For
these trials we graph (1} the probability that the second-ranked answer
is correct and (2) the probability that the first reranked answer is
correct. Both probabilitieé are plotted conditional upon a first-ranking
error; thus the chance level for both probabilities is .33. In what
follcws we will refer to the first-reranking as second-guessing.

From the upper curve in Figure II-1 it is evident that a substantial
amount of correct second-guessing has taken plaéeu On the cother hand,
the lower curve indicates. that virtually no initisl ranking effect took
place. The probability of correct second-ranking is barely above the
chance level, the mean for all trials except these on which rew stimuli
are presented being .352. This probability is significently above
chance since it is based upon approximately TOO0O. observations, but it is
obvious that the magnitude of the ranking effect is small compared with
that of second-guessing. This result suggests that the seccnd hypothesis

presented above 1s appropriate for this experiment. That is, since the

38
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Figure IT-1. Conditional Probabilities of Second-Guessing
and Second-Ranking.
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ranking effect was near chance, the majority of correct second-guesses
were responses that were not ranked-second during initial ranking. Thus
the subjects were utilizing information during second-guessing that was
not utiliged during initial ranking. A straightforward interpretation
helds that after the error feedbiack a search was initiated which-occa-
sionally resulted in the correct response being found.*

- It is most likelj that the failure to find a large second-rankihgrr
effect was due to thé instrﬁctions regarding respcnse rate. Although ; ;
responding was self-paced, the subjects were instructed to respond -
qui.ckly enough to finish in an hour.an§ a guarter, and had to respond
rapidly as a fesui’t° VUﬁdéf'théée condifions, the subJE§ts would be led
to adeopt a memory-search strategy which would ocutput the first likely -
regponse alternative located in the search. If responding rates were
" lower, the sﬁbjeéts could adopt a strategy iﬁ,which'the'memory—saarch
continued until all likely alternatives could be recovered and evaluvated.
In this case a second-ranking effect would very likely. result.

The failure to find a subsfanfial fanking effect might lead us to
expect that the reranking effect would also be minimal. This was indeed

the case; rerankings after the first were correct with a conditional

*It conceivably could be argued that the subjects "knew" during thelr
initial rankings the information they later used to second-guess, but
nevertheless ignored it while making the rankings. This seems doubtful,
especially if one takes the subjects own written comments intoc account:
in several instanceg the subjects stated the second hypothesis almost
verbatim on their final questionnaire. 1In any event, 1f the need arcse,
it is not difficult to formulate experiments tc clear up this possible
ambiguity, perhaps by giving positive payoffs for correct second-
rankings.
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,pfobability of 498, almost exactly the level expected by éhance. As a
result, the reﬁaining data analysis is considerably simplified,' Only
the first-ranking and firstheranking results will be considered and will
be referred to as first-guessing aﬁd secbnd_guessing.respecfivexy,

Learning and Forgetting. The title of this section should not be

miscongtrued: by learning and forgetting is meant oniy increases and
décréases in.retrievaln As indicatéd in Chapter I,'our-theoretidal
approach does not allow for the disappearance of stored information from
memory, and the use of the term forgetting should not be taken to mean
such.

In the fcllowing data the number of observations at each;point may
be Tound approximétely by reference to Table IT-1: for each item-type,
multiply the en{fy.in the colurn headed "NUMEER OF SEQUENCES" by 80, the
a@proximate number of subject sessions. Figure-II»E presents the 1ag'
curves for first reinforcement items,. The .top panel presents the prcba-
bility of a correct_first~guess following an item’s first reinforcement
at ﬁ 1ag-marked oh the abécissaa The‘lower.panel.presents the probabiiity
of a correct second-guess dondifionalized upon‘an error on the first
gUess, The observed data are plotfed as'open'circles conhected by dashed
lines., The predicticns are based on the model presented in Chapter IIT
and may be ignored for the present. As migﬁf be expééted in a continuous
task, the lag curvejdecfeases'téward chance ag the number of infervening
items increases, albéif-quife slowly. = The chanée‘le#el in the top panel
is .25, ana in the.bétfom panél is ¢33; The second-guessing curve is of
interest becausé of its relatively small variance.over the range of lags

shown,"and because of its maximum at about a lag of 10 or thereabout.
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Discussion of the second-guessing data is reserved for the next chapter.
The first-guess curve is most important because tt demenstrates that.the
probability of a correct response tends toward chance as the lag in; |
creages. Thus the GFT mcdel, cr any model w1th a 1ong term absorblng
state will not provide an appropriate descriptiocn of the data.

Figures 1I-3 and II—&_preeent the learnlng curves for each:of
the item-types in the experimeﬁt,. The probability of a‘correct first-
guess is plotted as a_funetien:of the number of presentations, fof each
item-type, The lag between successive presentations is listed in each
graph as a small number placed Eetween successive points oh the pre-
dicted curve. In the two figures, the ehange level is .25, Figures'
1I-5 and II-6 present the same curves for eecon&-gueesing,. These |
figures present the probability of a correct second-guess.conditienalized
upon a first—guess_error; thus the chance level ie ,33,” in eecb of these
last four figures, all curves begin at the chance level, since on the
first presentatipe,the subject has not previously eeen the item being
‘tested. In Figure II-5 Several‘observed points have been deleted from
the Type 1 and Type 2 graphs. The number of obse;vatione at.these |
points was:below.3o (because:the probabiiity of_a correct Tirst-guess
s s hign). : : _ A

Seversal characteristics of these data should be noted at this time.
First, as - found by prev1ous Workers (Greeno, l96h Peterson, Hlllner,.
and Saltzman 1962 Rumelhart 1967), a dlstrlbuted praetlce effect
=_c__>ecu;:r'rec1¢ Cons;der‘;tem-types 10, 11, and l2 in Flgure II 4., As the
Tirst lag was varied fxom_Q‘te l‘te 10, the probabll;ty correet after

a subsequent lag of 100 rose from .37 to .4h4 to .49; i.e., the longer
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the initial lag the better 1s performance zfter a long subsequent lag.
A similar effect is seen in the graphs of item types 2, 4, and 6. in
Figure IT-3, TFollowing five initial lags of either 1, 6, or 10, per-

formance on two subsequent tests at lags of 100 rose from .52 to .62 to

. .65; i.e., performance is better at long lags the more spaced is the

series of initial reinforcements,

- It should be ndﬁed that item-types 9, 10, 11, and 12 seem to exhibit
something like steady state characteristics; i.e., if reinforcements are
given at lags of 100, performance seems tc stabilize near the .50 level.*

Ttem types 7 and 8 also seem to be approaching an asymptotic level of

probability correct well below 1.0 (.75 and .63 respectively). These

results further demonstrate that any model with a long term absorbing
gtate which items enter an appreciable yortién of the t;me will not
provige an:adeguate‘déscription of the data. IT the probability.correct
for an item in the absorbing stéte ig p, then all curveé at long lags
should be asymptoting at p. This is not the case for these data even

if p is allowed to be less than 1.0.

The Effects of Igtervening Ttems. The lag curves above show that
Torgetting incfeases'as the lgg increases. . It should be guestioned
whether 1t is fhe nﬁmber of inférvening items pér se which determines
the amount of forgeftingo The theoretical position outl;ned in Chgpter

I implies that'fdrgetting_should, among other things, be & function of

*¥This result might lead to speculation that item-types 1-6, if given

additional reinforcements at-lags of 100, would exhibit a decrease in
performance down toward the .50 level (which would be a strange sort

of "learning," indeed).
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the amount of new infermation storea during the intervening perlod. |
Therefore, the amount of forgetting should vary as-& function of how .
well-known are the intervening items, if we accept the view that less.
new information is stored concerning well-known. items. A similar ex-
pectation would hold if the degree of inter-stimulus interference were
a determinant of forgetting; the greater the number of unknown stimuli
that intervened, the greater the.forgettingr% There are a number of
experiments which bear on .these points. Thompson (196.7) demonstrated .
that a strong short-term effect exists in a situation where the subject
-adopts rehearsél as, a predominant strategy; that is, a short series of
extremely overlearned items following an item caused no forgetting,
whereas an equal length series of unknown items caused dramatic_déére—
-ments in—pérformancea This short-term memory fehearéal effect should
be differentiated, however, from the 1§ng-t¢rm memory retrieval effect
proposed above; we shall return tq this boint shortly. Calfee“and
Atkinson (1965) proposed a trisl-dependent-forgetting model for list-
structured P-A 1earﬂing,_ In this model, the amcunt forgotten from a
shortatenn state of learning between successive reinforcements was
proposed to decrease as the triai number- increased, since the inter-
vening items became better and better known as the experiment proceeded.

While they found the trial-dependent-forgetting model to fit the data

*In principle, the various sources of forgetting should be separable.
For example, an experiment could ke run in which items are compared
which are tested at equal lags and have equal numbers of intervening
new stimuli; the items would differ in that the interreinforcement lsge
of the intervening items would be low in one case and high in the other,
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more closely than the alternatives, one cannot directly conclude that . .
the finding epplies to individual items; since a list design was usged,
the changes in forgetting could be the result of some sort of reorgani-
zation or integration of the entire list over trials. .

Although Experiment I was not expressly designed to systematically
vary the makeuvp of the intervening items at a given lag, a Talr amount
of chance variation cecurred and it is pessible to capitalize upon this
fact. Every trial in the trial sequence wag agslgned a number "K"
répresenting how well "known" was its stimulus-response pair as follews:

K = (reinforcement number) x (20)/(lag+i). - - Eg. IT-1

In thié formula the féinforcement number and the lag réfer to the stimilus
tested on that trial. K is very highly correlated with the probability
correct on éach trial and thervefore provides a reasonably valid measure.
Next we compute '.foi"each item presented "‘the avérage value of X durihg
the preceding lag, and call this average K. We can now compare the
probebility correct for each item with how Wwell "known" were the items
making up the prééediﬂg lag. Table II-k preéenté the resultant data

(on page 36j'for items tested following.their first and second reinforce-
ment, at'each of'seve;ral'lags° At each iag, all items are.divided into
ufwo roughly equal groups, those with high ¥ end those with low .  Thus
the items with lag‘ 1 and réinforcement 1 sre split into a high-group
and.a low-group, all items in the high-group having values of.ﬁ greater
than any.items in the lowfgrgupi The_m@an proﬁabilify cbr?ect is.then
computéé for itéms in the ﬁighegfoup and for itéms“in the low-group, and

fhese mgans.aré_listed in columns 2 and.3 of‘thg‘tablef,ﬂﬁgncé column
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two of the table gives the mean probability correct for items whose.
intervening.items are relatively weli—knowﬁnl |

There are a number of points to be made regarding Table ITI-4, TFirst,
there is a definite, highly significant effect in thé éxpected'difectiong
intervening items which are less well-known cause more forgétting,*'
Almeost certainly the magnitude of the differences would have been even
iarger than those observed if variations inrﬁ had been larger; however,
differenceé in X arose by chance rather than by désign, Of particular
‘interest is the result for lag 1. In +this case there is only a single
intervening item and ¥ varies considerably from item to item; in fact,
the mean probability correct.for the. intervening item was .31 for the
itow-group and..77 for the high-group. .NeVerthelessg only & difference
of OOS was found in the measure tabled. If a rehearsathype shert-term
process was causing the result, as in the Thompson study cited earlier,
then this difference should have been far larger than was observed, and
i far larger than other differences in the table.*¥ There . is anofher

feature of the data which makes this same point. The rehesrsal model

.¥*There is no question of significance. . The results for reinforcements
greater than 2 show essentially the same results as for those shown in
the table. A-sign test on the directions of the differences gives

P < .01 and more rigorous tests would lower this . probability considerably.

**The justification for this statement ultimately rests on a thecretical
analysis in which the buffer model is applied to the data. . It is beyond
the scope of this report to go intc the details of the anslysis, but a
buffer model was applied to the data of Experiment I. The best fit of
the model was not adequate as a description of the data, and one of the
major fallings of the model was the extreme overprediction of the effects
of known iteme at lag 1. Rather than the .05 difference at lag 1 which
was presented in Teble II-4, the buffer model predicted a difference

of about .30, '
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explanation.of the effeet of known items holds that known items fail to
cause decreases in performance because they do not enter rehearsai; if
- the intervening items de Qot enter rehearsal, then the farget item will
~tend to stay in rehearsal in SIS for a longer period of timé, even until
the moment of test. In this model, the first few items after the target
item are crucial in determining the magnitude of the effect. In order
to check this point, the analysis leading to the statistic in Table II-4
was repeated, except that_ﬁ was calculated witheut including the K values
of the first two intervening items. Nevertheless, the resultant pattern
of results (excluding lag 1, of course) was virtually identical to that
in Table II-4. _A sign test on the direction of differences again gave a
P < .0l as a level of significance. We therefore conélude that thehﬁ
effect is not crucially dependent upon the K value of the first few |
intervening items. It seems reesonable, then, that the effect originates
in the ITS retrieval process, rather than in a rehearsal mechanisma The
explanation we propose, in terms of_the theory of Chapter I,.holds that
the "age" of any code is dependent upon fhe number of new codes that are
subseguently stored in 1TS5. Since the probability correct depends upon
the "age” of a code, the effect found in Table II-4 follows directly.
Sumpary. There are several main results of Experiment I. First,
the multiple-gearch nature of retrieval was established by a compar-
~ison of ranking and second-gnessing effects on thg same test trial.
Second, performance was observed to tend toward chance as the lag'in-
creased; this and related findings demonstrated the inappropriateness
of a model for this task which postulates a long-term memory absorbing
state. Third, the forgetiing of an ltem at a given lag, long or short,
was cobserved to depend upon the degree to which the intervening items
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were known. . Discussion of other results, and of the- quantitative aspects
of the data, wili be reserved for Chapter TIII. .

Experiment IT

Experiment IT was designed with the objective of providing a
stringent test of the model used to prediet the results of Experiment L.
An integral feature of this model (to be discussed in detail in Chapter
"IIT) wes.the prediction of intrusion errors; i.e.,. incorrect retrievals.
from memory. . In Experiment I responses were regquired on every trial, so
that intrusions and pure guesses were not éeparable at the observable
level, .In Experimeht IT the response set size was lncreased and the
subject was instructed to respond.only when he felt he knew the answer.
Tn this manner, intrusions may be observed diredtly, The ranking tech-
nigue was hot used - only a single first-guess wag allowed - but secend
guesées-were allowed following errors. A second objective of Experiment
II was the collection of "interference" data.which would allow for the
natural expangion of the eariier medel. Thus. individual stimuli in the
present experiment semetimes had their respénse aggignment changed.
Formally, a design was adopted which was the counterpart in a continuous
paired-agsocliate experiment of the standard proactive interference
paradigm.

The désign and procedure of Experiment IT is in certain respécts

“identical to that of Experiment I. BExcept where noted, the procedure
was the same as in the previous expériment;

- Deslgn Justification. XFach session invelved an identical sequence

of 400 trials; each trial consisting of a test phase followed by a study -

phase.  The trial sequence, presented in Appendix 2, will be discussed
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shertly. As in Experiment I, the individual stimuli and responses were
changed from cne session to the next - only the sequence remained fixed.
An individual stimulus could be presented on as many as 8 trisls during
the sequence, at varying lags. On some trials.the response assignment
of a stimulus was changed; on these trials the subject was notified
followi'ng the test phase that the answer would be changing. The pair
rresented'during the study phase would then contain the new response. .
‘The item—tyPES in the present experiment were constructed sc asg to
provide a full test of proactive-interference phenomens with appropriate
controls. - Quite apart from considerations relating to the theory pro-
posed in this paper, it is maintained that interference phenomena need
reexamination in the context of continuous paradigms. Forgetting
phenomena have been examined extenglvely for many yéars with the use of
list-structured experiments: lists of paired-associates are successively
learned, each list utilizing the same stimuli, but with response assign—
ments shifted (i.e., the A-B, A-C design). The results of these experi-
menté have been fairly successfully explained by some version of
' two-factor interference theory (Postman, 1961; Melton, 1963; Underwood,
1957; Keppel, 1968; etc.).  The experimental effects are found to take
place over whole lists, but it is often assumed that equivalent changes
gecur in individual stimwlus-response assignments, the assumption: baged
upon a.geemingly natural inference, Thus, 1if, in an A-B, ‘A-C design,
it is found that increased training on the A-C list causes increased
forgetting of the A-B list, it is then inferred that increased learning
of a particular stimulus-response pair will result in increased for-

getting of a previcus pairing of that same stimulus with a different.
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regponse. "Recent research, however, has raised doubt about this infer-
ence (DaPolito, 1966; Greeno, 1967). Foilcwing A-B, A-C learning
subjects were asked to give for each stimulus both responses previously
paired with it; regardless of the presence of retroactive interference
effects in the lists as a whole, it was found that the probability of
a correct first-list response times the probability of a correct gecond-
list response was.equél to the combined probability of giving both
-responses- correctly. This is é result to be.expected if There were no
individual item response interacticns; i.e., if for a particular item
the level of learning of the first list response dees not affect the
level of learning of the second.list response, and vice versa. This
implies that the usual inference:from~lists to items may not be wvalid,
 and theéries of item interference should therefore be bhased on appro-
priate experiments which do not utilize a simple list structure.
Atkingon, Brelsford, and Shiffrin (1967) reported a continucus
:P—A‘experiment'in which some indications of proactive interference were
-found for individual items. This finding was only incidental in that
experiment, however, and.could possibly have been caused by selection
effects. BEstes (196L4) reported experiments in which proactive inter-
ference effects were sought for individual items buried in a list
‘structure, but the results indicated nc proactive effect; Peterson,
Hillner, Saltzman, and Lend (1963) reported a continuous task in which
‘there were indications of retfoactive interference. These experiments
seem to delimit the current state of knowledge concerning irdividual

item-interference: wery little is currently established.
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The present experiment was therefore designed to examine in depth
the status of proactive item-interference. - The item-types utilized for
this purpcse. are listed in Table II-5. A sgtimulus 1s presented with
its first response (R1l) either 2 or 4 times for study. The response is
then changed and 3 study trials are presented with the new response
-(R2), &ll at lag 10. The lags of the initial presentations are either
(0-10) or (10-10) if there are two initial presentations, or (0-10-0-10)
or (10-10-10-10) if there are four initial presentstions. On the trial
where the answer first changes, the test asks for the Rl response, the
subject is then told the answer is changing, and the new pairing is
presented. We denote these item-types by the initial sequence of lags.
The column on the right margin of the table gives the number of.instances
of each item-type in the sequence of 400 trials,

A comparison of the firet and second tests following the change of
response,. with the first and second tests before the change of response,
-ghould indicate any overall proactive effects. A comparison of the
conditlons in which the number_of response 1 presentations varies (il.e.,
(10-10) wvs. (10-10-10-10)) permits us to examinre the probability of a
.correct R2 as a function of varying amounts of learning on Rl. A .-
-comparison within the same number of initial presentations (i.e., {0-10)
vs. (10-10) } should ellow the same exsmination as -above, but where the
number of presentationsg .ig held constant (assuming that the 0 lags do
not result in much learning). In this way it may be determined whether
any proactive effect found is due to the amount learned about Rl, or

simply due to the number .of presentations of Rl.




The above item-types examine proactj.ve interference only at lag 10.
In order to study the effects of variations in lags, 16 other item-types
were used. Each of these 16 item-types is given just three presentations;
on the second presentation the response is changed. The lag between- the
first and second presentation is called lag 1; the lag between the second
and third presentations is called lag 2, The item-types are listed in
Table II-5a, ILag 1 takes on the values O,Il, 4, 10; lag 2 tekes on the
values 1, 5, 10, 25. The entries in each cell of the 4 X L4 table are
the number of occurrences of each. item-type. These item—tyﬁes will be
.denoted by their lag 1 and lag 2 sepéraﬁed 5y.a comma: é,g, (h;25)a
Wote that item-type (10-10) is different than item-type (10,10).

The subject is instructed to respond during cach test with the

regponse most recently paired with the stimulus presented. He.is tcld

to "forget" any old pairings once the response has changed. The subject.
-does not have to respend if he does nof knbw the angwer. IT he does
respond and is wrong, he is told so and glven an opportunity to respond
again. |

Subjects. The subjects weré.lh students from Stanford University
who received $2.00 per hour for their-éervicesg Fach subject partici-
pated in a minimum of 8 and a ﬁaximum of 11 experimental seséions plus
one initial practice session. -The.éessions were. conducted on weekday
evenings and took_approxiﬁately.SS minutes each. _The subjects were
-procured withcut regard for éex ‘through the.studépt employment gervice.
The apparstus was identical to that for ExPériment I.

Stimuli and Responses. The stimuli were 1600 common English words

either 3, 4, or 5 letters in length selected in random fashion Trom
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TABELE IT - 5

' ITEM-TYPES FOR EXPERIMENT II

Noc. of
Item-type C Response 1 : . - . Response 2 . Types
0-10 .. - ... . Pl -Lag- P2 -Lag- [P3 -Lag- P4 -Lag- P5 7
0 10 10 10
10-10 ' ” Pl -lag- P2 -Lag- [P3 -Lag~ P4 -Lag- P5 7

10 0| 0 10

0-10-0-10 |P1l -Tag- P2 -Lag- P3 -Lag- PL -lag~ [P5 -Lag- P6 -Leg- PT. .8
0 10 0 10 10 10

10-10-10-10 [P1 -Lag- P2 -Lsg- P3 -Lag- P4 -Lag- |P5 -Lag- P6 -Lag- P77
L 10, 10 . 10 10 10 10

In the abdve table P followed by a muber represents the
“presentation number of a stimulus of that item-type.

TABIE II - 5a

ITEM-TYPES FOR EXPERIMENT IT

Second Lag

15 10 2
o [3 35T %

First L 13 13| 3] 3
108 o3 {3 ] 3] 4
10 |3 |3}l 3

In the above table the numbers in each cell are the numbers of
instances of each item-type. Note that the first lag is previous
to the changing of the response, and the second lag is subseguent
.to the changing of the response.
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Thorndike (l921),.with homonyms , personal pronouns, possessive adjec-
tives, and the past teﬁse of verbs eliminated. 'Ninetyf.fix}e'stimuli were
randomly selécted for use during each éession, With_fhe restricfion that
any stimulus used.in a session could not‘be uéed in any succeeding seg-
sion for that subject. Words were used és stimuli, rather than CCC's,
in order to make the proactive interference comparisﬁns meaningful.
That is, the design does not usé unigueuresponse.pairings; hence the
game respoﬁse caﬁ be assigned to ﬁore than_one-éiimuius, If two stimuli
assigned the same fe5ponse are not Suffiéiently different; it would be
difficult to differentiate this case from the case where a single stimulus
had a changed response assignment, |

The responses were. the 26 letters of the alphabet. At the-start of
each session all stiﬁuli were assigned Ri and RZ2 responses randomly with
the restriétion that no word could be assigned its own initial. letter as
a response. £ince no subject réported.noticing this restriction, it may
be assumed that the brobability cofrect, 1f the subject decided to meke
a pure guess, would be ;/26; | |

Instructions, When & subject arrived for the first session he was

given the following instructions to read:

"This experiment will test your ability to remember
responses to a series of common English words. The response
will always be one of the letters of the alphabet. You must
always try to remember the letter most recently paired with

& particular word. -

The experiment will consist of & number of trials in
succession and. last about an hour (or less) each day. Each
trial will begin when the word "test" will appear on the
screen before you. Below the word "test" will appear an
English word (which you may or may not have seen before cn
a previous trial.) ' ' ’ : ‘ B
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The task on this test trial is to give the response most. .
_recently paired with the word shown., If you have no idea
‘what the answer ig, then either type a 'carriage return" (CR) -
or do not respond at all; i1f you have a guess, then type the
letter you think i1s correct. Remember, the correct letter.
is the one most recently paired w1th a partlcular WOord.

If you type a letter and are wrong, the computer will
tell you so and give you a second chance. Again, Type a
carriage return or do not respond if you have no idea as to
the answer, and type the letter if you have a guess.

You mugt try to respond quickly, as there will be a
time limit in which time you must give your response. If
you exceed the time limit, the machlne will go on to the
study portion of the trlal

_ Following the "test" portion of the trial will be a
pause. Then the word "study" will appear on the screen.

. Below the word "study" will appear the Engliish word you
were just tested on paired with the currently correct
answer., This is always the correct response which you
must try to remember. Feel free to use any coding mnemonics

. which help you to remember the response.

Sometimes the response presented for study will be
different than the previously correct response associated
with the given word. In this case, fcrget the previcusly
correct response and learn the new response {the old:cne
is now wrong). You will be warned just before the study
trigl 1f the response is being changed, 8o that you will
never fall to notice that a change has occurred. This

~warning will be: "answer changes."

You will be given several seconds to study the current
word-letter palr, and then, after a brief pause, the next
trial will begin (i.e., a new test trial will occur). Each
session will consist of a continuocus sequence of these trials.

The experimenter will give you instructions regarding

which booth to use, how to start each session, and what to

51gn each day.' :

The experimenter reviewed the instructions with the subject and
then introduced him to the computer and iis operation. The entire first
session was used to familiarize the'subjectnwith the épparatus and in-
structions, and to give him practice,ét the task.

Procedure. As noted earlier, each session consisted of a sequence

of 400 trials. ZPach trizl involved a standard series of events. (1) The
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word Test appeared on the upper face of the CRT,‘_Eeneath the word Test

appeared the member of the stimuius set irdicated by the presentation
schedule of Appendix 2. The subject then typed a letter if he felt he
knew the response. If . he was sure he did not kﬁow the responge, then
he could terminate the test trisl by typing,a carriage return. If an

incorrect response was typed, then the words WRONG. TRY AGAIN appeared

on the CRT below the previous response, which remained displayed. The
subjecet could then respond, not regpond, or type a carriage return, as
for the first guess. If the subject had not typed a response within 3
sec. for the first-guess, or within 2.7 sec. for the second—guess,_then
the test phase was terminated. {2) The computer.next dstermined whethér
the response to the current stimulus was to be changed; if so, the CRT
was blanked momentarily, and then the following words appeared: ANSWER
CHANGES. After 1/2 sec. the study phase began. If the response was
not to be changed, then the CRT Was_simply left blank for 1/2 sec., until
the study phase began. (3) The screen was blanked and then the word
STUDY appeared at the top of the CRT. Beneath the Word STUDY appeared
the stimulus Just tested along with the correct response to be remembered
(changed or not as was approprizate). This display remained for 3.0
seconds. (4) The CRT was blanked for 1/2 sec. and then the next trial
began. Using this procedure, the session of 400 trials took about 55
minutes.

At the. start of ecach session, the computer randomly assigned each
subject 95 stimulii he had not seen in previous sessionsf Each stimulus
was then randomly assigned two different letters as responses, with the

restriction that the first letter of a stimulus could not be used as

61.



its response. The first 14 trials consisted of 10 filler items, items
which appeared only séldom thereafter.

Altogether 147 subject—sessions.of data were collected (not count-
ing the practice sessions). Due to computer ghutdown snd other extraneous
factors, only 122 of these sessions were entirely completed, the remalnder
being close to completion. The data collected consisted of the entire
sequence of events within each session, including the latencies of the
responses. At the conclusion of the experiment each subject filled out
a written guestionnaire.

Results of Experiment IZX

A large amount of data will be presented in the present section.
Ag it is rather diffieunlt to grasp without a theoretical basis, de-
tailed discussion will be put off until the next chapter. An attempt
will be made here to limit discussion to certain highlights. In the
following the first.re5ponse given by the subject is termed a "first-
guess,' and the second response when given by the subject is termed.a
"second-guess." Table II-6 presents the probability of a correct first-
' fesponse for each subject, lumped over all trials and sessions. The
results are listed in corder of increasing probability correct. It is
evident that there is a wide range in subject abllity at this task.
Despite this, the remaining data is presented in a form averaged over
all subjects in order to gain precision of estimates. This should not
overly distort the observed effects, since a subject by subject break-

down of the data seemed to show the game qualitative effects holding

for individual subjects as for the group average.
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TABLE IT - 6

MEAN . PROBAELLITY CORRECT
FOR SURFECTS OF EXPERIMENT TT

Subject : _ - S -
Fumber 7T 6 2 14 3 13 1 8 9 .12 5 1 L4 10

Probabllity .29 .30 .3% .36 .41 .49 .51 .51 .51 .51 .53 .56 .68 .69

Correct

Firgt-guess
TABLE. IT - 7
MEAN. PROBABLLITY CORRECT
FOR SUCCESSIVE DAYS OF EXPERIMENT II
'Day

Number 1 2 3 4 5 6 7 8 9 10

Probebility .52 .48 .Ub .48 .45 .50 .47 .42 L9 52
Correct . _ .
First-guess
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Table II-7 gives the probability of a correct firsi-guess on suc-
cesgive days of the experiment {practice day not inecluded). There is no
evidence for a irend over days. Apparently, as in Experiment I, pro-
active interference from session to session was not an important factor.
The data to follow will be averéged ovef all sessions. In the following
discussion an error will be taken to mean the absence of a correct
response;_the term_intrusion will_be reserved‘for overt errors.

First-Response Data. Figure II-7 presents, in the top panel, the

probability of a correct first-guess for each of the itemrtypes listed,:
at each of thelr presentations. Figure II-8 presents the same proba- |
bility for the remaining item-types. Consider first the top panel of
'Figure IT-7. The cbgerved dats is represented by open circles; ignore
the predictions for the present. The wvertical line in each graph
delineates the point at which the R1 response is changed. Following

the change of response all lags are 10, The successive lage previous

to the change are presentéd in theritemmtype ﬂaﬁe at the top of each
graph. There are slightly more than 1000 observations at each polint
shown. The most important features of these data relate tO‘tﬁé'question
of proactive interference. In conditions {10,10)}, (le;O),_and_
(10-10-10-10), the probebility correct afier one reiﬂforcemept_is about
»55. The first tesi after the response changes, however, has a proba-
bilify correct of about .h1l. Hence an overall proactive effect is
present. A comparison of all five conditions reveals that the proactive
effect 1s not dependent upon the number of reinforcements prior to the
change of response, nor upon the terminal probabllity correct just prior

toc the change. This is true despite a reasonable range in both variables:
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PROBABILITY CORRECT RESPONSE

PROBABILITY OF INTRUSION GIVEN AN ERROR
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Figure II-7.

Probabllity of First-Guess Correct Respcnses
and First-Guess Intrusiocns, for the Major

Item-Types.
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‘Figuré_ IT-8, Probability of Correct First-Guesses as a Fl_i_nction
of Lag, for the Matrix Item-Types. '
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the number of initial reinforcements takes on the values 1, 2, and 4;
the terminal probability correct takes on the values .55, .61, T4, .80,
and .87; the probability correct after the change of response takes on
the values .42, .40, .39, .39, .42, A similar result appears to hold
for the second test foilowing the change of response. This lack of
dependence updn'fhérdegree to which the first response is learned raises
some questions about the source of the overall proactivé effect.  In
particular, oné must consider the hypofhesis that the*subjects,-having
been informed that the responge is changing, attempt to code the new
pairing ﬁith a probability smaller than £ér an RY: reinforceﬁeht,. This
hypothesis, and a number of models which can account for the observa-
tions, will be dealt with in the following chapter.

o Figure II—B‘presents much the same pattern of results as those
just discussed. This figure gives the probability of a cofrect first-
'gﬁess'fér the test before and after the response 1s changed, where the

lag previous to, and following, the change of response is varied. The
.left—hand panel preseﬁté the first-reinforcement lag curve for lags O,

L, ﬁ,,and 10. The observetions are the opeh:circles, Follcwing each

of these lags.the regponse is changed and a second lég of 1, 5, 10,

or.25 ensues., The righf—hand pénel in the figure presents the results

for the 16 resultant éonditioné, henceforth termed the "matrix" item-
types. Tf variations in the First lag did not have a differential
proactive efféct; then the four obServationS'ét“each-lag in the second
panel should not differ from each other, which SEemS'té be the case.

The data are somewhat more unstable fhan in the previous figure begause

'each_point.in the right-hand panel is based on approximately 400 to
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»00 observations. Points in the left-hand panel are based on ebeutr
1800 observations.

Figure II-7 presents, in the bottom panel, the probability that a
false intrusion response was given, conditionalized upon‘the fact that
a correct response was not given (the unconditional probability of an |
intrusion was divided by 1.0 minus the probability correct)n In the
following we -refer tc = response given in errcr Whieh hed previously
been associated .with the tested stimulus as an old-intrusion. Other
-intrusions are called_ggﬂ-intrusionso In Figure II-7 hoth types are
lumped. The observed points are represented by open circles. Several
points should be noted concerning these graphs. The intrusion rate for
newly presented items is above zero {about .07), but well below that
observed on succeeding trials. If the subject searched his memory for
an answer on every new trial, it might be expected_that an intrueion
rate higher than those on succeeding trials would result. The relatively
low rates observed would be expectedKif'the subject was often reCOgnizing
quickly that the stimulus presented was new, and_thereby ceasing further
memory search. Note also that there is a considerable increase in in-
trusions following the change of response - in fact, the increese-in
mumber of intrusions is considerably larger than the decrease in proba-
bility correct at those points. Most of the increase in intrusions
following change of response is of course in oid-intrusions. Tabie
II-8a gives the probability of an old-lntrusion for.the major item-types,
conditional upon the fact that a correeﬁ response was not made. The
numbers in parentheses are preﬁietions_which may be_ignore& fer the

moment. . Before the change of response the probability of an old-intrusion
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TARIE IT - 8

FIRST-GUESS INTRUSIONS
{Predicted Values in Parentheses)

Table IL - ca: Probability of Old-Intrusicn Given an Error

Ttem Type
0-10 - 10-30 - 0-10-0-10 10-10-10-10
1 b6l 517 .552 .51k
Tumber of presen-
tation after _ (-345) (443) _ SO (thO)
change of
2 L1721 .225 171 .236
response | (.216) | (.153) | (.238) | (.238)
-Table IT - Bb: Probability of Intrusion Given an Efror.
First Test Second Test
: Second Lag
0l .38 o | .84 .60 - Ol .60
(.11) (.78) | (.73) (.68) (.65)
EEZSt 11 .ho 1 .69 7h .66 .61
(.30 (.65} (.62) (-59) (.57)
bl o L .63 71 . .68 6L
(o3W)} (.62) | (.61) (.58) (-56)
0] .37 | 10 | .59 .62 .69. .65
(-35) (.60) | (:59) (.58) (+55)
-_TabiéffI[- Be:  Probability of Old-Intrusion-Given an Error
1 5Second Laglo _ o5
0. .65 .3k .39 .33
(.66) (.53) (07) (.39)
First :
lag 1 U2 <57 A7 .33
i (-49) 1 (.h0) (35) (30)
oo | Lko A5 DL Ll
(.46) {.37) (.33) (.29) -
10 .36 Ao v Al
I (1)) (.35) (.32) (.28)
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is zero, so these trials are not tabled. . Note that in the table the
old-intrugion rate shows a tremendcus decreaSEHfrom the first to the
second test of R2. ThlS mlght be explalned if the subgect was learnlng _
on the first triail that the 0ld- 1ntruszon he had given was wrong - thlS |
intrusion Wou;d then_be reppessed“on thernext trisl. The intrusion
results for the 1tem~types Where the lag was verled are presented in o
TablewII-Bb”and II-8¢c. Table II-8b gives %he lumped results, and Table
IIe8c the.eld-intrusion resultsﬂ Discugsion of these tables are reserved
until the’ next chapter,'

For a rnumber of reasons.lt mlght be Tfelt thaf 1n£rus1on rates should
lncrease as the duration of the session lengthened. This p0581b111ty may
be.examined by eon51de?;ngrlntru51ons-on ;teme_presented-forrthe first
time athdifferent leeeéionsrin-the-frial-eequeﬂcev FigufeeII—9 presents
these results, Intru51on rates are averaged for successive groups of -
eight new items during the-trlai-seéuencea- The graph’ demonstrates that
g fairly orderl& iﬁcreeee-iﬁ intrusioﬁ rates oceurs , though.pot of large
magnitude,:‘l . | | | | |

Second-Guess Data. FigﬁrezIIalONprésents data for second-guesses

following!new—intrusions on the first guess. The top panel presents

the probablllty of a correct second guess for the major item~types.
Table II- 9a presentq the same prObabllltlES for the item-types on which
the lag Was varled It may be ob erved that the second- guebs‘eurves
follow the flrst-guess curves 1n general fefm° there is a rise before
the-change in response“and“then a‘sharp drep after the change. Further-
more, across cenditioﬁs, veriatioes iﬁ presentation schedules prior to
the"ehénge do not seem to affect the second-guessing rate following the

change; this fact conforms to the first-guess finding.
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TABLE IT - 9
SECOND-GUESS INTRUSTONS
(Predicted Values in Parentheses)

Table II - 9a: Provability of Correct Second-Guess Following a New

Intrusion
- First Test . Second Test
Second Lag _ :

1 5 10 25

0 .65 0 {.15 219 | .18 | .13

(.60) (.24) |(.24) | (.23} {(.17)

First 1| .25 11.3 | a7 | .10 | .1a
Lag 4(.32) - 2D jGeas) | (e2n) [ (e17)
yo|as » {.8 | .8 | .16} .o7

(-33) (.21) (.23} | (.22) |(.18)

10 {.e0 | 10 |.15 | .28 20 | .1

(.28) - l.20) [(:23) § (.21) {(.18

Table I1 - 9b: Probability of Second-Guess. Intrusicon Following a New
' Intrusion, Conditional Upon & Second-Guess Error. Top
Matrix for Second-Guess WNew Intrusions., Lower Matrix

Tor Second-Guess Old-Intrusions. : '

- First Test Second Test
- Second &ag 5 10 25
o [--= ol.53 .37 | .36 | .
| 230) 1(.40) (.45} |(.k9)
i;g?t 1 | .45 1{.50 | .37 | %2 | .39
(-46) -35) [(.43) [(.u6) J(.51)
h 45 hl.28 | .39 | .52 | .51
(.51) (-39) |(.44) [(.47) {(.50)
10 1. 10[.36 | .32 | .58 | .
(+53) - [.u2) (h5) [(.50) (.51)
Table IT - 9o: Second-Guess 0ld o[~ .2 1.5 .91
Intrusions .32) [(.25) {(.21) |(.16)
1§.18 .18 |.12 | .17
. S Lo (.19) 1(.18) |(.15) {(.12)
0-10 10-10 0-10~0-10 10-10-10-10 ' -
11z 17 .23 .22 h1.16 | .19 11 | .15
{(-13) (.17) (.18) (.22) (-27) [(-16) j(.14) [(.12)
2| .o7 .10 .10 o7 | 10f.1x .13 | .06 | .09
{.06) {.07) {.07) (.08) - 21h4) (o 14) (f(013) (.11)
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The lower panel in Figure II-10 presents the probabiiity of any
intrusion on fhe second-guess following a new-intfusion on the firét-
guess. The probability plotted is conditional upon a second-guess error.
Table IT-9b presents the same data for the item-types on which lag was
- varied. Table IT-9c présents the second-guess old-intrusion rate for

the item-types in Figure II-10. The first point to.notice about the
observations is the rather high rate of'intrusiéns as éompafed Witﬁ-fhe
rates observed on the first guess. Whereas the infrusidn rates on the
firstuguess_lie.at about the Qho level, the second-guesslintrusions are
between probabilities of .5 aﬁd 06,% Cne possiblg interpretation of
this finding would holé.that the subjegf‘s_decision.critérioﬁ fof'output
of responseé found during memory_searéh,has been lowered on the second-
guess. Particularly interesting is the intrusion rate for new items:
rHaving made a wrong first-guess on a new item, subjects will then make
alwrbﬁg éécbnd;guéss with a probability of almost .60 (which can be
.éompared with the first-guess new-intrusion rate of .07). An implication
of this result is that once a decision haé been made to.search ITS on
-the fi%st-guess, & search will always be made on the sécond-guessg
Table II-10 presgents the data dealing with second-guesses following
ggg—infrusions given on the first-guess. The results’should be noted
'uCaréfully bééause_they.are rather crucial to the‘model used.in Chapter
 iII§. Table Ilmlqé gives the probability correctlfollowing an old-

intrusion. This probebility is quite high -- higher even than that

¥4 part of this rise might have been due.to subject”selectiOn, but a
. subject-by-subject breakdown showed 13 out of 14 subjects to have
higher overall second-guess than first-guess intrusion rates.
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following a new-intrusion. Table IT-10b gives the probability of second-
guess new-intrusions following first-guess old-intrusions; We shall
merely note for the present that this new-intrusion rate is lower than
the new-intrusion rate following first-guess Egﬁuintrusionsﬂ

Latencies. It is beyond the scope of this report to make a.thorough
analysis .of the lateﬁcy results. Tables IT-11 through II—15_present the
mean latencies for all item-types for the following conditions: a) correct
firstaguess.reépoﬁses, b) first-guese old-intrusions, ¢) first-guess
new—intrusioﬁs, d) correct second-guesses fbllﬁwiné qldwintrusions, and
e) correct secbnd-guesses followling néw—intrusions; We mention here
the following:results, (1) The latencies 6f-a,éorrect response decrease
as the numberVof‘rEinforcemenfs_increase; iyé,; for the (10-10-10-10)
condition the mean-latenéies afe successively 1.52, 1.42, 1.36, 1.33.
(2) The longer the lag, the longer the latency of a correct respense.
For initial lags of 0, 1, h; aﬁd iO, the mean latencies of a correct
response are 1,03, 1l.37, 1.50, and 1.56. This reéuit would have a
natural iﬁterpretation if'memory search were temporally ordered to scme
degree, but could also Be handled if there werela significant amount of
correct retrieval from a fast accegs shori-term store at the shorter
lags. (3) The latencies of a correct response following the change of
regponse are gslower than the corregponding latency for the first response.
Nevertheless, these latencies after the change of response do not vary
as a function of the type of sequence prior to the change., This result
is in good accord with the response data; i.e., the change of response

has an effect, but an effect independent of the history preceding it.
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TABLE IT - 10

SECOND-GUESSES FOLLOWING OLD-INTRUSIONS AS FIRST GUESSES. .

Table IT - 10a:

Probability Correct

Kumber of
Presentations Second Lag
1 2 1 5 10....25
0-10 |.31 .5k 0].35 {.28 |.28:].29
10-10 {.27 | .50 First. 1 [.42 .33 |.41 |.24
Lag
©0=10-0-10 |.23 | .51 : b o1ah3 f.34% .29 |.22
10-10-10-10 }.27.| .39 10 |.42 |.30 |.2k |.29.
Table IT - 10b: Probebility New Intrusions
Conditional Upon a Second Guess Error
Number of
Presentations Second Lag
1 2 1 > 10 25
Q=10 1.36 | .52 0 {.31 |.33 }.38 {.36
10-10 .36 | .51 | - First 1 |.29 |.30 |.25 (.37
Lag
0-10-0-10 {.30 | .44 26 .36 (.27 (.32
10-10-10-10 [.34% | .uk 10 .35 |.33 |35 [.32
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TABLE. IT --11

MEAN LATENCIES FOR CORRECT FIRST-GUESSES

First Response Test

Pl P2 P3 L
0-10| 1.0k 11,51

10~10 | 1.55 {1.h5

0-10-10-10 | 1.04 |1.53 | 1.1 |1.k2

10-10-10-10 | 1,52 |1.42 [1.36 |1.33

Second Response Test
P10 P2
0-10 [ 1.66 ]1.5k4

10-10 1.63 [1.57

0-10-0-10 | 1.63 |1.54

10-10-10-10 | 1.67 |1.59

P= number of previoﬁs presentations oflthe-stimulus-response pair

' First Response Test - Second Response Test

Second liag

1 5 10 25

0]1.03 .0} 1.46 1,56 1.52 [1.61
E%ﬁSt ; -
111.37 1{1.42 {1.57 {1.56 [1.73
411.50 L11.48 [1.72 |1.64 |1.67
10 [1.56 10|1.37 (1.60 |1.64 |1.63

7




TABLE IT - 12

MEAN LATENCY OF FIRST-GUESS

QLD

INTRUSIONS

First Response Test

0-10

10-30

0-10-0-10

10-10-10-10

Pl P2
1.60 [1.83

lf63- 1.83

1.67 |1.77
1.62 {1.94

P= number of previous presentations of the stimulus-response pair

 Becond Response Test

ol1.52 [1.63 |1.68 | 1.77

Tirst

Lag

S 1)1.60 |1.56 |1.59 | 1.65

10/1.43 }1.57 |1.60 | 1.65

Second Lag

1. 5 10 . 25

411,57 {1.55 {1.60 | 1.57
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TARIE IT.- 13

MEAN LATENCIES OF FIRST-GUESS
. NEW-INTRUSTIONS

First Response Test

| . PL P2 P3 PN
0-10 | 1.40 | 2.00

10-10 |2.03 | 2.06

0-10-10-10 {1.85 | 2,03 j1.56 |2.03

10-10-10-10 |2.04 11.93 |1.98 {1.94

Second:ﬁesponse Test
S Pl o2
0-10 {2.05.|2.11

10-10 |2.03 {2.05

0-10-0-10 [2.05 |2.07

10-10-210-10 |2.07 |1.92

P= number of previous presentations of the gtimulus-response pair

First Response Test "~ Second Response Test
‘Becond Lag
_ 1 5 10 25
oli. | - 0|1.79 |1.87 .02 |2.12
First o B ”

Log 1 1,99 : 1.1,85 .2,08 P,01 |2.06
411,98  4{1.91 |1.97 .10 [2.06
10)2.07 10]1.93 {2.10 .92 |2.17
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 TABLE II - 1k

MEAN LATENCY FOR COREECT SECCND-GUESSES
FOLLOWING OLD-INTRUSIONS

First Response Test

Pl - P2
0-10 [1.5% | 1.29

10-10 [1.61 | 1.00

0-10-0-10 {3.49 | 1.27

©10-10-10-10 |1l.7h | 1.26

P= number of previous presentations of the stimulus-regponse pair

" Second Response Test
Second”Lag

1 5 10 25
011,50 | 1.73 [ 1.66 | 1.46

- First 1]1.52 [ 1.83 | 1.52 | 1.57

 Leg h|1.59 | 1.52 | 1.55 | 1.50

10l1.59 1 1.53 | 1.50 | 1.48
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TABLE IT - 15

MEAN LATENCIES OF CORRECT SECOND-GUESSES
-7 FOLLOWING NEW-INTRUSTONS

First Response Test

P1 P2 P3 PL
0-10 |0.70 }1.36

10-10 11.37 |1.23

0~10-10-10 [1.08 [1.28 {0.81} 1.53

10-10-10-10 J1.44 11.35 |1.16 1.21 4

Second Response Test
Pl P2
0-10 |1.33 [1.55

. 10-10 |1.%0 |1.20

0-10-0-10 {l.35 {1.12

10-10-10-10 11.33 [1.35

P= number of previous presentations of the stimulus-response pair

Flrgt Responge Test . Second Response Test
Second Lag
1 5 10 25

0|0.63 010.93 |1.43 [1.19 [1.32

First

Lag 1]1.3% 1[1.50 |1.06 [1.30 |0.82
H1.37 b i1.60 |1.65 {1.15 |1.k2
10}1.33 10 [Lh2 [1.6% [1.20 {1.27
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We next turn to the intrusion latencies. The mean latencies of
intrusions, both oid énd new, are slower than the corresponding correct
latencies in all cases; however, the latencies of new-intrusions are
markedly longer than those of cld-intrusicns. Thig resuit, as will be
seen in the next chapter, has.important implications regarding the
temporal cordering of the memory search. The latency of new-intrusions,
as épposed to the'correcf iatencies, dcoes not vary as the number cof
reinforcements of R1 increases. The latency of a new-intrusicn seems
tc be slower the longer the lag since the correct response, but the
effect is esgenitially eliminated if leg = 0 is not considered. Tinally,
turning to the second-guess results, we will mention here only the
following fact: afiter the changé of response, the mean latency fér a
correct second-guess is shorter following newnintrgsions than following
old-intrusions. This would be sur?rising_if the source of first-guess
old-intrusions arcse in confusion of the cld and new responses. That
is, if the old and new responses were confused and the subject chose
one to output, then it might be expected that it would not tske long
to cutput the other_after a wrong first-choice.

Conelusions

A rather large amount of divefse data has been collected in the two
experiments. Thé‘vafiébles examined include lag betveen study and test,
number of reinforcements; second;guessing; rankings, negative transfer,
intrusion rates for both first- and second-guessing, and latencies of
response, A storage and retrieval model of long-term memory was de-

geribed in Chapter I which, at least theoretically, had the capacity
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to deal with these variables simultsnecusly. In the next chapter it
will be seen whether an explicit model based on the general theory can

deal quantitatively with the data.
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CHAPTER I1I

THEORETTICAT, ANALYSIS: A STORAGE
AND RETRIEVAL MODEL

The derivation of a quantitative model from ihe theory presented
‘in Chapter T involves a large number of individual decisions. The number
of possible models that could be derived is extremely large, and this
~report cannot comparé and contrast them all. Rather, an attempt will be
made to construct the simplest possible model consistent with both the
overall theory and the data. A few variations of the resultant model
will also be discussed.
A model will first be presented for the data of Experiment I. This
model will then be extended, but not altered, in an attempt to predict
the data of Experiment TI, data involving é nuber of additional wvariables.

Experiment I

The Short-Term System. The subject is assumed to pay some attention

to each item presented for study,'and.theréby enter it into STS, at least
fnamentarily° Therefore a test at lag O should result in nearly perfect
“performsnce (since the study phase and the test phase of the next trial
are gseparated by only 3/4 sec.). We do not wish to involve ourselves in
predicting just how good performance on such a zero-lag test should be
(we would have to consider typiﬁg mistakes, and so forth) and therefore
will treat the few zero-lag trials that occur as special cases,- The
firgt-guess and second-guess predictions for performance at zero-lag
are simply set equal to the mesn probability which was observed in all

such instances, .97 and .50 respectively.
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" The present task was designed sc that the short-term control pro-
cesses utilized would tend to be single-trial coding mechanisms, rather
than multi-trial rehearsal operations. That the design was successful
in this regard is indicated both by subject reports and by the relative
lack of an'effect.due to.the type of intervening item at a lag of 1.
Nonetheless, some'itemé are wndoubiedly maintained in STS beyond the
trial of presentation -- this could cccur if the subject takes more
than cne txrial to encode certéin items, or if some items-previouslyr
‘encoded are given a small amount of additional rehearsal. It is there-
fore proposed that any item for which a storage sttempt is nét made
deéays rapidly from STS and is lost by the termination of the following
trial. On the other hand, items which are coded decay from STS at a
rate independent of the type of intervening items. . Specifically, let
P(A) represent the probability.that a storage attempt is made for a
particular item; note that P(A) includes the ﬁrobability that the item
‘1s already in STS when presented on a trial. Iet P(Ri) represent the
probakbility that the item will be present in SIS &t a iag of 1.. Then

we have the following: -

B(R) = .97 | Bq, III-1

B(R,) = (&) x (1-a))

where Oi is a parameter governing decay Trom STS, It might be asked

whether there is a reason other than intuitive for-including a decaying
- short-term process in the model. As it will be seen later, it is
through the action of this precess that a distributed learning effect

is predicted by the model.
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There is one important exception to the stated results concerning
lack of crganized rehesrssal. .The design of the experiment was such that
a test of an item at lag ). was almost always followed b& a sequence of
fufther tests of that item at lag 1. Al: subjects- reported noting this
Tact, and a majority of them reported specifically rehearsing these
- items when they were noticed. As = result; performance on Type 1 and
‘Type 2 items was abnormally high for presentation numbers 3, 4, 5, and
. 6. Rather than ad% to the model a.specific rehearsal process to account
.for these observafioh35 we will merely comment that it would be easy to
ao S0,

+ Storage. When a currently unretrievable item is presented for

study, an-attempt may be made to store it. Let & be the probability of
attempting to store such an item, ;%hé information stored will involve

three components: stimulus, response, and associative information

(F(IS), F(Ir), and F(Ia))a As the present experiment is not designed

It

s

to emphasizé thg diTfferences between these information measures, we
will characterize the amount of information transmitied to ITS8 by a
single measure, F(I), where the components of F(I) include the three
measures above. The exact form of F(I) is not crucial to the model,
but a reasonable spread in its distfibution is necessary (a spread in
the distribution is needed to predict bofh the first-guess lag curve
and the rather low, and invariant, second-guessing performance over
lags). TFor the purpose of simplifying calculations F(I) will be ap-
proximated by a two-peint distribution és follows. F(TI) is divided at
its median; codes with strengths above the median will be.éalled

hi-codes and defined to have strength H codes with strengths below

i
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the median will be called lo-codes and defined to have strength

o (UH > UL), Thus an attempt to store information will resuit in a.
Ig—code with probability .5 and will resﬁlt:in'é'hi;code with proba-
bility .5. The information stored will be placed in a location deter- .
mined by stimuius characteristics, but because the present experiment
uses a continuous task with homogenous items, the placement will not

be ordered from the point of view of the model. Hence the model will
treat placement as an essentially random process.

There are a number of decision rules which determine whether a
storage attempt will be made for a particular item. Baslcally, a
.storage attempt will be made with probability o only when a correct
response has not been retrieved from STS or LTS con the test phase.of
the trial. The'only exception to this rule occurs at zero-lag. Term
the state in which an item enters STS only momentarily, and is not
coded, as the null-state. Ttems in the null-state at test, even though
in STS, are treated as if a successful retrieval had not occurred. Thus
an attempt may be made to store these items with provability ¢~ These
decision rules imply that a code which has just resulted in a successful
retrieval will not be disturbed by further storage attempts, a reascnable
strategy for the subject to adopt. On the other hand, the act of suc-
cessful retrieval itself could reasonably be expected to meke future
retrieval easier. TFor this'reason, ip-codes which have been success-
fully retrieved from LTS are treated thereafter as hi-codes (the-
alternative mo_del,,in‘ which retrieved lo-codes are not altered, will

be discussed later). Ope final informational change occurs in a code
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that has been successfully retrieved from LTS{_the code is.updgtgd
temporally to the present.

. There are two processes which may occur when an itgm ;s glven a
reinforcement beyond the first. In one, a code which has_pot been re-
trieved from LTS will be left untouched, and & new and different_codg
will be introduced during the study phase of the trial. ‘In_the other,
the unretrieved code will be retrieved while 2 new storage attempt is
made during the study phase, since the correct response is supplied at
that time. If the code is retrieved during study, then it may be assumed
that the ongoing storage attempt will consist of amending or changing
the retrieved code; thus only a single code will result. Most likely,
a mixture of these processes will téke place during an experiment of .
the present type. However, because it greatly simplifies matters com-
putationally, we shall assume that only the second hypothesis occurs;
thus only a single code can exist for an item at any one time in LTS.*

The proportion of times a coding attempt is made, based on a,
should be closély related to the decay rate from STS, a3 that ig, the
mere coding effort expended on intervening trials, the more likely is
an item’s losg from STS. For simplicity, we shall assume ) =a in the
remainder of this chapter.

‘Retrieval. At zero lag the subject ig correct with probability

.97 and second-guesses correctly with probability .50. The following

*The extended meodel, in which a mixture of the two possibllities occurs,
will necedgarily predict the data more closely than the restricted model
actually used. However, the type of data collected in the present ex-
-periments is such that the extended model will not be better to an
appreciable degree, As 1t will be seen, the restricted model fits guite
well. '
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discussion does not deal with the zero-lag case. At test, a search is
first made of STS; 1f the item is found, then it is reported correctly
with probability 1.0.  IF the item is not found in STS, a search is made
of LTS. We continue to use the terminology of Chapter I: if the stimulus
currently being tested has a code stored.in LTS, this code 1s termed_the
cfcodes the cther codes stqred_in LTS are.termed i-codesi |

For any stimulus tested, only a small subset of the codes stored
in LTS will be examined during the searcﬁa This subset (termea thé
examination-subset) will be defined by the characteristics of the
stimulus presented, characteristics that lead the subject to examine 7
certaln memory regions rather than others. Of course, once the search
beging, the successive members of the examination subset_will be de»
termined to a large degree by assgoclative factors. TFor thevcurrent.
experiment, howevef, the associative_factors must be treated as essen-
tlally random, and the probability that a c-code will be in thg exgmina~

tion subset depends only upon the "

age" of the code, and the Strengﬁh
of_the code. ”

Although the search through memory proceeds one code at.a.time, the
clegrest exposition results 1l we consider_the search process in two
stages. First we define a potential examination-subset, confaining all
those codes that will eventually be examined if the search continues.
“long encugh. . In the second stage we define the order éf seafeh through
the subset, and the prpbability of teﬁminating_the search.and gmitting
a response at some point. Leﬁ:P(Zi) be'fhe probability that a c—codé.
will be %n the-ega@inationusubsgtg if the_current test is at Jag i.

Then
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(z,) L | ©Eg. ITI-2

o+ B (age)

where o is the strength of the c-code (either o, or UL), age is some
function of i, and B is a parameter (O'SHB < ) governing the dependence
of P(Zi) upon age. 'Since evidence was ?resénted in the previous chap-
ter that the probability cofrect depended ﬁpon the degree to whichrthe

1

intervening items were “knoﬁn, the age of an item is defined to equal
the mean number bf new codes that were stored during fhe.lag_since the
item's.last presentation. The meén-is taken over all possible realiza-
tions of the expériment; it is used rather than the actual number of
néw=codes stored as an approximation to make the mathematics of the
model tractable. The pérticular function pfesented in Eq. III-2 was
utilized because it conforms to the criteria mentioned in Chapter I,
and because of.its simplicity. At large i, the value of P(Zi) decreases
'.éﬁite sléwly as i incréases, but at small i an appreciable decrease
oécﬁrs, |

. If a c-code is examined during the search two processes can oécur;
- first, a response may be recovered; second, the subject engsages in a
decision process to decide-whether to emit any résbonse recovered. In
the following, the possibility that a response other than the cne encoded
wili”be.recbvered from the c-code will not be considered; this possi-
Lbility wili'be.taken up iﬁstead in the intrusiocn rate from i-codes.
The ﬁrobability of reéovery and output should.then be a straightforward
fgnctidn‘of'fhe gtrength of the code:.designate P1 as the probability

of recovery and output on the first-guess search, given a code was
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examined. Then,

Py =1 - exp(-0) ' Eq. III-3

where exp is the exponential function_(exp(k) = ef%) snd o is the
strength of_the code examined.

Next we turn to a consideration of intrusions, where an intrusion
refers to the recovery and cutput of a respouse, as the resu;t of the
examination of an i-code during the search. The probability that an
i-ccde will.be in the examination-subset will depend in part upon the
similarity of its stimulus to the stimulus being tested; but on the
average this probability will be considerably smaller_than fqr a c-code.
Similarly, the probability that examination of an i-code resulis in the
recovery and output of a response is considerably less than for a c-code..
Each of these possibllities may be incorporated into the model by in-
troducing the concept of effective-strength of an i-code;, o

I

Oy OT O The degree to which oy is less thgn Oy

5 whgre Op
is less than either
L should depend upon the similarity, or amount of genera}izatio;,
between the stimuli used in the expgrimentd Note that it does not matter
whether an i-code is a hi-code or a lo-code; its strength is UI_in.both
cases. (While on the one hand a hi-code will be in the examination sub-
set and lead to response recovery more often than & lo-code, on the

other hand & hi-code is more likely to_contain.information which will
inhibit intrusions during response—productiqn;) Eguations III-2 and

ITI-3 can now be generalized to include i-codes: depending on the code

being examined, o in these equations will ftske on the value O Oys. OF .




o. Note that the age in Equation ITT-2 applies to the code under ex-

1,
aminatiop, and not necesggarily to the item being tested.

The final component of the search procéss to be specified 1s the
order of search throuéh the examination-subset. To begin with, note -
that the experimental design utilized does not induce an order in the
search {as mighﬁ be the case if the stimuli were grouped in some obvious
manner). In Chapter T it was suggested that an item would tend to be
examined earlier in the search, the greater its strength and the lesser
its age. We choose here to assume a strictiy temporal search, independent
of the'strength of the codes. While this agsumption cannot be entirely
aécﬁrate, it should prove instructive to see how fdr it can be carried.
Furfhérmore, it has the advantage of making the mathematics of the model
" tractable.

~ The mémory search is assumed to be terminated when the first re-
sponse is recovered and output; this seems reasonable if responding is
required to be fairly ra@id, As noted in Chapter-I, thig assumpticn
leads to predictions that renkings and rerankings beyond the first choice
will be at the chance level, which is close to the effect observed. If
éﬁery code in the examination-subset is examined without a responsge
being recovered and output, then the suﬁject guesses randomly.

Foliowing an error (an incorrect first-ranking) the subject engages
in a second search of LTS. The second search is identical to the first,
except that the decision critericn for output of recovered responses is
lowered. This assumption is based on the results of Experiment II, where
it was observed that the Intrusion rates were considerably higher for

gecond-guesses than for first-guesses.  The change in decision criterion
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is assumed to apply to all codes, and is governed by a-parameter~i as
follows: let Ps be the probability of recovery and output on the second-

guess search, given that a code was examined..- Then,

o = 1 - exp(-70), 9 > 1. . Eq. ITI-k
Equation IZI-4 is of course the counterpart of Equaticn IIL-3 for the
first-guess search. The second-guess search is assumed to proceed in-
dependently of the first-guess search, but a ¢-code examined and rejected

on the first-guess cannot give rise to a response on the second-guess.¥

Review cof the Model., The model utilizes six parameters:

¢ governs the probability of a coding attempt, and decay
from STS;

B: adjusts the degree to which an ifém“s'probability'of being
examined during the search depends upon age;

|00 the strength (emount of informafion stored) for a hi-code;

a

the strength for:a lo-code;

an

the strength for an i-code (a code for an item other than -
‘the item currently being tested)--governs intrusions;

adjusts the decision criterion for output of a recovered
response during the second-guess search.

2

When an item is presented for tééf, a menory search commences. At
zero-lag the probability cofrecf is .97 and the probability of a correct

second-guéss is ..,50o Otherwige, 1f the item is currently present in

¥In fact, this assumption makes almost no difference in the predictions
for the data of Experiments I and II, compared with the complete inde-
pendence assumption. It was used here because it seemed reasonable
that the same c-code examined twice within a second or two would seldom
give rise to differing results. - The same does not apply to i-codes
because Or is low enough that the change in decision criterion on the

second-guess will make g 51gn1flcant difference.
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STS, then a correct response is output. If the item is not 1n STS, then
a search of LTS begins. The search takes place through a subset of ther
codes stored in memory, termed the examination-subset. The probability
that & particular code will be in the examination-subset is given by

Eq. ITI-2. The subject considers éach code in the examination-subset

in temporal order, the most recent first. The probability of recovering
and cutputiing a responge while considering a particular code is given
'by Bg. ITI-3. If all the codes in the subset are examined, but no re-
-Sponse is emitted, then theISubject guesses randomly. Whenever a response
ig recovered and emitted,'thé.seérch is terﬁinated'and the subject ranks
the remaining.alternatives randomly. If the first-ranking proves to be
incorrect, then a second search_isrinitiated, This search is identical
to the first, except that the Gecision eriterion for output of a re-
covered response is lowered.  In éddition, a c-code examined and rejected
during the first search cannot give rise to a response on the second

. search.

During the study phase of a trial the following-events take place.
if - sucéessful retrieval'had been made from LTS, then the code utilized
ig temporally updated o the present; in addition; a 1o~cod¢ retrieved
successfully becomes a hi-code. If a retrieval had been ﬁade from SIS,
then no new code is stored. Following ary incorrect retrieval,.of &
bure guess, or a retrieval at zero-lag from the null—state?.an_attempt
is made to store with probability . If a storage attempt is mede, then
& hi-cod¢ wiil result with p?obability -5, and a lo-code will reéult__
with prcbability .5,7 Following a storége attempt, aﬁ item will léave:

5T8 with probability ¢« on gach-succeeding trial.
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In the following sections of the paper the model will be used to
predict second-guessing data, among other.ﬁhenomenaa th should be nocted
that these data are conditional upon Iirst-guess errors, and therefore
are subject to considerable seléction-effeéts due to subjeéf—iteﬁ dif-
ferences. The model prediéts such.gelection effécts sincé”codes are
assuméd to be stored which have‘differing strengfhs, Thus selecfion
due to subject—itéms shoulduprésent no difficulties. This is not true,
howevér} if items are selected bn.the basis of their perforﬁance on
previoug trials. Large subject'differences are observed in both ex-
periments; these differences will result in a considerabie distbrtibn
of sequentizl phenomera which will not be pfedicteé by-%he‘modela For
this reéson, this péper ﬁill not &eai with sequéntial ﬁhenomena (such
:és.two—tuﬁles of erfors on successive reinfofceménts, etc,);

Mathematical Analysis. The Tollowing discussion will be facilitated

by a pumber of definitions. ILet c; ; represent & correct response on

3
the ith trial and the jth guess (1 givés the trial number in the sequence
of 439; = 1 implies the rankings; j = 2 impliies the rerarkings). et

e. . represent the COrre8pondihg error function. Iet Qi represent
Bl

1,:d k

the state of fhe memnory sysfem.at trizl i, for somé realization of the
experiment, k., The state of the system is describéd'by three 1i$ts:
the stimuli which are currently in 8T8, the stimuli which have lo-codes
stored in LTS, and fhé stimuli which have hi—cédés stored in LTS.

‘We shall deal in the following only with P(Ci,j)’ and not with the
rankings and rerahkings béyond the Pirst cholce -- the model predicts

these.to be at the chance level. We therefore have:.‘
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Pley ) = % P(ci,j’k [ Qi,k) P(Qi’k) ; Bq. TT1-5

where summation is taken over all realizations of the experimeﬁt, denoted
by k. For certain mecdels this sum would be unwieldy to work with, but
for the present model in which search is strictly temporally ordered _
and in Which age 1s apprﬁximated by the EéEE mumber of intervéniﬁgrnew
codes, it is possilile to Eypass the summétion and deal Qith the average
state of the:system_at each trial, called 51' Ei may be iteratively
calculated trial by.trial, and P(Ci,j) is & relativeiy sigple fu;;tion
o? 5i-l° . The details of the calculations, which are.straightforﬁard but
reqﬁlre a cumbersame‘amount of notation, are reserved for Appendlx 3.
We note here only the following observation, whlch has not been stresged
.prev1ously,_ When generatlng the predictions for the secondwguess datsa,
one must take into account the selectioﬁ effect on the pfoportibns Of.
~ hi- and lo-codes introduced by the first-guess error., For example, many
more errors occur if the itém being tested has no code stored, or a
lo-code stored, than if é hi—code_is_currently gtored. As a‘result, tﬁe
second-guess rates conditicnal on an error.can be surprisingly stable
over reinforcements and,lags, |

Using the cémputational methods described in Appendix 3, predictions
can be generated from‘the model for any given set of parameter wvalues.
These predictions consist of the following ﬁector for each of the 439
trials of the experiment: [P(cirl); P(ci’g); 1-P(ci,l)—P(ci’2)], Tote

that P(ci 2) is not conditional upecn a first-guess errcr; the numbers
5 —= ;

graphed in Figures II-5 and II-6 are conditional and equal P( )/P( l)°
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Given predictions for any given set of parameter values, we next define
a geodnegs-of-fit measure. - Corresponding to the predicted probabilities

~above, we define three observational guantities. Oi 1 ig defined to be
2

the observed number of correct first-guesses on the ith trial; 0i o is
- 2

defined to be the observed number of correct seccnd-guesses on the éth

trial; E, ig defined to be N, - 0O, - 0,. ,, where N, is the total
i,2 i i1 i,2 i

frequency of all responses on the ith trial. The goodness-of-fit measure

to be used is termed n- (Holland, 1967), and is calculated identically

to X2 as follows:

e (asﬁs Opys L’ I")’) =

439 /i, P(c Dm0, e, ) -0, |
(c y 2 - = ﬁ(c' ] 2 Eq.. TII-6
_ | 1,1 gFLey o
i=1
2
. [NPle; o) - By ol
NPle; o)

Ni in the above equations decreases from 83 when i=1, to 58 when i=439.
Although the ﬂe distribution is not identical to that of X2 because
certain independence assumptions are not satisfied in the above sum, &
crude approximation to the levels of significance of HE can be made by

use of the X° tasbles. In using the tables, the degrees of freedom (d.f.)
is egual to twice the number of trials, i, over which the ﬂ2 is summed,
minus the number of paremeters being estimated (6 in the present case).

The next step is to estimate parameters by minimizing the ﬂg function

over all possible sets of parameter velues. A grid search procedure was
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used to sccomplish the minimigzation; i.e., a reasonably exhaustive search
wag made through the possible sets of parameter values, the computer gen-
erating .predictionsg and computing ﬂ2 for each set. The set of parameters
giving rise to the lowest value of ﬁe-iS assumed to generate the best
Tit of the model to the data. We will first state that the minimization
carried out over all 439 trials resulted in predictions that comnsistently
“underestimated presentations 3 through 6 for item-types 1 and 2. As - -
peinted out earlier, however, this was expected since the subjects re-
ported rehearsal schemes for these trials. Therefore, in order not to
bias the predictions for the remzining data, the 32 trials of the above
type were deleted from the 12 sum. Thus thé ﬂg function in what follows
is Summea over only 407 trials.

Predictions of the Mode). The wvalues of parameters which minimized

the ﬂ2 function for Experiment I were o = .68, B = .286, oy = 10.5,

o, = 1.16, op = .17, y = 2.3. The minimum n° value was 871.4, and the
number of d.f. = (L07)(2)-6 = 808. Since for large d.f. @ - y(2yla.f.)-1
is approximately normally distributed with a cne-tailed test appropriate,
a %X° value of 871.4 would be just above the .05 significance level,

This is a strong indication that the model and the data were in c;ose
agreement on & trial-by-trial basis (if we ignore the abnormal pqints

- for item-types 1 and 2). The predictions of the model for the lag curves
and the various item-types are shown in Figures II-2 through IT-6 (pages
43 through 47) as the solid black points connected by unbroken lines.
Fxcept for the central portiong of the Type 1 and Type 2 curves, the

predictions are quite accurate. Even for the Type 1 and 2 curves the

predictions are quite accurate for presentations 1 and 2, before rehearsal
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has begun, and for presentations 7 and 8, after vehearsal has ceased..
Particularly noteworthy are the second-guess predictions, since only a-
single parameter, 7, has been utilized for adjustment of the second-
guessing probability. Tt is instructive to note how the model predicts
the maximum in the second-guess lag curve in Figure II-2 (page 43). At
very small lags, all stored c-codes are likely to be retfieved correctly,
180 that meoet of the errors will occur when no c%code ig stored in LTS;
hence second-guesses will not be accurate. - At longer lags, more and,
more intrusions cccur before the c-code ig reached in the Tirst-guess
search, hence more and . more c-ceodes are available in LTS during second-
guessing. At very long lags, even though many intrusions occur before
‘the c-code is reached in the first-guess-search, and therefore many
e¢-codes are available during seccnd-guessing, the lag is so long that
the probability correct drops again. Note also that the distributed
practice effect is predicted by the model. . BSuch . an effect arises Trom
a shért-term'decaying gtore from which little learning takes place
(Greeno, 1964). - In the present model reccvery from STS maintaing lo-
codes which would otherwise probably be transformed to hi-codes. |

We may ask -how the model performs under varicus restrictions and
alterations. If v = 1.0, which implies that the same bias applies during
- second-guessing. as first-guessing, the predictions of the second-guessing
probability are consistently zbove the observations, and the minimum. =
- almost doubles in value. Hence the altered output criterion implied by
v = 2.3 1is necessary in the model. No regtrictions among the three

strength parameters,: , and 0. can come close to fitting the dats;

O 9, T

that is, no two of ‘the strength parameters may be -set equal without
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losing accuracy of the model. An interesting alternative model results
if we eliminate the assumption that successfully retrieved lo-codes
become hi-cedes.  The minimum ﬁg for the resultant model is 1020.4; the
primary reascn this model mispredicts‘is that very little learning is
predicted to take place over the first few reinforcements of an item.

. Reference to Figure II-3 (page 44) shows a large rise in probability
correct cver the first few reinforcements. Thertransforming of retrieved
lo-codes to hi-codes should not be misconstrued as antithetical to the
finding frém 3~-state Markov models (Greeno,'l967é) that learning from
the intermediate state is minimal. There is no simple correspondence
between the three states of the Markov models, .and the various states
‘of the present model; rather they overlap each other. In any event, the
present model does have a state from which little learning occcurs: STS.
To the extent that one is willing to equate this state and the inter-
mediate Markov state, there is no conflict,

Finally, we may ask how the model predicts if "age" is based upon
the number of intervening trials, rather than the number of intervening
new ccdes. The minimum.ﬂ2 for this model is 920.0, perhaps not a dramatic
increase, but one which confirms the empirical finding in Chaptier IT
that "unknown" intervening items cause more forgetting.

The it of the model to the data of Experiment T is . quite good. The
model is able to deal quantitatively, and simultaneously, with variations
in number of reinforcements and in lag, with first-guesses and gecond-
guesses, and with rankings and rerankings (in a sense). Nevertheless,
the model as it stands 'has the power to deal with a congiderably richer

set of data. To be precise, an integral feature of the model is the
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prediction of intrusione, but intrusions were not observable in Experi-
ment. I, .. Experiment II, therefore, should provide a considerably more
stringent test of the model. TIn addition, the model is extended to
predict phenomena relating to the changing of response assignments fqr
individual stimuli.

Experiment IT

Before discussing Experiment II we wish to reiterate some important
terminology. The term "intrusion" denotes the emisgion of an incorreét
response. Two types of intrusions are pessibles "new-intrusion" is used
to denote the emission of a response which has never been paired with
the stimulus being tested; "old-intrusion” is used to denote the emission
of a response which is incorrect but has been paired at some earlier point'
in the session with the stimulus being itested. That is, an ol@-intrusion
denotes the emission of the R1 response, if the R2 response is currently
correct. - The term "first-guess" denotes the subject's response during
the initial portion of the test trial. If a first-guess intrusion isg
given, then the subject is given another chance to respond called the

"second-guess. "

Thus, for example, the results of a hypothetical test
trial might be described as a "second-guess old-intrusion following a
first-guess new-intrusion." This terminology should be noted carefully,
since it will be used throughout the remainder of this chapter.

There is one extension of the model that is not related to the
change of response.  As seen in Figure II-7 in the lower panel (page 65)
there is a considerable rise in the intrusion rate following the first

presentation of an item. The most likely, interpretation of this finding

1s the one outlined in Chapter I. When the stimulus is presented for
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test, it is presumably scanned for salient characteristics, If a very
salient characteristic is Tfound, a search is then made in the memory .
lecation indicated by that characteristic, and if appropriate informa-
tion is not found there, then the stimulus is identified as new and the
search ceases. We therefore introduce a parameiter 8 to govern this

- process. Let d be the probability that a normasl search is made for a
new item. Thus with probability 1 - & the stimulus is recognized as
new and no search is made. We agsume that no previously presented item
‘ig recognized as new {presumably old stimuli with high-salient charac-
terigtics always have enocugh information stored in the appropriate
location that a recognition occurs and the search continues).

The model must now be extended to account for change-of-response

~ phenomena. In order to meke the following discussion clear, we define

~an o-code to be the code which encodes the Rl response for the item.
being tested, if the R2 response is currently correct. Thus the image
encoding the previously correct response ig called an o-code., It will
be assumed that when a change of responge occurs the o-code, if" it is
pregent in ITS, will not be updated temporally, it will simply remain
in LTS and may be found during a later search. During a later search
of LTS the probability that an o-code will be in the examinastion subset,
and the probability that the Rl response will be recovered, will be the
sane as for a c-code at that same age. That is, since the stimuli are
the same for the two codes, the same strengths apply in Equations ITI-2

if a hi-code is stored, and o, if a lo-code is stored.

an@ ITI-3; o 1

q
However, the probability of output of the recovered response must depend

upon whether information has been added to the o-code that it is "old"
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and hence wrong. We shall assume that whenever an Rl response has been
retrieved, output, and is inédrféct, thet this.information will_bé added.
to the o-ccde, so that the o~code cannot give rise to am old-intrusion
en following-trials. During the trial on which the answer is changed,
however, the Rl response is correct when given. We therefore introduce
a parameter K defined as the probability that an c-ccde is tagged as

wrong., The tagging is a result of the message ANSWER' CHANGES which

appears on the CRT, and a result of the changed pairing which is then
preseﬁted for study. Note that K applies only on the trial on which
the answer changes, and applies only to o-ccdes which were correctly
retrieved during the test phase of the trial. : : i

The mcdel ‘as it now stands, due to the strietly temporal search
characteristic, predicts no proactive effect. This is true because the
c-code will always be encountered in the search before the o-code, if
both are in the examination-subset. It was seen in Figure II-7 (page
63), however, that an overall proactive effect existed: the probability
correct fellowing the change of response was less than the prcbability
correct following the first presentation of the Rl response. A parameter
o

0

R2 response during the trial on which the change of response oceurred,

is therefore defined as the probability of attempting to encode the

where Oy < @ It is assumed that Oty applies because the message ANSWER
CHANGES =ppears on the screen. On trials where this message does not
appear, « is assumed. to apply-in the usual way. Presumably the message

sometimes induces the subject to pass by the new pairing, perhaps as a

result of fear of confusion.
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The extended model to be applied to Experiment II has three para-
meters not uged in the model for Experiment I{ &, the probability -of
searching LTS when a new stimulus is tested; K, the probability of
tagging an o-code with the information that the response has heen changed;
and Gy the probability of attempting to store on the trial when the re-
sponse changes. Note that K and &y apply only on the trial on which the
response changes. When a search is made of LTS and ne response is re-
covered and output, then the éubject refrains from responding -- he does
not guess. -

Mathematical Analysis. For a given set of parsmeter values, the

'predictipns of the model are generated in a manner quite similar to the
method used for Experiment I. Appendix U4 presents the alterations in
the iterative procedures used that enable us to predict the data for
Experiment II. A natural next step would be the definition of an
appropriate ﬁg function, followed by = minimization routine. Unfortun-
ately there is too much cbserved data for an attempt to minimize ﬁg to
succeed in a reasonable length of time, if all the datz is considered
simultaneously. Therefore, as a first step, we will fit the first-
guess data only. Tlie resultant parameter values, except for v, will
then be fixed. A4s a second step; the model will be applied to the
second-guess data, but only ¥ will be estimated freely; the other para-
meters will retain the values giving the begt fit toc the first-guess
data. The reason for estimating ¢ from the second-guess data is that

-y is most sensitive to this data.

Let Ni be the total number of observations at the ith trial; let

0 be the observed number of correct first-guesses at the ith trialj
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let Z, be the observed number of intrusions (both old- and new-) &t the
.ith trial. let P(ci)'be the predicted. probability of a ecorrect respdnse
at the ith.trial; let P(zi) be the predicted intrusion probability at

the ith trial (unconditional, and including both cld- and newfintrusions);

Then the following ﬂg function is defined as a goodness-of-fit measure.

2
T (ajaoﬁﬁﬁdHﬁc a. )85K37) =

121
500 7w p(e,) - 0.7 IN.P(z) - 2.1°
SH—— S N 1 Bq. III-7
N,P(ec,) . N, P(z,) - :
izl 1 1 L 1

I, (1-B(c,)-R(z,)) = (N-0,-2,)1°

W, (T-P(c,) - B(z.)) )

+

The general comments made regarding Equation III-6 apply here also. Ni

in the abowve ﬂ2 functicn varies from 147 when i=1 to 122 when i=400.

The mumber of degrees of freedem of ng in this instance is (2 x 400)-9 = 791.
A grid gearch procedure wag used to minimige ﬂg over the possible

sets of parameter values. When the parameters giving rise to the mini-

mum value of ﬁg were found, the second step of the estimatien procedure

was carried out. First a new ﬁg function called ﬂi was defined; xi

was ideﬁtical to ne except that all gquantities were redefined to apply

to the second-guess (thus Ni became the total number.of intrusions,

‘both new and old; ete.). All of the'parameter values giving rise to

the minimum value of ﬁ2 were fixed except for the value of y. Then-

ﬁi(y) was minimized. The minimum vaiue of ﬂg was 937. L& which occurred

1
‘when ¥ = 4.9. This value of ¥, along with the fixed values of the other

‘ : 2
parameters, was then used to recaleculate nE, The resultant value of x
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was not appreciably higher than the minimum value based only on the first-
guess data. As a result, we shall accept as "best” the predictions as
generated by the parameter set with ¥ = L.9. The values of the other
-parereters giving rise to the minimum ﬂ2 are ag followsﬁ o = 94,

Gy = oTh, B = .25, 0y = U5.1, o

L = 1.25, o = .117, B = .33, and K = .30.

I
. The minimum ﬂg value was 872.6 (treated as = ¥° this value would correspond

to a level of significance between ,05 and .01).

Predictions of the Model. The predictions of the model for the

first-guess data are preésented in Figures II-7, II-8, and Table II-8
(pages 65, 66, 69), The predictions, overall, are quite accurate; in-
trusion rates and correct gﬁesses aré prediéted accurately both before
and after the response changes, as a function of the number of reinforce-
ments, and as & function of lag. The model predicts the overall proactive
effect (due to the parameter Qb), and also the lack of a proactive effect
as a function of the sequential history before the change of response
(due to the strictly temporal search). There are several discrepancies
that should be examined, however. First, note that the probability
correct is considerably underpredicted after four reinforcements in the
(10-10-10-10) condition (the discrepancy is .05 which is equivalent to

a z~score of about 4.2). .The model in general will underpredict after

& large number of reinforcements.for the following reagon. Because thg
search is strictly temporally ordéred, there is always a minimum average
number of intruslons which occur before the c-code is ever examined, no
matter how well the c-code is stored. Thus there is a ceiling for the

. probability correct at a given lag, ag long as new iltems are continually

Introduced. In Experiment I some items were given up to 7 relnforcements,
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but the lags in these cases were large, and the probability. correct never
-.got near enough to the arbitrary ceiling for discrepancies.te occur. In
the present experiment, there are only four consecutive reinforcements
before the regponge changes; as a result only a single disgcrepant point
occurs. Thug it is not safe to conclude without further experimentation
with greater numbers. of reinforcements that the medel definitely fails
in predicting such a ceiling effect. (However, we will shortly examine
evidence of z rather different character which will definitely show that
the strictly ordered search hypothesis is in error.) A second. discrepancy
of the predictions cccurs in the intrusion rates following the change of
response, especially old-intrusion rates.. Even though a proactive effect
1s not predicted for the probability correct, old-intrusiong are pre--
dicted to rise as the amount of learning concerning R1 increasesg, - The
data, however, show a quite stable old-intrusien rate over conditions.
The above points notwithstanding, the predictions for-the first-
guess data are guite aceurate. There is asnother statistie which hears
this out:. The model predicts that the new-intrusion rate will. increase
- during the sessicn, since more and more items are available to give rise
to newmintfusionsc This is easiest te check for ﬁew items. The observa-
- tions and predictions are given in Figure II-9 (page 71). The overall
level of the predictions in the Figure is governed by the parameter 3,
and its accuracy is not surprising; however, the form of the predicted
I increase 1s gquite close to that observed. The meaningfulness of this
statistic is difficult to determine. The overall reduction in intrusion
rates {reflected by B) is assumed to.oceur because new items are recog-

nized as such; it might seem: logical that this recognition process
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would be a function of the duration of the session. It is possible to
argue, however, that recognition via extremely salient stimulus charac-
teristics is not appreciably affected by the number of stimuli input.
This question should prove susceptible to further experimenial research;
~for the present, it is not unreasonable to accept the second hypothesis
above, an hypothesis in accord with-the model.

Before turning to the second-guess results it would be instructive
' to consider the values attained by several of the parameters. It has

‘been suggested earlier that the value of o

T should be reflective of the

amount of inter-stimulus generalization in the experiment. Since Ex-
periment I utilized highly confussble conscnant trigrams, and Experiment
IT utilized words,; the value of o1 should be smaller in the second ex-

periment. The values attained were in the expected direction (.18 and

<117 respectively). - At first glance, the value attained by 45.1,

1
seems far too highj for example, this value would lead te predictions
that the probability correct at a lag of near 300 would be as high as
-‘a30-(depending upon the condition). Fortunately this prediction can

~* be roughly checked in the data since there were a-few instances of very
long lags. For example, stimulus number 10 (in the trial sequence of
fAppendix 2) was given successive reinforcements on trials i3, 39;_and
389. The predicted probability correct for trials 39 and 389 was 44.6
end 28.5 respectively. The observed values on these trials were 42.1
and 42.4 respectively. Thus, the observed values were even higher than
- those predicted. Similarly, stimulus number 47 was given its final two

-reinforcements on trials 77 and 380. The predicted values for these

trials were 35.4 and 26.3; the cbserved values were 35.3 and 42.3,
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Thege results indicate that the high value of Iy estimated in the present
cagse was quite appropriate.

The gecond-guess predictions are presented in. Table IT-9 and in
Figure II-10 (pages 73, 72). . Figure II-10 gives the probability correct
in the top panel and the overall intrusion rate in the lower panel, both
-following first-guess new-intrusions.. In addition, the predictions in
the lower panel are conditionzl upon a second-guess error. . In both panels
the fit is fairly accurate. The high intrusion rates predicted occur
becguse y = L.9, considerably lowering the decision eriterion for output
of second-guess responses. A very high intrusion rate is predicted even:

for new items, items not previously presented. The model predicts this

effect because the rates shown are conditional upon a first-guess error;

an-error-implies that during the first-guess the subject did not recog-
nize that the item was new, and made a decision to search LTS. Under
these circumstances, a second-guess search will also be made, and. since
- the stimulus being tested is new, this search will quite often result
in intrusions (there is no c-code in LTS to lower the intrusion proba-

bility). Table IT-%c giﬁes the breakdown of the predicticns in the lower

panel of the figure,.inen,,if glves the second-guess géi—intrusi@n
probability for-the majer item-types, following new—intruéions on the.
first-guess (the combined old- and new-intrusion rates were given in
the figure). The predicticns for these cases seem quite accurate,
lending suppert to the hypibthesis that o-codes and c-codes are guite r

- similar; even with respect to their prcbability of heing given following.

an extraneous. intrusion.
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Tables II-9a and II-9b give the second-guess prediciions for the
.matrix item-types, following a new-intrusicn on the first-guess. The .
first comment to be made is that the predictions in these tables are
consistently high; this results from a failing of the model to be dis-
- cussed shortly {under-predicticns following old-intrusicns on the first

guess); if the second-guess data following first-guess old-intrusions

- were not part of the nE minimization, then these data would be fit more

closely. Qualitatively, the effects predicted are observed with several
minor exceptions. TFor example, in Table II-%a, & maximum probability
‘. correct is predicied at a second lag of 5: this prediction is observed
‘if one ignores the observation at (1,1). In fairness to the model it
. ghould be pointed out there are very few observations in the (0,1) and
(1,1) conditions. Similarly, in Table IT-9b, the predicted increase in
second-guess new-intrusions as a function of the second lag is cbserved
if one eliminates the (0,1) and (1,1} points., More serious are the.
deviant predicticns for second-guess old-intrusions after the second lag.
The old-intrusion rate is predicted to rise as the second lag increases;
- this is observed for first lags of 1, 4, and 10, but just the opposite
is seen for a first lag of 0. This misprediction could be rectified
by assuming that the zero-lag is = special case that results in a very
high probability of coding the eld-response as being wrong., In the
previous model, this codling only occurs after a non-null-state retrieval.
As a whole the predictions discussed so far are gquite accurate. We
~turn now to a prediction which conclusively demonstrates that the assump-
tion of a strictly temporally ordered LTS gearch is not adequate. These

predictions are the counterpart to the observations presented in Table II-10
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{page 76). The predictions were not given there bécausé’fhey are so
extremely discrepant ffom the observations. The observed probability

of a second-guess correct response following a first—guesé é;g—infrusion
is guite high -- about .30. Without giving the predictions'cell by éell,
we can state that the predicted probability correct varies between .02
and .05, depending upon the condition. The model predicts such low
probabilities féllowing first-guess old-intrusions because'a c~code will
always be examined before an o-code, if both are in the examination sub-
get. This occurs because the LTS search is strictly tempdral, and the
c-code is always more recent than the o-code. If an old-intrusion first-
guess 1s given, then it is certain fhaf the c-code is elther not present
or has been bypassed in the search. A c-code present in LTS is not by-
passed often, but when it ig, it is almost always a lo-code; thus the
probability of recovering it correctly durihg second-gueséing is very
Jow. The pfedicted second—gﬁess intrusion probabilities fdllowing first-
gEuess old—infrusiohs'are'also fairly deviant. Beéause the probability
correct is predicted to be quite low, the intrusion predictions are

quite high,' about .L5,

These failures of the prediétions of the model make it clear that
the assumptién of a strictly temporal iTS search must be altered. The
precise manner of alteration, which will still allow prediction of the
preﬁious observations, 1s not trivial and will be discussed later.

The failure of the temporal search assumption ﬁould mske it pre-
sumptious to extend the present model to the latency results. Névef-
theless, there are a number of theoretical remérks.that may be made

concerning the observed lastencies. 4 simple model which can be used
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as a base for speculations holds that items rgtrieved from STS héve a
i"elatively short mean latency; items retrieved from LTS have a 1at§ncy
pr0portiohal to the number of ccdes examined before the response is ouf—
put. The observed_increase of correct Tesponse latency.with lag can be
explained either by considerations of recovery from STS (which decreases
with lag) or by a partially temporal LTS sgarch. The decrease in correct
_response latency Wiﬁh the numbér of reinforcements'cannot.be expiained'
by a strictly temporal'gearch; however, a search that examines codes in
an order partlally dependent upon the code's sirength can predict this
~effect nicely. As the number of reinforcéments'incréase, more and more
of the c-codes stored will be hiucodgs; hi-codes will tend to be examined
earlier in the search than lo-codes vecause of their greater strength
and hence will result in lower latencies.. Previous studies have re-
ported latency decreases_with increases in reinfOrcements (i.e.,
Rgmelhart, 1967}, but responding in these studies was required on every
trial. The resultslcould therefore be explained as the result of averag-
ing guesses and retrievals. Rumelhart also_fqund that the.latency of
correct responses decreased after an item's terminal.error{ a result

not explicable by guessing considerations. The effect is predicted
quite easily by the present model, however. The same assumption regard-
igg order of search_can helip explain why correct:response iatencies
after the éhange of response are higher than before the change: The
o-code will be examined ocqasionally.before the c;code; even when the

' 6-coderresponse is inhibited, the latency of giving the eféode response
will be lengtheﬁed by‘the prior consideration of the o-code. At first

glance, it might appear that an occasional prior consideration of an
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o-code will not significantly alter the latency predictions, but this is
not so. The predicted mean number of i-codes in the potential examination-

subset is only 5.0 for the present model, even on the last trials -of the

session, The mean number actually examined prior to a correct response T
is considerably less than this figure, perhaps less than 1.0. In thesge
clrcumstances, only a small proportion of o-codes additicnally examined

prior to emission of the correct response will greatly affect the pre-

dicted latency of such a correct response.

That intrusior latencies would be larger than correct response

latencies would not be unexpected even in the strictly temporal search
model. The model in which the search order depends upon the strength
of the codes, howevér, dces not only explain this result, ‘but also why
the latencies of old-intrusions are markedly smaller than thoselof new-
intrueions (since the strength of i-codes is much less than fhaﬁ of
o-codes, the o-codes will be examined earlier in the.search),;.The fact
that latencies of old-intrusions sre greater than those of correct
responses, even though in most cases there ig a higher proportion of
high strength ccdes for o-codes than c-codes, indicates that there is at
ieast some temporal component to the search.

In the absence of . a specific mcdel, we will not discuss the latency
-~ regults further. The majoxr import of these results is that the order of
the LTS search through the examination-subset must be only partially
temporally cordered, and partially dependent upon the strength of the

codes in the subset. This is the same conclusion arrived at through a

consideration of the probebility of -2 correct second-guess following an
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cld-intrusion on the first guess. We might turn then to a discussion of
" the necessary features of such a model.*

Extensions of the Model. The most reascnable extension of the .

model lets the order of search threough the examination-subset depend

upon both the strength and temporal position of the codes. However, as
soon as the strictly temporal search is altered, a proactive effect will
be predicted which depends upon the amount of learning of the Rl response.
That is, in the extended model the proporticn of times the o-~code is
encountered prior to the c-code will be greater the more often the o-

céde is stored, and will be greater the larger the sirength of the. o-code.
Similarly, the number of old-intrusions should be markedly affected. by
the level of learning of the Rl response, but neither of these predictions
is observed., Apparently what is needed in the model is a mechanism by
which well-known o-codes are marked as being wrong (old), but in which

the number and strength of the unmarked o-codes remain very nearly con-
stant over a wide range of reinforcement histories. The formulation of
-Buch a process would undoubtedly entail the use of seversl new parameters,
but Several parameters of the current model could very prcbably be
eliminated, namely Ob and K. The precise formulation of an appropriate
model to deal with the change-of-response data is beyond the scope of

the pregent report; it must await further research to verify the results

found, and to extend the ranhge of variables studied. The major change

*The entire question of order of search czn probably be getiled un-
conditionally by engaging in further research in which each stimmlus
has a unique response assignment. Then all intrusions could be pre-
cisely placed temporslly.
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of response result, that proactive item interference does not depend upon
the degree of learning of the Rl response, is certainly surprising in the
light of the list structure results, and from the point of view of two-
factor interference theory, This alone is sufficient reason for engaging
in further resesrch dealing with individual item-interference.

Concluding Discussion

We may summarize the major results of Experiment T as foliows.
First, it was found that the second-guessing probability could be con-

siderably above chance even when responses ranked after the first cholce

were correct at the chance level. This resull was interpreted as im-

" plying that the subjects used =2 retrieval strategy which output the

-first scceptable response recovered in the memory search, If this
strategy is adopted, then the subject will give the recovered response

‘as his first-ranking and guess for the remaining three rankings. Thus
‘only the first-ranking will be above chance., Second-guessing,on the other
hand, is based upon the result of an additional search of memofy and may
therefore be above chance. Second, it was found that performance in a
continuous task decreased toward the chance level as the study-test

interval became very large; in addition, when the lag between reinforce-

ments was large, learning curves did not asymptote at a probability

correct of 1.0, but rather seemed to stabilize .at some intermediate
value related to the size of the lag between reinforcements. These
results demonstrated that any model which sgsumes a long-term absorbing
state is nct an appropriate representation of the memory proeess for
tasks of the present type. In order to predict the above resulis, it

wag proposed that codes of varying strength are stored in ITS, and that
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- the probability of retrieval at test is dependent upon the age and
strength of the stored codes. This model was able to prediet the learn-
ing, forgetting, and second-guessing data guite accurately.. Third, it
was found that the amount of forgetting at s givern lag was dependent
upon how wéll-known were the intervening items. The model predicted
this result. because the "age" of an item wasg made dependent upon the
number of new codes that were stored during the intervening pericd.

The primary empirical results of Experiment II-were concerned with
proactive interference. It was found for both the probability of a
correct response and the probébility of an intrusicn that an overall
-proactive effect was present. The magnitude of the effect, however, was
not dependent upon the reinforcement. and lag history prior to the change
of responge, The model predicted this proactive effect for probability
correct because it assumed & strictly temporally ordered memory search.
However, it was found that the probability of correctly second-guessing
following an old-intrusion was about .30, markedly higher than the pre-
dictions of abecut .05. This laiter finding demonsirated thaf the memory
"gearch could not be strictly temporally ordered; it was argued that
search order lg dependent upon the strength of codes as well as their
age. This hypothesis was given further support by the analysis cf
response latencies. First, the latency of a correct responsé decreaged
with the number of reinforcements; second, the latency of a correct
response was greater following the change of response than priotr to the

‘changen These latency results would be expected if codes of greater
strength tended to be examined earlier in the memory search. Aithough

this extension of the model seems guite natural, it results in the
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predicticn that proactiﬁe effects will depend upon the reinforcement and
-lag history frior to the.changelof response., Since this prediction was
not confirmed;.further extensions of thé model were suggested which
would handle the ébservationsa

Because .an. important feature of the storage and retrieval model was
the prediction of intrusions, Experiment II was designed to examine in-
trusion probabilities over & wide range of conditions. In general, the
model predicted. the intrusion probabilities quite accurately. Two
- findings are especially’néteworthy, Firet, the intrusion probabilities
during. second-~-guessing were found to be considerably higher than those
during first-guessing; this result was taken to imply that the criterion
for ocutput of recovered responses was cohsiderably lowered during second-
guessing. Second, the intrusion probabilily when a new stimulus was
presented for test was very much lower than that observed for previously
presented items. This result reflects a recognition process in which
certain new stimuli are recognized as being new; when presented stimuli
' with.very salient characteristics do not trigger a recognition response
.in the expected leocation, it is assumed that z decision is made to cease
further memory search. However, if a decision is made to search LTS,
then a second-guess following an error should result in a very high
intrusicn probability, and this was also observed.

Taken as a whole, the predictions of the model were guite accurate.
The model proved capsable of dealing guantitatively and. simultaneously
with a wide variety of data, including lag, number of reinforcements,
second-guessing performance, intrusion rates on first- and second-

guessing, and change of response phenomena. - The primary way in which
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ﬁhis moedel differed from its predecessors was its emphasis upon an ordered
'search through a small subset of the codes stored in LTS. The value of
such a process was confirmed by the analysis of the data; in faect, the

analysis gives considerable support to the theory ocutlined in the first

chapter of this report.
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APPENDIX 1

trial nunber
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Column & =
Column b = stimulus numbexr
Column ¢ = number of reinforcements of current stimulus
a be 2 b ¢ &2 b c & bec a 'be
1 10 45250 . 9030 0O 135 36 1 180 58
2 20 k6 23 1 91 26 3 136 36 5 . 181 41
3 30 kr192 92 215 137 20 L 182 37
Y Lo k8211 93 56 O 138 37 1 183 39
-5 31 k9133 o4 27 2 139 11 5 184 k2
"6 50 5016 & 95 56 1 140 32 1 185 19
7T 60 . 51250 96 24 1 127 0 186 20
8 70 52 25 1 97 30 1 2 221 187 38
9 21 53 5L.0 - 95 310 14338 0 188 13
10 80 54 19 3 99 313 ikk 27 6 189 32
11 9.0 55 52 0 100 57 © 145 37 2 190 58
12 10 0 56 26 0 101 57 1 16 35 2 191 57
13 51 57 16 5 102 26 4 a7 23 1 192 41
1k 11 0 58 20 1 103 29 6 g 2h 2 193 21
315 12 0 59 21 2 0k 30 2 19 39.0 194 56
16 13 0 60 13 4 105 27 3 150 4o 0 195 4o
17121 0 6119 4 106 60 0 151 25 2 196 31
18 ik 0 62 53 0 107 61 0 . 152 37 3 197 38
19122 63531 108 62 ¢ 153 51 1 168 2k
20 15 0 6h 11 2 109 59 ¢ 154 38 1 199 39
21 12 3 £5 52 1 110 20 3 155 63 0 200 43
22 160 66 54 0 111 303 . 156 391 201 29
23 12 4 67 1k 1 112 26 5 . 157 35 3 202 43
24 17 0 68 19 5 113 32 © 158 16 6 203 L1
25 12 5 69 26 1 1ih 11 4 159 37 4 204 43
26 17 1 70 21 3 115 33 0 - 160 53 2 205 L
27 13 1 7113 9 116 27 4 161 20 5 206 L3
28 172 72270 117 14 2 162 32 2 207 L2
29 16 1 73 28 0 118 30 & 163 39 2 208 43
30 17 3 7h 28 1 119 59 1 16h 11 6 209 20
31180 75282 120 15 1 165 38 2 210 k3
32 17 4 76 29 0 121 34 0 166 37 5 211 26
3319 0 77 55 0 122 55 1 167 14 3 212 Lk
3k 17 5 78 29 1 123 34 1 168 35 L4 213 32
35 20 0 79 26 2 124 35:0 169 28 2 21k 41
36 16 2 80 29 2 125 30 5 170 39 3 215 33.
37 21 0 81 21 4 126 36 0~ 171 52.2 216 40
38 13 2 82 29 3 127 27 5 172 Lo 1 217 45
39 111 8327 1 128 36 1 173 54 1 218 14
ko 19 1 84 29 4 129 18 1 174 28 3 219 4L
112 6 85 19 6 130 36 2 175 64 0 220 15
Lo 22 0 86 29 5 131 37 © 176 38 3 221 L6
43163 87202 132 363 177 394 222 34
23 0 88 13 6 133 17 6 178 55 2 223 47
89 11 3 134 364 179355 224 306
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APPENDIX 2

trial number Column b = stimulus numberx

Columm a =
Column ¢ = O for study of first response, 1 for second _
Column & = number of reinforcements of latest response -
a becgd abcd &abgecd & b'ecd & b
1 100 45451 1 90 51 1.0 135 21 1 2 1580 28
2 200 he 1k 1 0 91 48 1 © 136 22 0 3 181 22
3 300 47 43 11 92 15-1 2 137 60 1 0 182 &4
b b oo 4815 0 2 93 k8.1 1 138 54 0 0O 183 26
5 201 hog 12 0 k oh 52 10 13918 12 18h 26
& 500 50 47 0 O 95 18 0.2 o 54 10 185.-25
T 600 51 47 10 o6 46 11 141 230 2 186 63
8 Lo1 52 13 11 97.19.0 2 2 230 2 187 27
9 TOO 5342 00 98 190 3 436011 188 €3
10 800 sh 16 1 0 99 20 0 1 1Ly 58 1 1 189 24
11 900 55 1700 100 Lo 1 1. 5 28 00 190 63
12 101 56 17 0 1 1012100 k6 541 1 191 28
13100 0 57.1% 11 022101 7 22 1.0 192 65
ik 301 58 421 0 10322 00 148 55 0 0 193 64
1512 0.0 59 15 0 3 104 53 0 0 149 56.0 0 194 65
61201 60 44 00 10553310 1505510 195 26
7 501 61 44 1 0 106 18 03 151 2500 196 67
18 L4500 62 41 12 107 58 0.0 152 25 0 1 197 67
191300 63 131 2 108 15 1 3 153 2310 198 27
2045 10 6h b2 11 1091910 1545610 199 66
21 801 6516 1 1 110 20 0 -1. 155 2b- 0 1 200 65'
22 1400 66 46 00 111 5311 156 56 1.1 201 66
2314 01 67 17 1 0 11250 1 1 157 62°0 © 202 28
2h 43 00 68 1y 12, 11321120 158 22,11 203 76
25 302 69 49 0.0 114 22 0 1 159 61 0 O 204 29
26 15 0 0 70 151 0 115511 16061 10 205 6h
27T 12 02 7T1L6 10 116 57 00 1615511 206 26
28 0 0 0 72 44 13 117.18 1.0 626111 207 70
29 401 0 73 18 0 @ 118 58 1 0 163 2510 208 76
30 1301 ™ 49 1 0 11952 11 6k 2311 209 27
31 k0 2.0 75131 3 120 19-1 1 165 56 1 2 210 30
32 16 0 0 76 16 1 2 121 20 0 3 16654 1 2 211 30
33 601 T7 47 11 12259 0 0 167 24 10 212 66
3% 1402 78 17 1 1 123 59 10 168 62 1.0 213 29
35 14 0 3 79 510 0 2% 2111 169 22 1 2 21k .29
36 43 10 8ok 00 1252202 17062 1 1 215 2k
37 15 0 1 811511 126 60 0 0 17126 00 216 69
38 12 0 3 8250 0 0 127 57 1.0 172 26 0 -1 217 26
39 1001 83 52:0 0. 128 18 1 1 17361 1 2. 218 70
4o 41 00 84 18 0 1 129 23.0.0 mh 25 11 219 76
41 13 1.0 851900 130 230 1 175 231 2 220 27
o110 86 100 1 1311912 17627 00 221 69
43 16 0 1 87 50 1 0 132.20 0°h- 177 64 0 0O 222 30
hh 41 11 88 20¢Cc0 13357 11 178 2k 1 1 223 30
89 17 1 2 13k 50 11 00 22k 67
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APPENDIX 3

ITERATIVE PROCEDURES FOR CALCULATING PREDICTTONS
FOR EXPERIMENT T

Tet b_ . be the probability that the item being tested is in 8TS, at lag j.
Let ¢.°Y be the probability correct on trial n, guess k.
Let eﬂ’k be 1.0 - ¢_ ..
n,k n,k
et 0. be the average state of memowy at- trlal n. fa is equlvalent to
the status of the follow1ng Tive vectors, each of 1ength n:
1) code, is the probability thet a new code was stored on trial i.
2} buf, "is the probability that the item presented on trial i
entered STS (but not the null-state).
3) hic, ig the probability that a hi-code for the item presented on
trifl i is temporally placed in memory at trial i.
4} loe., is the probability that a lo-code for the item presented on
trial i is temporally placed in wmemory at trial i.
5) g, is a dummy variable; equals zerc only if the stimulus tested on
trial i is later tested on a trial previous to n, else equals one-.

. ' -
« Assume we have

We now show how %o derive 5' as a Tunction of §_ el

n-1

We need the following definitions. : ' '

CRln is the probability of a correct response recovery given a flrst -guess
ITS search, on-irial n. :

CR2 is the same for a second~guess search.

_INl is the probability cof an incorrect response recovery given'a first-guess

' LTS search, on txial n.

INen is the same for a second-guess search.

CEln = 1- CRl - INl

CEEﬂ = 1-cR2® - IN2" - : -

8C. is the probablllty of a corwect recovery in an LTS search glven that
the search has proceeded as far as the jth trial. (Note: the search
proceeds backwards, from trial n to trial 1.)

8I, ig the same for incorrect recoveries from LTS during the search.

Tet j* be the trial number of the c-code.

Let fpi be the probability of an incerrect intrusion between trials n and j¥.

Tet P(Zk) be the probability that a ccde of type k ig in the examination
subget, where k= H,L, or I, depending upcn the code type.
Let P{(P,) be the probab111ty ihat an examined code of type k glves rise to
the response enccded, where k= H,L, or I, depending upon the code.

The status of a search of memoxry is defined by (8C,., SI.). This vector may
be calculated recursively. If j-1 £ j¥% then 40 .

ST, 5

8¢5y

SIJ + qj(l—SCj-SIj)(hicj + 1oe.)P(z )P(P Y(3/4).

8C, + qj(lmscijIj)(hic + loc, )p(z)B(P )(3/ujo
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But if j-1 = j* then,

SI., = ST,
J* J

50

It

scj + (l-SCj-SIj)(hlch(ZH)P(PH) + loch(ZL)P(PL).

-In the above recursions, the age of an item at trial j is required -
(in P(Zk) ). The age 1s calculated as follows:

i=n
age, = zpodei.
i=]
As the result of the recursion, we have (SC,,SI j. Then CRY = 8C,;
B 17771 n 1
INln = ﬁIl.

We now have,

b + (1-bn .)(CRln + INlﬁ/h + CEln/u), where b

n-j
c = . .=y puf - ; .
- n,1 n,J 3d J { .)Od

P n=-j+1

Before the second-guess search predictions may be calculated, adjustment
-must be made for the selection effect due to the first-guess error. Hence,
we must temporarily alter the proportions of hi- and lo-C+eodes stored.

Gy { (1t ) (e ) (001 + [1-(/3)(701) 112207 /b1 ) /e, .
1005, = {1y sep) (Boe, Jopt + [1-(k/3)(ep1) J1-B(2,) 1I3/MT T} /e .
The second-guess recursion now proceeds identically to the first-guess

recursion, except that the quantities above are substituted for hic.,,
locj*. The result is CR2n, IN2n, and CEEn. Then we have, J

Ch o = (1»cn,l)(ch + IN2 /3 + CEEn/3).
- This concludes the predictions on the nth trial; to calculate §_, however,

we must complete the nth trial of the five vectors making up the state
of memory. '

et Y = (1-bn,n_j*+l); Let W = CR1_ + Iﬂln/h +'en,1(032n + ;Nenf3),
Then, | |
| code_ = V(1)
hic = Y(W+[1-W][e/2])-
loc .= Y(1-W)a/2.
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qj* - Of-

i

baf =1 - Y + Y(1-W) o

- The above five equations transform Fgf into ¢ . The iterative process
then continues until the 439 trials arxl-é' predicted. The
boundary conditions on the above process, and special cases such as zero-
" lag, are not glven here: they are straightforward, and their presentation
merely incresses the terminclogy needed, ' R
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APPENDIY 4

TTERATTVE PROCEDURES FOR CALCULATING PREDICTIONS FOR
EXPERLMENT TT

) The iterations used for Experiment IT are very close in character

to those for Experiment I, and little purpose is served by repeating

them here in full detail. = Instead, we present only the eguations which
"normallze the proportions of hi-- and lOwCOdeS for selectlon effects prior
to second-guessing.

Before the answer changes, all intrusions are new, hence, there are just
two conditions: HIC,, represents adjusted hi-codes; IDC.* represents
adjusted lo-codes. d

= fi(nic,)(2pt + [1-(26/25) (sp1) 1 [1-R(2,) 1 (1ML (25/26)-2pi D} /e |
- {Y(locj*)(fpi + [1-(26/25)(£p1) 1[2-P(2, ) [INL (25/26)-fpi ]B /en’:L

After the answer changes we must consider two possibilities: the intrusion
could have been old- or new-. We denote the adjusted probablilities with
primes (') if there was a new-intrusion; we denote the adjusted probabilities
with quotes (") if there was an old-intrusion. Then,

'HIC,, = {Y(hicj*)(fpi + [1—(26/25)(fpi).][l—P(ZH}][(l—=fl)+fl(l——c32)(lufﬁ)g/nn,lo

d

,Locj% = {Y(locj*)(fpi + [1-(26/25)(fpi)][la-P(ZL)][(.le'fl)-l-fl(-l'-icé)(lfz)}}/nnjl

"H[Cj* = gY_(hicj*)(l-[26/25]fpi)(l-P[ZH])(fl}(cE)} /enjl

"10C,, :{Y(locj*)(ls- [26/25]fpi)(1-P[ZL])(f1)(c22} /en,l

The above eguations use several definitions not used in Appendix 3.

Set ¥ = (1 - bn nmj*+1)”

Iet n represent the probability ¢f & new intrusion on the flrst-guess
on trlé}

Let e represent the probability of an old intrusion on the first-guess
on trlé}

Let ¢2 represent the probability of giving the R1 response alter examining
the o-code.

Tet 1-fl be the probability of emitting a new intrusion as a result of
examiring a i<ode temporally between the c-code and the O-code.

Iet 1=-1f2 be the probability of emitfing & new intrusion as a result of
examining ai-code temporally older than the o<code,
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Then the above equations give the correction for selection effects. The

remaining calculations are straightforward, similar to those given in
Appendix 3, and are therefore not presented.
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