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Abstract

Controlling Energy-Efficient Buildings in the Context of Smart Grid:
A Cyber Physical System Approach

by

Mehdi Maasoumy Haghighi

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Alberto Sangiovanni-Vincentelli, Chair

The building sector is responsible for about 40% of energy consumption, 40% of
greenhouse gas emissions, and 70% of electricity use in the US. Over 50% of the energy
consumed in buildings is directly related to space heating, cooling and ventilation.
Optimal control of heating, ventilation and air conditioning (HVAC) systems is crucial
for reducing energy consumption in buildings.

We present a physics-based mathematical model of thermal behavior of buildings,
along with a novel Parameter Adaptive Building (PAB) model framework to update
the model parameters, as new measurements arrive, to reduce the model uncertainties.
We then present a Model Predictive Control (MPC), and a Robust Model Predictive
Control (RMPC) algorithm and a methodology for selecting a controller type, i.e.
RMPC or MPC, versus Rule Based Control (RBC) as a function of model uncertainty.

We then address the “Cyber-Physical” aspect of a building HVAC system in the
design flow. We present a co-design framework that analyzes the interaction between
the control algorithm and the embedded platform through a set of interface variables,
and demonstrate how the design space is explored to optimize the energy cost and
monetary cost, while satisfying the constraints for occupant comfort level.

The last part of this dissertation is centered on the role of smart buildings in
the context of the smart grid. Commercial buildings have inherent flexibility in how
their HVAC systems consume electricity. We first propose a means to define and
quantify the flexibility of a commercial building. We then present a contractual
framework that could be used by the building operator and the utility company to
declare flexibility on one side and reward structure on the other side. We also present
a control mechanism for the building to decide its flexibility for the next contractual
period to maximize the reward. We also present a Model Predictive Control (MPC)
scheme to direct the ancillary service power flow from buildings to improve upon the
classical Automatic Generation Control (AGC) practice. We show how constraints
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such as slow and fast ramping rates for various ancillary service providers, and short-
term load forecast information can be integrated into the proposed MPC framework.
Finally, results from at-scale experiments are presented to demonstrate the feasibility
of the proposed algorithm.
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Chapter 1

Introduction

This dissertation addresses the broad area of energy-efficient buildings within the
context of the smart grid. Its overarching theme encompasses subjects such as mod-
eling thermal behavior of buildings using fundamental laws of Thermodynamics and
Heat Transfer, development of a parameter-adaptive building model that automati-
cally tune the parameters of the system to adapt to the changing environment, de-
velopment of optimal control algorithms to efficiently run the Heating Ventilation
and Air Conditioning (HVAC) systems of buildings, development of a framework to
co-design the control algorithm and the embedded platform, and the role of buildings
as significant consumers of energy in the context of the smart grid for providing reg-
ulation services as well as development of a novel MPC technique to control the flow
of such regulation services to improve upon the classical AGC practice.

1.1 Motivation

Total primary energy consumption in the United States increased from 78.3 quads1

in 1980 to over 100 quads in 2008, of which the building sector accounts for about
40%. The building sector is also responsible for almost 40% of greenhouse gas emis-
sions and 70% of electricity use. About 50% of the energy consumed in buildings
is directly related to space heating, cooling and ventilation (Figure 1.1). Therefore,
reducing building energy consumption by designing smart control systems to oper-
ate the HVAC system in a more efficient way is critically important to address the
worldwide energy and environmental concerns. With the advent of smart, easily-
controllable thermostats, smart meters, and two-way communication infrastructure
between the buildings as consumers of energy and utility companies as providers of
energy, the role of buildings in the operation of the smart grid will be even more

1A quad is a unit of energy equal to 1.055× 1018 joules.
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Figure 1.1: Breakdown of energy consumption in a typical building. Over 50% of energy
consumption is related to HVAC systems [11].

significant in the near future, compared to the current state-of-the-art.
Advanced control algorithms are considered critical enablers to achieve low energy

consumption in commercial buildings. Entire sections of the ASHRAE 90.1 standard
[77] are dedicated to the specification of control requirements. Although the optimal
control of an HVAC system is a complex multi-variable problem, it is standard practice
to rely on simple control strategies that include bang-bang controllers with hysteresis,
and PID controllers (Figure 1.2). In most cases, standard sequences of operations
for typical installations are used by control contractors. Each sequence controls the
HVAC equipment during an operation phase such as optimal start, safety shutdown
and normal operation. After installation and tuning, the building is inspected by
a commissioning agent that mainly verifies that the building satisfies the owner’s
expectations. The commissioning agent does not only verify the expected performance
right after installation, but also after the building has started its operations.

This short snapshot of design and validation practices in the building industry
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PID 

On-Off 
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Figure 1.2: Control logic of a typical commercial building. The interaction and inter-
relation of building sub-systems is not addressed in the state-of-the-art control logic of
such systems. This may cause inefficient use of energy, such as simultaneous heating and
cooling of air in two different part of the system.

shows the importance of a model-based design flow for building controls. To attain
energy efficiency, control algorithms need to be tailored to the physical properties of
the building at hand rather than being an adaptation of a standard sequence designed
for a typical building. Thus, a thermal model of the building is needed that is also
suitable for optimal control design. Once such model is made available, it can be used
to design an optimal controller that balances comfort and energy usage. To achieve
building-level energy-optimality, the model should be able to capture the interaction
between physically connected spaces in the building, occupancy schedules, and state
and input constraints.



CHAPTER 1. INTRODUCTION 4

1.2 Contributions

In recent years, a variety of works in the area of building energy efficiency and smart
grid has been done and can be found in the literature. A nonlinear model of the over-
all cooling system including the chillers, the cooling towers and the thermal storage
tank, as well as an MPC framework for minimizing the energy consumption of the
building is proposed in [51]. In [67] and [31], the authors use a model of the build-
ing which is bilinear between inputs, states and weather parameters and they use
Sequential Quadratic Programming (SQP) for solving non-linear problems in which
they iteratively linearize the non-convex constraints around the current solution, solve
the optimization problem and repeat until a convergence condition is met. Common
available methods for wall thermal analysis is proposed in [44]. A building thermal
model is proposed in [27] which is based on an Resistor-Capacitor (RC)-network,
with a large number of coupled linear differential equations. The authors then reduce
the order of the model via aggregation of states. In [35], the authors investigate the
potential of building thermal storage inventory, in particular the combined utilization
of active and passive inventory, for the reduction of electrical utility cost using com-
mon time-of-use rate differentials. In [63], the authors propose a dynamic multinodal
lumped-capacitance nonlinear model to describe a building, considering conduction
heat fluxes, envelope thermal capacity, lighting and people loads, infiltration, fen-
estration and thermal inertia of heating systems. A nonlinear disturbance rejection
state feedback controller for an HVAC system is proposed in [18].

Buildings are dynamical systems with uncertain and time-varying plant and oc-
cupant characteristics. The heat transfer characteristics of a building are highly
dependent on the ambient conditions. For instance, heat transfer properties such
as convective heat transfer coefficient h, of peripheral walls is dependent on outside
temperature, wind speed and direction. Also, unmodelled dynamics of a building [55]
is a function of 1) external factors : ambient weather conditions such as radiative heat
flux into the walls and windows, and cloudiness of the sky, and 2) internal factors:
such as occupancy level, internal heat generation from lighting, and computers. These
quantities are highly time-varying and therefore the dynamics of the building and,
consequently, parameters of the mathematical model describing the dynamics of the
buildings are constantly changing with time. Accordingly, the estimation algorithms
utilized to identify these parameters should take the time-varying aspect of buildings
into account and be adaptive in this respect.

Reliable dynamical models are crucial to model predictive control strategies. Mod-
eling and system identification are the most challenging and time-consuming parts
of building predictive control [71]. To address this challenge, over the last few years
numerous mathematical models of building thermal dynamics have been proposed
in the literature. Resistor-capacitor (RC) models with disturbances to capture un-
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modelled dynamics have been proposed in [56, 55, 53]. A bilinear version of an RC
model is presented in [67] that takes into account weather predictions to increase
building energy efficiency. In [15], the authors discovered that time-varying prop-
erties such as occupancy can significantly change the dynamic thermal model and
influence how building models are identified. While modeling a multi-zone building,
the authors of [15] observed that the experimental data often did not have sufficient
quality for system identification and hence, proposed a closed-loop architecture for ac-
tive system identification using prediction-error identification method (PEM). Other
modeling techniques with application in building predictive control include: subspace
methods, MPC relevant identification (MRI), deterministic semi-physical modeling
(DSPM), and probabilistic semi-physical modeling (PSPM). In a recent work, un-
scented Kalman filtering has been used for online estimation of building thermal
parameter estimation [72].

Optimal control of HVAC components using model-based control techniques has
shown promising results for achieving energy efficiency in buildings [55, 66, 85, 51,
67]. However, these control techniques rely heavily on a perfect (or almost perfect)
mathematical model of the building or a perfect (or almost perfect) estimation of the
unmodelled dynamics of the system [55].

Although a great deal of progress has been made in modeling the thermal behav-
ior of building envelope and HVAC system as mentioned above, the random nature
of some components of buildings makes it very hard to predict, with high fidelity,
the temperature evolution of the room using mathematical models. These random
events and phenomena include building occupancy by people which along with other
internal loads such as the heat emitted from electrical devices and lighting, account
for the total internal heat generation of the building. The outside environment of the
building is also subject to many random and hard-to-accurately-predict phenomena
such as the wind speed, solar radiation, cloudiness of the sky and outside air tem-
perature. The aggregate effect of all these factors constitutes the total external heat
gain of the building. We call these two heat gains of the building, the “unmodelled
dynamics”. As mentioned earlier, it is difficult to obtain a perfect prediction of the
loads in future times. On the other hand, model-based optimal controllers such as
Model Predictive Control (MPC) are highly dependent on accurate predictions of
these disturbances. In order to account for these modeling deficiencies, it is usually
a reasonable assumption to consider an additive norm-bounded uncertainty to the
model. The question here is how to integrate this uncertainty information in the
control design to achieve the desired comfort level while consuming minimum energy.
We will discuss this fundamental question in Chapter 4 of this dissertation.

The focus of the papers mentioned above is on physical modeling and control
design without taking into account the limitations of the embedded platform. For
instance, in [54], weather and occupancy prediction uncertainties are considered in
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the control design process, and a robust model predictive control mechanism against
prediction uncertainties is derived. However, the uncertainties (errors) from the em-
bedded platform measurements are not addressed. Another set of papers [86, 87]
focuses on the design of the embedded software and hardware for a given control
algorithm, thus not addressing design space exploration for optimal HVAC system
design. Chapter 5 of this dissertation will discuss this problem.

The last two chapters of this dissertation discuss the role of smart buildings in
the emerging smart grid. Electricity storage is believed by some to be a solution to
the problem of frequency regulation in the new emerging highly Renewable Energy
Sources (RESs)-dependent smart grid by absorbing the variability associated with
RESs. However, storage has two important drawbacks. It is expensive and it is not
environmentally friendly. There is an emerging consensus that flexible loads with
thermal storage capabilities such as Thermostatically Controlled Loads (TCLs) will
play an important role in regulating the grid frequency and consequently in enabling
deep penetration of RESs. It has been reported that about 20% of the total electricity
consumption in the United States is used by residential TCLs such as air conditioners,
heat pumps, water heaters, and refrigerators [4, 9]. Recently, [75, 33] showed that
flexible loads such as TCLs are good candidates for providing ancillary services since
their aggregate flexibility has the characteristic of a stochastic battery.

These recent papers also demonstrate that TCLs have a great potential for provid-
ing fast regulating reserve services; speed is indeed beneficial, especially in the context
of recent regulations such as Federal Energy Regulatory Commission (FERC) Order
755 [13]. In fact, these new federal regulations require scheduling coordinators to pro-
cure and compensate more for regulation resources with faster ramping rates. There
is an emerging consensus that future regulation services will be distinguished and
compensated by capabilities of which ramping rate is one component.

Modeling, estimation, and control of aggregated heterogeneous TCLs for ancillary
services have been discussed in [42, 62]. TCLs are particularly well-suited for Direct
Load Control (DLC) and Demand Response (DR) programs that require loads to
both decrease and increase power consumption because they are capable of storing
thermal energy, much like a battery stores chemical energy. Fully responsive load
control is highlighted in [24] in the context of TCLs and plug-in Electric Vehicles
(EVs). Despite several challenges of using loads for system services, several key
advantages include: 1) Reducing overall grid emissions by using loads to provide
system services [78]. 2) Instantaneous response of loads to operator requests, versus
slow response of generators to make significant output changes [40], and 3) Less
variability associated to a very large number of small loads with respect to that of a
small number of large generators [40]. It may soon be the case that the only technical
impediment to reliable utilization of loads for system services is the development of
the necessary load models and control strategies and the development of inexpensive
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and scalable communication and sensing infrastructure [83].
This dissertation offers novel algorithms on the modeling, estimation, control,

and design of energy-efficient buildings as significant cyber-physical systems within
the Smart Grid.

At the conceptual level, the contributions of this dissertation can be summarized
as follows:

• Physics-based Modeling of Thermal Behavior of Buildings: We present
high fidelity models of building thermal dynamics which are obtained using fun-
damental laws of Thermodynamics and Heat Transfer. We model the conductive
and convective heat transfer phenomena which takes place in the walls and be-
tween the walls and the environment, respectively. We obtain a RC model of
the whole building. Each wall and room in the building is modeled as a node
with a designated capacitor, and these nodes are connected using resistances.
Historical data is then used to calibrate the parameters of the model. In order to
integrate internal (occupancy) and external (sun radiation, etc.) disturbances
to the model, we use CO2 concentration level and outside temperature from
sensors, respectively. Throughout this dissertation, we call these two quantities
unmodelled dynamics .

• Parameter-Adaptive Building (PAB) Model: Incorporating unmodelled
dynamics improves the accuracy of the mathematical model of the building.
However, the building is exposed to extremely time-varying phenomena in the
environment such as occupancy from inside, and solar radiation and wind from
outside. In order to account for such time-varying phenomena, we propose
a framework for online parameter adaptation and state estimation for build-
ing models. We call the resulting model, Parameter-Adaptive Building (PAB)
Model.

• Model Predictive Control: Once we obtain a fairly accurate mathematical
model of the building, we proceed with performing model predictive control of
the HVAC system of buildings. MPC provides a very attractive framework for
optimizing a cost function subject to constraints over a prediction horizon. This
framework is of utmost advantage to control of building HVAC systems. Opti-
mal control of building HVAC system includes minimizing energy consumption
or monetary cost of operating HVAC systems, subject to constraints on the
room temperature and on the inputs to the system such as air mass flow input.
We propose MPC and Robust Model Predictive Control (RMPC) algorithms.
RMPC is designed to account for model uncertainties. We also analyze the per-
formances of MPC, and RMPC for a range of model uncertainties and address
the trade-off between cost and comfort.
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Figure 1.3: As complex cyber-physical systems, HVAC systems involve three closely-
related subsystems - the control algorithm, the physical environment and the embedded
implementation platform.

• Co-design of Control Algorithm and Embedded Platform: Smart build-
ings today have sophisticated and distributed control systems as part of a
Building Automation System (BAS). The task of a BAS is to maintain build-
ing climate within a specified range, control the lighting based on the occupancy
schedule, and monitor the system performance and failures. To accomplish these
tasks, a BAS has to deal with computation and communication non-idealities
stemming from the distributed nature of the implementation platform.

The design of HVAC systems involves three main subsystems – the physical
building and its environment, the control algorithm that determines the system
operations based on sensing inputs from the building and the environment, and
the embedded platform that implements the control algorithm (Figure 1.3). In
the traditional top-down approach, the design of the HVAC control algorithm



CHAPTER 1. INTRODUCTION 9

is done without explicit consideration of the embedded platform. The underly-
ing assumption is that the computation and communication capabilities of the
embedded platform are sufficiently performing for any type of control mecha-
nism. However, with the advent of more complex HVAC control algorithms for
energy efficiency, the use of distributed networked platforms, and the imposi-
tion of tighter requirements for user comfort, this assumption on the embedded
platform is no longer valid. Various aspects of the platform, including sensor
accuracy and availability, communication channel reliability, and computing
power of embedded processors, may have a significant impact on the quality
and cost of a BAS. Thus, the design of the control algorithm should take into
account the configuration of the implementation platform and vice versa, i.e.,
the control algorithm and the embedded platform should be co-designed.

We propose a co-design approach that analyzes the interaction between the con-
trol algorithm and the embedded platform through a set of interface variables.
We present six control algorithms that take into account the sensing error, and
model the relation of control performance and cost versus sensing error. We also
capture the relation of embedded platform cost versus sensing error by analysis
of the collected data from a testbed. Based on these models, we explore the
co-design of the control algorithm and the temperature sensing subsystem of
the embedded platform to optimize with respect to energy cost and monetary
cost while satisfying the constraints for user comfort level.

• Flexibility of Buildings for Supply-Following: Commercial buildings have
inherent flexibility in how their HVAC systems consume electricity. We investi-
gate how to take advantage of this flexibility. We first propose a means to define
and quantify the flexibility of a commercial building. We then propose a con-
tractual framework that could be used by the building operator and the utility
to declare flexibility on the one side and reward structure on the other side. We
then design a control mechanism for the building to decide its flexibility for the
next contractual period to maximize the reward, given the contractual frame-
work. Finally, we perform at-scale experiments to demonstrate the feasibility
of the proposed algorithm.

• Control of Regulation Services from Buildings to the Smart Grid:
We first demonstrate that the demand-side flexibility of the HVAC system of a
typical commercial building can be exploited for providing frequency regulation
service to the power grid using at-scale experiments. We then show how this
flexibility in power consumption of building HVAC system can be leveraged for
providing regulation service. To this end, we consider a simplified model of the
power grid with uncertain demand and generation (Figure 1.4). We present
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Figure 1.4: As influential players in the smart grid domain, buildings have a significant role
in its operation. One of the services that buildings will provide to enhance the operation
of the smart grid is ancillary services to help frequency regulation through automated
demand response events.

an MPC scheme to direct the ancillary service power flow from buildings to
improve upon the classical AGC practice. We show how constraints such as slow
and fast ramping rates for various ancillary service providers, and short-term
load forecast information can be integrated into the proposed MPC framework.
Finally, we provide extensive simulation results to illustrate the effectiveness of
the proposed methodology for enhancing grid frequency regulation practice.

1.3 Organization

The remaining chapters of this dissertation are organized as follows:
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Chapter 2: Mathematical Modeling
We start from describing the fundamental Heat Transfer and Thermodynamics

phenomena such as Convection, Conduction and Radiation which influence the tem-
perature dynamics in a building in Chapter 2. We then present an RC model of the
heat transfer in the building and extend it to the whole building to create a large RC
model. Unmodelled dynamics such as internal and external heat gains are random,
time-varying and hard to accurately model and estimate. In order to account for
such dynamics, we use an affine mapping from measurable quantities such as CO2
concentration level and outside air temperature, respectively, to obtain an estimate of
such unmodelled dynamics. Using historical data, we calibrate the model, and show
the effectiveness of this methodology through modeling a real building and comparing
the results with the measurements.

Chapter 3: Parameter-Adaptive Building (PAB) Model
The modeling framework developed in Chapter 2 works fine for most buildings.

However, the methodology is not well scalable. From one building to another, one
needs to repeat all the calibration process. The modeling framework of Chapter 2
on the other hand, does not address the time-varying behavior of the building and
its indoor and outdoor environment. In Chapter 3 we improve the modeling frame-
work developed in Chapter 2 by introducing a Parameter Adaptive Building (PAB)
model. We present the architecture of the PAB model and its components includ-
ing its Kalman filter based estimation algorithm and validate the effectiveness of the
proposed approach through simulations.

Chapter 4: Control Design
We use the dynamic models developed in Chapters 2, and 3 to design optimal con-

trollers for building HVAC system in Chapter 4. We first provide an overview of the
classical building HVAC controllers. We then present a hierarchical control scheme
in which the high-level controller optimizes a cost function and send the optimal set-
point to the local low-level PID controllers. The majority of Chapter 4 is devoted
to obtaining and studying MPC, RMPC, and studying performance of each in the
presence of model uncertainty. At the end of this Chapter we provide a guideline to
selecting the most appropriate control strategy based on the accuracy of the building
model.

Chapter 5: Co-Design Problem
After presenting various control strategies in Chapter 4, we present a framework

to co-design the control algorithm and the embedded platform for building HVAC
systems in Chapter 5. The goal of this chapter is to highlight energy efficient build-
ings as a cyber-physical system. As complex cyber-physical systems, HVAC systems
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involve three closely-related subsystems - the control algorithm, the physical envi-
ronment and the embedded implementation platform. In Chapter 5, we propose a
co-design approach that analyzes the interaction between the control algorithm and
the embedded platform through a set of interface variables in particular the sensing
accuracy. Based on the proposed models, we explore the co-design of the control
algorithm and the embedded platform to optimize a system with respect to energy
cost and monetary cost while satisfying the constraints for user comfort level.

Chapter 6: Building Flexibility
In Chapter 6, we address the role of energy-efficient buildings within the context

of the smart grid. We first propose a means to define and quantify the flexibility of a
commercial building. We then propose a contractual framework that could be used by
the building operator and the utility to declare flexibility on the one side and reward
structure on the other side. We then design a control mechanism for the building to
decide its flexibility for the next contractual period to maximize the reward, given
the contractual framework. Finally, we perform at-scale experiments to demonstrate
the feasibility of the proposed algorithm.

Chapter 7: Ancillary Control
After we defined, quantified and presented an algorithm to compute the flexibility

of commercial buildings in Chapter 6, we show how this flexibility in power consump-
tion of building HVAC system can be leveraged for providing regulation service, in
Chapter 7. In this chapter, we consider a simplified model of the power grid with
uncertain demand and generation. We present an MPC scheme to direct the ancillary
service power flow from buildings to improve upon the classical Automatic Genera-
tion Control (AGC) practice. We show how constraints such as slow and fast ramping
rates for various ancillary service providers, and short-term load forecast information
can be integrated into the proposed MPC framework. Finally, we provide extensive
simulation results to illustrate the effectiveness of the proposed methodology for en-
hancing grid frequency regulation practice.

Chapter 8: Conclusion
Finally, Chapter 8 draws conclusion of the dissertation with a discussion on the

possible directions for future work.
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Chapter 2

Mathematical Modeling

This chapter serves as a foundation for the rest of the Thesis. We discuss modeling
techniques which are used by the researchers in the domain of building simulation and
building climate control. This chapter includes a review of Thermodynamics extracted
form [36], and a review of building thermal model extracted from [56, 53, 55].

2.1 Principles of Building Thermal Models

Heat storage capacity and heat transmissibility are the fundamental thermal properties
of building elements. Walls, ceilings, floors and the air inside enclosed spaces are
building components that can store energy. The capacity of these elements in storing
energy is a function of their mass and their specific heat capacity. Heat is not only
stored, but it can be transmitted through building elements in different ways. A
useful representation of a thermal network is by means of a circuit analog where heat
storage is represented by capacitors and heat transmission by resistors. We develop
a model for building thermal elements such as rooms and walls using the lumped-
capacitance method. To be useful for control design, the model has to be simple yet
accurate enough so that relevant dynamic behaviors of thermal elements are retained.

2.1.1 Heat Storage

A basic property of materials is specific heat capacity cp, which is the measurable
physical quantity of heat or thermal energy required to change the temperature of
a unit quantity of a substance by one unit. More heat is required to increase the
temperature of a substance with high specific heat capacity than one with low specific
heat capacity. For an object with mass m and specific heat capacity cp , a rate
of change of temperature Ṫ corresponds to the heat flow, denoted by Q, as shown
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conduction convection radiation

Figure 2.1: Mechanisms of heat transfer extracted from [36].

in equation (2.1). In the more familiar parlance of electrical engineering, mcp is
capacitance, Ṫ is the rate of change of electric potential (voltage) and Q is current.

Q = mcpṪ (2.1)

2.1.2 Heat Transfer

Heat transfer takes place via the mechanisms of conduction, convection, and radiation
as shown in Figure 2.1.

2.1.3 Conduction

When there is a temperature gradient in a stationary medium, we use the term
conduction to refer to the heat transfer that occurs across the medium. Conduction
may be viewed as the transfer of energy from the more energetic to the less energetic
particles of a substance due to the interactions between the particles [36].

It is possible to quantify the heat transfer process in terms of appropriate rate
equations. These equations may be used to compute the amount of energy being
transfered per unit time. For heat conduction, the rate equation is known as Fourier’s
law. For the one-dimensional plane wall shown in Figure 2.1 having a temperature
distribution T (x), the rate equation is expressed as

qx = −kAdT
dx

(2.2)

The heat qx (W ) is the heat transfer rate in the x direction and is proportional
to the temperature gradient, dT/dx, in this direction. The proportionality constant
k is a transport property known as the thermal conductivity (W/m.K) and is a
characteristic of the wall material. The minus sign is a consequence of the fact that
heat is transferred in the direction of decreasing temperature. Under the steady state
conditions the temperature distribution is linear, and the temperature gradient may
be expressed as

dT

dx
=
T2 − T1

L
(2.3)
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Table 2.1: Nomenclature

Parameter Definition

Ai Area of wall i

Awini
Total area of window on walls surrounding room i

αi Absorption coefficient of surface of wall i

τwini
Transmissivity of glass of window i

q′′radi Radiative heat flux density radiated to node i

q̇int1 Internal heat generation in thermal zone i

ca Specific heat capacity of air

cw Specific heat capacity of wall material

Cri Capacitance of thermal zone i

Cwi
Capacitance of wall i

h Convection heat transfer coefficient

k Conduction heat transfer coefficient

ṁri Mass flow rate of conditioned air entering thermal zone i

Tri Temperature of room i

Tsi Supply air temperature into thermal zone i

Twi
Temperature of wall i

R′ij Thermal resistance between node i and node j

Rvalw R-value of wall

Rvalgl R-value of glass window

Rvalin R-value of inside air film

Rvalout R-value of outside air film

and the heat flow is then

q =
kA

L
(T1 − T2) (2.4)

In the context of buildings, conduction occurs through solid walls that are not in
thermal equilibrium.

2.1.4 Convection

The convection heat transfer mode is comprised of two mechanisms. In addition to
energy transfer due to random molecular motion (diffusion), energy is also transferred
by the bulk, or macroscopic motion of the fluid. Therefore we can describe the
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convection heat transfer mode as energy transfer occurring within a fluid due to the
combined effects of conduction and bulk fluid motion [36].

Regardless of the particular nature of the convection heat transfer process, the
appropriate rate equation is of the form

q = hA(Ts − T∞) (2.5)

Where q, the convective heat transfer (W ), is proportional to the difference be-
tween the surface and the fluid temperatures, Ts and T∞, respectively. This expression
is known as Newton’s law of cooling, and the proportionality constant h(W/m2.K)
is termed the convection heat transfer coefficient. It depends on conditions in the
boundary layer, which are influenced by surface geometry, the nature of the fluid
motion, and an assortment of fluid thermodynamics and transport properties.

When Equation (2.5) is used, the convection heat flow is presumed to be positive
if heat is transferred from the surface (Ts > T∞) and negative if heat is transferred
to the surface (T∞ > Ts).

2.1.5 Radiation

Thermal radiation is the energy emitted by matter that is at a finite temperature. The
energy of the radiation field is transported by electromagnetic waves (or alternatively,
photons) [36]. While the transfer of energy by conduction or convection requires the
presence of a material medium, radiation does not. In fact radiation transfer occurs
most efficiently in a vacuum. Consider radiation transfer processes for the surface
of Figure 2.1. Radiation that is emitted by the surface originates from the thermal
energy of matter bounded by the surface, and the rate at which energy is released per
unit area (W/m2) is termed the surface emissive power E. There is an upper limit to
the emissive power, which is prescribed by the Stefan-Boltzmann law

Eb = σT 4
s (2.6)

Where Ts is the absolute temperature (K) of the surface and σ is the Stefan-
Boltzmann constant (σ = 5.67 × 10−8 W/m2.K). Such a surface is called an ideal
radiator or blackbody. The heat flux emitted by a real surface is less than that of a
blackbody at the same temperature and is given by

E = εσT 4
s (2.7)

Where ε is a relative property of the surface termed the emissivity. With values
in the range 0 ≤ ε ≤ 1. This property measures how efficiently a surface emits energy
relative to a blackbody. It depends strongly on the surface material and finish.
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Radiation may also be incident on a surface from its surroundings. The radiation
may originate from a special source, such as the sun, or from other surfaces to which
the surface of interest is exposed. Irrespective of the source(s), we designate the rate
at which all such radiation is incident on a unit area of the surface as the irradiation
G.

A portion or all of the the irradiation may be absorbed by the surface, thereby
increasing the thermal energy of the material. The rate at which radiant energy
is absorbed per unit surface area may be evaluated from the knowledge of surface
radiative property termed absorptivity α. That is,

Gabs = αG (2.8)

Where 0 ≤ α ≤ 1 and the surface is opaque, portions of the irradiation are
reflected. If the surface is semitransparent, portions of the irradiation may also be
transmitted. However, while absorbed and emitted radiation increase and reduce,
respectively, the thermal energy of matter, reflected and transmitted radiation have
no effect on this energy. Note that the value of α depends on the nature of the
irradiation, as well as on the surface itself. For example, the absorptivity of a surface
to solar radiation may differ from its absorptivity to radiation emitted by the walls
of a furnace.

A special case that occurs frequently involves radiation exchange between a small
surface at Ts and a much larger, isothermal surface that completely surrounds the
smaller one [36]. The surroundings could, for example be the walls of a room or a
furnace whose temperature Tsur differs from that of an enclosed surface (Ts 6= Tsur).
If the surface is assumed to be one for which α = ε (a gray surface), the net rate of
radiation heat transfer from the surface, expressed per unit area of the surface, is

q′′rad =
q

A
= εEb(Ts)− αG = εσ(T 4

s − T 4
sur) (2.9)

This expression provides the difference between thermal energy that is released
due to radiation emission and that which is gained due to radiation absorption.

In the context of building thermal analysis, we will ignore the radiation heat trans-
fer among the internal walls in the building due to relative low range of temperatures
inside the building, but we will consider the irradiation from the sun on the external
sides of the walls and through the windows to the interior space of the building, in
deriving the differential equations of the temperature distribution in different walls
and rooms of the building.
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2.2 Equivalent Thermal Circuit

2.2.1 Thermal Resistance

At this point we note that a very important concept is suggested by (2.4). In partic-
ular there exists an analogy between the diffusion of heat and electrical charge. Just
as an electrical resistance is associated with the conduction of electricity, a thermal
resistance may be associated with the conduction of heat [36]. Defining resistance as
the ratio of a driving potential to the corresponding transfer rate, it follows from (2.4)
that the thermal resistance for conduction in a plane wall is

Rt,cond =
Ts,1 − Ts,2

qx
=

L

kA
(2.10)

Similarly for electrical conduction in the same system, Ohm’s law provides an
electrical resistance of the form

Re =
Es,1 − Es,2

I
=

L

σA
(2.11)

The analogy between Equations (2.10) and (2.11) is obvious. A thermal resistance
may also be associated with heat transfer by convection at a surface. From Newton’s
law of cooling,

q = hA(Ts − T∞) (2.12)

the thermal resistance for convection is then

Rt,conv =
Ts − T∞

q
=

1

hA
(2.13)

Circuit representations provide a useful tool for both conceptualizing and quanti-
fying heat transfer problems. The equivalent thermal circuit for the plane wall with
convection surface conditions is shown in Figure 2.2. The heat transfer rate may be
determined from separate consideration of each element in the network. Since qx is
constant through the network, it follows that

qx =
T∞,1 − Ts,1

1/h1A
=
Ts,1 − Ts,2
L/kA

− Ts,2 − T∞,2
1/h2A

(2.14)

In terms of the overall temperature difference, T∞,1 − T∞,2, and the total thermal
resistance, Rtot, the heat transfer rate may be may also be expressed as

qx =
T∞,1 − T∞,2

Rtot

(2.15)
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Figure 2.2: Heat transfer through a plane wall. Temperature distribution and equivalent
thermal circuit

Because the conduction and convection resistances are in series and may be
summed, it follows that

Rtot =
1

h1A
+

L

kA
+

1

h2A
(2.16)

2.2.2 Thermal Potential

As it was discussed above, in steady state conditions we can define thermal resistances
for different heat transfer modes such as conduction and convection. Accordingly, we
can construct an equivalent thermal circuit to analyze the thermal behavior of the
system. It was also shown that the equations derived here are analogous to the
corresponding equations in an electrical circuit.

The other similarity that is noticed is the notion of thermal potential or temperature
in thermal circuits which is analogous to the concept of electrical potential in electri-
cal circuits. The temperature (thermal potential) of a point is fixed in steady state
heat transfer, while it varies with time in transient heat transfer or heat storage.
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2.2.3 Thermal Capacitance

In order to analyze the transient thermal behavior of the building model, we need
to introduce the concept of thermal capacitance. During transient heat transfer the
internal energy (and accordingly temperature) of the materials change with time.
Thermal capacitance or heat capacity is the capacity of a body to store heat. It is
typically measured in units of (J/◦C) or (J/K) (which are equivalent). If the body
consists of a homogeneous material with sufficiently known physical properties, the
thermal mass is simply the mass of material times the specific heat capacity of that
material. For bodies made of many materials, the sum of heat capacities for their
pure components may be used in the calculation.

In the context of building design, thermal mass provides “inertia” against tem-
perature fluctuations, sometimes known as the thermal flywheel effect. For example,
when outside temperatures are fluctuating throughout the day, a large thermal mass
within the insulated portion of a house can serve to “flatten out” the daily tempera-
ture fluctuations, since the thermal mass will absorb heat when the surroundings are
hotter than the mass, and give heat back when the surroundings are cooler. This is
distinct from a material’s insulative value, which reduces a building’s thermal con-
ductivity, allowing it to be heated or cooled relatively separate from the outside, or
even just retain the occupants’ body heat longer.

In order to capture the evolution of temperature of walls and rooms we assign a
capacitance with capacity C = mcp to each node in the thermal circuit. Notice that
bodies of distributed mass like walls and air are considered as nodes in our modeling.
This approximation is done based on some assumptions that will be presented in
Section 2.3.

Example 2.2.3.1 Peripheral Wall
In this example we consider a peripheral wall (i.e. one side of the wall is exposed
to the outside air and to the sun, and the other side is exposed to the inside air) as
shown in Figure 2.3. The wall has a window with area Aw, thickness t and conductive
heat transfer coefficient kw. The total area of the wall, not including the window, is
A. The circuit model for this example has three nodes with potentials T1, T2 and
T3 corresponding to the outside air, the inside air and the wall, respectively. The
nodes are connected to ground via capacitors with capacitance value C1 = ma1ca for
the outside air, C2 = ma2ca for air in in the room, and C3 = mwcw for wall material
where ma1 , ma2 , and mw are the masses fo each element, and ca and cw are specific
heat capacitance of air and wall material respectively.

Heat propagates from the outside to the inside through two parallel paths: the
walls and the window. The path through the walls is modeled by convective thermal
resistances R′1 = 1

h1A
between the outside air and the wall, R′2 = 1

h2A
between the

inside air and the wall, and a conductive thermal resistance R′3 = L
kA

of the wall. The
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Figure 2.3: Thermal and circuit network for a peripheral wall with window

path through the window is modeled by a resistance R′4 = 1
h1Aw

+ t
kwAw

+ 1
h2Aw

. The
radiative heat gain from the sun Qrad is also shown on the circuit network by a variable
current source. The output of the current source that calculates the corresponding
sun radiation is a function of the altitude and azimuth angle of the location of the
building on the Earth, orientation of the considered wall or window, day of the year,
time of the day, outside weather and sky condition, and etc.

Remark. One advantage of the proposed model to the other models that can be
found in the literature is that the parameters of the proposed model have physical
meanings and interpretations. This feature makes it possible to modify the model
very easily when the parameters of the real building are changed from one building
to another. For example if the glazing of the windows are changed this change can
be applied to the model by only correcting the transmissivity of the windows in the
model and keeping other parameters intact. Also when analyzing two buildings with
the same wall materials and different wall thicknesses, we know that the Rvalw of the
two buildings are the same, therefore Rij between any two neighboring nodes for the
new building can be obtained by using the Rvalw and Rvalin of the old building and
the dimensions of the new building.
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2.3 Building Thermal Modeling

Using the heat transfer equations that was reviewed in Sections 2.1, and 2.2, we
are now ready to derive the governing heat transfer equations for the temperature
distribution in walls and rooms of a simple building. The heat transfer and storage
equations compose a simple plant model representing a three room building Figure 2.4.
Here are the simplifying assumptions made in deriving the equations:

• The air in a room has one temperature across its volume (lumped model) [29].
A more accurate model of temperature is significantly more complex and it does
not facilitate the derivation of control laws.

• The specific heat of air, cp, is constant at 1.007. In reality, cp is 1.006 at 250
K and 1.007 at 300 K, so our assumption is accurate to within 0.1% error over
the range of temperatures that would occur in a building.

• All rooms are at the same pressure used in the heating and cooling ducts. Air
exchange between a room and vent is then isobaric, so the air mass in the room
will not change in the process. We denote the air mass in the room by m and
the rate of air mass entering the room, and also leaving the room, by ṁ.

• Radiative heating for each building face (N ,S, E ,W) is an input to the plant
model. In a real building, the changing position of the sun through the day,
and variations in atmospheric attenuation, will affect the radiation [28]. Here
due to lack of exact data for the intensity of irradiation from the sun for a given
time in a day, we use a sinusoidal input for the sun irradiation.

• We ignore radiative coupling between inner building walls; as the temperature
difference between pairs of walls should be small, the effects of interior radiative
coupling are likely to be minimal.

For a single room, the thermal model that results from our simplifying assumptions
is presented as Figure 2.4. Also the detailed view of room number 1, coupled to its
four surrounding walls, is given in detail. The temperature of room 1 is called T1 while
the temperature of the adjacent rooms 2 and 3 are called T2 and T3 respectively. The
thermal capacity or thermal mass of room i is denoted by Cri which is equal to the
mass of the air in room i, mi times the specific heat capacity of air, cp, i.e.

Cri = micpa (2.17)

where the mass of air in each room is obtained from the following equation

mi = ρaVi (2.18)
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Figure 2.4: Simple three-room building with heat transfer through exterior and interior
walls.

where ρa is the density of air at room temperature and Vi is the volume of room i.
As shown in Figure 2.4, the thermal capacity of each room is inserted in the

thermal circuit representation of the building by a capacitor, Cri which is placed
between the node representing the temperature of the room and the ground.

Notice that the temperature assigned to every node in the thermal circuit is anal-
ogous to the voltage of the corresponding node in the electrical circuit. Therefore
by placing the capacitor in the mentioned location, the effect of increase of internal
energy of the room air is reflected to the temperature of the room by rising the tem-
perature of the room by ∆T = (∆Q/mcp), which is analogous to the increase of the
voltage of the corresponding node in the electrical circuit by ∆V = ∆q/C, where
∆V , ∆q and C are the increase in the voltage of the node, increase in the electrical
charge on the capacitor’s plates and the capacity of the capacitor, respectively.
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Other than the rooms the walls are also the main elements, that affect the thermal
behavior of a building. In our simple 3-room building model, there are 10 walls which
are identified by w1, w2, . . . , w10. The area and the temperature of wall i is called
Ai and Twi respectively. The temperature of the wall is assigned to its centerline,
separating the wall into two parts. The thermal capacity of a wall which is denoted
by Cwi may be defined as

Cwi = mwicpw (2.19)

where the mass of wall i, mi can be obtained from the following equation

mwi = ρwVwi (2.20)

where ρw is the density of the walls and Vwi is the volume of wall i which is the area
of the wall times its thickness.

Now we have one node for the air inside the room and four nodes for the surround-
ing walls. These nodes should be linked to each other using the thermal resistances
that were defined in Section 5.2. having the walls separated into two sides, we can
define the thermal resistance for conduction for both sides of the wall. Therefore the
thermal resistance for conduction for each side of the wall can be defined as

Rcond,half =
Rw

2
(2.21)

where Rw is the total thermal resistance of the wall, which can be expressed as

Rw =
L

kA
(2.22)

where L is the thickness of the wall, k is the thermal conductivity of the wall material,
and A is the area of the wall.

We can define thermal resistance for the convection heat transfer on both sides
of the walls by using the equations presented in Section 2.2. Since h, the convective
heat transfer coefficient depends on the type of fluid, flow properties and temperature
properties, it will have different values for the two sides of the walls depending on the
factors mentioned above for each side[44]. For simplicity, we only consider two differ-
ent convective heat transfer coefficients, one for the internal and one for the external
sides of the peripheral walls. Notice that the internal walls have the same convective
heat transfer coefficient on their both sides. We denote the internal convective heat
transfer coefficient, by hi and the external convective heat transfer coefficient, by ho.
Accordingly the thermal resistance for convection on the internal and external sides of
the peripheral walls denoted by (Ri) and (Ro), respectively, can be defined as follows
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Ri =
1

hiA
(2.23)

Ro =
1

hoA
(2.24)

Now we can derive the governing equation for the temperature evolution in walls
and rooms of the building, using the resistances and capacitors defined above. By
performing nodal analysis we can get the following equation for the temperature of
walls and rooms [63]. For wall w1 in Figure (2.4) we have

T∞ − Tw1(
Ro + Rw

2

)
1

+
T1 − Tw1(
Ri + Rw

2

)
1

+ αA1q
′′
rad1

= Cw1
d(Tw1)

dt
(2.25)

Where the subscripts of the parentheses refer to the number of the wall, for which
the equation is written and hence the wall that the resistances should be calculated
for. The first term in the above equation accounts for the heat that is transferred
form outside to the wall. The second term represents the heat transfer from the air in
room number 1 to the wall. The term αqrad1 accounts for the portion of the radiation
heat from the sun, that is absorbed by the wall, where α is the absorptivity coefficient
of the wall and qrad is the total radiation heat that reaches the wall. Notice that the
rest of the radiation heat that is not absorbed by the wall, is reflected. T∞ refers to
the outside temperature. A similar equation can be written for wall 2:

T∞ − Tw2(
Ro + Rw

2

)
2

+
T1 − Tw2(
Ri + Rw

2

)
2

+ αA2q
′′
rad2

= Cw2
d(Tw2)

dt
(2.26)

We can write this equation for all of the walls of the building. So we have 10
equations governing the temperature evolution in the walls [20]. By doing the same
NodalAnalysis for each room in the building we can get the following equations:

For room 1 we have:

Tw1 − T1

(Ri + Rw

2
)1

+
Tw2 − T1

(Ri + Rw

2
)2

+
Tw8 − T1

(Ri + Rw

2
)8

+
Tw10 − T1

(Ri + Rw

2
)10

+ ṁ1cpa(T0 − T1) + qint1 = Cr1
d(T1)

dt
(2.27)

Where ṁ1 is the air mass flow through the ducts into room number 1, cp is the
specific heat of air, T0 is the temperature of the chilled air or hot air that comes into
the rooms through the ducts, and qint is the heat generation inside the rooms which
can be from electrical devices such as computers, or from humans, lighting and etc.
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The same equation can be written for room 2 and 3 as follows.

Room 2:

Tw8 − T2

(Ri + Rw

2
)8

+
Tw3 − T2

(Ri + Rw

2
)3

+
Tw4 − T2

(Ri + Rw

2
)4

+
Tw9 − T2

(Ri + Rw

2
)9

+ ṁ2cpa(T0 − T2) + qint2 = Cr2
d(T2)

dt
(2.28)

Room 3:

Tw7 − T3

(Ri + Rw

2
)7

+
Tw10 − T3

(Ri + Rw

2
)10

+
Tw9 − T3

(Ri + Rw

2
)9

+
Tw5 − T3

(Ri + Rw

2
)5

+
Tw6 − T3

(Ri + Rw

2
)6

+ ṁ3cpa(T0 − T3) + qint3 = Cr3
d(T3)

dt
(2.29)

If we write the heat transfer equation for every wall and room in the building and
represent the equations in a state space form we get the following form of equation.

ẋ = Ax+ f(x, u) (2.30)

y = Cx (2.31)

where x is the state, u is the input and y is the output of the system. The matrices
A, C and the vector x and f(x, u) are defined as follows:

x =
[
Tw1 Tw2 Tw3 . . . Tw10 T1 T2 T3

]T
(2.32)

A = [M N ]

Where M and N are as follows
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M =



−1
R′1Cw1

0 0 0 0 0 0 0 0 0

0 −1
R′2Cw2

0 0 0 0 0 0 0 0

0 0 −1
R′3Cw3

0 0 0 0 0 0 0

0 0 0 −1
R′4Cw4

0 0 0 0 0 0

0 0 0 0 −1
R′5Cw5

0 0 0 0 0

0 0 0 0 0 −1
R′6Cw6

0 0 0 0

0 0 0 0 0 0 −1
R′7Cw7

0 0 0

0 0 0 0 0 0 0 −1
R′8Cw8

0 0

0 0 0 0 0 0 0 0 −1
R′9Cw9

0

0 0 0 0 0 0 0 0 0 −1
R′10Cw10

1
R1Cr1

1
R2Cr1

0 0 0 0 0 1
R8Cr1

0 1
R10Cr1

0 0 1
R3Cr2

1
R4Cr2

0 0 0 1
R8Cr2

1
R9Cr2

0

0 0 0 0 1
R5Cr3

1
R6Cr3

1
R7Cr3

0 1
R9Cr3

1
R10Cr3



N =



1
R1Cw1

0 0

1
R2Cw2

0 0

0 1
R3Cw3

0

0 1
R4Cw4

0

0 0 1
R5Cw5

0 0 1
R6Cw6

0 0 1
R7Cw7

1
R8Cw8

1
R8Cw8

0

0 1
R9Cw9

1
R9Cw9

1
R10Cw10

0 1
R10Cw10

a 0 0

0 b 0

0 0 c


where the constants R, R′, a, b and c are defined as follows:
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1

R
=

1

Ri +Rw/2
(2.33)

1

R′
=

1

Ro +Rw/2
+

1

Ri +Rw/2
(2.34)

a =
−1

Cr1
(

1

R1

+
1

R2

+
1

R8

+
1

R10

) (2.35)

b =
−1

Cr2
(

1

R3

+
1

R4

+
1

R9

+
1

R8

) (2.36)

c =
−1

Cr3
(

1

R5

+
1

R6

+
1

R7

+
1

R10

) (2.37)

Matrix C which determines the outputs is defined as

C =

0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 1

 (2.38)

and f(x, u), the nonlinear part of the system equations is defined as follows:

f(x, u) =



α
Cw1

q′′rad1
A1 + T∞

Cw1Ro1

α
Cw2

q′′rad2
A2 + T∞

Cw2Ro2

α
Cw3

q′′rad3
A3 + T∞

Cw3Ro3

α
Cw4

q′′rad4
A4 + T∞

Cw4Ro4

α
Cw5

q′′rad5
A5 + T∞

Cw5Ro5

α
Cw6

q′′rad6
A6 + T∞

Cw6Ro6

α
Cw7

q′′rad7
A7 + T∞

Cw7Ro7

0
0
0

1
Cr1

[ṁ1cpa(T0 − T1) + qint1 ]

1
Cr2

[ṁ2cpa(T0 − T2) + qint2 ]

1
Cr3

[ṁ3cpa(T0 − T3) + qint3 ]



(2.39)
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As you can see in f(x, u) the control input (ṁi) is multiplied by the state (xi) which
makes the dynamics of the system nonlinear. This f vector is actually composed of
both the input and the disturbance to the system model. In order to be able to study
the dynamics of the system more rigorously, we decompose vector f into the input
vector and the disturbance vector, i.e.

f(x, u) = g(x, u) + d(t) (2.40)

Where g(x, u) which contains the input terms is

g(x, u) =



0
0
0
0
0
0
0
0
0
0

1
Cr1

[ṁ1cpa(T0 − T1)]

1
Cr2

[ṁ2cpa(T0 − T2)]

1
Cr3

[ṁ3cpa(T0 − T3)]



(2.41)

Which can be written in the form below. Note that the following form, the state
space representation for a dynamical system, is the form we will use for the control
purposes.
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g(x, u) =



0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

cp
Cr1

(T0 − T1) 0 0

0 cp
Cr2

(T0 − T2) 0

0 0 cp
Cr3

(T0 − T3)



.

ṁ1

ṁ2

ṁ3

 (2.42)

and the disturbance term is as follows

d(t) =



α
Cw1

q′′rad1
A1 + T∞

Cw1Ro1

α
Cw2

q′′rad2
A2 + T∞

Cw2Ro2

α
Cw3

q′′rad3
A3 + T∞

Cw3Ro3

α
Cw4

q′′rad4
A4 + T∞

Cw4Ro4

α
Cw5

q′′rad5
A5 + T∞

Cw5Ro5

α
Cw6

q′′rad6
A6 + T∞

Cw6Ro6

α
Cw7

q′′rad7
A7 + T∞

Cw7Ro7

0
0
0

1
Cr1

qint1

1
Cr2

qint2

1
Cr3

qint3



(2.43)

The nonlinearity in the system is of the form xu (i.e. the product of state and
input) and it is only seen in the input vector. There are some techniques such as feed-
back linearization including Input/Output Linearization or Input/State Linearization
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techniques which can be used to deal with the nonlinearities of the system. It can be
shown that due to the high order of the system these linearization techniques lead to
very messy calculations, and the internal dynamics is of very high order with respect
to the order of the transformed linearized state dynamics.

Therefore, we use the conventional Jacobian Linearization approach to take the
system dynamics into the standard state space realization. it can be shown that due
to the small range of temperatures in the building, the Jacobian linearization which
is done about a certain equilibrium point is fairly accurate for our control purposes.

2.4 Model Validation

For validating the model that was developed in section 2.3, we have used the data of
zone temperature of a specific zone at Bancroft library of UC Berkeley campus along
with airflow, discharge air temperature (DAT) and outside air temperature (OAT)
data to simulate the thermal behavior of that specific zone and then compare the
simulation results with the measured temperature of the zone. We have used the
WebCTRL of Automated Logic Corporation (ALC) to download the temperature
data.

2.4.1 Parameter Identification

In order to estimate the parameters of the model such as the overall thermal resistance
of each wall we have used some typical R-values for walls from ASHRAE handbook
[77] as the initial guesses and then we have used the fmincon function in MATLAB
to solve for the optimal parameters by minimizing the error between the measured
temperature and the simulated temperature of the zone with respect to constraints
on the parameters. The results of model validation is shown in Figure 2.5. In this
optimization problem, the optimization parameters include the thermal resistances
of the walls and the masses in the energy balance equation. The parameters of the
model are reported in Table 2.2.

Note that since the presence of people in the room is very random and has not
been considered in the modeling we have used the data of a weekend in order to
minimize the disturbance effect of internal heat gains by the people in the system.

2.4.2 Parameter Validation

In order to validate the parameters listed in Table 2.2 we have simulated the temper-
ature of the same thermal zone using the data of next weekend (Oct 24). The results
of the simulation is presented in Figure 2.6.
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Figure 2.5: Simulated temperature versus measured temperature of zone 8 of Bancroft
library on the campus of UC Berkeley (Oct 17, 2010).

Table 2.2: Parameter identification results.

Parameter Value (kJ/K) Parameter Value (m.K/W )

Cr1 1.673 × 103 Rvalw 1.659

Cw1 2.707 × 104 Rvalgl 0.124

Cw2 2.730 × 104 Rvalin 0.062

Cw3 1.895 × 104 Rvalout 2.149

Cw4 3.898 × 104

Note that zone 8 is located in the north east corner of second floor of DOE library
building. The walls on North and East side of the building face outside and have
windows. There are two points in dealing with walls with windows. First, we have
to take into account the R-value of windows which is in parallel with the R-value
of the wall, and also we have to take into account the effect of radiation gain from
the sun during the day and the radiation loss due to heat transfer between the room
and the sky at night. We have assumed an additive sinusoidal disturbance to the
model to represent the effect of solar radiation gain and heat loss to the sky at night.
The amplitude of the sinusoidal wave and the transmissivity of the windows are the
optimization variables that are obtained in the identification process.
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Figure 2.6: Simulated temperature versus measured temperature of zone 8 of Bancroft
library on the campus of UC Berkeley (Oct 24, 2010).

2.5 Jacobian Linearization

In modeling systems, we see that nearly all systems are nonlinear, in that the dif-
ferential equations governing the evolution of the system’s variables are nonlinear.
However, most of the theory we have developed has centered on linear systems. So,
a question arises: “In what limited sense can a nonlinear system be viewed as a lin-
ear system?” In this section we review the concept of Jacobian linearization of a
nonlinear system, about a specific operating point, called an equilibrium point [14].

2.5.1 Equilibrium Points

Consider a nonlinear differential equation:

ẋ = f(x(t), u(t)) (2.44)

where f is a function mapping Rn×Rm → Rn. A point x̄ ∈ Rn is called an equilibrium
point if there is a specific ū ∈ Rm (called the equilibrium input) such that

f(x̄, ū) = 0n (2.45)

Suppose x̄ is an equilibrium point with the equilibrium input ū. Consider starting
the system (2.44) from initial condition x(t0) = x̄, and applying the input u(t) ≡ ū
for all t ≥ t0. The resulting solution x(t) satisfies

x(t) = x̄ (2.46)
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for all t ≥ t0. That is why it is called an equilibrium point.

2.5.2 Deviation Variables

Suppose (x̄, ū) is an equilibrium point and input. We know that if we start the system
at x(t0) = x̄, and apply the constant input u(t) = ū, then the state of the system will
remain fixed at x(t) = x̄ for all t. What happens if we start a little bit away from x̄,
and we apply a slightly different input from ū. Define deviation variables to measure
the difference.

δx(t) := x(t)− x̄ (2.47)

δu(t) := u(t)− ū (2.48)

Here, we are simply relabeling where we call 0. Now, the variables x(t) and u(t)
are related by the differential equation

ẋ(t) = f(x(t), u(t)) (2.49)

substituting in, using the constant and deviation variables, we get

δ̇x(t) = f(x̄+ δx(t), ū+ δu(t)) (2.50)

This is exact. Now perform a Taylor expansion of the right hand side, and neglect
all higher (higher than 1st) order terms

δ̇x(t) ≈ f(x̄, ū) +
∂f

∂x


x = x̄
u = ū

(2.51)

Considering that f(x̄, ū) = 0, we have:

δ̇x(t) ≈
∂f

∂x


x = x̄
u = ū

(2.52)

This differential equation approximately (we are neglecting 2nd order and higher
terms) describes the behavior of the deviation variables δx(t) and δu(t), as long as they
remain small. It is a linear, time-invariant, differential equation, since the derivatives
of δx are linear combinations of the δx variables and the deviation inputs, δu. The
matrices

A :=
∂f

∂x


x = x̄
u = ū

∈ Rn×n B :=
∂f

∂u


x = x̄
u = ū

∈ Rn×m (2.53)
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are constant matrices. With the matrices A and B as defined in (2.53), the linear
system

δ̇x(t) = Aδx(t) +Bδu(t) (2.54)

is called the Jacobian Linearization of the original nonlinear system (2.44), about
the equilibrium point (x̄, ū). For “small” values of δx and δu, the linear equation
approximately governs the exact relationship between the deviation variables δu and
δx.

If we design a controller that effectively controls the deviations δx, then we have
designed a controller that works well when the system is operating near the equi-
librium point (x̄, ū). This is a common, and effective way of dealing with nonlinear
systems approximating them with a linear system.

To implement this method, we need to find the equilibrium points of the system.
The equilibrium points are obtained by fixing the input, ū and then solving for x̄. In
this system there are infinite equilibrium points which can be obtained by assuming
different equilibrium inputs. However we are only interested in one equilibrium point
in which the system is working most of the time.

That equilibrium point is obtained by setting the temperature of the rooms equal
to the set point temperatures that are assigned by the users (building occupants), and
then solving for the equilibrium temperature of the walls and the equilibrium inputs.
Here we have ignored the disturbance terms. The equilibrium point is achieved only
by setting the nonlinear differential equation (2.44) equal to zero. We have solved for
an equilibrium point near the setpoint Tstpnti ∀i = 1, 2, 3. By solving the equation
we find the equilibrium point to be

Xe =



0.0058
0.0058
0.0058
0.0058
0.0058
0.0014
0.0058
0.0116
0.0116
0.0116
22.0666
22.0666
22.0292



ue =

0.000333
0.000333
0.000665

 (2.55)

Now we can find the linearized system by evaluating the matrices A and B from
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equation (2.53). Therefore the linearized state space realization of the system is as
follows

ẋ = Ax+Bu+ d(t) (2.56)

where matrix A stays the same as before but matrix B is as follows

B =



0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

cp
Cr1

(T0 − Tstpnt1) 0 0

0 cp
Cr2

(T0 − Tstpnt2) 0

0 0 cp
Cr3

(T0 − Tstpnt3)



(2.57)

Where T0 is the temperature of the chilled or hot air which comes into the room
from the HVAC ducts, which is assumed to be constant, and Tstpnti ∀i = 1, 2, 3 are
the set point temperatures that the occupants set for each room in the building. Now
that we have the linearized state space representation of the system, we will introduce
the control algorithm and implement it on the system in Chapter 4.

2.5.3 Linearization of a Generic Nonlinear Dynamic Model

For a generic nonlinear model of building, we linearize the system dynamics around
the nearest equilibrium point to the specified operating point of the system (details
in [56]). The algorithm to find the equilibrium point of the system starts from an
initial point and searches, using a sequential quadratic programming algorithm, until
it finds the nearest equilibrium point. First we linearize the model considering all
the inputs to the model. Once the linearization is done, we divide the inputs into
manipulated variables and disturbance variables. Discretizing the state space realiza-
tion leads to xk+1 = Axk +Buk +Edk where dk stores the disturbance at time k and
the original B obtained from linearization process is split into two parts. The new
B keeps the columns corresponding to the manipulated variables and E stores the
columns of the original B corresponding to the disturbance variables. In this study
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Figure 2.7: Measured data of air flow and discharge air temperature.
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Figure 2.8: Temperature of room from measured data, nonlinear model and the linearized
model.

we have kept the air flow as a manipulated variable and we regard the rest of the
inputs as the disturbance input on which we don’t have control. Note that since the
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range of the variations of inputs as shown in Figure 2.7 during day (on-mode) and
also the thermal zone temperature that the system experiences in the course of a day
is not so wide (usually 20 - 22 ◦ C), linearizing about the equilibrium point does not
introduce significant error as shown in Figure 2.8. On the other hand dealing with
a linear system dramatically decreases the computational efforts. The results of the
linearization is shown in Figure 2.8.

2.6 Unmodelled Dynamics Estimation

The model developed up to this point in this chapter works well as long as the
internal heat generation, and heat transfer to the room from external sources such as
sun radiation that are not captured in the model are negligible. However, this is not a
good assumption in the case of almost every single building. Hence, these contributors
to the temperature dynamics which are not captured by the model introduced earlier
in Chapter 2, as we call them “unmodelled dynamics”, should be accounted for by
some means. In this section, we develop a methodology to estimate such unmodelled
dynamics using measurable quantities such as CO2 concentration level and outside
air temperature.

2.6.1 Estimating External Loads

Heat flux is radiated from the sun to the exposed walls and to the peripheral rooms
through windows. This heat flux is a hard-to-estimate function of several variables
including the altitude and azimuth angle of the location of the building on the Earth,
orientation of the considered wall or window, day of the year, time of the day, outside
weather and sky condition. However, to be able to estimate the heat flux at each
time, we approximate it by assuming that this quantity is an affine function of the
outside air temperature1 given by

q′′radi(t) = λTout(t) + γ (2.58)

where λ and γ will be obtained by the parameter estimation algorithm detailed later.
Hence, we parameterize q′′radi(t) and then identify all of the parameters using nonlinear
regression. Note that this method does not cover all the uncertainties associated with
external loads to the building, however it leads to a decent estimation as shown later
in Section 2.7.

1Note that other quantities such as global horizontal irradiance (GHI) data either from the Cal-
ifornia Irrigation Management Information System, CIMIS [1] or METAR data [7] from nearby
airports archived in the National Climatic Data Center, can be used for the purpose of this param-
eterization as well.
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2.6.2 Estimating Internal Loads

Internal loads in the building are usually related to occupants and electrical devices.
The heat emitted from electrical devices is easy to identify based on the electrical
characteristics of the device with high precision; the main uncertainty in identifying
the internal loads is due to the load associated to the building occupants. We propose
a parameterization of the internal loads by occupants using the CO2 sensor data
(current CO2 concentration in the room) which yields

q̇int(t) = µΨ(t) + ν (2.59)

where Ψ(t) is the CO2 concentration in the room in (ppm). µ and ν are constants
to be obtained from the identification process.

2.7 Unmodelled Dynamics Identification

We use historical data to identify the parameters of the system along with the unmod-
elled dynamics described in Section 2.3. The identification process is done through
an optimization problem over the parameters given in (2.60).

min
C[.],R[.],λ,γ,µ,ν

‖Y m − Y s‖2
2 (2.60)

s.t.

{
xst+1 = Axst + f(xst , u

m
t , d

m
t ) t = 0, ..., N − 1

yst = Cxst t = 0, ..., N

Where the subscript t refers to time and the superscript m and s refer to measured
and simulated data, respectively. The vector Y ∈ RN×1 stores the values of yt for
t = 1, · · · , N .

2.7.1 Parameter Identification

For identifying the parameters of the model we have used the data of zone tempera-
ture of a specific zone at Bancroft library of UC Berkeley campus along with airflow,
discharge air temperature (DAT) and outside air temperature (OAT) data to sim-
ulate the thermal behavior of that specific zone and then compare the simulation
results with the measured temperature of the zone. We have used the WebCTRL of
Automated Logic Corporation (ALC) to download the temperature data. The results
of model validation is shown in Figure 2.9. We store the unmodelled dynamics in a
time-varying vector called disturbance dt.

Note that there are two peaks in the unmodelled dynamics values, one around 9
a.m. and another around 3 p.m. which are due to occupants and outside radiation.
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Figure 2.9: Simulated temperature and measured temperature of zone 8 of Bancroft
library (Oct 24, 2010) and unmodelled dynamics.

The interesting observation is that the first peak of disturbance load does not cause
as much temperature increase in the room as opposed to the second disturbance peak.
The reason is that in the morning the walls which represent the slow-dynamic masses
in the system are cold due to low temperature at night. Therefore part of the heating
load, earlier in the day, goes toward warming up the slow-dynamic thermal masses in
the building (e.g. walls and furniture). However in the afternoon the slow-dynamic
thermal masses absorb heat at a slower rate and therefore, cause faster increase to the
temperature of the fast-dynamic thermal mass of the system which is the air in the
room. Also a decrease in the values of the unmodelled dynamics is observed which
can be due to the people leaving the room around noon for lunch and/or cloudy sky.
The optimal parameters of the model are reported in [53].

2.7.2 Parameter Validation

In order to validate the parameters of the model, we have simulated the temperature
of the same thermal zone using the data of next weekend. The results of the simulation
are presented in [53].
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Chapter 3

Parameter Adaptive Building
(PAB) Model

Model-based control of building energy offers an attractive way to minimize en-
ergy consumption in buildings. Model-based controllers require mathematical models
that can accurately predict the behavior of the system. For buildings, specifically,
these models are difficult to obtain due to highly time varying, and nonlinear nature of
building dynamics. Also, model-based controllers often need information of all states,
while not all the states of a building model are measurable. In addition, it is challeng-
ing to accurately estimate building model parameters (e.g. convective heat transfer
coefficient of varying outside air). In this chapter, we propose a modeling framework
for “online estimation” of states and unknown parameters of buildings models, leading
to the Parameter-Adaptive Building (PAB) model. Extended Kalman filter (EKF)
and unscented Kalman filter (UKF) techniques are used to design the PAB model
which simultaneously tunes the parameters of the model and provides an estimate for
all states of the model. The proposed PAB model is tested against experimental data
collected from Lakeshore Center building at Michigan Tech University. Our results
indicate that the new framework can accurately predict states and parameters of the
building thermal model. The material of this chapter is extracted from [57].

3.1 Why Parameter Adaptive Building Model?

Buildings are dynamical systems with uncertain and time-varying plant and occupant
characteristics. The heat transfer characteristics of a building are highly dependent
on the ambient conditions. For instance, heat transfer properties such as convective
heat transfer coefficient h, of peripheral walls is dependent on outside temperature,
wind speed and direction. Also, unmodelled dynamics of a building (See [55]). is
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function of 1) external factors : ambient weather conditions such as radiative heat
flux into the walls and windows, and cloudiness of the sky, and 2) internal factors:
such as occupancy level, internal heat generation from lighting, and computers. These
quantities are highly time-varying and therefore the dynamics of the building and,
consequently, parameters of the mathematical model describing the dynamics of the
buildings are constantly changing with time. Accordingly, the estimation algorithms
utilized to identify these parameters should take the time-varying aspect of buildings
into account and be adaptive in this respect.

Reliable dynamical models are crucial to model predictive control strategies. Mod-
eling and system identification are the most challenging and time-consuming parts
of building predictive control [71]. To address this challenge, over the last few years
numerous mathematical models of building thermal dynamics have been proposed in
the literature. Resistor-capacitor (RC) models with disturbances to capture unmod-
elled dynamics have been proposed in [56, 55, 53]. A bilinear version of an RC model
is presented in [67] that takes into account weather predictions to increase building
energy efficiency. In [15], the authors found that time varying properties such as occu-
pancy can significantly change the dynamic thermal model and influence how building
models are identified. While modeling a multi-zone building, the authors observed
that the experimental data often did not have sufficient quality for system identifi-
cation and hence, proposed a closed-loop architecture for active system identification
using prediction-error identification method (PEM). Other modeling techniques with
application in building predictive control include: subspace methods, MPC relevant
identification (MRI), deterministic semi-physical modeling (DSPM), and probabilistic
semi-physical modeling (PSPM). In this paper we focus on DSPM. In a recent work,
unscented Kalman filtering has been used for online estimation of building thermal
parameter estimation [72], although the model used in that work is over-simplified
and the state estimation is not performed.

Building models can be linear or nonlinear. While nonlinear models typically
provide better prediction of building thermal dynamics, they are computationally
intensive when incorporated in building controller algorithms. On the other hand,
linear models are less computationally intensive for use in building controllers but
they are limited to the operating zones they have been tuned for. One approach to
increase the accuracy of the linear building models is to use an adaptive parameter
estimation technique such that the building parameters are updated as the environ-
ment changes. This leads to an adaptive modeling framework for building predictive
control. Although this technique has been adopted for simultaneous state-parameter
estimation in other applications [69, 64, 73], to the best of the authors’ knowledge, this
paper is the first study on developing adaptive modeling framework for simultaneous
estimation of building parameter, states and unmodelled dynamics.

The contributions of this chapter are twofold: a novel adaptive modeling frame-
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work for building predictive control and the application of extended Kalman filter
(EKF) and unscented Kalman filter (UKF) techniques for building online parameter
identification and state estimation using historical data from a test-bed.

3.2 Mathematical Model

We utilize the same model that we developed in Chapter 2, and build on top of
that model. For consistency of notation throughout this chapter we first present
a summary of the model developed in Chapter 2 with appropriate notation geared
towards the purpose of this chapter.

Figure 3.1 depicts the schematic of a typical room which will be studied. We
use lumped model analysis to reduce the complexity, and obtain a low order model,
suitable for control purposes. Note that due to having forced convection inside the
room, the temperature is assumed uniform inside the room. We use the RC model
from Chapter 2, in which the building is considered as a network. Then we modify
the representation of the system dynamics to account for time varying parameters by
augmenting the parameters into the state vector.

3.2.1 Conductive and Convective Heat Transfer

There are two types of nodes in the building network: walls and rooms. There are in
total n nodes, m of which represent rooms and the remaining n−m nodes represent
walls. We assign a number i = 1, ...,m to each room, and denote the temperature of
the room with Tri . The wall node and temperature of the wall between room i and j
is denoted by (i, j) and Twi,j

, respectively, and is governed by the following equation:

Cw
i,j

dTwi,j

dt
=

∑
k∈Nwi,j

Trk − Twi,j

Ri,jk

+ ri,jαi,jAwi,j
Qradi,j (3.1)

where Cw
i,j, αi,j and Awi,j

are heat capacity, radiation heat absorption coefficient and
area of wall between room i and j, respectively. Ri,jk is the total thermal resistance
between the centerline of wall (i, j) and the side of the wall where node k is located.
Qradi,j is the radiative heat flux density on wall (i, j). Nwi,j

is the set of all of
neighboring nodes to node wi,j. ri,j is equal to 0 for internal walls, and equal to 1 for
peripheral walls (i.e. either i or j is the outside node). Temperature of the ith room
is governed by the following equation:

Cr
i

dTri
dt

=
∑
k∈Nri

Tk − Tri
Ri,ki

+ ṁrica(Tsi − Tri) + wiτwi
Awini

Qradi + Q̇inti (3.2)
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Figure 3.1: Schematic of a typical room with a window. Temperature sensors are denoted
by ”S” in this figure.

where Tri , C
r
i and ṁri are the temperature, heat capacity and air mass flow into the

room i, respectively. ca is the specific heat capacity of air. Tsi is the temperature of
the supply air to room i. wi is equal to 0 if none of the walls surrounding room i have
window, and is equal to 1 if at least one of them has a window. τwi

is the transmissivity
of glass of window i, Awini

is the total area of window on walls surrounding room i,
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Qradi is the radiative heat flux density per unit area radiated to room i, and Q̇inti

is the internal heat generation in room i. Nri is the set of all of the neighboring
“room” nodes to room i. The details of building thermal modeling and estimation of
the unmodelled dynamics is available in [56, 53, 55]. Note that we approximate the
values of Qradi(t) and Q̇int(t) based on the following equations:

Qradi(t) = τTout(t) + ζ (3.3)

Q̇int(t) = µΨ(t) + ν (3.4)

where Tout and Ψ are the outside air temperature and CO2 concentration in the room,
respectively. Parameters τ , ζ, µ and ν are obtained by the parameter estimation
algorithm detailed in Section 3.3.

3.2.2 Radiative Heat Transfer

We compute the radiative heat transfer between building and ambient environment as
proposed in [30]. The amount of heat transferred from the building to the environment
is given by the Stefan-Boltzmann law:

Qbldg = εσT 4
bldg (3.5)

where Tbldg is the average temperature of the building.
We also consider solar radiation heat transfer, Qsolar emitted on the walls, and

inside the room through the windows. The data used in this paper is based on the
past 30 years monthly average of solar radiation for flat-plate collectors facing south
(resembling the south facing flat vertical walls of the building), and is obtained from
NREL (National Renewable Energy Laboratory) [8] database for Houghton, MI in
January.

Furthermore, we take into account the radiation cooling at night (i.e. sky thermal
radiation to the building) based on the proposed relation in [30]:

Qsky = (1 +KC2)8.78× 10−13T 5.852
out RH0.07195 (3.6)

where K is the coefficient related to the cloud height and C is a function of cloud
coverage. We use K = 0.34 and C = 0.8 for simulations, as explained in [30]. Tout is
the outside air temperature, and RH is the air relative humidity percentage.

The total radiation exchange between building and ambient environment is then
given by:

Qrad = Qsky +Qsolar −Qbldg (3.7)
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Note that Qsky and Qsolar are heat flow into the building, and Qbldg, is the heat
flow from the building to the environment.

The heat transfer equations for each wall and room yield the following system
dynamics:

ẋt = f(xt, ut, dt, t)

yt = Cxt (3.8)

where xt ∈ Rn is the state vector representing the temperature of the nodes in the
thermal network, ut ∈ Rlm is the input vector representing the air mass flow rate and
discharge air temperature of conditioned air into each thermal zone, and yt ∈ Rm

is the output vector of the system which represents the temperature of the thermal
zones. l is the number of inputs to each thermal zone (e.g., air mass flow and supply
air temperature). C is a matrix of proper dimension and the disturbance vector is
given by dt = g(Qradi(t), Q̇int(t), Tout(t)).

3.2.3 Disturbance

Following the intuitive linear relation between Tout, Q̇int and Qrad, we approximate g
with an affine function of these quantities, leading to:

dt = aQradi(t) + bQ̇int(t) + cTout(t) + e (3.9)

where e is a constant to be estimated. By substituting (5.3) and (5.4) into (5.6) and
rearranging the terms, we get:

dt = (aτ + c)Tout(t) + bµΨ(t) + aζ + bν + e

= āTout(t) + b̄Ψ(t) + ē
(3.10)

where ā = aτ + c, b̄ = bµ, and ē = aζ + bν + e. Therefore, only measurements of
outside air temperature and CO2 concentration level are needed to determine the
disturbance. The values of ā, b̄, and ē are estimated along with other parameters of
the model.

3.2.4 State-Parameter Estimation

State space form of the system is required for state-parameter estimation. Here, the
state space form of building equations is presented, using (3.1) for each wall and (3.2)
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for each room node in the building network.

ẋ1 =
1

Cr
1

·
((

1

R121

− 1

R131

− 1

R141

− 1

R151

− 1

Rwin
15

− ṁr1ca

)
x1

+
x2

R121

+
x3

R131

+
x4

R141

+
x5

R151

+ caTs1ṁr1

+
T5

Rwin
15

+ AwinτQrad + Q̇int1

)
(3.11a)

ẋ2 =
1

Cw
21

.

(
x1

R211

−
(

1

R211

+
1

R212

)
x2 +

T2

R212

)
(3.11b)

ẋ3 =
1

Cw
31

.

(
x1

R311

−
(

1

R311

+
1

R313

)
x3 +

T3

R313

)
(3.11c)

ẋ4 =
1

Cw
41

.

(
x1

R411

−
(

1

R411

+
1

R414

)
x4 +

T4

R414

)
(3.11d)

ẋ5 =
1

Cw
51

.

(
x1

R511

−
(

1

R511

+
1

R515

)
x5 +

T5

R515

+ Aw51αQrad

)
(3.11e)

where T2, T3, T4, T5 are the temperatures of the surrounding zones, as shown in
Figure 3.1. These temperatures act as disturbance to the system dynamics for a
single zone thermal model, and x is the state vector:

x =
[
Tr1, Tw12, Tw13, Tw14, Tw15

]T
(3.12)

One way to adapt the model to account for time varying parameters is to assume
that all the parameters of the model are independent, and hence define a state cor-
responding to each state. However, this would lead to excessive number of states.
We take a different approach. Note that thermal properties of wall material (e.g.
specific heat capacity and conductive heat transfer coefficient) are the same across
the building. In addition, the thickness of internal walls and thickness of peripheral
walls are the same throughout the building. Thus, we can reduce the number of
independent parameters from 18 to 10. Hence we re-write the thermal equations of
the wall, i.e. (3.11b)-(3.11d) as follows:
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ẋ2 =
x1

CwRw
− 2

CwRw
x2 +

T2

CwRw
(3.13)

ẋ3 =
x1

CwRw
− 2

CwRw
x3 +

T3

CwRw
(3.14)

ẋ4 =
x1

CwRw
− 2

CwRw
x4 +

T4

CwRw
(3.15)

ẋ5 =
x1

Cw
51R511

−
(

1

Cw
51R511

+
1

Cw
51R515

)
x5 +

T5

Cw
51R515

+
Aw51αQrad

Cw
51

(3.16)

As shown in (3.17), CwRw is not a function of the area of each wall:

CwRw = (cwAwLw)(
Lw/2

kwAw
+

1

hinAw
) =

cwL
2
w

2kw
+
cwLw
hin

(3.17)

where cw, kw, Aw and Lw are the specific heat capacity, conductive heat transfer
coefficient of wall material, area and thickness of wall, respectively, and hin is the
indoor convective heat transfer coefficient. Hence, we can use one common term to
express thermal capacitance-resistance between centerline of each wall and the node
on each side of the wall for the equations of walls in the building.

In order to use Kalman filtering for parameter estimation along with state esti-
mation we augment the parameter vector into state vector and define the new state
update equation accordingly. Effectively, we augment the following time-varying pa-
rameters to the state vector:

x6 =
1

Cr
1R121

x7 =
1

Cr
1R131

(3.18)

x8 =
1

Cr
1R141

x9 =
1

Cr
1R151

(3.19)

x10 =
1

Cr
1

x11 =
1

CwRw

(3.20)

x12 =
1

Cw
51R511

x13 =
1

Cw
51R515

(3.21)

x14 =
α

Cw
51

x15 =
1

Rwin
15

(3.22)

As it can be seen in the continuous state space form, rate of change of these
augmented states is equal to zero. We later add a low-magnitude fictitious noise to
the dynamics of parameters to allow slow changes in the values of parameters over
time.



CHAPTER 3. PARAMETER ADAPTIVE BUILDING (PAB) MODEL 49

ẋ1 = (x6 − x7 − x8 − x9 − x10x15 − x10u2ca)x1 + x6x2 + x7x3 + x8x4

+ x9x5 + (cau1u2 + T5x15 + AwinτQrad + Q̇int).x10 (3.23)

ẋ2 = (x1 − 2x2 + T2).x11 (3.24)

ẋ3 = (x1 − 2x3 + T3).x11 (3.25)

ẋ4 = (x1 − 2x4 + T4).x11 (3.26)

ẋ5 = x1x12 − (x12 + x13)x5 + T5x13 + Aw51x14Qrad (3.27)

ẋi = 0 ∀i = 6, 7, ...15. (3.28)

where u is the input vector:

u =

[
Ts1
ṁr1

]
(3.29)

In summary, we express the dynamics of the system using state space model below:

xk = f(xk−1, uk−1, dk−1, wk−1)

zk = h(xk) + vk (3.30)

where wk and vk are the process and measurement noise and are assumed to be zero
mean multivariate Gaussian process with covariance Wk and Vk, (i.e. wk ∼ N(0,Wk)
and vk ∼ N(0, Vk)), respectively.

3.3 Combined State-Parameter Estimation

In order to estimate the unknown parameters of the system we augment the states
of the system with a vector pk which stores the parameters of the system, with
a time evolution dynamics of pk+1 = pk, as explained in Section 3.2. Nonlinear
estimation algorithms can then be exploited to simultaneously estimate the states
and the parameters of the system. Here we exploit the extended Kalman filter (EKF)
and unscented Kalman filter (UKF) techniques. Simulation results are compared in
Section 3.5. The architecture of the proposed Parameter-Adaptive Building (PAB)
model [57] is shown in Figure 3.2.

3.3.1 Extended Kalman Filter

In the EKF, the state transition and observation models need not be linear functions
of the state but may instead be differentiable functions. The Kalman filter algorithm
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Figure 3.2: Architecture of the building control system utilizing the PAB model. Updated
model parameters are obtained form UKF estimation process at each time step. At the
next time step, the controller (in tis case, MPC) uses the model with updated parameters
to calculate the optimal inputs. Inputs are implemented on the system and at the next
sampling time new states (temperatures) are measured and sent to the PAB model, and
this process repeats. Black dotted lines connecting the traditional control system to the
building are replaced by the red solid lines connecting the estimation module to the MPC
block and the MPC block to the building. Comprehensive study of MPC is provided in
Section 4.4.

consists of two steps – prediction followed by update. The states of the system are
approximated by a Gaussian random variable. In the prediction step, the filter prop-
agates the a-priori state estimate through the nonlinear state update equation from
time step k−1 to the current time step k, and the state estimation error covariance is
propagated through the linearized approximation of the state equations to compute
the a-priori state estimation error covariance. In the update step, the a-posteriori
state estimate and state estimation error covariance are computed.

With the stochastic state update equation given in (5.17), and the following no-
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tations

x̂k|k−1 = E[xk|z0, z1, ..., zk−1] (3.31)

x̂k|k = E[xk|z0, z1, ..., zk] (3.32)

Pk|k−1 = E[(xk − x̂k|k−1)(xk − x̂k|k−1)T |z0, z1, ..., zk−1] (3.33)

Pk|k = E[(xk − x̂k|k)(xk − x̂k|k)T |z0, z1, ..., zk] (3.34)

where E[x|y] represents mean of variable x, given measurement y. Each iteration of
the EKF is presented in [37, 39] and is summarized here as follows:

Prediction:

A-priori state estimate: x̂k|k−1 = f(x̂k−1|k−1, uk−1, dk−1, 0)
State transition and observation matrices:

Fk−1 =
∂f

∂x
|x̂k−1|k−1,uk−1

Hk =
∂h

∂x
|x̂k|k−1

A-priori state estimation error covariance:

Pk|k−1 = Fk−1Pk−1|k−1F
T
k−1 +Wk−1

Update:

A-priori output estimation error: ỹk = zk − h(x̂k|k−1)

Innovation or residual covariance: Sk = HkPk|k−1H
T
k + Vk

Near-optimal Kalman gain: Kk = Pk|k−1H
T
k S
−1
k

A-posteriori state estimate: x̂k|k = x̂k|k−1 +Kkỹk

A-posteriori state estimation error covariance: Pk|k = (I −KkHk)Pk|k−1

Extended Kalman Filter Algorithm

3.3.2 Unscented Kalman Filter

A nonlinear KF that shows promise as an improvement over the EKF is the un-
scented Kalman filter (UKF). The basic premise behind the UKF is that it is easier
to approximate a Gaussian distribution than to approximate an arbitrary nonlinear
function. The UKF addresses the approximation issues of the EKF. Instead of us-
ing Jacobian matrix, UKF uses a deterministic sampling approach to capture the
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mean and covariance estimates with a minimal set of sample points [81]. As with the
EKF, we present an algorithmic description of the UKF, omitting some theoretical
considerations. More details can be found in [37, 39].

The state distribution is represented by a Gaussian random variable (GRV), but
is now specified using a minimal set of carefully chosen sample points. These sam-
ple points completely capture the true mean and covariance of the GRV, and when
propagating through the true nonlinear system, capture the posterior mean and co-
variance accurately to the 3rd order (Taylor series expansion) for any nonlinearity.
Unscented Transformation (UT) is a method used for calculating the statistics of a
random variable which undergoes a nonlinear transformation [37]. We conduct the
following initialization:

x̂0 = E[x0] (3.35)

P0 = E[(x0 − x̂0)(x0 − x̂0)T ] (3.36)

Each step of the UKF is presented in [37, 39] and is summarized here as follows:
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Prediction:
Calculate sigma points:

Xk−1 = [x̂k−1 x̂k−1 + γ
√
Pk−1 x̂k−1 − γ

√
Pk−1]

Propagate each column of Xk−1 through time:

(Xk)i = f((Xk−1)i) i = 0, 1, ..., 2L

A-priori state estimate: x̂−k =
∑2L

i=0W
(m)
i (Xk)i

A-priori error covariance:

P−k =
2L∑
i=0

W
(c)
i [(Xk)i − x̂−k ][(Xk)i − x̂−k ]T +Qk

Update:

Measurement estimate: (Zk)i = h((Xk)i) i = 0, .., 2L

ẑ−k =
∑2L

i=0W
(m)
i (Zk)i

A-posteriori state estimate: x̂k = x̂−k +Kk(zk − ẑ−k )

where: Kk = Px̂k ẑkP
−1
ẑk ẑk

A-posteriori estimate of the error covariance: Pk = P−k −KkPẑk ẑkK
T
k

where:

Px̂k ẑk = W
(c)
i [(Xk)i − x̂−k ][(Zk)i − ẑ−k ]T

Pẑk ẑk =
2L∑
i=0

W
(c)
i [(Zk)i − ẑ−k ][(Zk)i − ẑ−k ]T +Rk

Unscented Kalman Filter Algorithm

where x̂− denotes a-priori estimate of x. γ =
√

(L+ λ), and λ = α2(L + δ) − L
are the composite scaling parameters. α is a scaling parameter that determines the
spread of the sigma points around x̂, and is usually set to a small positive value (e.g.
1e − 4 ≤ α ≤ 1). δ is a secondary scaling parameter which is usually set to 0 or
3−L [39]. Qk is the process error covariance matrix and Rk is the measurement noise
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Figure 3.3: Data logger and BMS sensor temperature readings

covariance matrix. W
(m)
i and W

(c)
i weights are defined by:

W
(m)
i =

{
λ

(L+λ)
, if i = 0

1
2(L+λ)

, if i = 1, 2, ..., 2L
(3.37)

and

W
(c)
i =

{
λ

L+λ
+ (1− α2 + β), if i = 0

1
2(L+λ)

, if i = 1, 2, ..., 2L
(3.38)

where β is a parameter used to incorporate the prior knowledge of the distribution of
x. We use β = 2 which is optimal for Gaussian distributions [82].

3.4 Test-Bed and Historical Data

The model studied in this paper is a model for an office with a simple structure in the
Lakeshore building at Michigan Technological University. This room is surrounded
by two rooms and a corridor in the building and connected to the outdoor area with
a thick concrete wall and two south-oriented double-layered windows. Each room
is equipped with temperature and humidity sensors (Uni-curve Type II) with the
temperature accuracy of ±0.2◦C. We have installed a temperature data logger with
accuracy of ±0.8◦C inside the main room to estimate measurement errors. Tem-
perature readings from these two sensors are shown in Figure 3.3. We follow the
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Figure 3.4: Location of the temperature sensors in the test-bed

methodology proposed in [61] to find the temperature measurement accuracy, which
is obtained to be ±0.82◦C, and is used in the EKF and UKF algorithms. There are
also some other sensors throughout the university to measure and record the outdoor
temperature. All the sensors’ measurements for the building network are available
through the Building Management System (BMS).

The HVAC system in the building uses Water-Source Heat-Pumps (WSHP) to
maintain required energy for heating purposes. Each unit in this system provides
heating for an individual zone. Therefore, a unit operates when heating is required
for its zone and the set point can be defined independently based on the functionality
of each zone. The HVAC system uses an on-off controller to provide a desired temper-
ature for each zone. When the temperature goes below a set point by 0.28◦C (0.5 ◦F),
the heating system is switched on until it reaches the adjusted set point. To maintain
standard internal air quality (IAQ) for each zone, a supply fan with a constant mass
flow rate of 0.52 (kg/ s) works between 4AM to 6 PM (except for holidays). Zone
temperatures are measured with a sampling period of 60 seconds.
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Figure 3.5: Disturbances to the PAB model.

3.5 Simulation Results

The test-bed from previous section was used to collect measurements from January 11
to January 24, 2013. To remove noise from the temperature measurements, a second
order Butterworth lowpass filter with cutoff frequency of 0.001 Hz was used.

We implement both the EKF and the UKF and present the results of the simu-
lations. Figure 7.6 shows the temperatures of the neighboring zones and the outside
temperature which act as disturbance to the model. Figure 3.6 depicts the model
inputs including the air mass flow rate and the supply air temperature. In order to
obtain the best initial parameter values for the Kalman filter algorithms, we first per-
form a (static) parameter identification on the historical data. We consider the first
part of the data as training data set (shown in red in Figure 3.7), and obtain the best
parameters that minimize the error between the simulation and the measurement in
least square sense. The result of this step is used to simulate the temperature evo-
lution of the room air for the next three days (shown in black in Figure 3.7). Due
to time-varying parameters and disturbance to the model, it is difficult to find a set
of parameters for the model which results in good temperature tracking for all days,
and hence, as shown in Figure 3.7, the results of simulations for the following days in
the testing data set is even worse.

The obtained initial parameters from the off-line calibration step is used as initial
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Figure 3.6: Inputs to the PAB model.

point for the EKF and UKF algorithms.

3.5.1 EKF Results

Temperature estimation of room and walls, using EKF are depicted in Figure 3.8 and
Figure 3.9. The results show that although the initial parameters from the training
data set is not necessarily optimal for future days, the PAB model manages to tune
the parameters and leads to very good temperature tracking (Figure 3.8).

Figure 3.10 shows the evolution of parameters over time. In this case, EKF only
temporarily changes the value of parameters when necessary, but the steady state
values of the parameters are close to the initial values obtained from the one shot
parameter identification using historical data.

Note that although the room temperature estimations are close to the actual room
temperature, the temperature of walls are not realistic in the EKF case. Hence we
also try UKF and report the results in what follows.

3.5.2 UKF Results

We follow the same steps to first acquire the best initial parameters by an off-line
optimization and then use the obtained parameters as initial value for UKF. The
temperature estimation of room and walls, using UKF are depicted in Figure 3.11
and Figure 3.12. The evolution of parameters over time is shown in Figure 3.13. In
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Figure 3.7: The first set of data (shown in red) is the training data. We identify the
parameters in a one shot optimization by minimizing the l2 norm of the error between
simulation and measurement data. Then we used the obtained parameters from the
training data set to predict the temperature evolution for the next days (shown in black).

this case, contrary to the EKF case, the parameters evolve over time and the steady
state values are not necessarily close to the initial points.

Note that the first part of the estimation of wall temperature by UKF leads to
overshoot in the wall temperature, however, this overshoot is quickly recovered as
UKF uses more data to tune the parameters more accurately. Overall, the UKF
outperforms the EKF in providing an accurate PAB mode because: 1) the estimation
of room temperature is more accurate. 2) the estimated temperatures of walls are
more realistic in the UKF case. High frequency oscillations in the wall temperature
estimation of EKF is observed (Figure 3.9), but these fast temperature oscillations of
walls are not realistic due to the large heat capacitance of the walls. The dynamics
of wall temperatures determined by the UKF algorithm seem intuitive and correct,
given the slower dynamics i.e. small frequency oscillations.
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Figure 3.8: Estimated and measured room temperature using EKF.
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Figure 3.9: Estimated temperature of walls using EKF.
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Figure 3.10: Estimated parameters of the system using EKF.
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Figure 3.11: Estimated and filtered temperature of room using UKF.
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Figure 3.12: Estimated temperature of walls using UKF. We have zoomed the figures
to focus on the more steady estimates of the walls rather than the first part transient
behavior.
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Figure 3.13: Estimated parameters of the system using UKF.
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Chapter 4

Control Design

In this chapter different control strategies are presented. Each control algorithm
has its own advantages and disadvantages and fits a particular set of application
and implementation. The material of this chapter is extracted from [55, 54, 56]. In
next chapter we present a co-design algorithm concerning control design with other
subsystem design considerations such as various embedded platform, sensing system,
communication network, etc.

In order to investigate how new control techniques can help improve energy ef-
ficiency of large buildings, a scalable thermal model for rooms and buildings was
developed in Section 2 and 3. Scalability is important when analyzing the heat
transfer behavior of large buildings. Thus we tried to keep the state space model
representation of the system as general and standard as possible so that for example
a model for a 3-room building can be easily extended to a model for a 30-room build-
ing. In this section, we introduce the classical controllers for HVAC systems and also
the modern optimal controllers.

Although the model derived in the previous section is in continuous domain, here
we discuss the control problem in the discrete domain. Usually when the plant model
is in continuous domain, there are two possible approaches to design and implement
the controller. The first approach is to use a continuous plant model and design a
continuous controller but implement it digitally. The second approach is when we use
a discretized plant model and design a discrete controller and implement it digitally.
Each method has its own advantages and disadvantages, which depends on the time
constants and the sampling time. Here, we have chosen to use the second method, i.e.
discretizing the plant model and designing a discrete controller, and then implement
it digitally.
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4.1 Classical HVAC Control Techniques

Classical controllers for HVAC systems include on-off controller and Proportional-
Integrator-Derivative (PID) controllers. These controllers have a simple structure
and low initial cost. However in long term these controllers are expensive due to their
low energy efficiency [17]. On-off controllers work either in the “on” or “off” state
providing only two outputs, maximum (on) and zero (off). The limited functionality
of on-off controller makes it inaccurate and not of high quality. PID controllers which
have advantages such as disturbance rejection and zero steady state offset have been
commonly used in many HVAC applications. The main drawback of classical air
conditioning control systems is that most HVAC systems are set to operate at design
thermal loads [17], while actual thermal loads are time varying and depend on the
environmental factors like outside weather conditions, and the number of people in
the building.

4.2 Hierarchical Control

In any control algorithm for HVAC systems, sensing and actuation are managed
locally at the room-level. To achieve building-level energy-optimality, the rooms
cannot act autonomously. To minimize building-level energy consumption, the actions
relatives to the rooms must be coordinated. We introduce two levels of control over
the system, consisting of PID as lower-level and an LQR as higher-level controller.
Typically the controllers used for HVAC systems are PID controllers. Lower-level
(PID) control governs sensing and actuation within a single room. The higher-level
control is supposed to determine the optimal input to the system so that the cost
function which is a combination of deviation from set point temperature set by the
user and the control effort can achieve its minimum possible value. By applying the
optimal input, cooling/heating air flow to the rooms, we still remain in the comfort
zone defined according to the psychrometrics charts.

The difference of the proposed control algorithm in this chapter with the clas-
sical control techniques is that the desired temperature for every thermal zone is
not directly fed into a local controller but into a higher level controller that has a
global view of the current and desired state. The higher level controller determines
the appropriate set points for the lower-level controllers of each room in a building.
Higher-level and lower-level controllers can be referred to as room-level and building-
level controllers, respectively.
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4.2.1 Room-Level PID control

As mentioned above, the lower-level control is accomplished using a PID controller. A
typical PID controller is shown in Figure 4.1. The dynamic of the room is described
by Equation (2.56), in which x represents the states and u represents the inputs,
which are the temperatures of the walls and rooms and the air flow mass into the
rooms, respectively. Instead of allowing the set point to be controlled by a thermostat,
the user setpoint and state of the room are sent to the higher level controller i.e. a
linear-quadratic regulator which optimally calculates the set point for the lower-level
controller and sends it back to the lower level PIDs. Therefore all the rooms are
controlled locally by PID controllers which track the set point given by the higher-
level controller. The task of the controller is to feed the optimal set point to the PID
controllers.

Figure 4.1: Typical PID controller block diagram.

4.2.2 Building-Level Optimal Control

In optimal control, one attempts to use a controller that provides the best possible
performance with respect to some given measure of performance. For instance, we
find the controller that uses the least amount of control-signal effort to take the output
to zero. In this case the measure of performance (also called the optimality criterion)
is the control-signal effort.

In general, optimality with respect to some criterion is not the only desirable
property for a controller. One would also like stability of the closed-loop system,
good gain and phase margins, robustness with respect to unmodelled dynamics, etc.

In this section we review the concept of Linear Quadratic Regulator (LQR) con-
trollers that are optimal with respect to energy-like criteria. These are particularly
interesting because the minimization procedure automatically produces controllers
that are stable and somewhat robust. In fact, the controllers obtained with this pro-
cedure are generally so good that we often use them even when we do not necessarily
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care about optimizing for energy. Moreover, this procedure is applicable to multiple-
input/multiple-output (MIMO) processes for which classical designs are difficult to
apply. All mentioned above are the reasons why we are using LQR as the higher level
controller. We should also say that this higher level control can be implemented using
other control techniques such as model predictive control (MPC) which we will cover
in Section 4.4.

4.3 LQR Controller

LQR is appropriate for finding the optimal control input of a linear system according
to a quadratic cost function to be minimized. The cost function is a quadratic function
of states and inputs. The states and the inputs are assigned weight matrices called
Q and R, respectively. Varying the weights associated with the cost function will
cause the LQR to compute a new optimum input. Because LQR solves for the cost-
optimal control, it should compare favorably against other possible high-level control
schemes. The evolution of the state of the building is linearly determined by the
current building state and the specified control law u as shown in Equation (2.56).
The quadratic cost function for LQR is described by the following equations.

The state space representation of a discrete time LTI system is given as

x(k + 1) = Ax(k) +Bu(k) (4.1)

where x ∈ Rn and u(k) ∈ Rm.
The optimal control that minimizes the finite horizon cost functional

J [x(0)] =
1

2
xT (N)Sx(N) +

1

2

N−1∑
k=0

{
xT (k)CTCx(k) + uT (k)Ru(k)

}
, (4.2)

where S = ST � 0, R = RT � 0 and CTC = Q � 0, is given by

uo(k) = −K(k + 1)x(k) (4.3)

and the time varying gain matrix K(k) is computed recursively (backwards) by the
following Joseph Stabilized Riccati equation

K(k) =
[
R +BTP (k)B

]−1
BTP (k)A (4.4)

P (k − 1) = CTC +KT (k)RK(k) + (A−BK(k))TP (k)(A−BK(k)) (4.5)
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with boundary condition P (N) = S.
The necessary and sufficient condition for the existence of a steady state solution

to the infinite horizon Riccati equation is that the pair [A,B] be stabilizable. Then,
as N → ∞, for P (N) = S = 0, the Riccati equation converges to a bounded steady
state solution P.

Other than the existence of a steady state solution to the infinite horizon Riccati
equation we are also interested to know whether the solution to the Riccati equation
is unique. The necessary and sufficient condition for the existence of a unique positive
definite steady state solution to the infinite horizon Riccati equation and a stabilizing
optimal control law is that the pair [A,C] be detectable and the pair [A,B] be sta-
bilizable [16]. Here we check the stabilizability and detectability of the pairs [A,B]
and [A,C](respectively), of the linearized system in its equilibrium point.

4.3.1 Controllability and Observability

The controllability check shows that the system is not fully controllable (i.e. the
controllability matrix is not full rank), but if we analyze the stability of the un-
controllable modes, we find that all the uncontrollable modes are stable, hence the
system is stabilizable. Similarly, the observability check shows that the system is not
fully observable, but the stability analysis of the unobservable modes, shows that the
unobservable modes are stable, hence the system is detectable.

4.3.2 Optimal Tracking Problem

To implement the LQR controller on our plant, we need to modify the controller so
that it can track a desired set point. The general form of LQR is designed to take
the states of the system to zero. However we need the output of the system (i.e. the
temperature of the rooms) to track the desired temperature trajectories that are set
by the occupants. So we need to manipulate the general LQR formulation so that it
can take the output of the plant to the desired output. Here we derive the Optimal
Tracking Problem using LQR technique. The LQ tracking problem is formulated as
follows:

min
U0

{J} (4.6)

where
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J :=
1

2
[yd(N)− y(N)]T S [yd(N)− y(N)]

+
1

2

N−1∑
k=0

(
[yd(k)− y(k)]TQ[yd(k)− y(k)] + u(k)TRu(k)

) (4.7)

subject to

x(k + 1) = Ax(k) +Bu(k) (4.8)

y(k) = cx(k) (4.9)

x(0) = x0 (4.10)

with yd(k) specified for all k and

Uk := [u(k) u(k + 1) · · · u(N − 1)] (4.11)

Define:

Jk =
1

2
[yd(N)− y(N)]T S [yd(N)− y(N)]

+
1

2

N−1∑
i=k

{[yd(i)− y(i)]TQ[yd(i)− y(i)] + u(i)TRu(i)}
(4.12)

Using Bellman’s principle of optimality, we can obtain a recursive relation between
Jok(x(k)), i.e. the optimal cost to go from x(k) to x(N), and Jok+1(x(k + 1)) as:

Jok(x(k)) = min
u(k)

{
1

2

(
[yd(k)− y(k)]TQ[yd(k)− y(k)] + u(k)TRu(k) + Jok+1(x(k + 1))

)}
Note that

JoN [x(N)] =
1

2
[yd(N)− y(N)]TS[yd()− y(N)]

=
1

2
xT (N)CTSCx(N)− xT (N)CTSyd(N) +

1

2
yd(N)Syd(N)

(4.13)

defining
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P (N) = CTSC (4.14)

b(N) = −CTSyd(N) (4.15)

c(N) =
1

2
yTd (N)SyTd (N) (4.16)

gives

JoN [x(N)] =
1

2
xT (N)P (N)x(N) + xT (N)b(N)c(N) (4.17)

Using Bellman’s principle of optimality we can obtain a recursive relation between
Jok−1[x(k − 1)], which is the optimal cost to go from x(k − 1) to x(N), and Jok [x(k)]:

Jok−1[x(k − 1)] = min
u(k)

{
1

2
[yd(k − 1)− y(k − 1)]TQ[yd(k − 1)− y(k − 1)]

+ u(k − 1)TRu(k − 1) + Jok(x(k))

} (4.18)

rearranging Jok−1[x(k − 1)] we have

Jok−1[x(k − 1)] = min
u(k)

{
1

2
xT (k − 1)[CTQC + ATP (K)A]x(k − 1)

+ xT (k − 1)[AT b(k)− CTQyd(k − 1)]

+
1

2
uT (k − 1)[R +BTP (k)B]u(k − 1)

+ uT (k − 1)BT [P (k)Ax(k − 1) + b(k)]

+
1

2
yTd (k − 1)Qyd(k − 1) + c(k)

}
(4.19)

Taking the derivative of the terms in the curly braces with respect to u(k−1) and
setting it equal to 0 gives

uo(k − 1) = −[R +BTP (k)B]−1BT [P (k)Ax(k − 1) + b(k)] (4.20)

by plugging the optimal value of u(k−1), i.e. uo(k−1) into the equation for Jok−1[x(k−
1)] which is given above, and defining the following values for P (k− 1), b(k− 1) and
c(k − 1) we have:
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Figure 4.2: Block Diagram for the derived Optimal Control

P (k − 1) = CTQC + ATP (k)A− ATP (k)B[R +BTP (k)B]−1BTP (k)A (4.21)

b(k − 1) = AT b(k)− CTQyd(k − 1)− ATP (k)B[R +BTP (k)B]−1BT b(k) (4.22)

c(k − 1) =
1

2
yTd (k − 1)Qyd(k − 1) + c(k)− 1

2
bT (k)B[R +BTP (k)B]−1BT b(k)

(4.23)

which results in the following expression for Jok−1[x(k − 1)]:

Jok−1[x(k − 1)] =
1

2
xT (k − 1)P (k − 1)x(k − 1) + xT (k − 1)b(k − 1) + c(k − 1) (4.24)

thus, the optimal control law is given by the following equation

uo(k) = F (k)b(k + 1)−K(k)x(k) (4.25)

where

K(k) = [R +BTP (k + 1)B]−1BTP (k + 1)A (4.26)

F (k) = −[R +BTP (k + 1)B]−1BT (4.27)

K(k) can be regarded as the feedback gain and F (k) is the feed forward gain [16].
Figure 4.2 shows the block diagram of the system.

4.3.3 Control Algorithm Implementation

Here we will discuss more in detail the structure of the proposed control algorithm,
and the implementation of the algorithm on the model. In summary, we have intro-
duced a hierarchical control that consists of two layers of controllers. For the lower
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level (room-level) we use PID controllers and for the higher level (building-level),
LQR controller is used. The set point temperature for each room which is specified
by the occupants are given to the Higher Level Controller (LQR). The LQR also
needs the current temperature of the rooms. These temperatures are sensed by the
temperature sensors which are mounted in specific locations in the building and are
fed back to the LQR. The computations are done in the higher level controller (LQR)
in order to calculate the optimal input. The optimal tracking problem is solved using
a Dynamic Programming approach which requires the set point to be known (i.e. the
temperature trajectory over time must be known ahead of time for the course of a
day or any period in which the quadratic cost function is supposed to be minimized).
The input to the model is in fact the air mass flow that should enter each room
through the ducts. These inputs are given to the lower level PIDs as the set points
for air mass flow in each local lower-level controller. The output of the PID which is
a controlling signal is given to the fans to adjust the angle of each damper in order to
control the amount of air which is blown into the room. Thus the output of the fan
which is optimal air mass flow is given to the plant (room). The control is now closed
by sensing the current temperature of the room and feeding it back to the higher level
controller (LQR). The schematic representation of the hierarchical control discussed
above in shown is Figure 4.3.

Modeling of the heat transfer system based on the equations derived in Section 2.3
and also the implementation of the control algorithm are done in Simulink. A library
was also developed for future use which has some elements like the model of a wall
and a room, which can be combined to make an arbitrary building. In Figure 4.4 we
show the interconnection of two layers of controllers which was described above.

As we show in Figure 4.4 the system dynamics is solved in the left box labeled
as “Three Room Plant Model” with the inputs of the block being the mass air flow
inputs from the PIDs. This block simulates the dynamic behavior of the model and
solves for the temperatures of the rooms. These temperatures are fed to the block
in the middle labeled “LQR”. In this block the optimal tracking problem is solved
with Q and R matrices, as the weights for the output and the input terms defined
in the quadratic cost function which is defined in the “LQR” block. The solution
of the optimal tracking problem is the optimal input which is fed to the lower level
PID controllers. The dynamics of the fan is considered in the block between the PID
controllers and the Plant. The optimal input is fed to the PID controllers and the
major task of the PID is to track this reference signal. The output of the PID is the
controlling signal which is given to the fans to produce the required amount of air
mass flow into the rooms. So, the loop is closed by feeding the input to the plant
model. A detailed view of what takes place in the Plant block and the LQR block is
shown in Figure 4.5.
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Figure 4.3: Hierarchical Control Algorithm including lower level PIDs and higher level LQR

Figure 4.4: Interconnection of the Plant model, the lower level, and higher level controllers

4.3.4 Simulation Results

Having the model of the building ready in Simulink, we implement different controller
strategies on the plant and compare the responses of the system, the comfort level
of the occupants, and also the energy usage in each case. The final goal of the
control design is to design the best controller which is able to keep the temperature
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Figure 4.5: A detailed view of the inside of Plant and LQR blocks

of the rooms as close to the set point temperature for each room as possible while
consuming the least amount of energy. The set point temperatures are set by the
building occupants.

We define the concept of comfort level to be the closeness of the current temper-
ature of the room to the temperature which is set for each room by the occupants.
When the gap between the set point temperature for each room and the current tem-
perature of that room is small we say the comfort level is higher than when this gap
is larger.

The other factor that we consider to evaluate the performance of a controller, is
energy usage. We want to have a specified level of comfort by using the least amount
of energy possible. It is obvious that if we use more energy we can raise the level of
comfort by more closely tracking the set point temperature of each room.

In order to make a balance between the two mentioned factors i.e. comfort level
and energy usage, we have two tuning parameters. The Q and R matrices are the two
parameters by which we can tune the performance of the LQR controller. Q is the
weight matrix for the outputs and R is the weight matrix for the inputs in the cost
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function. It means that if we want to put more constraint (tighten the constraint)
on the output in the sense that the output tracks the desired output more closely,
we can do it by increasing matrix Q, and if we want to loosen the constraint on the
output, we can do it by decreasing matrix Q. The good point about this method
is that different outputs are independent and we can at the same time tighten the
constraint on one output and loosen the constraint on the other. Similarly, we can
manipulate matrix R in order to tune the performance of the LQR controller. This
can be done by increasing and decreasing matrix R when we want to tighten or loosen
the constraints on the input, respectively. Note that loosening the constraint on the
input gives the input more freedom to increase, and accordingly the desired output
can be tracked more closely and vice versa.

The way take advantage of this property of the LQR controller, is that we can play
with these two parameters to tune the controller. For example, when we know that
there is going to be a conference in one room of a large building, and a crowd of people
will be present in the room in a few hours, we can decrease the corresponding entry of
that room in matrix R. Another example would be the case when it is very important
for us that the temperature of one specific room be very close to the set point value
for the temperature in that room. In this case we can increase the corresponding
entry of that room in matrix Q. The other example which is very common is when a
room is going to be unoccupied for a known period of time. In that case we set the
corresponding entry of that room in matrix Q equal to “zero”.

Results

Simulations were done for two different cases. In the first case we only simulated the
local PID controllers. The temperature of the room is sensed and fed back to the PID
controller. The PID controller just tries to track the given set point without having
any idea of what the temperature trajectory is going to be like in the future. Thus in
this model the input is given to the plant without any optimization process done in
order to take into account the level of comfort for the occupants and also the energy
which is used to reach the set points. Obviously the level of energy consumption will
be higher than the case where the inputs are calculated in an optimal fashion.

In the second case we have applied both the PID controller and the LQR controller
to optimally track the set point temperatures of the rooms. As discussed earlier in
this case, the optimal tracking problem is solved backwards in time using dynamic
programming. In this case we have two tuning parameters which can be varied to
tune the performance of the controller in different situations.

For the following simulation results we have assumed the setpoint trajectory which
is shown in Figure 4.6. The initial temperature of the walls and the air in the rooms
and also the outside temperature are assumed to be 16(oC) in the following simulation
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Figure 4.6: Temperature setpoint for the rooms

results.

Case 1

In this case we have set the following values for R and Q matrices:

R =

1 0 0
0 1 0
0 0 1

 Q =

1 0 0
0 1 0
0 0 1


We capture with these matrices the notion that we have no preference to either

put more constraint on the output or on the input. The plots for the comfort and
the energy usage comparing two different cases, one with only PID controller and the
other with both PID and LQR is shown in Figure 4.7 and 4.8, respectively.

Case 2

In this case we have set the following values for R and Q matrices:

R = 0.01×

1 0 0
0 1 0
0 0 1

 Q = 1000×

1 0 0
0 1 0
0 0 1


In this case we have set more constraint on the output in order to have an output

which is closer to the desired output, and also we have loosened the constraint on the
input, meaning that we are allowing more control effort. The plots for the comfort
and the energy usage comparing two different cases, one with only PID controller and
the other with both PID and LQR is shown in Figure 4.9 and 4.10, respectively.
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Figure 4.7: Comfort Plot for case 1
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Figure 4.8: Energy Plot for case 1

Case 3

In this case we have set the same values for R and Q matrices as case 2, but we have
rooms three times larger than the rooms in case 2. Larger rooms mean more energy
consumption to take the temperature of the rooms to the set values. The plots for
the comfort and the energy usage comparing two different cases, one with only PID
controller and the other with both PID and LQR is shown in Figure 4.11 and 4.12,
respectively.
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Figure 4.9: Comfort Plot for case 2
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Figure 4.10: Energy Plot for case 2

4.3.5 Verification

In this section we are using Simscape from MathworksTM and the network node model
approximation to model walls, rooms and buildings. The system allows a greater
number of rooms or walls to be modeled without significant effort. Additionally, the
Simscape model was verified using the analytical partial differential equations. This
approach is an alternative to FemLab, Modelica and Matlab. The building model is
entirely represented by electric elements using the libraries provided by Simscape. The
system could be easier to scale, since there is no need to write analytical expressions.
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Figure 4.11: Comfort Plot for case 3
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Figure 4.12: Energy Plot for case 3

Simscape

Simscape extends the Simulink with tools for modeling systems spanning mechanical,
electrical, hydraulic and other physical domains as physical networks. It provides
fundamental building blocks from these domains to let one create models of cus-
tom components. Engineers working towards an optimized design must develop their
software and physical system together. MathWorks physical modeling tools bring
accuracy and efficiency to this effort by enabling the assembly of system-level model
that span multiple physical domains and include the control system in single environ-
ment, create reusable models of the physical system with physical ports, in addition
to input and output signals and model custom physical components (in this case
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Figure 4.13: Thermal model in Simscape

Figure 4.14: Control Implementation

electrical) using MATLAB based physical modeling language.
Figures 4.13 below show the Simscape representation for a building with three

rooms.
Additionally, a simple PID controller has been implemented to start investigating

control techniques (Figure 4.14). Each layer of the model can be implemented at any
level. Figure 4.15 shows the comparison between the Simulink and the PDE model.
The input was constant (ṁ = 0) and the temperature of the input air was 27(oC).
The error between the models is in the order of 10−9, which is mainly due to numerical
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Figure 4.15: Model Comparison with Constant Input

Figure 4.16: 8-Room Model

integration errors. Figure 4.16 shows the scaled eight room model. The model was
easily scaled by keeping track of the relation between rooms.



CHAPTER 4. CONTROL DESIGN 80

4.4 Model Predictive Control

MPC offers an attractive framework for model-based optimal control of dynamical
systems. MPC allows optimizing a cost function subject to state and input con-
straints. In the context of optimal control of building, we are interested in optimizing
the cost function being the energy consumption or cost of energy and constraints are
imposed on states such as room temperature, and on inputs such as air mass flow
and operational limitations of HVAC components.

In this section we present an MPC problem tailored towards the model developed
in Chapter 2 of the test bed in our study. We then compare the performance of the
proposed controller with Rule-Based Control (RBC), and the existing controller of
the test bed.

4.4.1 Controller Design

We presented the results of an optimal controller for the tracking case and compared
the results with a PID controller in [53]. The introduced tracking LQR in [53] fits best
to cases where a tight temperature tracking is required, e.g. data centers. However,
the wider acceptable range of temperature for commercial buildings, especially during
unoccupied hours, allows for more relaxed temperature boundaries. Accordingly, we
have introduced new controllers to make the best use of this flexibility and achieve
more savings. We study the performance of two different controllers on the tempera-
ture regulation problem. Here we have implemented two different controllers on the
system and compared their performance with the original controller on the existing
building. The way the original controller works is that the controller opens the valves
of conditioned air flow to the thermal zones at 5:00 am and keeps it fully opened till
5:00 pm. The discharge air temperature is also kept constant at 47oC during that
time period.

We implement two controllers: an on-off controller and a Model Predictive Con-
troller. For controller implementation, we assume that we can only manipulate the
air flow valve while the discharge air temperature remains the same as before. Note
that due to the weather condition at Berkeley, where the considered building is lo-
cated, the HVAC system only needs to provide heating (according to Figure 4.17),
and cooling is done naturally by turning off the heating mode of the HVAC system
and by running the ventilation system. Note that even if no cooling is needed the
rooms have to be ventilated for air quality reasons. For the two following controllers
we consider a time-varying lower bound and upper bound for temperature which de-
fine the comfort zone to be between 20 and 22 oC during day and between 19 and 23
oC at night as shown in Figure 4.17.
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4.4.2 On-off Controller

For the on-off controller we assume that the valves can have three states: fully opened,
minimally opened (not fully closed due to air quality reasons) during occupied hours,
or fully closed at night. and the duration of each state of the valve cannot be less
than 1 hour, i.e. when the valve is set to open it has to remain open for at least 1
hour before it can close. The controller turns on the heating mode when the room
temperature falls below the lower limit and turns it to either minimally open or fully
closed (depending on whether it is occupied or unoccupied hours of the day) when
the temperature is within the comfort zone. The performance of this controller is
depicted in Figure 4.17.

4.4.3 Model Predictive Controller

A model predictive control problem is formulated with the objective of minimizing a
linear combination of the total energy consumption and the peak airflow. An MPC
with similar cost function is also used in [85] with a simple linear model. However, here
we have modified the controller in order to reflect the constraints of the considered
system, the system dynamics and etc. Also we have implemented the control inputs
obtained from the MPC which utilizes the linearized system dynamics of the model
on the original nonlinear model.

Note that the fan energy consumption is proportional to the cubic of the airflow.
Hence minimizing the peak airflow would dramatically reduce fan energy consump-
tion. We have considered a cost function for the MPC which comprises linear com-
bination of the total heating power consumption (l1 norm of input) and the peak of
airflow (l∞ norm of input). Also in order to guarantee feasibility (constraint satis-
faction) at all times we have implemented soft constraints. The predictive controller
solves at each time step the following problem

min
Ut,ε̄,ε

{|Ut|1 + κ|Ut|∞ + ρ(|εt|1 + |εt|1)} = (4.28a)

min
Ut,ε̄,ε

{
N−1∑
k=0

|ut+k|t|+ κmax(|ut|t|, · · · , |ut+N−1|t|) + ρ
N∑
k=1

(|εt+k|t|+ |εt+k|t|)} (4.28b)

s.t. xt+k+1|t = Axt+k|t +But+k|t + Edt+k|t, k = 0, ..., N − 1 (4.28c)

yt+k|t = Cxt+k|t, k = 1, ..., N (4.28d)

U t+k|t ≤ ut+k|t ≤ U , k = 0, ..., N − 1 (4.28e)

T t+k|t − εt+k|t ≤ yt+k|t ≤ T t+k|t + εt+k|t, k = 1, ..., N (4.28f)

εt+k|t, εt+k|t ≥ 0, k = 1, ..., N (4.28g)
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Where Ut = [ut|t, ut+1|t, · · · , ut+N−1|t] is the vector of control inputs, ε = [εt+1|t, · · · ,
εt+N |t] is the temperature violations from the lower bound, ε is the temperature viola-
tion from the upper bound, yt+k|t is the thermal zone temperature vector, dt+k|t is the
disturbance load prediction, and T t+k|t and T t+k|t for k = 1, · · · , N are the lower and

upper bounds on the zone temperature, respectively. U t+k|t and U are the lower and
upper limit on the airflow input by the VAV damper, respectively. Note that based
on ASHRAE requirements for Air Change per Hour (ACH) of rooms, there has to
be a minimum non-zero airflow during occupied hours for ventilation purposes. ρ is
the penalty on the comfort constraint violations, and κ is the penalty on peak power
consumption.

Remark 1. Note that for predicting the disturbance load, we use the optimal
solution (λ∗, γ∗, µ∗, ν∗) to the optimization problem (2.60) along with the predictions
of Tout(t) and Ψ(t) for future times. The predictive values for these two quantities
can be obtained from weather forecasts and from the occupancy schedules of each
thermal zone of the building, respectively. Although here we are assuming a perfect
forecast for these quantities in this formulation, imperfect weather and occupancy
predictions can potentially deteriorate the performance of MPC. The results of our
study on the performance and effectiveness of MPC in the presence of forecast errors
can be found in [54].

At each time step only the first entry of Ut is implemented on the plant. At
the next time step the prediction horizon N is shifted leading to a new optimization
problem. The prediction horizon is N = 24, and at each time step only the first entry
of the input vector Ut is implemented on the model. This process is repeated over
and over until the total time span of interest is covered. We use YALMIP [48] to set
up the MPC problem in MATLAB.

We implement the hierarchical control algorithm proposed in [53]. At the lower
level, each thermal zone is controlled by a PID controller while a model-based optimal
control is used at the higher level for a group of thermal zones.

4.4.4 Simulation Results

Original Controller. The air flow valve is turned on from 5:00 am until 5:00 pm
and remains off for the rest of the day. This approach results in a total airflow input
of 45360 [ft3] per day and a maximum air flow rate of 63 [ft3/min].
On-off Controller. The airflow valve is turned on only for 4 hours in that specific
day as shown in Figure 4.17. This reduces the total airflow input to 17520 [ft3] per
day, which is 61.4% less than the original case and the maximum airflow rate remains
at 63 [ft3/min].
MPC. The air flow valve is not just an on-off switch; rather any intermediate values
can be set for the air flow into the room. The performance of the controller is shown
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Figure 4.17: Measured data and the result of on-off controller and MPC.

in Figure 4.17. Implementation of MPC results in a total airflow input of 14870 [ft3]
per day, which is 67.2% less than the original case and a maximum airflow rate of 42
[ft3/min] that is 33.3% less than the original case.

Remark 2. Note that the peak airflow required for a building is an important
design parameter for sizing the HVAC system components at the design stage. A
smaller Air Handling Unit (AHU) package (and hence a smaller fan) would, on top of
the energy savings due to advanced control algorithms introduced here, lead to more
electric power consumption reductions.

To compare the overall energy performance of the controllers we calculate the total
energy consumption for each controller. The total energy consumption is given by

Etot =

∫ 24

t=0

[Pc(t) + Ph(t) + Pf (t)] dt (4.29)

in which, the cooling power Pc, the heating power Ph and the fan power Pf are defined
by
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Table 4.1: Comparison of performance for three different controllers. The inputs are
heating air flow to the room.

Controller Total input Peak input Total energy Running time

[ft3] [ft3/min] [kWh] [s]

Original control 45360 63 12.46 -

On-off control 17520 63 4.62 1.8

MPC 14870 42 3.33 102.4

Pc(t) = ṁc(t)cp[Tout(t)− Tc(t)] (4.30)

Ph(t) = ṁh(t)cp[Th(t)− Tout(t)] (4.31)

Pf (t) = αṁ3(t) (4.32)

where cp = 1.012[kJ/kg.oC] is the specific heat capacity of air and α = 0.5[kW.s3/kg3]
is the fan power constant. Using the above equations and constants results in fan
power values in [kW ].

The comparisons of results are summarized in Table 4.1. MPC manages to reduce
both the total and peak air mass flow, and total energy consumption as compared to
the original controller of the test bed and an RBC such as On-off control.

4.5 Robust Model Predictive Control

Optimal control of HVAC components using model-based control techniques has
shown promising results for achieving energy efficiency in buildings [55, 66, 85, 51, 67].
However, these control techniques rely heavily on a perfect (or almost perfect) math-
ematical model of the building or a perfect estimation of the unmodelled dynamics
of the system [55].

Although a great deal of progress has been made in modeling the thermal behavior
of building envelope and HVAC system [56, 53, 55, 27, 85, 51], the random nature of
some components of these systems makes it very hard to predict, with high fidelity, the
temperature evolution of the room using mathematical models. These random events
and phenomena include building occupancy by people which along with other internal
loads such as the heat emitted from electrical devices and lighting, account for the
total internal heat generation of the building. The outside environment of the building
is also subject to many random and hard-to-accurately-predict phenomena such as
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the wind speed, solar radiation, cloudiness of the sky and outside air temperature.
The aggregate effect of all these factors constitutes the total external heat gain of the
building. The authors name these two heat gains of the building, the “unmodelled
dynamics” and propose a methodology in [55] to estimate these loads which act as
disturbance to the system dynamics. However, as mentioned earlier, it is difficult
to obtain a perfect prediction of the loads in future times. On the other hand,
model-based optimal controllers such as Model Predictive Control (MPC) are highly
dependent on accurate predictions of these disturbances. In order to account for these
modeling deficiencies, it is usually a reasonable assumption to consider an additive
norm-bounded1 uncertainty to the model. The question here is how to integrate this
uncertainty information in the control design to achieve the desired comfort level
while consuming minimum energy.

We present an overview of existing min-max formulations of Robust Model Pre-
dictive Control (RMPC) for uncertain constrained discrete-time systems. A min-
max strategy for MPC tries to optimize the worst-case scenario cost function with
respect to uncertainties. Standard min-max MPC schemes easily lead to conserva-
tive controllers because they typically deal with open-loop formulations. Moreover,
Open-Loop Robust Model Predictive Control (OL-RMPC) is known to be unnec-
essarily overly conservative in most applications [74, 23]. The reason is that the
optimal open-loop control sequence has to deal with all the future disturbances with-
out using the information of the future measurements that will be obtained as the
horizon window recedes. An extension to min-max MPC that resolves this problem
is closed-loop min-max MPC or Closed-Loop Robust Model Predictive Control (CL-
RMPC). However, CL-RMPC leads to an intractable problem which is much harder
to solve [46]. Fortunately, approximation of closed-loop min-max MPC using a convex
programming framework is possible by the use of semidefinite relaxations. The idea
in CL-RMPC, is to approximate the intractable min-max problem by introducing
new decision variables into the system and parameterize the future control sequence
in the future states or disturbances [47, 19].

On the other hand, nominal MPC in practice is regarded as a state feedback
controller. The reason is that, although MPC at each time step solves an open-
loop optimal control problem, only the first entry of the resulting optimal control
sequence is implemented on the plant at each time step, and this process is repeated
as the prediction horizon recedes. This feedback of the measurement information to
the optimization endows the whole procedure with a robustness, typical of closed-
loop systems [23]. Therefore, nominal MPC is capable of rejecting some level of
unmodelled or unpredictable disturbances due to its closed-loop nature.

Note that in the control of building climate, it is not extremely crucial to re-

1Refer to Section 4.5.1 for definition and more details.
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spect temperature bounds at all times and based on some standards, some level of
temperature constraint violations would be acceptable (e.g., the European standards
state that the room temperature must be kept within a certain range with a certain
probability [66].) and can be tolerated if it translates into considerable reductions in
total or peak energy consumption of the whole HVAC system.

Based on the discussion of last three paragraphs, nominal MPC, OL-RMPC, and
CL-RMPC, exhibit some level of robustness in their performances. In this section one
of the questions that we will try to answer is: “which of the above controllers would be
the best choice for the building climate control, in the presence of uncertainty?” We
carry out a quantitative analysis of the performance of the above controllers. Through
simulations we assess the performance of the controllers for a range of prediction
accuracies.

A new disturbance feedback parameterization of the input is proposed. It is shown
in this section that this parameterization reduces the number of decision variables of
the optimization problem and hence results in a faster alternative than the existing
parameterizations in the literature, while maintaining the performance level of the
RMPC.

A number of related works can be found in the literature. A model predictive
controller was implemented by the authors on the model utilized in this work, in [55].
It was shown that in the case of perfect disturbance load prediction the controller
manages to maintain the temperature within the comfort zone for all times while
reducing the total and peak conditioned air consumption with respect to the existing
control strategy of the building, by 68% and 35%, respectively. In [67] the authors
investigate a bilinear model under stochastic uncertainty with probabilistic, time
varying constraints.

In this section we focus on optimal control design in the presence of imperfect
disturbance predictions. Contribution of this section is twofold:

1. We propose a new disturbance feedback parameterization. Simulations show
that the new parameterization enhances the computational and performance
characteristics of the CL-RMPC. The new parameterization leads to a number
of decision variables, linear in time horizon as opposed to quadratic, for the
previously introduced parameterizations. The resulting sparse feedback gain
matrix also reduces the simulation time by 30% with respect to the previous
parameterization.

2. To validate our approach, we compare the performances of three different con-
trollers for a range of prediction error values. Exhaustive quantitative analysis
show how much the performance of the MPC will deteriorate in the case of
imperfect predictions. We quantify how much the energy consumption and
discomfort indices will degenerate as a function of disturbance prediction error.
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4.5.1 Preliminaries

4.5.2 System Dynamics

We use the nonlinear system described in Chapter 2 and expressed in (5.5). The
system dynamics is linearized around the nearest equilibrium point to the specified
operating point of the system (details in [56]). The algorithm to find the equilib-
rium point of the system starts from an initial point and searches, using a Sequential
Quadratic Programming (SQP) algorithm, until it finds the nearest equilibrium point.
First we linearize the model considering all the inputs to the model. Once the system
dynamics is linearized, we divide the inputs into manipulated variables and distur-
bance variables. Discretizing the state space realization leads to the following discrete
time LTI system:

xk+1 = Axk +Buk + Edk (4.33)

where dk ∈ Rr stores the disturbance at time k and the original B obtained from
linearization process is split into two parts B

′
= [B E]. Where B stores the columns

corresponding to the manipulated variables and E stores the columns of B
′

corre-
sponding to the disturbance variables. In this study, air mass flow is a manipulated
variable and we regard the rest of the inputs as disturbance variables as they are not
controlled.

4.5.3 State and Input Constraints

The system is subject to input constraints

U := {u ∈ Rm|Suu ≤ su} (4.34)

where Su ∈ Rq×l.m, su ∈ Rq and U ⊂ Rl.m is a bounded polytopic set. The
polytopic constraints on the state is given by

X := {x ∈ Rn|Sxx ≤ sx} (4.35)

where Sx ∈ Rp×n, sx ∈ Rp and X ⊂ Rn.

4.5.4 Additive Uncertainty

Consider the uncertain linearized system dynamics given by

xk+1 = Axk +Buk + E(dk + wk) (4.36)
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Figure 4.18: Room temperature and the corresponding unmodelled dynamics realization
(in dashed red). Disturbance plus uncertainty and the corresponding room temperature
for λ = 1 in the case of ECS is shown in solid blue. Note that although ECS is a rather
conservative control strategy, it still fails to keep the temperature within the comfort zone
at all times.

where the disturbance uncertainty wk ∈ Rr is a stochastic disturbance. We assume
it is only known to be bounded in some measure, but otherwise unknown. The set of
possible disturbance uncertainties is denoted byW and wk ∈ W ∀k = 0, 1, ..., N −1.
The disturbance set W is one of the ingredients that determine the type of optimiza-
tion problem we end up with. For an uncertain Linear Programming (LP) when the
corresponding uncertainty set W is a polyhedron, then the robust counterpart is also
an LP. When W is ellipsoidal, then the robust counterpart becomes a second-Order
Cone Programming (SOCP) [22]. For this application we consider box-constrained
disturbance uncertainties given by

Wλ = {w : ||w||∞ ≤ λ} (4.37)

As an example, Figure 4.18 depicts the temperature of the room from the validated
model and the corresponding estimated unmodelled dynamics (in dashed red). The
additive uncertainty to the system yields a temperature trajectory which is shown in
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the same figure (in solid blue).

4.5.5 Disturbance Prediction Error

To illuminate the effectiveness of the controllers laid out in Section 4.2, we assess
their performances for different disturbance prediction error values denoted by δ and
defined as

δ =
λ

||d||∞
(4.38)

where λ is the l∞ norm bound of the uncertainty and d = [d
′
1, d

′
2, ..., d

′
N ]
′

is the
disturbance realization vector2.

4.5.6 Chance Constraints

In this work we focus on uncertainty models given by (4.37). The results of this work
can be easily extended to robust MPC problems with chance constraints such as [66].
Note that the uncertainty model used in [66] assumes independent and identically
normally distributed random variables, i.e. v ∼ N (0, I). However, the normally
distributed disturbance v is approximated with a norm-bounded disturbance w ∈ Rp,
motivated with a work by the authors of [22] in which they show that a chance
constraint of the form

Xc = {P(φ(x0, U,d,w) ∈ X ) ≥ 1− α} (4.39)

which requires that the condition φ(x0, U,d,w) ∈ X is fulfilled with a proba-
bility greater than or equal to 1 − α, can be approximated by a hard constraint
if the uncertainty bound λ is chosen according to Theorem 5 in [66]. Note that
φ(x0, U,d,w) denotes the solution to (4.36) given the initial state x0, the control
input U = [u

′
1, u

′
2, ..., u

′
N ]
′
, the disturbance realization d = [d

′
1, d

′
2, ..., d

′
N ]
′
, and the

uncertainty realization w = [w
′
1, w

′
2, ..., w

′
N ]
′
.

As introduced in Section 4.5.4 we consider l∞ bounded additive uncertainties in
the control derivation.

4.5.7 Robust MPC Against Additive Uncertainty

The crucial question in robust control is how to exploit knowledge about uncertainty.
Typical knowledge can be bounds on uncertain parameters in the system, or bounds

2Note that x′ represents the transpose of vector x.
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on external disturbances, such as the disturbance load to the building. In this section
we consider additive uncertainty to the system model as described in (4.36).

A typical robust strategy involves solving a min-max problem to optimize worst-
case performance while enforcing input and state constraints for all possible distur-
bances. In this section we formulate a min-max robust constrained optimal con-
trol problem for the building air temperature regulation system affected by additive
bounded input disturbances.

Open-Loop Predictions

A min-max strategy for MPC tries to optimize the worst-case scenario cost function
with respect to uncertainties. Define the worst-case cost function as

J0(x(0), U0) , max
w[.]

{||PxN ||p +
N−1∑
k=0

||Qxk||p + ||Ruk||p}

s.t. xk+1 = Axk +Buk + E(dk + wk) (4.40)

wk ∈ W
∀ k = 0, · · · , N − 1

Where ||.||p can be any polytopic norm and N is the time horizon. The robust
optimal control problem is formulated as follows

J∗0 (x(t)) , min
Ut

J0(x(t), Ut) (4.41)

subject to:

xk+1 = Axk +Buk + E(dk + wk) k = 0, · · · , N − 1 (4.42a)

yk = Cxk k = 1, · · · , N (4.42b)

uk ∈ U k = 0, · · · , N − 1 (4.42c)

xk ∈ X k = 1, · · · , N (4.42d)

∀ wk ∈ W k = 0, · · · , N − 1 (4.42e)

At each time step t, only the first entry of Ut is implemented on the plant. At
the next time step the prediction horizon N is shifted leading to a new optimization
problem. This process is repeated until the total time span of interest is covered.

Using the above formulation, we derive a robust counterpart of an uncertain op-
timization problem in which constraints are satisfied for all possible uncertainties,
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Figure 4.19: Performance of MPC and OL-RMPC in the presence of additive uncertainty
with δ = 50%. It can be observed that the OL-RMPC yields an overly conservative control
algorithm resulting in excessive energy consumption.

and worst-case objective is calculated. This system does not involve the uncertain
variables anymore, and corresponds to the worst-case scenario model.

Performances of MPC and OL-RMPC are depicted in Figure 4.19. In the case
of MPC, the controller is designed for the model with only disturbance dk known a
priori, and implemented on the model which has as input, both known disturbance
dk and the unknown additive uncertainty wk.

4.5.8 Approximate Closed-Loop Min-Max MPC

It is shown in Figure 4.19 that the Open Loop Constrained Robust Optimal Control
(OL-CROC) is conservative. This is because we are optimizing an open-loop control
sequence that has to cope with all possible future disturbance realizations, without
taking future measurements into account. The Closed-Loop Constrained Robust Op-
timal Control (CL-CROC) formulation overcomes this issue but it can quickly lead to
an intractable problem [47]. There are some alternative approaches which introduce
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feedback in the system and, in some cases, can be more efficient than CL-CROC.

Feedback Predictions

What we really would like to solve is the closed-loop min-max problem where we
incorporate the notion that measurements will be obtained in the future times.

min
uk|k

max
wk|k

· · · min
uk+N−1|k

max
wk+N−1|k

N−1∑
j=0

p(xk+j|k, uk+j|k) (4.43)

where p(.) is the performance index. Instead of solving this intractable problem,
the idea in feedback prediction, sometimes referred to as closed-loop predictions,
is to introduce new decision variables vk+j|k, and parameterize the future control
sequences in the future states and vk+j|k such as uk+j|k = mk,jxk+j|k + vk+j|k. This
way, there is at least some kind of feedback in the system, although not optimal. To
incorporate feedback predictions, we write the feedback predictions in a vectorized
form U = MX + v. Where v and X are given by v = [v

′

k|k, v
′

k+1|k, · · · , v
′

k+N−1|k]
′
,

and X = [x
′

k|k, x
′

k+1|k, · · · , x
′

k+N−1|k]
′
. The only requirement for matrix M is that this

matrix is causal in the sense that uk+j|k only depends on xk+i|k, i ≤ j. Notice that
feedback predictions introduce a new tuning knob in min-max MPC, which is matrix
M. However the choice of M is not obvious, and no guideline exists in the literature,
on how to select its entries. In [47] it is shown through simulation examples that the
choice of M is crucial for good performance of the min-max controller.

However sometimes M is incorporated as a decision variable in the online opti-
mization problem. The obtained optimization problems are convex. Unfortunately,
the optimization problem grows rapidly, although polynomially in the system dimen-
sion, the number of constraints and the prediction horizon. To resolve this problem,
it is shown in [47] how the general solution can serve as a basis for off-line calcula-
tions, and approximations with a reduced degree of freedom, but with much better
computational properties (we have somehow implemented this idea in constructing a
better M in what follows).

The main problem with the min-max formulations based on these parameteriza-
tions is the excessive number of decision variables and constraints. The reason is the
high-dimensional parameterization of matrix M.

Alternative Parameterizations

To resolve this issue we study some other parameterizations that have been introduced
in the literature and also the parameterization that we introduce later in this section.

It is shown in [47] that the problem with the parameterization introduced previ-
ously, is that the mapping from M and v to X and U is nonlinear, hence optimization
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over both M and v is likely to cause problem. At least, it is not obvious how this
parameterization can be incorporated in a standard convex optimization framework.
Due to this problem, alternative parameterizations are introduced. One of the pa-
rameterizations introduced in [47] is as follows:

1. Lower Triangular Structure (LTS): Define the affine disturbance feedback
as:

ui :=
i−1∑
j=0

mi,jwj + vi ∀i = 1, 2, ..., N − 1 (4.44)

where Mi,j ∈ Rl.m×r and vi ∈ Rl.m are given by

M :=


0 · · · · · · 0

m1,0 0
. . . 0

...
. . . . . .

...
mN−1,0 · · · mN−1,N−2 0

 , v :=


v0
...
...

vN−1

 (4.45)

and w = [w0 w1 · · · wN−1]′ is the vector of disturbance. Therefore the input
can be written as U = Mw + v. The control sequence is now parameterized directly
in the uncertainty. The mapping from M and v to X and U is now bilinear. What we
have here is basically a sub-optimal version of the closed-loop min-max solution [47].

Note that other parameterizations such as Toeplitz are also introduced in [47].
However, Toeplitz structure was shown to deteriorate the performance of the CL-
RMPC in our simulations and therefore is not considered here.

2. Two Lower Diagonal Structure (TLDS): By analyzing the structure of
the optimal matrix M, we observed that the parameterization of the input need not
consider feedback of more than past two values of w at each time, hence we propose
the following disturbance feedback:

ui := mi,i−2wi−2 +mi,i−1wi−1 + vi

=
i−1∑
j=i−2

mi,jωj + vi ∀i = 1, 2, ..., N − 1
(4.46)

and the corresponding parameterization matrix M is an N × N matrix that has
the entries on the first and second diagonal of M below its main diagonal as decision
variables and 0 elsewhere as given by
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Figure 4.20: Schematic of the control implementation.

M =



0 0 · · · 0 0 0
m21 0 0 · · · 0 0

m31 m32
. . .

...
...

...

0 m42
. . . 0

...
...

...
. . . . . . m1,2 0 0

0 · · · 0 mN,N − 2 mN,N − 1 0


(4.47)

and v remains as in the previous structure. Note that in this structure we exploit
the sparsity of the feedback gain matrix to enhance the computational characteristics
of the optimal problem.

A schematic of the robust optimal control implementation on the nonlinear build-
ing model is depicted in Figure 4.20.

4.5.9 Performance Indices

To compare the overall performance of the proposed controllers we define two indices
to measure the energy consumption and comfort level provided by each controller.

The energy index Ie, is defined to be

Ie =

∫ 24

t=0

[Pc(t) + Ph(t) + Pf (t)] dt (4.48)

where cooling power Pc, heating power Ph and fan power Pf are defined as
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Pc(t) = ṁc(t)cp[Tout(t)− Tc(t)] (4.49)

Ph(t) = ṁh(t)cp[Th(t)− Tout(t)] (4.50)

Pf (t) = αṁ3(t) (4.51)

where cp = 1.012[kJ/kg.oC] is the specific heat capacity of air and α = 0.5[kW.s3/kg3]
is the fan power constant. Using the above equations and constants, results in fan
power values in [kW ].

The discomfort index Id, is defined as the sum of all the temperature violations
during the course of a day.

Id =

∫ 24

t=0

[
min

{∣∣T (t)− T (t)
∣∣ , |T (t)− T (t)|

}
.1B(t)c(T (t))

]
dt (4.52)

where B(t) = [T (t), T (t)] is the allowable temperature boundary at time t and 1 is
the indicator function.

4.5.10 Simulation Results

We implement the introduced controllers with a prediction horizon of N = 24. We
observed a dramatic degradation of the performance for N < 24, and relatively long
computational time for N > 24. We believe the choice of N = 24 leads to a good
balance between performance and computational cost. The utilized cost function for
the following simulations is given by

min
Ut,ε̄,ε

{||Ut||1 + c1||Ut||∞ + c2(||εt||1 + ||εt||1)} (4.53)

and the state and input constraints are as follows:

xt+k+1|t = Axt+k|t +But+k|t + E(dt+k|t + wt+k|t) (4.54a)

yt+k|t = Cxt+k|t (4.54b)

T t+k|t − εt+k|t ≤ yt+k|t ≤ T t+k|t + εt+k|t (4.54c)

ut+k|t ≤ u (4.54d)

εt+k|t, εt+k|t ≥ 0 (4.54e)

wt+k|t ∈ W (4.54f)

where u = 63 [ft3/min] is the higher limit on air mass flow, [T .|t T .|t] = [20 22]oC

during occupied hours and [T .|t T .|t] = [19 23]oC during unoccupied hours. We utilize
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Figure 4.21: Control input and resulting temperature profile for original controller, open-
loop, closed-loop and regular MPC. The additive uncertainty bound is considered δ = 60%
in this case.

soft constraints to guarantee feasibility of the problem at all time steps. For the
simulations we use c1 = 0.75 and c2 = 50.

The optimal controller and the resulting room temperature with the presence of a
box-constrained uncertainty in four cases is depicted in Figure 4.24. ECS refers to the
Existing Control Strategy implemented on the building. This case shows the behavior
of the original controller of the building if there were a hypothetical extra additive
load to the system. The next case shows the performance of an MPC algorithm with
only the accurate a priori knowledge of the disturbance (i.e. unmodelled dynamics
of the system) and not the uncertainty. The third case is OL-RMPC in which the
algorithm has a priori knowledge of both the disturbance and the uncertainty bound.
The fourth case algorithm is a CL-RMPC which exploits the same knowledge as
the third case, with the difference that it utilizes the uncertainty feedback strategy
of (4.44).

We consider stochastic uncertainties with different uncertainty bounds (λ) as in-
troduced in (4.37). The MPC does not have any a priori information regarding the
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Figure 4.22: Discomfort index Id [oCh] versus disturbance prediction error (δ). We gen-
erate a uniform random sequence based on the disturbance prediction error value δ. The
generated random sequence is used in the simulations for making this graph. Note that
different data points for one δ value refers to simulations with different random sequences.
The reason for such wide deviation of the simulation results stems from the fact that de-
pending on the value of the random variable at any time, the resulting disturbance vector
can either lead to higher or lower temperature deviations with respect to the nominal
disturbance value. LSE refers to Least Square Estimation.

additive uncertainty, and calculates the controller solely based on the deterministic
system dynamics. However the RMPC integrates the uncertainty bound information
in the control derivation. Controller performances are evaluated based on the energy
and discomfort indices introduced in Section 4.5.9.

Remark 1. It can be observed from Figure 4.24, that the OL-RMPC and CL-
RMPC are the only two controllers that are able to keep the temperature within
the comfort zone, at all times, with the difference that the CL-RMPC leads to 36%
reduction in energy index, Ie, while maintaining perfect level of comfort (Id = 0).

Figure 4.22 depicts how Discomfort index Id, varies with disturbance prediction
error δ for MPC, OL-RMPC and CL-RMPC. It is shown that both OL-RMPC and
CL-RMPC manage to keep the perfect comfort level (Id = 0), for prediction errors up
to δ = 60% and δ = 75% respectively, while the MPC maintains the perfect comfort
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Figure 4.23: Energy index Ie [kWh] versus disturbance prediction error (δ). The data
points for this graph were generated using a similar technique as in Figure 4.22. LSE
refers to Least Square Estimation.

level for uncertainty bounds up to δ = 20%. The discomfort index for MPC goes as
high as 4.61 [oCh]3 while the value for CL-RMPC reaches 1.2 [oCh] in the worst case
in the simulations corresponding to δ = 100%.

Figure 4.23 depicts the variations of Energy index Ie, versus the uncertainty bound
on the unmodelled dynamics. It is clear that the energy index for RMPC increases
dramatically with δ, while the energy index for MPC changes slightly. However, this
comes with the drawback of increased discomfort index for MPC.

Remark 2. Exploiting the TLDS structure results in the same control law that
was obtained from the LTS structure. Matrix M of LTS has l.m.rN(N−1)

2
variables

(quadratic in N) while matrix M of TLDS has l.m.r(2N − 3) variables (linear in N),
and hence exhibits faster computation characteristics. On average, the simulation
time for TLDS is 30% less than the LTS structure, as shown in Table 4.2.

The problem is solved using CPLEX 12.2 [10] on a 2.67 GHz machine with 4 GB
RAM. We observed about 33% reduction in the simulation time, in average, when we
used CPLEX compared to the default solver of YALMIP [48], GLPK.

An important point to notice from Figure 4.23 is how much more energy needs

3degree Celsius hour.
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Table 4.2: Comparison of LTS and TLDS uncertainty feedback parameterizations and
Open Loop min-max results for the case of δ = 50%.

Number of Average

Controller feedback decision simulation time Ie Id

variables for N = 24, in [s] [kWh] [oCh]

LTS l.m.r(N(N+1)
2

) 200 16467 0

TLDS 3l.m.r(N − 1) 138 16467 0

OL - 159 22592 0.84

to be supplied to the HVAC system to maintain the comfort level in the presence
of imperfect and faulty unmodelled dynamics predictions. Consider the case where
δ = 75%. MPC will lead to a discomfort index of 1.7oCh on average, while the RMPC
is able to maintain the temperature below a discomfort index of 0.016oCh on average.
However this level of comfort provided by the CL-RMPC comes at a cost of energy
consumption of almost 5 times more than the MPC case.

Remark 3. Note that due to the trade-off between comfort and energy consump-
tion, the choice of which controller to use is on the building HVAC operator, and
depends on various factors such as criticality of meeting the temperature constraints
for the considered thermal zone in the building, and availability and price of energy
at that time of the day/year.

As observed from Figure 4.22 and 4.23 the behavior of controllers deviate consid-
erably as the prediction error increases. For instance, The energy required to keep
the same level of comfort for CL-RMPC in the case of δ = 75% is almost 4 times the
energy required to provide the same level of comfort when δ = 25%. Therefore, these
two plots make it clear how precious a good model which accurately captures also
the unmodelled dynamics of the system can be in minimizing the operation costs of
HVAC systems of buildings.

4.6 Selecting Building Predictive Control Based

on Model Uncertainty

MPC provides a potential building energy saving of 16%-41% compared to the com-
monly used rule-based HVAC controllers in the market as shown in [68, 51, 55, 71, 56].
At each iteration of MPC, a prediction of future states is obtained through for-
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ward evolution of the system dynamics. The predictive cost is then calculated and
constraints on future states and inputs are applied, leading to a large optimization
problem, which is solved to obtain the optimal control action. MPC for building
HVAC systems has desirable characteristics such as robustness, tunability, and flex-
ibility [55]. Application of MPC for building energy control has been reported in
[55, 71, 56, 53, 67, 84, 76, 50, 65, 52]. Different variations of nominal MPC such as
distributed [65, 52], robust [84, 54] and stochastic [67, 66] model predictive control
strategies have been also reported. All these MPC techniques rely on accurate build-
ing models to achieve optimal performance of HVAC system and provide sufficient
comfort level.

Model uncertainty limits the utilization of Model Predictive Controllers (MPC)
for minimizing building energy consumption. Hence, reducing model uncertainty is
crucial for successful realization of building model-based controllers. However, un-
certainty is an inevitable attribute of every model. For building models, model un-
certainty is even more remarkable due to the substantial contribution of outside and
inside thermal heats (realized as disturbance in our model) in the climate of the
building, and unpredictability of the environment conditions such as wind speed and
direction, ambient temperature, solar radiation and cloudiness of sky, and to some
extent indoor factors such as human behavior.

In Sections 4.3, 4.4 and 4.5 we proposed several model-based controllers including
Linear Quadratic Regulator (LQR), MPC, and RMPC, and compared their perfor-
mance to simple RBC. RMPC provides a means to design a building controller robust
to model uncertainty. In this section we compare the results from RMPC with those
from a nominal MPC and a common building RBC. The results are then used to
develop a methodology for selecting a controller type (i.e. RMPC, MPC, and RBC)
as a function of building model uncertainty.

4.6.1 Performance Metrics

To compare the overall performance of the proposed controllers in Section 4.4, and 4.5,
we defined indices to measure the energy consumption and comfort level provided by
each controller. In addition, here we define a new index to evaluate the overall
performance of each controller considering both the energy and comfort indices.

Overall Performance Index

A good control performance means not only low energy consumption, but also low
resulting discomfort. To assess the overall performance of the controllers, we need to
examine both Ie and Id at the same time. Using the two indices defined above we
define a third index called Overall Performance Index (IOP ). The intuition behind
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this new index is to take into account the energy and discomfort index in one single
term. IOP is defined as:

IOP =
(I∗d − Id)/||Id||∞

Ie/||Ie||∞
(4.55)

where I∗d is the maximum allowed discomfort which is selected according to the re-
quired probability of maintaining room temperature within the comfort zone, and
||.||∞ denotes infinity norm or the maximum value of energy indices among all three
controllers. Negative value of IOP means that the discomfort index is not within the
preferred range. The lower the Id and Ie are, the higher the IOP will be. Therefore,
the higher the IOP , the better the overall performance. In this study, the limit on
the allowed discomfort index is heuristically chosen to be I∗d = 0.5(◦Ch) to ensure
adequate comfort level.

4.6.2 Rule-Based Control (RBC)

The rule based controller use in this section is a conventional on-off HVAC controller.
The time constant of the control implementation is ∆t. The controller opens the
dampers of conditioned air flow to the thermal zones when heating is required and
keeps it fully open for the duration of ∆t. In the next time step the controller checks
the temperature again and adjusts the damper position if the room temperature is
within the comfort zone, or keeps it open if the room air temperature is still outside the
comfort zone. In on-off control, position of the dampers can be either the min value
or the max value. When system goes to the cooling mode, supply air temperature
changes accordingly. The experimental data presented here is for the heating mode
only.

4.6.3 Simulation Results

To illustrate the effectiveness of the controllers proposed in Sections 4.4 and 4.5, we
assess their performances for different model uncertainty values. In Section 4.5 we
defined disturbance prediction error in (4.38). In this section we generalize this
notion to “model uncertainty” value which is denoted by δ:

δ =
λ

||d||∞
(4.56)

where λ is the l∞ norm bound of the model uncertainty and d = [d
′
1, d

′
2, ..., d

′
N ]
′

is
the disturbance realization vector. In general, model uncertainty can be obtained by
comparing the simulation results of a given model of a building for a period in the
past, with historical data of same building over the same time period.
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Figure 4.24: Control input and resulting temperature profile for the existing controller
on the building (denoted as Measurements in the figure), RBC, MPC, and robust MPC
controllers.(δ = 60%)

Time constant ∆t = 1 (hr) is used for all the following simulations. We implement
the introduced model predictive controllers with a prediction horizon of N = 24. The
choice ofN = 24 is to provide a good balance between performance and computational
cost for the MPC framework.

We use the following numerical values for parameters in (7.21). U = 63 CFM
(0.03 m3/s), and U = 5 CFM (0.002 m3/s) are the lower and higher limit on air
mass flow during occupied hours, [T .|t T .|t] = [20 22]oC during occupied hours, and

[T .|t T .|t] = [19 23]oC is used during unoccupied hours. For the simulations we use
κ = 0.75 and ρ = 50.

Optimal controller and the resulting room temperature with the presence of a
box-constrained uncertainty in four cases are depicted in Figure 4.24. Measurements,
as shown in black, shows the air mass flow and temperature recording for the room
using a simple existing control policy of the building HVAC system which controls
the fan speed by turning it on and off by the start and end time of occupancy hours.
MPC and RMPC refer to algorithms described in Sections 4.4, and 4.5.

Controller performances are evaluated based on indices introduced in Sections 4.5.9,
and 4.6.1 . We use YALMIP [48] to set up the MPC problem in MATLAB. Problem is
solved using CPLEX 12.2 [10]. We performed mass simulations for different values of
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Figure 4.25: Discomfort index Id versus additive model uncertainty (δ). We generate
a uniform random sequences based on the model uncertainty value δ. The mean value
(marker position) and standard deviation (error bar length) of discomfort are shown in the
figure.

δ. Figure 4.25 and Figure 4.26 depict the results from these simulations. Monte Carlo
simulations were performed to obtain the mean and standard deviation of energy and
discomfort index for various values of model uncertainty.

Comfort: It can be observed from Figure 4.24 and Figure 4.25 that the RMPC is
the only controller that is able to keep the temperature within the comfort zone, at all
times, i.e. maintaining minimum level of discomfort (Id ≤ I∗d) for all δ ≤ 80%, while
RBC still performs well, MPC fails to do so, resulting to Id > I∗d for all δ ≥ 40%.
Figure 4.25 depicts how discomfort index Id, varies with additive model uncertainty δ.
As shown in Figure 4.25, RMPC manages to keep the perfect comfort level (Id = 0),
for additive model uncertainty up to δ = 70%, while the MPC maintains the perfect
comfort level for uncertainty bounds up to δ = 20%. Since RBC is not a model-based
control technique, its performance does not depend on values of δ, hence the straight
horizontal line in Figure 4.25 (Id = 0.25oCh).

Energy Consumption: Figure 4.26 depicts the variations of energy index Ie,
versus model uncertainty. It is clear that the energy index for RMPC increases
dramatically with δ, while the energy index for MPC only changes slightly. However,
this comes with the drawback of increased discomfort index for MPC. Figure 4.26
also shows energy consumption of RBC (Ie = 1.43 × 104 kWh). MPC for all values



CHAPTER 4. CONTROL DESIGN 104

0 10 20 30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

4

Additive model uncertainty, δ (%)

E
n

er
g

y 
in

d
ex

, I
d
 (

o
C

h
)

 

 

RBC
MPC
RMPC

Figure 4.26: Energy index Ie versus additive model uncertainty (δ). We generate data
with similar approach as in Figure 4.25.

Figure 4.27: Energy saving of MPC and RMPC compared to RBC as a function of model
uncertainty.

of δ leads to a lower amount of energy consumption than RBC, but RMPC leads to
more energy consumption than RBC soon after δ = 40%.

Consider the case where δ = 70%. MPC will lead to a discomfort index of 1.7oCh
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Figure 4.28: Overall performance index for RBC, MPC and RMPC as a function of model
uncertainty. The red zone demonstrates the region which MPC outperforms RMPC and
RBC as it yields a higher IOP . The green zone represents the region that IOP of RMPC
is higher than that of MPC and RBC. RBC dominates in terms of IOP in the blue zone.
In the gray zone the resulting discomfort index is not acceptable.

on average, while the RMPC is able to maintain the temperature below a discomfort
index of 0.016oCh on average. However this level of comfort provided by the RMPC
comes at a cost of energy consumption of more than 2 times of the MPC case.

Due to the trade-off between comfort and energy consumption, the choice of which
controller to pick is not obvious, and depends on various factors such as criticality of
meeting the temperature constraints for the considered thermal zone in the building,
and price of energy at that time of the day/year, as well as uncertainty level of the
model.

MPC and RMPC versus RBC: Figure 4.27 demonstrates savings of MPC
and RMPC versus RBC. As shown, the maximum theoretical energy saving of MPC
compared to RBC is 36%, and that of RMPC is 30% for the building studied. These
saving values decrease as model uncertainty increases. Energy saving of MPC versus
RBC stays positive for all values of model uncertainty, while energy saving of RMPC
versus RBC is positive only for model uncertainty values up to about 34%, and
is negative for larger model uncertainties (i.e. RMPC consumes more energy than
RBC).

The result of an extensive study in [31] shows that MPC HVAC control can po-
tentially provide 16%-41% building energy saving compared to rule-based controllers,
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which complies with our findings. The saving also depends on various factors includ-
ing climate zone, insulation level, and construction type.

For evaluation of energy consumption and provided comfort level, we have com-
pared the overall performance of the three controllers using the overall performance
index, IOP . The results, as shown in Figure 4.28, suggest that for model uncertain-
ties less than 30% MPC performs best among the three controllers studied here. For
model uncertainties between 30% and 67% RMPC is the best, and for model uncer-
tainties larger than 67%, RBC leads to better overall performance than model-based
control techniques. This information can be of utility for choosing a controller type
for building HVAC system based on how detailed and accurate the building model is,
in capturing time-varying dynamics of a building.
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Chapter 5

Co-Design of Controller and
Embedded Platform

The design of heating, ventilation and air conditioning (HVAC) systems is crucial
for reducing energy consumption in buildings. As complex cyber-physical systems,
HVAC systems involve three closely-related subsystems – the control algorithm, the
physical building and environment and the embedded implementation platform. In
the traditional top-down approach, the control algorithm and the embedded platform
are in general designed separately leading to sub-optimal systems. We propose a co-
design approach that analyzes the interaction between the control algorithm and the
embedded platform through a set of interface variables (in this paper we address in
particular sensing accuracy). We present six control algorithms that take into account
the sensing error, and model the relation of control performance and cost versus
sensing error. We also capture the relation of embedded platform cost versus sensing
error by analysis of the collected data from a testbed. Based on these models, we
explore the co-design of the control algorithm and the temperature sensing subsystem
of the embedded platform to optimize with respect to energy cost and monetary cost
while satisfying the constraints for user comfort level. The material of this chapter is
extracted from [61].

5.1 Introduction

Smart buildings today have sophisticated and distributed control systems as part of
a Building Automation System (BAS). The task of a BAS is to maintain building
climate within a specified range, control the lighting based on the occupancy schedule,
and monitor the system performance and failures. To accomplish these tasks, a BAS
has to deal with computation and communication non-idealities stemming from the
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distributed nature of the implementation platform.
The design of HVAC systems involves three main subsystems – the physical build-

ing and its environment, the control algorithm that determines the system operations
based on sensing inputs from the building and the environment, and the embedded
platform that implements the control algorithm. In the traditional top-down ap-
proach, the design of the HVAC control algorithm is done without explicit considera-
tion of the embedded platform. The underlying assumption is that the computation
and communication capabilities of the embedded platform are sufficiently performing
for any type of control mechanism. However, with the advent of more complex HVAC
control algorithms for energy efficiency, the use of distributed networked platforms,
and the imposition of tighter requirements for user comfort, this assumption on the
embedded platform is no longer valid. Various aspects of the platform, including
sensor accuracy and availability, communication channel reliability, and computing
power of embedded processors, may have a significant impact on the quality and cost
of a BAS. Thus, the design of the control algorithm should take into account the con-
figuration of the implementation platform and vice versa, i.e., the control algorithm
and the embedded platform should be co-designed.

In this chapter, we analyze the performance and energy cost of six HVAC control
algorithms under different assumptions on temperature sensing accuracy. Indeed, we
observed in our experiments that the accuracy of sensing data has significant impact
on the control algorithms, to the extent that different algorithms should be chosen
depending on the different sensing accuracy of the implementation platform . Based
on this observation, we propose a framework to co-design the HVAC control algo-
rithm with the part of the embedded platform that directly affects sensing accuracy
– specifically the choices of sensor locations and the number of sensors. We believe
this approach can be extended to a general framework for co-designing the control
algorithm and the entire embedded platform. Figure 5.1 shows the structure of the
co-design framework, with blocks in parentheses representing the focus of this paper.

As shown in Figure 5.1, the key aspects of the co-design process are 1) identi-
fying the interface variables that are significant to both the control algorithm and
the embedded platform, 2) designing the control algorithm with consideration of the
interface variables and modeling the relation of control metrics (e.g. control perfor-
mance) versus the interface variables, 3) capturing the relation of platform metrics
(e.g. platform monetary cost) versus the interface variables, and 4) co-exploring the
design of the control algorithm and the platform through the interface variables.

In this chapter, we focus on temperature sensing accuracy, which on one side
significantly affects the control algorithm and on the other directly relates to the
design of the sensing system. During the exploration of the design space, for any given
monetary budget, we find the optimal choice of sensor locations and the number of
sensors to maximize the accuracy of sensing data. Sensing accuracy is then used for
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Figure 5.1: Co-design framework for HVAC systems

the selection of the HVAC control algorithm (from the six candidate controllers) to
minimize energy cost while satisfying user comfort requirements. We set the monetary
budget to a range of different values, and find the design that consumes the minimal
energy for each given budget. The result of this design space exploration is a Pareto
front of optimal monetary cost and energy cost.

Various models and control algorithms have been proposed in the literature for
HVAC systems [56, 85, 67, 55, 53]. In a recent work, unscented Kalman filtering has
been used for online estimation of building thermal parameter estimation [72]. The
focus of these papers is on physical modeling and control design without taking into
account the limitations of the embedded platform. For instance, in [54], weather and
occupancy prediction uncertainties are considered in the control design process, and a
robust model predictive control mechanism against prediction uncertainties is derived.
However, the uncertainties (errors) from the embedded platform measurements are
not addressed. Another set of papers [86, 87] focuses on the design of the embedded
software and hardware for a given control algorithm, thus not addressing design space
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exploration for optimal HVAC system design.
The main contributions of this chapter are the following:

• We propose six different control algorithms that take into account sensing accu-
racy, including two on-off controllers, two model predictive controllers (MPC)
and two robust model predictive controllers (RMPC), each type with either ex-
tended Kalman filter (EKF) or unscented Kalman filter (UKF). We capture the
relation between the control performance/cost and sensing accuracy in Simulink
models for simulation.

• We establish the relation between sensing accuracy and the number and lo-
cations of temperature sensors, based on the analysis of measurement data
collected from a well-instrumented testbed.

• We propose a framework for co-designing the control algorithm and the em-
bedded platform, and apply it to a specific co-design case of the HVAC control
algorithm (by choosing from the six candidate controllers) and the sensing sys-
tem (by choosing the temperature sensor number and locations) to optimize
energy and monetary cost.

The remainder of the chapter is organized as follows. Section 5.2 presents pre-
liminaries. Section 5.3 addresses the modeling of sensing and prediction accuracy in
the system dynamics. Section 5.4 presents the design of the control algorithms with
EKF and UKF to address sensing accuracy, and demonstrate the impact of sensing
accuracy on the control performance and cost. Section 5.5 introduces an approach for
determining the relation between sensing accuracy and the number and locations of
sensors. Section 5.6 explores the design space for both control algorithm and sensing
system, based on the models we build in Section 5.4 and 5.5.

5.2 Preliminaries

We use the model that was proposed in Chapter 2, and [53] where a building is
considered as a network. There are two types of nodes in the network: walls and
rooms. There are in total n nodes, m of which represent rooms and the remaining
n − m nodes represent walls. The temperature of the i-th wall is governed by the
following equation:

Cwi

dTwi

dt
=
∑
j∈Nwi

Tj − Twi

R′ij
+ riαiAiq

′′
radi

(5.1)
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where Twi
, Cwi

, αi and Ai are the temperature, heat capacity, absorption coefficient
and area of wall i, respectively. R′ij is the total resistance between wall i and node j.
q′′radi is the radiative heat flux density on wall i. Nwi

is the set of all of neighboring
nodes to node wi and, ri is equal to 0 for internal walls, and to 1 for peripheral walls.

The temperature of the i-th room is governed by the following equation:

Cri
dTri
dt

=
∑
j∈Nri

Tj − Tri
R′ij

+ ṁrica(Tsi − Tri)

+ wiτwi
Awi

q′′radi + q̇inti

(5.2)

where Tri , Cri and ṁri are the temperature, heat capacity and air mass flow into the
room i, respectively. ca is the specific heat capacity of air, Awi

is the total area of
window on walls surrounding room i, τwi

is the transmissivity of glass of window i,
q′′radi is the radiative heat flux density radiated to room i, and q̇inti is the internal heat
generation in room i. Nri is the set of all of the neighboring nodes to room i. wi is
equal to 0 if none of the walls surrounding room i has window, and is equal to 1 if
at least one of them has. The details of building thermal modeling and estimation
of the un-modeled dynamics is presented in [56, 53, 55]. Note that we estimate the
values of q′′radi(t) and q̇int(t) based on the following equations.

q′′radi(t) = τ T̂out(t) + ζ (5.3)

q̇int(t) = µΨ̂(t) + ν (5.4)

where T̂out and Ψ̂ are the (actual) outside air temperature and CO2 concentration
in the room. Parameters τ , ζ, µ and ν are obtained by the parameter estimation
algorithm detailed in [55].

The heat transfer equations for each wall and room yields tothe following state
space form of the system dynamics

ẋt = f(xt, ut, d̂t)

yt = Cxt (5.5)

where xt ∈ Rn is the state vector representing the temperature of the nodes in the
thermal network, ut ∈ Rlm is the input vector representing the air mass flow rate and
discharge air temperature of conditioned air into each thermal zone, and yt ∈ Rm

is the output vector of the system which represents the temperature of the thermal
zones. l is the number of inputs to each thermal zone (e.g., air mass flow and supply
air temperature). C is a matrix of proper dimension and the disturbance vector is
d̂t = g(q′′radi(t), q̇int(t), T̂out(t)), where g is approximated as a linear function. This
leads to

d̂t = aq′′radi(t) + bq̇int(t) + cT̂out(t) + e (5.6)
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By substituting (5.3) and (5.4) into (5.6) and massaging the resulting equation
we get

d̂t = (aτ + c)T̂out(t) + bµΨ̂(t) + aζ + bν + e

= āT̂out(t) + b̄Ψ̂(t) + ē
(5.7)

where ā = aτ + c, b̄ = bµ, and ē = aζ + bν + e.
In what follows we use linearized system dynamics for control design. However,

the original non-linear model is used for state estimation and filtering and as the
plant to compute the actual temperature evolution. System dynamics is linearized
around the nearest equilibrium point, by starting from an initial point and searching,
using a Sequential Quadratic Programming (SQP) algorithm, until it finds the nearest
equilibrium point to the specified operating point of the system (details in [56]).
Discretizing the state space realization using zero-order hold leads to the following
discrete time LTI system:

xk+1 = Axk +Buk + Ed̂k

yk = Cxk (5.8)

From this equation, we introduce the modeling of sensing and prediction accuracy, as
shown in Section 5.3.

5.3 Sensing and Prediction Accuracy Modeling

5.3.1 Sensing Accuracy

In this paper, we focus on temperature sensing accuracy to determine the noise char-
acteristics of the indoor temperature (xk in (5.8)), which drives the design of the
control algorithms (see Section 5.4).

Measurement inaccuracies of individual sensors can be categorized into the fol-
lowing three types: no information, completely incorrect information, and incorrect
but in-range information. The error of the indoor temperature estimation, denoted
by εrt, is affected by accuracy of individual sensors, number and locations of sensors
in a thermal zone, and physical properties of the building. Statistics of εrt may be
extracted from historical data as shown in Section 5.5.2, and we assume it is additive
to the temperature measurement. Accordingly, the temperature measurement in (5.8)
is updated as zk = Cxk + Fεrtk . Where F is a matrix of proper dimension and zk is
the temperature reading at time k.
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5.3.2 Prediction Accuracy

Disturbance prediction (d̂k in (5.8)) in our model depends on the prediction of CO2
concentration level in the room (Ψ) and on the prediction of ambient air temperature
(Tout) as shown in (5.7). We use εck to denote the error in CO2 level prediction, and
hence the predicted CO2 level is

Ψ(k) = Ψ̂(k) + εck (5.9)

and εotk to denote the error in ambient air temperature prediction, and hence the
predicted ambient temperature is

Tout(k) = T̂out(k) + εotk (5.10)

Based on (5.7), disturbance prediction can be expressed using CO2 and ambient
temperature prediction errors

d̂k = āT̂out(k) + b̄Ψ̂(k) + ē

= ā(Tout(k)− εotk ) + b̄(Ψ(k)− εck) + ē

= dk − (āεotk + b̄εck)

(5.11)

where dk denotes the predicted disturbance at time step k. The above equation
suggests that the disturbance prediction error, denoted by wk, is a linear combination
of the CO2 prediction error, εck, and the ambient air temperature prediction error, εotk .
This leads to the following state update and output measurement equation (modified
from (5.8))

xk+1 = Axk +Buk + E(dk − wk)
zk = Cxk + Fvk (5.12)

where wk = −ξ(āεotk + b̄εck) and the constant ξ is a function of the discretization
method and step of the continuous system dynamics, and vk = εrtk (i.e. the tempera-
ture measurement error). The CO2 and ambient air temperature forecast errors are
uncorrelated random variables with variance σc and σot, respectively. Hence, variance
of wk is calculated by

σw = E[(w − ŵ)(w − ŵ)T ]

= E
{

[−ξ(āε̃ot + b̄ε̃c)][−ξ(āε̃ot + b̄ε̃c)]T
}

= ξ2(ā2σc + b̄2σot)

(5.13)

where ε̃ot = εot − ε̂ot and ε̃c = εc − ε̂c. In this paper, we assume typical values for
σot, σc and other constants in simulations: σot = 2, σc = 50, ā = 0.01, b̄ = 0.06 and
ξ = 10.

If CO2 and temperature sensors are deployed to facilitate the predictions of CO2
level and ambient air temperature, the values of σot and σc will be largely affected by
the choice of CO2 and temperature sensor type, number and locations.
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5.4 Control Algorithms

5.4.1 Controller Design

In typical buildings, the temperature of air in rooms and in AC ducts is measured.
These measurements are normally inaccurate and noisy due to the effects enumerated
in Section 5.3.1. Also temperatures of the slow dynamic states, which include walls,
ceiling and furniture, are not easy to measure. For simpler controllers such as on-
off controllers, just filtering the measurement may be sufficient for control purposes.
However, in the case of more sophisticated controllers such as model predictive con-
trollers (MPC), estimation of temperature of all the states is required, including the
states whose temperature cannot be measured. In this paper we use Kalman filtering
technique to estimate and filter the states of system using available measurements.
To the best of our knowledge, the effectiveness of Kalman filtering for state estima-
tion and control applications in the presence of noisy data in buildings has not been
explored. We consider three controllers: On-off1, MPC and RMPC.

On-off Controller

The on-off controller is designed in a way that the valves can have three states:
fully opened, minimally opened2 during occupied hours, or fully closed at night. The
duration of each state of the valve cannot be less than 1 hour, in order to be consistent
with the actuation time step of other controllers. The controller turns on the heating
mode when the room temperature falls below the lower limit and turns it to either
minimally open or fully closed (depending on whether it is occupied or unoccupied
hours of the day) when the temperature is within the comfort zone, and turns on the
cooling mode if the temperature goes above the higher limit.

MPC Formulation

A model predictive control problem is formulated with the objective of minimizing
a linear combination of total energy consumption and peak airflow. The fan energy
consumption is proportional to the cube of the airflow, hence minimizing the peak
airflow would dramatically reduce fan energy consumption. We consider a cost func-
tion for the MPC which includes a linear combination of the total heating flow into
the building in the form of hot air (given by l1-norm of input) and the peak of airflow
(given by l∞-norm of input)3. To guarantee feasibility (constraint satisfaction) at all

1Other controllers such as PI could also be used here.
2Not fully closed due to ventilation and air quality reasons.
3Note that using l1 and l∞ norms in the cost function, leads to an LP which can be solved very

efficiently for even very large dimensions.
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times we use soft constraints. The predictive controller solves at each time step the
following problem

min
Ut,Θ̄t,Θt

{|Ut|1 + κ|Ut|∞ + ρ(|Θt|1 + |Θt|1)}

s.t. xt+k+1|t = Axt+k|t +But+k|t + Edt+k|t

yt+k|t = Cxt+k|t

U t+k|t ≤ ut+k|t ≤ U t+k|t (5.14)

T t+k|t − θt+k|t ≤ yt+k|t ≤ T t+k|t + θt+k|t

θt+k|t, θt+k|t ≥ 0

where Ut = [ut|t, ut+1|t, · · · , ut+N−1|t] stores the control inputs, Θt = [θt+1|t, · · · , θt+N |t]
and Θt = [θt+1|t, · · · , θt+N |t] are the temperature violations from the lower and upper
bounds, respectively. yt+k|t is the thermal zone temperature, and dt+k|t is the distur-
bance load prediction. T t+k|t and T t+k|t are the lower and upper bounds on the zone

temperature, respectively. U t+k|t and U t+k|t are the lower and upper limit on airflow
input by the VAV damper, respectively. Note that based on American Society of
Heating Refrigeration and Air conditioning Engineers (ASHRAE) requirements for
air change per hour (ACH) of rooms, there has to be a minimum non-zero airflow
during occupied hours for ventilation purposes. ρ is the penalty on the comfort con-
straint violations, and κ is the penalty on peak power consumption. We use ρ = 1000
and κ = 15, and prediction horizon of N=24 for simulations.

RMPC Formulation

A typical robust strategy involves solving a min-max problem to optimize worst-case
performance, while enforcing input and state constraints for all possible disturbances.
In particular, we formulate the RMPC to minimize energy consumption of the HVAC
system and satisfy the temperature and input constraints against additive bounded
input uncertainties. Define the worst-case cost function as

Jt(x(t), Ut) ,

max
w[.]

{||Pzt+N |t||p +
N−1∑
k=0

||Qzt+k|t||p + ||Rut+k|t||p}

s.t. xt+k+1|t = Axt+k|t +But+k|t + E(dt+k|t − wt+k|t)
zt+k|t = Cxt+k|t + Fvt+k|t

wt+k|t ∈ W & vt+k|t ∈ V (5.15)

∀ k = 0, 1, · · · , N − 1
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where ||.||p can be any polytopic norm. The robust optimal control problem is for-
mulated as follows

J∗t (x(t)) , min
Ut

Jt(x(t), Ut)

s.t. xt+k+1|t = Axt+k|t +But+k|t + Edt+k|t

zt+k|t = Cxt+k|t + Fvt+k|t

ut+k|t ∈ U & xt+k|t ∈ X (5.16)

∀ wt+k|t ∈ W & ∀ vt+k|t ∈ V
∀ k = 0, 1, · · · , N − 1

At each time step t, the first entry of Ut is implemented on the plant. At the next
time step the prediction horizon N is shifted leading to a new optimization problem.
This process is repeated until the time span of interest is covered.

We utilize Closed-Loop (CL) formulation, which is less conservative than the
Open-Loop (OL) [54]. Performance improvement (less conservativeness) is gained due
to the fact that in CL, future measurements are taken into account for calculating
the control policy. We use the feedback predictions to approximate the solution to
the CL problem. We utilize the TLDS parameterization introduced in [54].

Extended Kalman Filter

Due to the nonlinearity of the state update equations for the HVAC system, we
use the Extended Kalman Filter (EKF)4. Note that EKF can be used due to the
differentiability of the state update model.

The KF design requires state-space model of the system and two design param-
eters: the covariances of the process noise and the measurement noise, which in our
problem correspond to the covariances of the prediction error wk and the temperature
measurement error vk.

EKF Formulation In EKF, the state transition and observation models need not
be linear functions, but may instead be differentiable functions. the stochastic state-
space model is given by

xk = f(xk−1, uk−1, dk−1, wk−1)

zk = h(xk) + vk (5.17)

4The extended Kalman filter (EKF) is probably the most widely used estimation algorithm for
nonlinear systems [38].
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where wk and vk are the process and measurement noise which are assumed to be
zero mean, independent and identically distributed (IID) multivariate Gaussian with
covariance Wk and Vk respectively (i.e. wk ∼ N (0,Wk) and vk ∼ N (0, Vk)).

Function f is used to compute the predicted state from the previous estimate and
function h is used to compute predicted measurement from predicted state. However,
nonlinear functions f and h cannot be applied to the covariance directly. Instead the
Jacobian of these functions which is a matrix of partial derivatives is computed.

EKF Algorithm The KF consists of two steps – prediction followed by update. In
the prediction step, the filter propagates the estimate from a previous time step k−1
to the current time step k. The EKF algorithm is as follows. At each time step, first
the a-priori state estimate is predicted

x̂k|k−1 = f(x̂k−1|k−1, uk−1, dk−1, 0) (5.18)

and then state transition and observation matrices are computed using the a-priori
state estimation

Fk−1 =
∂f

∂x
|x̂k−1|k−1,uk−1

Hk =
∂h

∂x
|x̂k|k−1

(5.19)

then a-priori state estimation error covariance is predicted

Pk|k−1 = Fk−1Pk−1|k−1F
T
k−1 +Wk−1 (5.20)

and also the a-priori output estimation error (i.e. innovation or measurement resid-
ual) is computed

ỹk = zk − h(x̂k|k−1) (5.21)

innovation or residual covariance is computed using the a-priori state estimation error
covariance given by (5.20)

Sk = HkPk|k−1H
T
k + Vk (5.22)

the near-optimal Kalman gain is obtained by using the value of Sk

Kk = Pk|k−1H
T
k S
−1
k (5.23)

and finally a-posteriori state estimate and the a-posteriori state estimation error
covariance are updated using

x̂k|k = x̂k|k−1 +Kkỹk (5.24)

Pk|k = (I −KkHk)Pk|k−1 (5.25)
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Note that matrix inversion can be computationally expensive for large matrices.
Therefore, in order to make the computations more efficient, from both an execution
time and numerical accuracy standpoint, we utilize the back substitution technique
with the help of the Cholesky factorization and perform the following operations
(5.26), (5.27), (5.28), (5.29) substituting the steps explained in (5.23), (5.24). This
method solves the problem using Gaussian elimination, without forming the inverse
of the matrix.

Rk = chol(Sk) (5.26)

Uk = Pk|k−1H
T
k /Vk (5.27)

x̂k|k = x̂k|k−1 + Uk(V
T
k \ỹk) (5.28)

Pk|k = Pk|k−1 − UkUT
k (5.29)

where the chol() operator performs the Cholesky factorization of its argument result-
ing in an upper triangular matrix. / and \ perform right and left matrix division,
respectively.

Once the state is estimated and filtered, the state estimate x̂k|k is used in the
control design, for all the cases of On-off, MPC and RMPC. Then the control action
uk is computed based on this estimate. At the next time step, x̂k|k and uk are fed to
the EKF algorithm to estimate the state at the next time step, and this process is
repeated over.

Simulation results Figure 5.2 illustrates the simulated room temperature and air
flow inputs of the MPC with EKF over one day period. The prediction error and
the temperature measurement error are assumed to be ||w||∞ = 0.9 and ||v||∞ = 0.8,
respectively.

Unscented Kalman Filter

A nonlinear KF that shows promise as an improvement over the EKF is the un-
scented Kalman filter (UKF). The basic premise behind the UKF is that it is easier
to approximate a Gaussian distribution than to approximate an arbitrary nonlinear
function. The UKF addresses the approximation issues of the EKF. Instead of us-
ing Jacobian matrix, UKF uses a deterministic sampling approach to capture the
mean and covariance estimates with a minimal set of sample points [81]. As with the
EKF, we present an algorithmic description of the UKF, omitting some theoretical
considerations. More details can be found in [37, 39].

UKF Formulation The state distribution is represented by a Gaussian random
variable (GRV), but is now specified using a minimal set of carefully chosen sample
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Figure 5.2: MPC with EKF for estimation and filtering. Performance of EKF-MPC over a
range of temperature measurement error values are presented in Figure 5.4 and Figure 5.5.

points. These sample points completely capture the true mean and covariance of
the GRV, and when propagating through the true nonlinear system, capture the
posterior mean and covariance accurately to the 3rd order (Taylor series expansion)
for any nonlinearity. To elaborate on this, we start by first explaining the Unscented
Transformation(UT). The UT is a method for calculating the statistics of a random
variable which undergoes a nonlinear transformation[37].

UKF Algorithm First, we conduct the following initialization

x̂0 = E[x0] (5.30)

P0 = E[(x0 − x̂0)(x0 − x̂0)T ] (5.31)

Given the state vector at step k − 1, we then compute a collection of sigma points,
stored in the columns of the L × (2L + 1) sigma point matrix Xk−1, where L is the
dimension of the state vector.

Xk−1 = [x̂k−1 x̂k−1 + γ
√
Pk−1 x̂k−1 − γ

√
Pk−1] (5.32)

where γ =
√

(L+ λ), and λ = α2(L + δ)− L is the composite scaling parameter. α
is a scaling parameter that determines the spread of the sigma points around x̂, and
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is usually set to a small positive value (e.g. 1e− 4 ≤ α ≤ 1). δ is a secondary scaling
parameter which is usually set to 0 or 3 − L [39]. Then we propagate each column
of Xk−1 through time by ∆t using the system dynamics, i.e. (Xk)i = f((Xk−1)i) for
i = 0, 1, ..., 2L, where f is given by (5.5). Having calculated Xi, the a-priori state
estimate is given by

x̂−k =
2L∑
i=0

W
(m)
i (Xk)i (5.33)

where W
(m)
i are weights defined by

W
(m)
i =

{
λ

(L+λ)
, if i = 0

1
2(L+λ)

, if i = 1, 2, ..., 2L

and the a-priori error covariance is calculated by

P−k =
2L∑
i=0

W c
i [(Xk)i − x̂−k ][(Xk)i − x̂−k ]T +Qk (5.34)

where Qk is the process error covariance matrix. The W
(c)
i weights are defined by

W
(c)
i =

{
λ

L+λ
+ (1− α2 + β), if i = 0

1
2(L+λ)

, if i = 1, 2, ..., 2L

where β is a parameter used to incorporate the prior knowledge of the distribution of
x. We use β = 2 which is optimal for Gaussian distributions [82].

In the update step, we fist transform the columns of Xk through the measurement
function. Hence

(Zk)i = h((Xk)i) i = 0, .., 2L (5.35)

ẑ−k =
2L∑
i=0

W
(m)
i (Zk)i (5.36)

then we compute the a-posteriori state estimate using x̂k = x̂−k +Kk(zk − ẑ−k ) where
Kk is the Kalman gain defined by

Kk = Px̂k ẑkP
−1
ẑk ẑk

(5.37)

Px̂k ẑk = W c
i [(Xk)i − x̂−k ][(Zk)i − ẑ−k ]T (5.38)

Pẑk ẑk =
2L∑
i=0

W c
i [(Zk)i − ẑ−k ][(Zk)i − ẑ−k ]T +Rk (5.39)
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Figure 5.3: MPC with UKF for estimation and filtering. Performance of UKF-MPC over a
range of temperature measurement error values are presented in Figure 5.4 and Figure 5.5.

where Rk is the measurement noise covariance matrix. The a-posteriori estimate of
the error covariance is given by

Pk = P−k −KkPẑk ẑkK
T
k (5.40)

Simulation Results Figure 5.3 illustrates the simulated room temperature and
air flow inputs of the MPC with UKF over one day period. The prediction error
and the temperature measurement error values are assumed to be ||w||∞ = 0.9 and
||v||∞ = 0.8, respectively.

5.4.2 Control Cost and Performance vs. Sensing Accuracy

For each controller designed in Section 5.4.1, we simulate the energy cost and perfor-
mance (measured by a discomfort index)5 with respect to different levels of sensing
accuracy.

Figure 5.4 and Figure 5.5 show the energy cost and discomfort index of the six
controllers with either EKF or UKF under different levels of sensing accuracy from
0% to 100%. Note that we use a normalized uncertainty based on the maximum

5For detailed discussion on energy cost and discomfort index, refer to [55].
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Figure 5.4: Energy cost vs. measurement noise

value of the disturbance. For instance, measurement error of 50% corresponds to
||w||∞ = 0.5 ∗ ||d̂||∞. More details can be found in [54].

From these results, we can see that some controllers are always superior to some
other controllers in terms of both energy cost and discomfort index. For instance, the
two MPC controllers are better than the two On-Off controllers. However, in other
cases, particularly among MPC and RMPC controllers, choosing which controller to
use depends on the design requirements and the measurement noise and error (which is
affected by the embedded platform). For instance, let us assume there is a requirement
that the maximum discomfort level should be under 0.3. If we choose a number of
accurate sensors and we estimate that noise will be under 25%, then we select EKF-
MPC since it consumes the least amount of energy while satisfying the requirement.
If we choose less accurate (or fewer) sensors to reduce platform cost and we estimate
that noise will be around 75% , then we select UKF-RMPC since it consumes the
least energy among the schemes that satisfy the comfort level requirement (the other
being EKF-RMPC).
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Figure 5.5: Discomfort index vs. measurement noise

5.5 Sensing System Design and Sensing Accuracy

The relation between sensing system design and temperature sensing accuracy, i.e.
the temperature measurement error vk in (5.12) is quite important in the overall per-
formance of the HVAC system. In this paper, we collect measurements from multiple
temperature sensors in a test-bed and analyze their statistics to estimate sensing accu-
racy under different number of sensors and locations. This approach may be applied
in practice if the designer has access to the target building (or buildings/testbeds
with similar characteristics) and can deploy sensors for testing, otherwise simulation
approaches such as computational fluid dynamics (CFD) analysis may be applied.

5.5.1 BubbleZERO Test-bed Setup

Our test-bed BubbleZERO (shown in Figure 5.6) is an experimental building and
laboratory, and is conceived as part of the Low Exergy Module development for
Future Cities Laboratory (FCL) [2]. The BubbleZERO was constructed by ETH
Zurich with concrete floor and ceiling as well as LowEx systems installed along with
an experimental chiller. It is currently installed on the NUS campus in Singapore. It
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Figure 5.6: BubbleZERO test-bed owned by Future Cities Lab of ETH Zurich, and located
on the campus of National University of Singapore.

provides extensive opportunities to test and evaluate the performance of sensing and
control systems as well as low energy systems.

Deployed instruments with a network of wireless sensors provides instant and in-
teractive information on multiple dimensions of the building environment. The use
of wireless sensor network systems is well suited for future building operation with
its low-cost, low energy, easy-to-deploy, flexibility, and closed-loop sensing and con-
trol features. Figure 5.8 shows the system structure. The system is built based on
the open source wireless sensor network platform Telosb [70], and the software is
developed based on the TinyOS [45] operating system. Each sensor node is pow-
ered with an embedded CPU, equipped with a wireless communication module for
intercommunication, and various interfaces and sensors.

The system contains 4 sub-systems as shown in Figure 5.8. The Environment
Sensing System senses the indoor and outdoor ambient parameters. Temperature
and humidity are monitored for both indoor and outdoor, while CO2 concentration
is collected for indoor. The environment sense system includes 8 indoor sensors, 4
CO2 concentration sensors and 4 outdoor sensors. The 8 indoor sensors (Telosb41-
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Figure 5.7: Temperature readings from 8 sensors

Telosb48) are hanged at the ceiling panels. They measure temperature and humidity
at different locations in the room. The 4 CO2 flaps (CO2flap31-CO2flap34) are
installed at the ceiling to measure the indoor CO2 concentration and also to control
the air exhaust for the room.

5.5.2 Analysis of Historical Data

We collected the data from the test-bed for one week period (July 16-23, 2012).
Figure 5.7 shows sensor readings from the 8 indoor temperature sensors located in
the test-bed.

As shown in Figure 5.8, the 8 sensors are spread out to cover the entire area
of BubbleZERO. The spatial sensor location variation leads to different levels of
measurement accuracy from each sensor with respect to the average temperature in
the space. To obtain the relation between sensing accuracy and choice of number and
locations of sensors, we analyze the data collected from the test-bed. Note that sensor
Telosb44 has only stored a few data points due to faulty behavior; consequently, we
neglect that sensor in our analysis.

We consider the average of all the remaining 7 sensors as the actual temperature
of the room. We then select a different number of sensors and calculate the difference
between the average measure of the selected k sensors (k = 1, 2, ..., 6) and the average
measure of all 7 sensors (i.e. the actual temperature of the room). This difference
provides an estimation of the temperature sensing accuracy under certain selection
of the sensors, and can be regarded as the measurement error of this set of sensors.
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Figure 5.8: Sensor deployment in the test-bed

The root mean square (rms) of this difference is denoted by ∆rms.
To further study the effect of sensor locations on sensing accuracy, for each k

value, we enumerate all possible sets of sensors (with different locations) and pick the
set that provides the minimal rms value of its measurement error, which is denoted
by δbm. We also calculate the measurement error of a randomly selected set (assuming
equal probability for each sensor) and denote it by δrm. The results of this analysis
is shown in Figure 5.9. For instance, when k = 1, the best sensor (i.e. the one that
provides the minimal rms value with respect to the average of all 7 sensors) is sensor
T45, which is located in the south eastern part of the bubble and provides ∆rms = 0.29.
When k = 2, the best two sensors are T41 and T48, which are the two sensors located
in the two opposite corners, southwest and northeast of the bubble and leads to
∆rms = 0.18. In Figure 5.9, we also use the normal distribution to approximate the
measurement error and calculate the corresponding mean and variance. The variance
will then be used in the selection of control algorithms.

As mentioned in Section 5.3.2, in addition to the measurement error, the prediction
error may also depend on the design of the sensing system, if CO2 sensors and outdoor
temperature sensors are deployed to facilitate the prediction. The BubbleZERO test-
bed provides CO2 and outdoor sensors that may enable this study, although currently
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Figure 5.9: Average error of k sensors for the minimal error set of sensors and a random
choose of sensors. Each figure lists in its title the best and random set of k sensors for
k=1,2,...,6, and plots the pdf of its measurement error (i.e. the difference between the
average of k sensor readings with the average of all 7 sensor readings), denoted by δbm and
δrm, respectively. The best and random set of sensors are selected based on their resulting
∆rms. N

b and N r represent the normal distribution.

we do not have enough functional CO2 and outdoor sensors (e.g. only two CO2 sensors
have readings available). We plan to conduct such study in the future.

5.6 Exploration of Control Algorithm and Sensing

System

Based on the results presented above, we explore the design space for both control
algorithm and sensing system to build a Pareto front of optimal energy and monetary
cost under the constraint on user comfort level.

Specifically, we first choose the number of sensors based on a given monetary
budget. We assume the best sensor locations are known to the designers (possibly
through testing different location combinations) and decide the sensing data accuracy
according to the statistics in Figure 5.9, i.e. the measurement error δbm. Then by
setting the measurement error vk in (5.12) to σbm, we conduct simulations for all
six controllers and choose the one that minimizes the energy cost and satisfy the
constraint on user comfort level as measured by the discomfort index. Results are
shown in Figure 5.10.
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Figure 5.10: Pareto front under comfort constraints with best sensor locations

If it is required that the discomfort index be less than 0.12, the Pareto front con-
sists of different control algorithm choices depending on the sensor monetary budget.
In our platform, each Telosb unit costs about $70. When the budget is set to be
under $140, we may choose 1 or 2 sensors, in which case the control algorithm that
can satisfy the comfort level constraint and provide the minimal energy cost is UKF-
RMPC (with energy cost around 4500). When the budget is set be more than 350, we
may choose 5 or 6 sensors, in which case the control algorithm that has the minimal
energy cost and satisfy the comfort constraint is EKF-MPC (with energy cost under
2500). When the budget is around 280, we may choose 4 sensors, in which case the
best control algorithm is UKF-MPC.

Intuitively, when we have a small budget, the sensing data accuracy is lower and
we need a more robust algorithm to satisfy the comfort level constraint; hence the
RMPC controller (the MPC controllers do not satisfy the constraint in this case).
When we have a large budget, the sensing accuracy is higher and we may choose the
more energy-efficient algorithms, hence the MPC controllers. If the discomfort index
is required to be less than 0.1, we will choose the UKF-RMPC controller under any
budget, since the other controllers either do not satisfy the comfort constraint (i.e.
EKF-MPC, UKF-MPC, OnOff controllers), or cost more energy (i.e. EKF-RMPC).
If the discomfort index is set to be 0.14, we will choose EKF-MPC if there is budget
for more than 1 sensor.

If the sensor locations are selected randomly (the theoretical best locations might
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Figure 5.11: Pareto front under comfort constraints with random sensor locations

not be known or accessible in practice), the energy cost and performance of each
controller under certain budget are different from the best location case. Figure 5.11
shows the exploration results with random sensor locations. We can see that similar
to the best location case, the selection of control algorithms depends on the number
of sensors. For instance, the solid line represents the case where the discomfort index
is required to be less than 0.2. When the budget is under 280, we may select as
most 4 sensors and the best control algorithm is UKF-RMPC (other controllers do
not satisfy the comfort constraints except for EKF-RMPC but it has higher energy
cost). When the budget is more than 350, the best control algorithm is EKF-MPC.
If the discomfort index is required to be less than 0.1, the best control algorithm is
always UKF-RMPC. Note that the energy cost under any number of sensors is also
more than the energy cost in the best location case with the same number of sensors,
which is to be expected.



130

Chapter 6

Building Flexibility for Supply
Following

Commercial buildings have inherent flexibility in how their HVAC systems con-
sume electricity. We investigate how to take advantage of this flexibility. We first
propose a means to define and quantify the flexibility of a commercial building. We
then propose a contractual framework that could be used by the building operator
and the utility to declare flexibility on the one side and reward structure on the other
side. We then design a control mechanism for the building to decide its flexibility
for the next contractual period to maximize the reward, given the contractual frame-
work. Finally, we perform at-scale experiments to demonstrate the feasibility of the
proposed algorithm. The material of this chapter is extracted from [59].

6.0.1 Introduction

Consumers of energy usually do not pay attention to when they use energy. Demand
for electricity tends to rise specially at times when it seems natural to use it; So
natural in fact that we all tend to use it at the same time and in similar ways. On
days when demand for electricity is high, extra power plants are needed to meet the
demand.

There are environmentally-friendly alternatives to adding more generation. Elec-
tricity customers can voluntarily trim their electricity use during peak periods or
choose to use electricity at a less congested time, a strategy called “Supply-Following”
(SF). With SF programs, utilities provide incentives to encourage consumers to re-
duce their demand during peak periods. Smart grids are enabling the transformation
from a demand-following strategy to a supply-following one.

Smart buildings are essential elements of the smart grid and can play a significant
role in its operation. A building has some inherent flexibility in the way its HVAC
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system consumes electricity while respecting the comfort of its occupants. This flexi-
bility could be used to reduce costs if the electricity price is time-varying, or could be
traded (i.e., sold to the utility) if a proper contractual framework exists. Typically the
electricity consumption of a commercial building is controlled by a process that aims
at reducing costs. Among the many possible ways to design such a process, Model
Predictive Control (MPC) stands out. In order to use the potential of commercial
buildings as providers of flexibility to the smart grid, we need to fundamentally re-
design the way a building, and in particular its HVAC, is controlled. In this paper, we
identify and quantify “flexibility”. Then, a contractual framework between the utility
and the building operator is designed so that the building can “declare” its flexibility
and be rewarded for it. Finally, a control algorithm is proposed that allows the op-
eration of building under this framework and at-scale experiments are carried out to
demonstrate the high potential of commercial buildings as a source of flexibility, and
the feasibility of the developed algorithm.

6.1 Baseline System and Contract

We focus on commercial buildings due to the following reasons:

1. Commercial buildings account for more than 35% of electricity consumption in
the US.

2. More than 30% of commercial buildings have adopted Building Energy Manage-
ment System (BEMS) technology which facilitate the communication with the
grid system operators for providing flexibility. The majority of these buildings
are also equipped with variable frequency drives, which in coordination with
BEMS, can modulate the heating, ventilation and air conditioning (HVAC)
system power consumption frequently (in the order of seconds).

3. Compared to a typical residential building, commercial buildings typically have
larger HVAC systems and therefore consume more electricity.

About 15% of electricity consumption in commercial buildings is related to the
fans of HVAC systems. Fans are the main drivers to move the conditioned air from
the air handling units (AHU) to the rooms for climate control. For instance, the
main supply fans that feed Sutardja Dai Hall on UC Berkeley campus can spin at
variable speeds, with the corresponding power consumption which is proportional to
the cube of fan speed, with the maximum rated power of 134 KW or about 14% of
the maximum power consumed in that building. Moreover, we can directly control
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Table 6.1: Nomenclature

Parameter Definition

τ Sampling time for discretizing continuous system dynamics
Hm Prediction horizon of MPC
Hc Horizon (length) of the proposed contract
dt Disturbance to the system at time t which comprises outside tem-

perature, occupancy, solar radiation, etc.
T outt Outside air temperature at time t
T s Supply air temperature exiting air handling unit (AHU)
Xt Set of permissible states at time t
Ut Set of permissible inputs at time t
πet Per-unit price of electric energy at time t – ($/kWh)
πne,c Per-unit price of non-electric cooling energy – ($/kWh)
πne,h Per-unit price of non-electric heating energy – ($/kWh)
COPh Coefficient of performance of heating system
COPc Coefficient of performance of cooling system
tcs Contract start time
tce Contract end time

{βt, βt} Reward paid from the utility to the building at time t for providing
upward flexibility (βt),and down flexibility (β

t
) – ($/kW )

Variable Definition

xt State of the system at time t
ut Input to the system at time t
wt Uncertainty variable introduced to derive the worst-case (robustified)

optimal control problem
euk Upper envelope for safe air mass flow
elk Lower envelope for safe air mass flow
{ϕt, ϕt} Provided upward (ϕ), and downward (ϕ) flexibility by building at

time t in unit of air flow

{ψt, ψt} Provided upward (ψ), and downward (ψ) flexibility by building at
time t in unit of power

Chvac(ut, π
e
t ) Total HVAC energy consumption cost at time t

Pf , Ph, Pc Power consumption of fan, heating and cooling systems
R(Φ,B) Reward from utility to building for providing flexibility

their power, upward or downward making it an ideal candidate for ancillary demand-
response. See [67, 51, 56, 53, 32] for more information about the physics and control
of HVAC systems.
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6.1.1 The Baseline System

We consider a commercial building that has an HVAC system controlled by an MPC
as our baseline. The MPC has the objective of minimizing the total energy cost
(in dollar value). Let the time be slotted with τ as the length of each time slot,
and let Hm be the prediction horizon (in number of time-slots) of the MPC. System
dynamics is also discretized with a sampling time of τ . Typical values for τ and
Hm range from 15 min to 1 hr for τ and a few hours to a few days, e.g., 3 to 72
time slots (with the assumption of 1 hr for each time slot) for Hm. The choice of
Hm depends on how far in the future the estimation of the predicted values have an
acceptable accuracy, and also on how far in the future the required information (e.g.
cost of energy) is available. In this chapter we use τ = 1 hr and Hm = 24 hrs. At
each time t, the predictive controller solves the following optimal control problem to
compute the optimal vector ~ut = [ut, . . . , ut+Hm−1], where ut+k is the air mass flow
to the thermal zones of the building. The inputs to the optimal control problem
are the states (i.e. zone temperatures) xt (as initial condition), the set of electric
energy prices {πet , . . . , πet+Hm−1}, the non-electric and non-fan energy prices, such as
gas price for heating πne,h, and cooling πne,c which are considered time-invariant, a
set of constraints Xt+k on the system states of the type: “xt+k should be in Xt+k for
all times t + k where k ∈ {1, . . . , Hm})”, a set of constraints Ut+k on system inputs
for all k ∈ {0, . . . , Hm − 1}, and an estimate on unmodelled disturbances dt+k (e.g.,
outside temperature or building occupancy [55]) for all k ∈ {0, . . . , Hm − 1} for the
next Hm time slots. The optimization problem is as follows:

min
~ut

Hm−1∑
k=0

Chvac(ut+k, π
e
t+k, π

ne,c, πne,h, T out
t+k ) (6.1)

s.t. xt+k+1 = f(xt+k, ut+k, dt+k), k = 0, ..., Hm − 1

xt+k ∈ Xt+k, k = 1, ..., Hm

ut+k ∈ Ut+k, k = 0, ..., Hm − 1

where T out is the outside air temperature, f captures the system dynamics, and the
total HVAC power consumption cost Chvac(t) is the summation of fan power, cooling
power and heating power, given by:

Chvac(t) = πe(t)Pf (t) + πne,cPc(t) + πne,hPh(t) (6.2)

where with the assumption of no recirculation of air, and without loss of generality,
these power consumptions for time slot [t, t + 1] (with the assumptions of constant
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air mass flow and price of energy over [t, t+ 1]) are calculated as follows:

Pf (ut) = c1.u
3
t + c2.u

2
t + c3.ut + c4 (6.3)

Ph(ut, T
out
t ) = cp.ut.(T

s − T outt )/COPh (6.4)

Pc(ut, T
out
t ) = cp.ut.(T

out
t − T s)/COPc (6.5)

where c1, c2, c3, and c4 are constants of the fan as shown in Figure 6.1, cp is the
specific heat of air, and COPh, and COPc are the coefficients of performance for the
heating system and the cooling system, respectively, and the supply air temperature
T s is considered constant. To move the coolant fluid around, heating and cooling
systems use pumps which consume electric power. However, we assume that electric
power consumption of pumps is negligible compared to the non-electric heating and
cooling powers of these systems.

Hence, the MPC solution to (6.1) is an optimal air mass flow trajectory (also called
an air mass flow profile) ~u∗t = [u∗t , . . . , u

∗
t+Hm−1]. Only the first entry of ~u∗t is imple-

mented at time t. At the next time step, t+ 1, the horizon of MPC is receded by one
step, a new MPC is set up, and solved to obtain ~u∗t+1 = [u∗t+1, . . . , u

∗
t+Hm ]. Again, the

first entry is implemented on the system, and the horizon is receded, and this process
repeats until the whole time frame of interest is covered. At each time t, the optimal
air mass flow vector for the next H time steps is given by ~u∗t = [u∗t , . . . , u

∗
t+Hm−1],

with corresponding fan power flow profile of Pf (~u
∗) = [Pf (u

∗
t ), . . . , Pf (u

∗
t+Hm−1)]. In

the following, we will omit the reference to t in the profile and define a power profile
as a vector Pf (~u

∗) = [Pf (u
∗
0), . . . , Pf (u

∗
Hm−1)].

6.1.2 The Baseline Contract

The baseline contract corresponding to this baseline system is very simple. Namely,
the building can consume what it wants at all times and it pays πet per unit of
consumed electricity at time t (i.e., if the time span is of duration ∆, then it pays∑t+∆

k=t π
e(k)Pf (k) for electric power). Hence, the only information being exchanged

between the utility and the BM is the real-time price vector [πe0, . . . , π
e
Hm−1] in ($/kWh)

sent by the utility to the building (πne,c and πne,h are considered constant and known).
Then the building solves the MPC (6.1) to compute what its electricity consumption
profile/trajectory would be in the next Hm time slots. As described, this MPC would
minimize its total cost in the next Hm time slots while respecting the building and
the occupants (comfort) constraints. Let ~u∗ denote the trajectory that is the solution
to this MPC and let C(~u∗) be its cost.



CHAPTER 6. BUILDING FLEXIBILITY FOR SUPPLY FOLLOWING 135

Figure 6.1: Fan power consumption versus volume flow rate. Data is for January through
August of 2013.

6.2 Flexibility, Contractual Framework and Con-

trol Algorithm

6.2.1 Definition of Flexibility

We define flexibility in terms of two envelope air mass flow profiles ~el = [eltcs , . . . , e
l
tce ]

a lower envelope, and ~eu = [eutcs , . . . , e
u
tce ] an upper envelope. tcs and tce are contract

start and end times. Based on the requirement from the utility that flexibility of
each building has to be determined ahead of time we pick tcs, and consequently tcs as
follows:

tcs ≥ 1 (6.6)

tcs + 1 ≤ tce � Hm − 1 (6.7)

tce − tcs = Hc (6.8)

where Hc is the length of the contract. Typical values for Hc are much smaller than
Hm, and can take values from one slot to a few time slots. The BEMS computes
~el = [el0, . . . , e

l
Hm−1] a lower envelope and ~eu = [eu0 , . . . , e

u
Hm−1] an upper envelope

(using the algorithm described later in the paper), so that any air mass flow pro-
file ~u = [u0, . . . , uHm−1] such that for all k ∈ {0, . . . , Hm − 1}, elk ≤ uk ≤ euk is
feasible; i.e. no building constraints are violated at anytime. The corresponding

fan power consumption envelopes are Pf (~el) = [Pf (e
l
0), . . . , ~Pf (e

l
Hm−1)] and Pf (~eu) =

[Pf (e
u
0), . . . , Pf (e

u
Hm−1)]. However the building only declares the first Hc values of
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the envelope as flexibility, namely, ~el = [eltcs , . . . , e
l
tcs+Hc ] a lower envelope, and

~eu = [eutcs , . . . , e
u
tcs+Hc ] an upper envelope, at the beginning of each contract. The

reason for declaring a subset of the obtained envelopes is that due to model mis-
match, imperfect predictions of disturbance and so on, the later values in the Hm-step
envelopes may not be accurate and need to be updated in the next time step. By
declaring these two envelopes, the building has essentially declared its flexibility for
the next Hc time slots. Note that there is NO objective function and energy cost
here, we define flexibility with respect to feasibility criteria.

By declaring these two envelopes, the building manager is telling the utility: “I
allow you to select any power trajectory Pf (~u) = [Pf (utcs), . . . , Pf (utce)] such that for
all k ∈ {tcs, . . . , tce}, Pf (elk) ≤ Pf (uk) ≤ Pf (e

u
k)”.

To quantify the flexibility provided at each time step k, we need to define a single
metric. The metric that is natural to use is the difference between the upper and
lower power envelope that can be consumed by the building without violating any
constraints. Hence,

Flexibility(k) , Pf (e
u
k)− Pf (elk) (6.9)

6.2.2 Contract Framework

In the proposed framework, the building operator can declare its flexibility contract to
the utility. The flexibility declared by the building operator would only be significant
if the reward is appropriate. It is important to understand that by allowing the
utility to select any trajectory Pf (~u) = [Pf (utcs), . . . , Pf (utce)] or correspondingly
~u = [utcs , . . . , utce ] such that for all k ∈ {tcs, . . . , tce} elk ≤ uk ≤ euk , the building might
consume more or be in a worse state at the end of the Hc time slots. We define the
“flexibility” contract as follows:

The utility charges the building operator for its baseline power consumption Pf (~u
∗)

which is agreed upon at the time of the contract, irrespective of the deviations from the
baseline power consumption due to flexibility signals from the utility, and the utility
rewards the building operator for its declared flexibility.

Hence, this contract is deterministic in the sense that from the beginning of the
contract, the utility and the building operator both know how much money each
has to pay; the building pays for consuming Pf (u

∗
t ) at rate πet , and the utility pays

the building for providing downward flexibility at rate β
t

and for providing upward

flexibility at rate βt.
In short, the contract implementation steps are as follows:

1. The building and the utility agree upon a contract length, Hc.

2. The utility declares [πe0, . . . , πeHm−1], as per unit price of electric energy,

[β
0
, . . . , β

Hm−1
] in ($/kW ), as reward for down flexibility, and [β0, . . . , βHm−1]
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Figure 6.2: Schematic of the proposed architecture for contractual framework.

in ($/kW ), as reward for upward flexibility. If the utility is not willing to commit
to the flexibility rates for the time span beyond the next immediate contract pe-
riod, i.e. [β

Hc+1
, . . . , β

Hm−1
], and [βHc+1, . . . , βHm−1], the building operator

can then obtain an estimate of these values from historical data.

3. The building operator computes the baseline air mass flow u∗k and the two
envelopes elk and euk , for the time frame k = 0, 1, . . . , Hm − 1, with its overall
cost if it uses the flexibility contract as follows:

Cf =

Building Operator Payment︷ ︸︸ ︷
Hm−1∑
k=0

Chvac(uk, π
e
k) (6.10)

−
Hm−1∑
k=1

β
k
ψ(uk, e

l
k)−

Hm−1∑
k=1

βkψ(uk, e
u
k)︸ ︷︷ ︸

Reward for Providing Flexibility

where ψ, and ψ are defined as:

ψ(uk, e
u
k) , Pf (e

u
k)− Pf (uk) (6.11a)

ψ(uk, e
l
k) , Pf (uk)− Pf (elk) (6.11b)
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4. The building operator then declares Pf (~el) and Pf (~eu), the baseline profile
Pf (~u

∗) that it will consume and the length of the contract Hc to the utility.

5. In the next Hc time slots, the utility will send signals (sk)’s, such that Pf (e
l
k) ≤

sk ≤ Pf (e
u
k) and the building operator has to obey the signals, i.e., has to

consume power in time slot k equal to sk. Flexibility signal sk may arrive as
frequently as every few seconds, as mentioned earlier.

6.2.3 Proposed Control Mechanism

As discussed in Section 6.2.2, if the utility provides a vector ~πe = [πe0, . . . , π
e
Hm−1] of

per-unit of energy prices per time slot, then BEMS could try to minimize its total
energy cost

∑Hm−1
k=0 Chvac(uk, πk, T

out
k ). In that case, BEMS uses building flexibility

selfishly to minimize its cost. Hence, BEMS does value (and does use) its flexibility.
If the utility values the flexibility that the building HVAC system can offer, it has to
provide the right incentive and the right mechanism to declare this flexibility.

Formalizing Flexibility and Incentive in the MPC Framework

We say that the building can offer a flexibility Ψ := {~ψ, ~ψ} in fan power or equivalently

a flexibility Φ := {~ϕ, ~ϕ} in air mass flow which comprises down flexibility, ~ϕ, and

upward flexibility ~ϕ, from the contract start time tcs = t+ 1 to the contract end time
tce := t + 1 + Hc for 1 ≤ Hc ≤ Hm time slots (starting from x0) if there exist two

trajectories ~el = ~u+ ~ϕ and ~eu = ~u+ ~ϕ, that satisfy:

ϕ
k
≤ 0, ϕk ≥ 0 ∀k ∈ {tcs, . . . , tce} (6.12)

f(xk, uk + ϕ
k
, dk) ∈ Xk+1 ∀k + 1 ∈ {tcs, . . . , tce} (6.13)

f(xk, uk + ϕk, dk) ∈ Xk+1 ∀k + 1 ∈ {tcs, . . . , tce} (6.14)

uk + ϕ
k
∈ Uk ∀k ∈ {tcs, . . . , tce} (6.15)

uk + ϕk ∈ Uk ∀k ∈ {tcs, . . . , tce} (6.16)

What we defined here is a flexibility over multiple time slots. Assume that BEMS
declares ~ϕ and ~ϕ (i.e., the utility might choose any fan power (and consequently air
flow ûk) in time step tcs ≤ k ≤ tce as long as u∗k + ϕ

k
≤ ûk ≤ u∗k + ϕk), where u∗k is

the baseline air mass flow. Hence, we “center” the flexibility around u∗.
The flexibility-aware optimal control problem should minimize the cost function

which is composed of the cost for the baseline HVAC power consumption, Chvac, (i.e.,
the cost of problem (6.1)), minus the reward for the flexibility, R, which is computed
as follows:

R(~Φ, ~B) = ~β
T

.~ψ(~u, ~ϕ) + ~β
T
.~ψ(~u, ~ϕ) (6.17)
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where ~B := {~β, ~β}, and ψ(.), and ψ(.) are given by (6.11), in which ~el = ~u + ~ϕ and
~eu = ~u+ ~ϕ.

MPC Formulation

We assume at each time step t, that the current state of the building is known.
Furthermore, the prediction of the outside temperature, inside heat generation, and
constraints on the system states and inputs are known. The outputs of the algorithm
is the nominal power consumption of the building, u∗t+k for k ∈ {0, ..., Hm − 1}, the
flexibility that the building can provide, Φ∗t+k+1 for k ∈ {0, ..., Hm−1}, for future time
steps, without violating constraints. Based on this set of information, the BEMS can
decide how much flexibility to offer. It may declare very small flexibility and hence
get a cost close to Chvac.

The algorithm described above can be formulated as a min-max MPC problem.
At time t we are interested in solving the following robust optimal control problem:

min
~ut,~Φt+1

max
~wt

Hm−1∑
k=0

Chvac(ut+k, πt+k)−R(Φt+k+1,Bt+k+1) (6.18a)

subject to: xt+k+1 = f(xt+k, ut+k + wt+k, dk)

∀ k = 0, ...,Hm − 1 (6.18b)

∀ wt s.t. : ϕ
t
≤ wt ≤ ϕt (6.18c)

∀ wt+k s.t. : ϕ
t+k
≤ wt+k ≤ ϕt+k

∀k = 1, ...,Hm − 1 (6.18d)

ϕt+k ≥ 0, ∀ k = 1, ...Hm − 1 (6.18e)

ϕ
t+k
≤ 0, ∀ k = 1, ...Hm − 1 (6.18f)

xt+k ∈ Xt+k ∀ k = 1, ...,Hm (6.18g)

ut+k + wt+k ∈ Ut+k ∀ k = 0, ...,Hm−1 (6.18h)

Min-Max Problem

Note that ϕ
t
and ϕt are computed in the previous time step and are constant values

in this formulation, while ϕ
t+k

and ϕt+k for k ∈ {1, . . . , Hm − 1} are optimization
variables and will be computed in the current time step by solving the optimal control
problem (6.18).

The inner maximization problem robustifies the optimization problem and derives
the worst-case scenario cost and constraints. The outer minimization problem solves
for its arguments (~ut, ~Φt+1) while it is guaranteed that the constraints are satisfied
for all values of uncertainty w, as long as it is within the range ϕ

t+k
≤ wt+k ≤ ϕt+k
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for k ∈ {1, . . . , Hm − 1}.

Let C be a closed convex set and let f : C → R be a convex function. Then if f
attains a maximum over C, it attains a maximum at some extreme point of C.

Theorem [21]:

According to the theorem above, the analytic worst-case solution can be obtained.
Closed convex sets can be characterized as the intersections of closed half-spaces (i.e.
sets of points in space that lie on and to one side of a hyperplane). The feasible set
for states, i.e. the temperature of the rooms in the building and inputs, i.e. air mass
flow into the thermal zones, are defined by:

Xk := {x | T k ≤ x ≤ T k} (6.19)

Uk := {u | Uk ≤ u ≤ Uk} (6.20)

where T k, and T k are the upper and lower temperature limits and Uk, and Uk are the
upper and lower feasible air mass flow at time t. Therefore, the feasible set of (6.18)
is closed and convex. The objective function is also convex on w, as the max is over
variable w. In fact, w does not appear in the cost function. The objective function
is a linear function on w and hence it is concave. We also consider a linearized state
update equation as follows:

xt+1 = Axt +But + Edt (6.21)

the nonlinear system dynamics has been linearized with the forward Euler integration
formula with time-step τ = 1 hr. Hence, the min-max problem (6.18) is equivalent
to:
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min
~ut,~Φt+1

Hm−1∑
k=0

Chvac(ut+k, πt+k)−R(Φt+k+1,Bt+k+1) (6.22a)

s. t.: xt+k+1 = f(xt+k, ut+k + ϕ
t+k

, dt+k) (6.22b)

∀k = 0, ...,Hm − 1

xt+k+1 = f(xt+k, ut+k + ϕt+k, dt+k) (6.22c)

∀k = 0, ...,Hm − 1

ϕt+k ≥ 0, ∀ k = 1, ...Hm − 1 (6.22d)

ϕ
t+k
≤ 0, ∀ k = 1, ...Hm − 1 (6.22e)

xt+k ∈ Xt+k ∀ k = 1, ...,Hm (6.22f)

xt+k ∈ Xt+k ∀ k = 1, ...,Hm (6.22g)

ut+k + ϕ
t+k
∈ Ut+k ∀ k = 0, ...,Hm − 1 (6.22h)

ut+k + ϕt+k ∈ Ut+k ∀ k = 0, ...,Hm − 1 (6.22i)

Minimization Problem

The argmin of the optimization problem (6.22) is the nominal power consumption,
u∗t+k, and the maximum available flexibility, Φ∗t+k, ∀ k = 0, ..., Hm − 1. The building
declares u∗t+k, and Φ∗t+1+k for the time slots: ∀ k = 0, ..., Hc − 1 to the utility. After
Hc time slots, the BEMS collects the updated parameters such as new measurements
and disturbance predictions, and sets up the new MPC algorithm for the time step
k = Hc, Hc + 1, . . . , Hc + Hm − 1, and solves the new MPC for this time frame and
uses only the first Hc values of baseline power consumption and flexibility, i.e. for
k = Hc, . . . , 2Hc − 1, and this process repeats.

Figure 6.2 shows the schematic of the entire system architecture. The solid line
power flow arrows correspond to the baseline system and contract. The ancillary
power flow via the flexibility contract is shown with dashed line arrow. Real-time
state of the system such as occupancy, internal heat, outside weather condition, build-
ing temperature, state and input constraints are passed as input to the algorithm.
The utility also communicates information such as per-unit energy and upward and
downward flexibility prices to the BEMS (or effectively to the algorithm). The out-
put of the algorithm includes baseline power consumption, downward flexibility and
upward flexibility values, and cost. Within the flexibility contract framework, this
information is communicated to the utility. Consequently, a flexibility signal st is
sent from the utility to the building to be tracked by the HVAC fan. Essentially,
the utility has control of the building consumption for the next Hc time slots. The
control strategy is actuated by sending flexibility signals (similar to frequency reg-
ulation signals). These signals can be sent as frequently as every few seconds. In
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fact, we show through experiments on a real building in Section 6.4, that buildings
with HVAC systems equipped with variable frequency drive (VFD) fans are capable
of tracking such signals very fast (e.g. within a few seconds).

6.3 Computational Results

The algorithm presented in Section 6.2.3 was implemented on a building model devel-
oped and validated against historical data in [53, 55]. We used Yalmip [48], an inter-
face to optimization solvers available as a MATLAB toolbox, for rapid prototyping
of optimal control problems. The non-linear optimization problem solver Ipopt [80],
was used to solve the resulting nonlinear optimization problem arising from the MPC
approach. We use sampling time of τ = 1 hr. We assess the performance of the
algorithm for the following scenarios.

Scenario I: Different reward rates have been considered for upward and down-
ward flexibility at each time step. In particular, downward flexibility is rewarded
more than upward flexibility (β > β), for most of the time. Since MPC maintains
the comfort level using the least possible amount of energy, buildings that are oper-
ated under nominal MPC such as (6.1) have no down flexibility (for extended period
of time, i.e. 1 hr or more). However we show that via proper incentives and by
solving (6.22), it is possible to provide downward flexibility when most needed. The
results of this scenario are shown in Figure 6.3 for the case when ancillary signals
are received from the utility every minute: no system constraint (e.g. temperature
being within the comfort zone) will be violated when the fan speed enforcement is
performed for arbitrary values of fan speed as long as fan power consumption, and
consequently fan speed is within the safe envelope calculated by the algorithm. It
is shown in Figure 6.3 that maximum flexibility (100%) is provided at times when
the room temperature is far from the boundaries of the comfort zone. The flexibility
decreases as the temperature of the room approaches the comfort zone boundary, and
is minimum (about 0-15% in this case) when room temperature is fairly close to the
boundaries of the comfort zone, and the reward for flexibility is not high enough.

Scenario II: In this scenario we test the algorithm when no reward for providing
flexibility is provided (i.e. β = β = 0). Results are shown in Figure 6.4. In this case
the MPC ”selfishly” uses the thermal capacitance of the building to minimize energy
cost. This case yields to an MPC policy similar to nominal MPC (6.1). As expected,
the resulting flexibility is very small throughout the day.

Scenario III: In this case, the amount of reward to the building for upward and
downward flexibility is the same as Scenario I. Furthermore, the BM is encouraged to
provide equal upward and downward flexibility as long as possible. This requirement
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Figure 6.3: Scenario I: The Per-unit energy rate, and upward and downward flexibility
reward are shown in the lowest figure. The middle figure shows the resulting flexibility at
each time, and the top figure shows the resulting room temperature. Flexibility signals
are sent every minute from the utility to the building.

has been enforced by adding an extra penalty term to the cost function as follows:

cost := cost + γTt .|ϕt − ϕt| (6.23)

where γ � 0 is a constant, and |.| returns the absolute value of its argument. Larger
value of γ makes the equality of upward and downward flexibility to hold for a longer
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Figure 6.4: Scenario II: In this case we consider both upward and downward flexibility
reward to be zero. This results into a performance similar to the one of the nominal
MPC (6.1).

period. However, in this case, we lose the guaranteed maximization of the economic
benefit of the building due to the newly added term in the cost function. Figure 6.5
shows the result for this scenario. Maximum flexibility (100%) happens during un-
occupied hours and when the reward for flexibility is high. In this case minimum
flexibility is 0% and it happens during 6 to 7 am, 9 to 10 am, and 12 to 1 pm.
The room temperature is close to the comfort-zone boundary. The per-unit price of
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electricity is high, and the reward for upward and downward flexibility is very small.
Hence, the algorithm provides no flexibility at these time periods. In Figure 6.5 the
frequency of flexibility signals is 1 hr. By picking a large value for the period of flexi-
bility signal arrivals, we show that no system constraint will be violated when the fan
speed is constrained even for long time periods, as long as the fan power consumption
and consequently fan speed is within the safe envelope calculated by the algorithm.

6.4 Experimental Results

6.4.1 Tracking Ancillary Signals by VAV-Equipped Fans

We ran some experiments to demonstrate that it is indeed feasible to track the flex-
ibility signals received from utility (sk : where elk ≤ sk ≤ euk) very fast. We run our
experiments in a new building constructed four years ago (2009) on the UC Berkeley
campus named Sutardja Dai Hall (SDH). It is a 141,000 square-foot modern building
that houses several laboratories, including a nanofabrication lab, dozens of classrooms
and collaborative work spaces. It contains a Siemens building management system
called Apogee [3] which is connected to an sMAP server [25] co-located with the
Apogee server. We run our experiments using a control platform built on sMAP,
whereby control points are set programmatically upon approval from the building
manager. The energy data of this building is stored in the cloud and is accessible to
the public at [12].

The BEMS of the experiment set up is shown in Figure 6.6. There are two sets of
9 fans namely AH2A and AH2B with a total capacity of 180 hp (about 134 kW). The
existing control mechanism is designed to maintain the pressure in the HVAC ducts
at the set point value by setting the Supply Duct Static Pressure (SDSP) setpoint.
If the pressure drops below the setpoint (e.g. due to the opening of more dampers
at the room level, or to the increase of the SDSP setpoint) the two sets of fans will
spin faster to compensate for the change in the system and increase the pressure in
the duct work to reach the setpoint. And in the case that the pressure goes above
the setpoint (e.g. due to the closing of more dampers or to the decrease of the SDSP
setpoint), the fan speed will decrease to bring down the pressure to the setpoint. The
air handling unit (AHU) maintains an almost constant supply temperature (T s) in
the supply air duct to be sent to the rooms. If one room needs more heating, the air
is reheated locally at the Variable Air Volume (VAV) box designated for each room,
to increase the supply air temperature for that specific room. The flow of air to each
room (ṁs) is controlled by opening and closing of the dampers at the VAV level.

Several experiments were conducted on this test-bed to prove our hypothesis that
it is indeed feasible to track the ancillary signal sk received from the utility without
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Figure 6.5: Scenario III: In this case we use the cost function presented in (6.23) to push
the algorithm to produce equal up and downward flexibility as long as possible. Frequency
of flexibility signals is 1 hr.

affecting the comfort of the occupants. Here we report the two experiments performed
on May 17 of 2013. Experiment 1 was conducted from 12:45 pm to 13:15 pm. and
Experiment 2 was performed from 5:30 pm to 6:15 pm of the same day. Experiments
were done by frequently changing the SDSP setpoint. SDSP is normally kept at 1.75
inch WC (inch Water Column). Due to safety reasons it is advised to always keep
the duct pressure within 1.2 and 1.9 inch WC. Hence, we perform the experiments
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Figure 6.6: Building management system of the CITRIS hall, our experimental set up
located on the campus of UC Berkeley.

by changing the SDSP between these two values. In Experiment 1 the set point was
changed every minute to values randomly selected in the range [1.2, 1.9] and held at
that value for one minute. In Experiment 2, the same procedure was done but every
three minutes, and the SDSP setpoint was kept at the new value for three minutes.

The results are shown in Figure 6.7 and Figure 6.8. In Figure 6.7 we present the
SDSP setpoint signal, as input of the experiment and the power consumption of the
fan, as output of the experiment. It can be observed that the fan power consumption
can vary up to 25% within a few seconds around its nominal power consumption
at the time of the experiment (which itself is prescribed by the control algorithm
running the HVAC system). Figure 6.8 on the other hand shows the SDSP setpoint,
the outside air temperature and temperature of 15 randomly selected rooms in the
building. This figure is provided to show that the performed experiment created no
significant and human-sensible change in the temperature of the building, and the
building temperature was kept within the comfort zone at all times. Data of one day
before the experiment (May 16) and the day of experiment (May 17) is provided for
comparison.

Note that since this is a very large building with many occupants, we were not
allowed to change the control algorithm of the building to test our algorithm for a
long period of time. Nevertheless, the purpose of this experiment was to show that
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Figure 6.7: Fan power consumption can vary as quickly as in a few seconds by up to 25%
by changing the SDSP setpoint.

the high frequency component of the flexibility signals from utility, can indeed be
tracked using the already existing BEMS software in commercial buildings.

Further experiments were performed on June 6 and 7, 2013 [58]. It was shown that
a maximum of 20% flexibility in fan power consumption can be obtained within a few
seconds of changing the SDSP setpoint. It is shown in [58] that such modulations of
fan speed does not lead to any sensible change in the room temperature and also the
percentage of the time in which the reheat valve is open does not change compared
to similar times of day in previous days.

6.4.2 Total Flexibility of Commercial Buildings in the US

Using the algorithm developed in this paper it was shown that a certain percent-
age of fan power consumption flexibility can be obtained from commercial buildings
and used as fast regulation reserve at each time of the day. Consider a case when
50% flexibility in power consumption is available. 50% flexibility is equivalent to 67
kW of power. According to the latest survey on energy consumption of commercial
buildings, performed in 2003 [5], there are 4.9 million commercial buildings in the US
which cover a total area of about 72 billion square foot. Almost 30% of such buildings
are equipped with variable frequency drive fans. Assuming the same fan power con-
sumption flexibility per square foot to that of the SDH for all commercial buildings,
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Figure 6.8: SDSP setpoint, outside air temperature, and temperature of 15 randomly
selected rooms are shown for one day before (May 16, 2013) and the day of the experiment
(May 17, 2013).

we estimate that at least 11.4 GW of fast ancillary service is readily available in the
US at almost no cost, based on the 2003 data. Commercial building floor space is
expected to reach 103 billion sq. ft. in 2035 [6]. With the same assumption of the
above calculations, about 16.3 GW of regulation reserve will be available in 2035.
Note that these numbers correspond to 50% flexibility. In the case of less or more
percentage of available flexibility, these numbers will change proportionally.
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Chapter 7

Ancillary Power Control

We first demonstrate that the demand-side flexibility of the Heating Ventilation
and Air Conditioning (HVAC) system of a typical commercial building can be ex-
ploited for providing frequency regulation service to the power grid using at-scale
experiments. We then show how this flexibility in power consumption of building
HVAC system can be leveraged for providing regulation service. To this end, we
consider a simplified model of the power grid with uncertain demand and generation.
We present a Model Predictive Control (MPC) scheme to direct the ancillary service
power flow from buildings to improve upon the classical Automatic Generation Con-
trol (AGC) practice. We show how constraints such as slow and fast ramping rates for
various ancillary service providers, and short-term load forecast information can be
integrated into the proposed MPC framework. Finally, we provide extensive simula-
tion results to illustrate the effectiveness of the proposed methodology for enhancing
grid frequency regulation. The material of this chapter is extracted from [60].

7.1 Introduction

A sustainable energy future requires widespread and significant penetration of Re-
newable Energy Sources (RESs). Several states in the U.S. and countries around the
world have set ambitious targets for penetration of RESs by the next few years. The
state of California, as an example, has targeted a 33% RES portfolio by 2020 [34].
However, volatility, uncertainty, and intermittency of RESs present a challenge for
integrating such resources into the power grid in a large scale as proper functioning
of the grid requires continuous power balance between supply and demand.

In addition to the need for maintaining balance between generation and load, the
power flows through individual transmission lines and facilities should also be contin-
uously controlled by adjusting generation or load. Instantaneous matching between
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generation and load is even more challenging when considering uncertainties and ran-
domness in demand. Short-term load variability results from a random switching
of millions of individual loads. Longer-term variability results from predictable fac-
tors such as the daily and seasonal load patterns as well as less predictable events
such as shifting weather patterns. Traditional generators may also cause unexpected
fluctuations due to a range of equipment failures and aging [41].

Electricity storage is widely believed to be a solution to this problem by absorbing
the variability associated with RESs. However, storage has two important drawbacks.
It is expensive and it is not environmentally friendly. There is an emerging consensus
that flexible loads with thermal storage capabilities such as Thermostatically Con-
trolled Loads (TCLs) will play an important role in regulating the grid frequency and
consequently in enabling deep penetration of RESs. It has been reported that about
20% of the total electricity consumption in the United States is used by residential
TCLs such as air conditioners, heat pumps, water heaters, and refrigerators [4, 9].
Recently, [75, 33] showed that flexible loads such as TCLs are good candidates for
providing ancillary services since their aggregate flexibility has the characteristic of a
stochastic battery.

These recent papers also demonstrate that TCLs have a great potential for provid-
ing fast regulating reserve services; speed is indeed beneficial, especially in the context
of recent regulations such as Federal Energy Regulatory Commission (FERC) Order
755 [13]. In fact, these new federal regulations require scheduling coordinators to pro-
cure and compensate more for regulation resources with faster ramping rates. There
is an emerging consensus that future regulation services will be distinguished and
compensated by capabilities of which ramping rate is one component.

Modeling, estimation, and control of aggregated heterogeneous TCLs for ancillary
services have been discussed in [42, 62]. TCLs are particularly well-suited for Direct
Load Control (DLC) and Demand Response (DR) programs that require loads to
both decrease and increase power consumption because they are capable of storing
thermal energy, much like a battery stores chemical energy. Fully responsive load
control is highlighted in [24] in the context of TCLs and plug-in Electric Vehicles
(EVs). Despite several challenges of using loads for system services, several key
advantages include: 1) Reducing overall grid emissions by using loads to provide
system services [78]. 2) Instantaneous response of loads to operator requests, versus
slow response of generators to make significant output changes [40], and 3) Less
variability associated to a very large number of small loads with respect to that of a
small number of large generators [40]. It may soon be the case that the only technical
impediment to reliable utilization of loads for system services is the development of
the necessary load models and control strategies and the development of inexpensive
and scalable communication and sensing infrastructure. [83].

In this paper, we first quantify (by means of empirical data analysis) the demand-
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Figure 7.1: Schematics of the experiment testbed (Sutardja-Dai Hall on UC Berkeley
campus).

side flexibility of a typical commercial building. Then we show that such flexibility
can be tapped for providing fast frequency regulation service to the power grid. We
then show the effectiveness of such “fast” ramping rates on the overall frequency
regulation performance in the event of transient fluctuations in the load. To this
end, we consider a simplified model of the power grid with uncertain demand and
generation. We present a Model Predictive Control (MPC) scheme to control the
ancillary service power flow from buildings to improve on the classical Automatic
Generation Control (AGC) practice, by integrating information such as ramping rates
of various sources of regulation services, and short term load forecast into the control
algorithm. We provide extensive simulation results to illustrate the effectiveness of
the proposed methodology for enhancing grid frequency regulation.

This chapter is organized as follows. A high-level description of the test bed, a
summary and the results of the experiments performed on the test bed is provided
in Section 7.2 which quantifies the amount of flexibility of the building power con-
sumption. The mathematical model describing the dynamics of the power system
is followed in Section 7.3. AGC is explained in Section 7.4. Our proposed MPC
scheme is explained in details in Section 7.5. We provide extensive simulation results
in Section 7.6.

7.2 Fast Ancillary Power from Buildings

Commercial buildings consume more than 35% percent of electricity in the US [5].
About 15% of electricity consumption in commercial buildings is related to the fans
of the heating, ventilation and air conditioning (HVAC) systems. HVAC fans are
essential parts of HVAC systems in buildings that move the conditioned air from the
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air handling units (AHU) to the room level for ventilation, heating and cooling of
building indoor climate [56, 67, 51]. For instance, the main supply fans that feed
Sutardja-Dai Hall (SDH) on the UC Berkeley campus can spin at variable speeds.
Power consumption is proportional to the cube of fan speed, with the maximum
rated power of 134 KW or about 14% of the maximum power consumed in that
building. Moreover, more than 30% of commercial buildings have adopted Building
Energy Management System (BEMS) technology, which facilitates a fine control of
the building HVAC components as well as the communication with the grid system
operators. The majority of commercial buildings are also equipped with variable fre-
quency drives, which in coordination with BEMS, can manipulate the HVAC system
power consumption very frequently (in the order of seconds).

The supply fans to the building consume a large amount of power and have inher-
ent flexibility in how they consume electricity. Hence, as shown in [59] we can directly
modulate HVAC power consumption, within a safe envelope, without imposing extra
cost to the building operation, and violating occupant comfort constraints. This flex-
ibility in power consumption can be either upward (consuming more) or downward
(consuming less), making it an ideal candidate for regulation services.

7.2.1 Experiment Results

To demonstrate this potential of commercial building HVAC system, we performed
at-scale experiments on the HVAC system of Sutardja-Dai Hall on the UC Berkeley
campus. The goal of the experiment was to quantify this flexibility, and to examine
the effects of supply-fan speed modulation on the internal temperature of the rooms
in the building. More details on the experiments is reported in [58]. Here we present
a summary and the results of the experiments to set a foundation for the rest of the
paper.

Figure 7.1 shows a high-level schematics of our experiment set-up including the
main fans that feed Sutardja-Dai Hall. The speed of the fans is indirectly controlled by
setting the Supply-Duct Static Pressure (SDSP) set-point value. The main challenges
in performing this experiment include 1) keeping the pressure in the air ducts within
a specific safety boundary and 2) minimizing the changes on the internal temperature
that may make occupants uncomfortable. Because of the first concern, we used the
SDSP set-point to control fan speed, instead of directly changing the fan speed by
over-writing its control logic. The safety margin for the pressure set-point ranges
between [1.2 − 1.9] (Inch of Water Column). By changing the SDSP set-point, the
fan speed either increased or decreased to adhere to the specified pressure value.
We also tested the response speed of the fans to respond to changes to the pressure
set-point and model the response. We run a number of experiments where we vary
the speed of the fan at different rates and for different lengths of time. We show
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that supply-fan speed modulation, over short time periods, has little effect on the
comfort of the building occupants. In fact, the effects are not observable on the
internal temperature of the spaces. We also show that the supply fan responds very
quickly to a change in the pressure set-point, indicating that this is a viable option
for providing grid-level ancillary response services.

The experiment results were shown in Chapter 6 in Figure 6.7 and Figure 6.8.
Figure 6.7 shows the SDSP set-point signal, as the input of the experiment and the
power consumption of the fan, as the output of the experiment. It is observed that
the fan power consumption can vary by up to 25% within a few seconds around its
nominal power consumption at each time (which itself is prescribed by the control
logic running the HVAC system). Figure 6.8 on the other hand shows the SDSP set-
point, the outside air temperature and temperature of 15 randomly selected rooms in
the building. This figure is provided to show that the performed experiment created
no significant and human-sensible change in the temperature of the building, and the
building temperature was kept within the comfort zone at all times. Data of one day
before the experiment (May 16) and the day of experiment (May 17) is provided for
comparison. Based on the experiment results it was estimated in [58] that in average,
each fan can provide about 18% of its nominal power as flexibility. This equals 12
kW out of 67 kW power draw for each fan, and in total 24 kW for the whole SDH
building.

7.2.2 Estimation of Total Ancillary Power from All US Com-
mercial Buildings

According to the latest survey on energy consumption of commercial buildings, per-
formed in 2003 [5], there are 4.9 million commercial buildings in the US which cover a
total area of about 72 billion square feet. Almost 30% of these buildings are equipped
with variable frequency drive fans. Assuming the same fan power consumption flex-
ibility per square foot for these buildings to that of SDH, we estimate that at least
4 GW of fast ancillary service is readily available in the US at almost no cost, based
on the 2003 data. Commercial building floor space is expected to reach 103 billion
sq. ft. in 2035 [6]. With the same assumption of the above calculations, about 5.6
GW of regulation reserve will be available in 2035.

We also identify a Single-Input Single-Output (SISO) Auto Regressive with eXoge-
nous input (ARX) model of the fan with SDSP as input and fan power consumption
as output based on the empirical data from SDH building. In order to track the SDSP
signal, the two fans change their speeds and consequently their power consumption
changes. A detailed description of the experiments and analysis on the results has
been reported in [58].
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Figure 7.2: Block diagram of power system and its relation to governor, turbine, generator,
and the AGC signal for each control area.

7.3 Mathematical Model of Power System Com-

ponents

In this section, we develop mathematical models of power system components. These
models, along with the estimations on the amount of available ancillary power from
buildings, obtained from the experiment results of Section 7.2, and the proposed con-
trol algorithm of Section 7.5, will be used to demonstrate how commercial buildings
flexibility can be utilized for frequency regulation provision in the smart grid.

Detailed models of power system elements have been developed in the literature.
In this paper, we use the model developed by [26, 79, 43]. We present a detailed
governor, turbine, and generator model in this section. The interconnection of these
components of the power system is shown in the block diagram of Figure 7.2. δPC
is a control input which acts against increase or decrease in the power demand to
regulate the system frequency. δPD denotes the fluctuations in the power demand
which is considered here as an exogenous input (disturbance). We present a model of
the power system, with the following underlying assumptions:

• The resistance of the transmission lines are ignored.

• Transmission line between area i, and j is characterized by a reactance Xtieij .

• Reactive power flows are ignored.

• Voltage of bus i, denoted by Vi is considered constant.

Under steady state, we have: ω = ωo, Vt = V o
t , and PM = PG = P o

M , where ωo, V
o
t ,

and P o
M are the nominal values for rated frequency, terminal voltage and mechanical
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Table 7.1: Basic Power Systems Nomenclature

Variable Description

PM Mechanical power input
P o
M Desired real power generation
PG Generated real electric power
δPG Increase in demand (at rated generator MVA)
Vt Terminal voltage
PD Load (Power Demand)
δPD Input disturbance due to load changes
δPC Speed changer position feedback control signal
ω Angular speed and frequency
ωo Rated (desired) frequency
Parameter Description

D Damping coefficient. Range: 0.01 - 0.1 [-]
M Machine inertia constant. Range: 100 - 1000 [MW s]
R Speed regulation constant. Range: 0.05 [p.u.]
Ti Time constant for power system components. Range: {0,0.01-10} [s]
Ki Fraction of total mechanical power outputs associated with different

operating points of the turbine. Range: {0,0.1-1} [-]

power input. Basic variables of a power system which are used in the following
formulations with a short description of each variable are reported in Table 7.1.

7.3.1 Governor Model

A general model of a governor contains three time constants. The overall input-output
transfer function is given by

TGov(s) =
(1 + sT2)

(1 + sT1)(1 + sT3)
(7.1)

Mechanical-hydraulic governors have T2 = 0 with typical values of T1 ∈ [0.2, 0.3]
and T3 = 0.1. Electro-hydraulic governors without steam feedback have typical time
constants as follows: T1 = T2 = 0 and T3 ∈ [0.025, 0.1]. Electro-hydraulic governors
with steam feedback utilize a feed-forward mechanism. Typical time constant values
under these assumptions are as follows: T1 = 2.8, T2 = 1.0, and T3 = 0.15 [26].
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7.3.2 Turbine Model

Turbines are grouped into steam and hydro turbines. The input-output transfer
function model for turbines is given by

δPM
PGV

= K1F1 +K3F1F2 +K5F1F2F3 +K7F1F2F3F4 (7.2)

where F1, F2, F3, and F4 are transfer functions corresponding to steam chest, piping
system, re-heaters, and cross-over mechanisms, respectively, and are given by

F1(s) =
1

1 + sT4

F2(s) =
1

1 + sT5

(7.3)

F3(s) =
1

1 + sT6

F4(s) =
1

1 + sT7

(7.4)

The basic time constant associated with steam turbines is T4 which corresponds to
that of the steam chest. For non-reheat steam turbines, this is the only time constant
needed. The time constants T5, T6, and T7, are associated with time delays of piping
systems for re-heaters and cross-over mechanisms. The coefficients K1, K3, K5, and
K7 represent fractions of total mechanical power outputs associated with very high,
high, intermediate, and low pressure components, respectively. Typical values of
steam turbine time constants and fractions are reported in [26].

7.3.3 Generator Model

The dynamics of the generator is given by the following transfer function

FGen =
1

D + sM
(7.5)

where constants D and M represent the damping coefficient and the inertia of the
governor, respectively.

7.3.4 Two Area System Model

Consider the interconnected system shown in Figure 7.3. It consists of two areas
connected by a tie line with reactance Xtie. The power flow on the tie line from area
1 to area 2 is shown by Ptie. A positive δPtie represents an increase in power transfer
from area 1 to area 2. This in effect is equivalent to increasing the load of area 1
and decreasing the load of area 2. Each area consists of the subsystems shown in
Figure 7.2.
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Figure 7.3: Two control area system. Each control area includes a generation unit. δPDi

and δPanci are load (demand) and ancillary power in area i.

Next, we present the mathematical model of the entire system. Note that the
superscript refers to the control area (i or j = 1, 2 in the case of two interconnected
areas), and the subscript indexes the state in each area.

dxi1
dt

=
(−Dixi1 + δP i

M − δP i
D − δP

ij
tie + δP i

anc)

M i
x

(7.6a)

dxi2
dt

=
(xi3 − xi2)

T i7
(7.6b)

dxi3
dt

=
(xi4 − xi3)

T i6
(7.6c)

dxi4
dt

=
(xi5 − xi4)

T i5
(7.6d)

dxi5
dt

=
(P i

GV − xi5)

T i4
(7.6e)

dxi6
dt

=
(xi7 − xi6)

T i3
(7.6f)

dxi7
dt

=
(−xi7 + δP i

C − xi1/Ri)

T i1
(7.6g)
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where

δP i
M = Ki

1x
i
5 +Ki

3x
i
4 +Ki

5x
i
3 +Ki

7x
i
2 (7.7)

P i
GV = (1− T2/T3)xi6 + (T2/T3)xi7 (7.8)

In formulation (7.6), the first state represents the frequency increment, xi1 = δωi.
All the seven states are derived using the mathematical model of each subsystem as
presented in (7.1)–(7.5). Note that when the time constant representing the system
pole is zero, the corresponding differential equation becomes an algebraic equation.

For instance, when T5 = 0, the equation
dxi4
dt

= 1/T5(xi5 − xi4) becomes xi5 = xi4 = 0.

The real transferred power from bus i to bus j is governed by P ij
tie ≈ ViVjbijcos(θi−

θj). Since here we are concerned with incremental changes in all variables, the incre-
mental change in P ij

tie is given by δP ij
tie = νij(θi − θj) where at the nominal operating

points, θoi , i = 1, 2, the transmission line stiffness coefficient νij is given by

νij = −ViVjbijcos(θoi − θoj ). (7.9)

In terms of the incremental state variables used, we have:

δP i
tie =

n∑
j=1

νij(x
i
8 − x

j
8), (7.10)

where the state variable xi8 is the integral of the frequency increment of area i, i.e.,

dxi8
dt

= xi1. (7.11)

The state space model (7.6)-(7.11) can be written in compact form as follows:

dx(t)

dt
= A′x(t) +B′1usc(t) +B′2uanc(t) + E ′d(t). (7.12)

In the case of two areas, states are stored in x, input signals to the speed changers
are usc = [δPC1 δPC2 ]T , the ancillary inputs buildings are uanc = [δPanc1 δPanc2 ]T ,
and the exogenous input (disturbance) (i.e. variations in demands) are denoted by
d = [δPD1 δPD2 ]T .

7.3.5 Load Modeling

Many loads are frequency-sensitive. In this case, the incremental change in load will
have a frequency-dependent part, i.e.

δPD = δP o
D + D̄δω (7.13)

where D̄ = ∂PD

∂ω
represents the sensitivity of the load to frequency changes at the

nominal value of the load. In this case, Di in (7.6a) is replaced by Di + D̄i, and δPD
is replaced by δP o

D.
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7.3.6 Discretization of the Continuous Model

We discretize the state space dynamics of the system using the forward Euler dis-
cretization scheme. We show the result of the equation for ẋi1. The discretized
dynamics for the rest of the states can be obtained in similar way. At time tn we
approximate the derivative of xi1 by

dxi1(tn)

dt
≈ xi1(tn + δt)− xi1(tn)

δt
(7.14)

Hence the discretized version of (7.6a) is

xi1(tn+1) = (1− Di
xδt

M i
x

)xi1 +
δt

M i
x

[
δP i

M − δP i
D − δP

ij
tie + δP i

anc

]
(7.15)

where tn+1 = tn + δt and δt is the discretization time step. The discrete-time state-
space model is obtained as

x[k + 1] = Ax[k] +B1usc[k] +B2uanc[k] + Ed[k]. (7.16)

We use this state update equation in Section 7.5 where we present the MPC formu-
lation.

7.4 Automatic Generation Control

AGC is the main control function of a utility’s energy control section. The purpose
of an AGC is to track the load variations while maintaining the system frequency,
net tie-line interchanges, and optimal generation level close to scheduled values [26].
This function is referred to as Load-Frequency Control (LFC). A secondary objective
is to distribute the required change in generation among units to minimize operating
cost [43]. In the case where several utilities are interconnected, each will perform its
own AGC independent of the others.

With primary speed control action, a change in the system load will result in a
steady-state frequency deviation, depending on the governor droop characteristics and
frequency sensitivity to the load. All generating units on speed control will contribute
to the overall change in generation, irrespective of the location of the load change.
Restoration of system frequency to nominal value requires supplementary control
action which adjusts the load reference set-point (through the speed-changer motor).
Therefore, the basic means of controlling prime-mover power to match variations of
system load in a desired manner is through control of the load reference set-points of
selected generating units. As system load is continually changing, it is necessary to
change the output of generators automatically.



CHAPTER 7. ANCILLARY POWER CONTROL 161

7.4.1 AGC in Interconnected Power Systems

In the classical AGC, a simple PI control is utilized to regulate the frequency of the
grid. The Area Control Error (ACE) is defined to be

ACEi = δP i
tie + βixi1, (7.17)

where δP i
tie = P i

tie−P i
tie,scheduled, and βi is the bias coefficient of area i. The standard

industry practice is to set the bias βi at the so-called Area Frequency Response
Characteristic (AFRC) which is defined as βi = Di + 1/Ri. The integral of the ACE
is then used to construct the speed changer position (δP i

C) feedback control signal.
A new state xi9, is defined as

dxi9
dt

= ACEi. (7.18)

Consequently the control input δP i
C is given by

δP i
C = −Kixi9, (7.19)

where Ki is the feedback gain. We propose a methodology for the ancillary services
from buildings to help with the primary control of AGC as describe in 7.5.

7.5 Model Predictive Control of Ancillary Services

We present an MPC scheme to control the available ancillary service from commercial
buildings to improve on the classical AGC practice. This optimization-based control
framework is utilized as a higher-level control in a “hierarchical” fashion on top of
the low-level classical AGC control. Consider the n-control area network shown in
Figure 7.4.

7.5.1 Control Architecture

The schematic of the power system is depicted in Figure 7.5. Electric power is gen-
erated by the turbo-generators, and is fed to the power system. The power system
transmits and distributes the power to the end use.

As mentioned earlier, the recent FERC Order 755 requires scheduling coordinators
to procure and compensate more for regulation resources with faster ramping rates.
To this end, we particularly address such constraints in our proposed MPC framework.
In total, we consider the ramping rate constraint, |Panc[k+1]−Panc[k]|, the maximum
capacity, max(Panc[k]) > 0, and the minimum capacity, min(Panc[k]) < 0, on the
characteristics of the ancillary service signal from commercial buildings. We should
mention that buildings can provide both positive and negative power flow to the
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Figure 7.4: Schematic of n control areas with their corresponding tie power transfers and
reactances.

grid, for frequency regulation purposes. When there is a power deficit, buildings
will temporarily use less power, and when there is as surplus of power, they will
temporarily use the extra power. We assume that the rate of power supply by the
buildings is limited by

|∆Panc| ≤ λ, (7.20)

where
∆Panc := Panc[k + 1]− Panc[k].

7.5.2 MPC Algorithm

At each time step k, we solve the following optimization problem:

min
Uanc[k]

n∑
i=1

H−1∑
j=0

(ACEi[k + j|k])2 (7.21)

s.t. x[k + j + 1|k] = Ax[k + j|k] +B2uanc[k + j|k] + Ed[k + j|k]

π[k + j|k] ≤ uanc[k + j|k] ≤ π[k + j|k]

|uanc[k + j + 1|k]− uanc[k + j|k]| ≤ λ[k + j|k]

where
Uanc[k] = (uanc[k|k], uanc[k + 1|k], . . . , uanc[k +H − 1|k])
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Figure 7.5: Schematic of power system and its relation to turbo-generator and and other
sectors including the building sector, along with the control architecture. The thick arrows
represent the flow of power and the thin arrows represent frequency and control signals.
The dashed arrows indicate the additional signals and power flows proposed in this paper.

is the vector of inputs from k to k + H, n is the number of areas that participate in
this regulation program, and H is the prediction horizon of MPC. Notation x[k + j|k]
means that at each time step k, predictions of x for future times k+ j are obtained at
time k. All the constraints of problem (7.21) should hold for j = 0, 1, . . . , H− 1. The
cost function of this optimization problem minimizes the `2 norm of the ACE signal
in areas i = 1, 2, ..., n, by exploiting the ancillary service available form buildings,
taking into account the system dynamics and constraints. The constraints of the
optimization problem are π[k + j|k] > 0 maximum positive power and π[k + j|k] < 0
maximum negative power provided by the participating set of buildings in each area
in the contract. Here, “positive” and “negative” refer to the flow of power from
generation to consumption. These values are estimated on the building side and sent
to the utility periodically. λ[k + j|k] is the maximum limit on the rate of change of
ancillary service provided by the building side. Note that in the state-space model
used in the MPC problem, we do not incorporate B1usc[k] as usc is assumed to be
constant and is regulated by the local PI controller. Figure 7.5 illustrates the structure
of our MPC implementation with regards to other components of the power system.

7.6 Simulation Results

We consider two interconnected control areas with parameters of their models pre-
sented in Table 7.2, and with inter-area stiffness coefficient of ν = 1.0 (p.u.). The
main generation unit for area 1 is a non-reheat turbo generator (TG) system and the
main generation unit for area 2 is a hydro TG system. Some metrics such as root
mean square (rms) values of frequency and ACE signal are considered to compare the
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Table 7.2: Parameters for the Two Areas Used in the Simulations

Control Area Parameters

Area 1 T1 = 0.1, T3 = 0.1, T4 = 1.0
K1 = 1.0
M = 132.6 (MW.sec)
D = 0.0265 (p.u.)

Area 2 T1 = 0.2, T3 = 0.3, T4 = 0.1, T5 = 0.5
K1 = 0.2, K3 = 3
M = 663.13 (MW.sec)
D = 0.1325 (p.u.)
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Figure 7.6: Disturbance to load in area 1 and 2.

performances of the proposed controller. We use time-invariant bounds on the maxi-
mum and minimum ancillary power π[k] = π[k] = π, and maximum rate of change of
ancillary power λ[k] = λ, in the following simulations.

The resulting quadratic program (QP) obtained in Section 7.5.2 was formulated
using YALMIP [49] and solved with ILOG CPLEX Barrier Optimizer [10] for a time
horizon of 100 s and a sampling time Ts = 1 s. On a 4-core 2.67-GHz Intel processor
with 3.86 GB of memory, the average and maximum solver times were 0.02 s and 0.03
s, respectively, for a prediction horizon of H = 10.

We consider a disturbance in the load of area 1, and no disturbance in the load of
area 2, as shown in Figure 7.6. We assess the performance of the proposed controller
considering the following scenarios:

Finally we present the results on the effect of integrating load forecast in the MPC
framework. We consider a constant maximum available ancillary power of π = 0.9



CHAPTER 7. ANCILLARY POWER CONTROL 165

0 10 20 30 40 50 60 70 80 90 100
59

59.5

60

60.5

61

max | P
anc

 | = 0.5  ( p.u. )
ω

1 (
H

z)

0 10 20 30 40 50 60 70 80 90 100
59.6

59.8

60

60.2

60.4

Time (s)

ω
2 (

H
z)

 

 
λ= 0.05 λ= 0.07 λ= 0.1 λ= 0.2 λ= 0.3

Figure 7.7: Frequency of areas 1 and 2 in response to the disturbance are shown. Predic-
tion horizon is H = 10 and maximum ancillary power is max|Panc| = 0.5 (p.u.). Results
are for various values of rate of change of ancillary power such that max|∆Panc| = λ.

(p.u.) and present the results of rms of frequency deviation for various values of rate of
change of ancillary power λ versus prediction horizon as shown in Figure 7.11. Short
term load forecast can be very valuable and can dramatically improve the performance
of the controller. for prediction values up to about H = 10, the performance keeps
improving, while for longer load forecasts, the improvement is not as significant.

Scenario 1: The maximum ancillary service available in each area is 0.5 per
unit (p.u.) of power. We consider a prediction horizon of H=10 time steps. As
shown in Figure 7.7 by increasing the maximum rate of change of ancillary power
(also known as ramping rate for generation units) the resulting frequency deviation
decreases. Ramping rate of λ = 0.05 (p.u./s) is associated with large power generator
size, ramping rate of λ = 0.1 (p.u./s) is associated with smaller size generators and
high ramping rates such as λ = 0.3 (p.u./s) is associated with fast ancillary service
such as the one provided by building HVAC system fan.

Scenario 2: We consider a fixed ancillary ramping rate of λ = 0.9 (p.u./s), and
show the frequency deviations in cases with different maximum available ancillary
power in each area. The ramping rate is considered very high to eliminate the effects
of slow ramping rates on the results, so that we can perform a fair comparison which
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Figure 7.8: Prediction horizon is H = 10 and the maximum ancillary power is
max|∆Panc| = 0.9 (p.u.). Figure shows frequency of control areas 1 and 2. In each
case, we change max|Panc| = π.
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Figure 7.9: Disturbance in load of area 1 and 2 used for the mass simulations.

only concerns the effect of maximum ancillary power. As shown in Figure 7.8 by
increasing the maximum available ancillary power, the frequency deviation decreases.
Although the disturbance in load of area 1 affects both interconnected areas, the
change of frequency in area 1 is larger than that of area 2.
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Figure 7.10: Result of mass simulation for various maximum ancillary power and maximum
rate of change of ancillary power for prediction horizon of 20 time steps.

Scenario 3: We consider a stronger disturbance and compare the overall fre-
quency and area control error in rms sense. We consider a zero mean disturbance
to both areas with a maximum absolute value of ancillary power of π = 0.4 (p.u.)
as shown in Figure 7.9. We then perform a mass simulation using various maximum
ancillary power available in each area within the range [0.1 0.9] (p.u.), and various
rate of change of ancillary service within the range [0.05 0.9] (p.u./s), and prediction
horizons ranging from 1 to 20 time steps.

As shown in Figure 7.10, the highest and lowest ACErms are obtained for the set
{π = 0.1, λ = 0.02}, and the set {π = 0.9, λ = 0.9}, respectively.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this dissertation we presented a building model, obtained based on the buildings
thermal characteristics and behavior that captures the relevant dynamics of the tem-
perature for each room taking into account the interactions between rooms, external
loads such as weather forecast, and building occupancy.

To enhance the performance of the proposed model, we introduced a framework to
continuously update the parameters of the model. We called that model a Parameter-
Adaptive Building (PAB) Model. Using the obtained building model, we then pre-
sented Model Predictive Control (MPC) to minimize the energy consumption of the
building while satisfying thermal comfort, and constraints on other system states and
inputs. As building models always inherit uncertainty, we proposed a Robust Model
Predictive Control (RMPC) to obtain a control strategy that is robust against model
uncertainties. We then addressed the trade-off between comfort and energy use.

We then proposed a framework to co-design the control algorithm and the embed-
ded platform of building Heating, Ventilation and Air Conditioning (HVAC) systems
of building, as a complex cyber-physical system. Based on the developed models, we
explore the co-design of the control algorithm and the temperature sensing subsystem
of the embedded platform to optimize with respect to energy cost and monetary cost
while satisfying the constraints for user comfort level.

Leveraging the flexibility of commercial buildings in how their HVAC system con-
sumes energy, we proposed a means to define and quantify the flexibility of a com-
mercial building. We then proposed a contractual framework that could be used by
the building operator and the utility to declare flexibility on the one side and reward
structure on the other side. We then designed a control mechanism for the building
to decide its flexibility for the next contractual period to maximize the reward, given
the contractual framework.
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Finally, we demonstrated that the demand-side flexibility of the HVAC system of
a typical commercial building can be exploited for providing frequency regulation ser-
vice to the power grid using at-scale experiments. We then showed how this flexibility
in power consumption of building HVAC system can be leveraged for providing regu-
lation service. We presented an MPC scheme to direct the ancillary service power flow
from buildings to improve upon the classical Automatic Generation Control (AGC)
practice. We showed how constraints such as slow and fast ramping rates for various
ancillary service providers, and short-term load forecast information can be integrated
into the proposed MPC framework.

8.2 Future Work

• We proposed a methodology and framework to adapt the parameters of a build-
ing model in an online fashion leading to the PAB Model. As future work, the
PAB model can be utilized in an adaptive control framework to yield better
control performance.

• The inter-dependencies between the HVAC control algorithm and the embedded
platform can be studied as future work. In particular, one can analyze the
relation between the prediction error and the design of the embedded platform
(e.g. the choice of the CO2 and outdoor sensors), and leverage the findings
in co-design. Our consideration of the embedded platform design can be also
broadened from the sensing system to the computation and communication
components, such as the impact of communication reliability on the control
algorithm.

• In Chapter 6 where we discussed building flexibility, we assumed that the build-
ing operator communicates directly with the utility. However a more realistic
scenario would be when an electricity broker, an aggregator, seeks rate offers
from suppliers for “bundled” groups of customers and acts on their behalf. In
the future work this scenario can be studied in details to generalize this approach
appropriately.

• Chapter 7 where we discussed ancillary power control, was based on the as-
sumption that the load in the power gird is accurately predictable. However, it
is very difficult to accurately forecast power consumption. As future work, a ro-
bust MPC framework can be developed to address the uncertainties associated
with imperfect predictions of load.
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