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Cognitive radio (CR) can effectively increase the spectral efficiency. However, there is an inevitable interference problem between the primary licensed users and the unlicensed CR devices. A detection technique utilizing the local oscillator (LO) leakage signal coming from a nearby mobile terminal is proposed and evaluated for short-range wireless communication systems, such as an ultra-wide band (UWB) system. Due to the low-level LO leakage, the detection sensitivity is a great concern. Local oscillator phase noise of the detector can degrade the detection sensitivity. Spectrum broadening of the LO phase noise interaction with an adjacent channel signal through a multiplier is analyzed and the degradation in detection performance is evaluated.

Spectrum broadening is applied to the cognitive radio (CR) device operation in UHF bands. A strong TV signal transmitted by a nearby TV station can interact with LO phase noise of a CR receiver, and induce serious in-band interference which possibly degrades the receiver performance. In order to suppress strong TV signals, a wide dynamic range low-power CMOS-based RF tunable filter with image cancellation is presented using a balanced passive complex mixer and frequency dependent loads. The tunable RF notch filter with 17 dB attenuation and 1.6 dB insertion loss is achieved using parallel LC tank loads. A tunable RF bandpass filter is implemented with capacitive termination, and achieves 18 dB maximum attenuation and 1.8 dB insertion loss.
Chapter 1

Introduction

1.1 Cognitive Radio System

In modern wireless communication, most of the practical frequency bands are already occupied [10]. Table 1.1 contains a brief list of popular wireless systems in the North America. More frequency bands, nevertheless, are required to handle more users simultaneously as well as provide faster data service. In addition, since the propagation properties are getting worse as the operating frequency increases [11–13], the favorable spectral bands for commercial wireless services are currently limited to 6 GHz, as shown in Table 1.1, and may be extended to roughly 10 GHz in the near future. Therefore, the limited spectrum resource should be carefully managed.

In order to increase the spectrum efficiency, spectrum sharing is an attractive approach. As a result, interference problems between wireless systems occupying the same frequency band is of great concern, and so an efficient method to minimize this problem is required. Cognitive radio (CR) was proposed to manage the frequency allocation problems due to spectrum crowding by multiple wireless devices [14, 15]. As an extended concept of the software-defined radio (SDR) [16–18], a CR device can adaptively change its receiving and transmitting parameters to communicate using unoccupied frequency bands on a non-interfering basis with the primary users [14, 15, 19]. A CR device should support stand-alone as well as collaborative operations. Eventually, a group of CR devices constitutes a large-scale CR network [15, 20–22].
Table 1.1: Frequency band allocations for popular wireless systems in North American standard

<table>
<thead>
<tr>
<th>Wireless System</th>
<th>Frequency Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Radio</td>
<td>0.5 ~ 1.6 MHz</td>
</tr>
<tr>
<td>Walkie–Talkie</td>
<td>49 MHz, 450 ~ 470 MHz</td>
</tr>
<tr>
<td>FM Radio</td>
<td>88 ~ 108 MHz</td>
</tr>
<tr>
<td>Cordless Home Phone</td>
<td>43 ~ 50 MHz, 902 ~ 928 MHz</td>
</tr>
<tr>
<td></td>
<td>1.92 ~ 1.93 GHz, 5.725 ~ 5.825 GHz</td>
</tr>
<tr>
<td>Digital TV</td>
<td>54 ~ 698 MHz</td>
</tr>
<tr>
<td>Wireless Microphone</td>
<td>174 ~ 216 MHz, 470 ~ 698 MHz</td>
</tr>
<tr>
<td>GPS(^1)</td>
<td>1.217 ~ 1.237 GHz, 1.565 ~ 1.585 GHz</td>
</tr>
<tr>
<td>GSM(^2)</td>
<td>824 ~ 849 MHz, 1.85 ~ 1.91 GHz</td>
</tr>
<tr>
<td>AMPS(^3)</td>
<td>824 ~ 849 MHz, 869 ~ 894 MHz</td>
</tr>
<tr>
<td>ZigBee</td>
<td>902 ~ 928 MHz, 2.4 ~ 2.484 GHz</td>
</tr>
<tr>
<td>Pager</td>
<td>929 ~ 932 GHz</td>
</tr>
<tr>
<td>PCS(^4)</td>
<td>1.85 ~ 1.99 GHz</td>
</tr>
<tr>
<td>Satellite Radio</td>
<td>2.31 ~ 2.36 GHz</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>2.4 ~ 2.484 GHz, 5.15 ~ 5.35 GHz, 5.725 ~ 5.825 GHz</td>
</tr>
<tr>
<td>Bluetooth Headset</td>
<td>2.4 ~ 2.484 GHz</td>
</tr>
<tr>
<td>WiMAX(^5)</td>
<td>2.3 ~ 2.4 GHz, 2.496 ~ 2.69 GHz, 3.3 ~ 3.8 GHz</td>
</tr>
<tr>
<td>UWB(^6)</td>
<td>3.1 ~ 10.6 GHz</td>
</tr>
<tr>
<td>Ground to Satellite</td>
<td>3.7 ~ 4.2 GHz, 5.925 ~ 6.425 GHz</td>
</tr>
<tr>
<td>Satellite TV</td>
<td>12.2 ~ 12.7 GHz</td>
</tr>
</tbody>
</table>

\(^1\) Global positioning system. \(^2\) Global system for mobile communications. \(^3\) Advanced mobile phone service. \(^4\) Personal communications system. \(^5\) Worldwide interoperability for microwave access. \(^6\) Ultra-wide band.
The term, Cognitive Radio, was first mentioned by Mitola in 1999 [14]. However, the concept of sharing frequency spectrum dates back to maritime communication in early 20th century [1]. Through the Aloha protocol in 1970 that enabled radio channel sharing [1, 23], the unlicensed frequency spectrum in 0.9, 2.4, 5.7 GHz bands became first available by the Federal Communications Commission (FCC) in 1985 [24]. Based on the huge success of Wi-Fi products in the 2.4 GHz industrial, scientific, and medical (ISM) band, the FCC in 2002 allowed an unlicensed device operation, known as an ultra-wide band (UWB) system, in the licensed bands [2]. Even though CR-based operation is not mandatory for a UWB device, research has been actively ongoing about the interference problem due to a UWB device and CR-based UWB operation [25–30]. Recently, the FCC introduced the CR-based device operation as a secondary user in the TV bands in 2008 [31]. The development of CR-related systems are consolidated in Fig. 1.1.

Cognitive radios should be built with end-to-end operations from spectrum sensing to real-time communication by dynamically organizing RF spectrum detection and estimation processes, channel-state identification and prediction processes, power control technique, dynamic channel allocation, adaptive modulation, and cognitive management [15, 19, 32, 33]. As an initial phase of standardizing CR system, most current
research work is focusing on adaptive spectrum access, which includes spectrum sensing, avoidance, and allocation techniques. In particular, a robust detection technique for sensing unoccupied frequency spectrum is an important prerequisite for all other processes. There are three popular detection techniques, based on knowledge of the signal that a CR wants to detect.

1. Correlation detection [34–38]: Correlation detection, also known as matched filtering detection, is the optimal detection technique when a deterministic signal is buried in an additive Gaussian white noise (AWGN) environment. In order to maximize the signal-to-noise ratio (SNR), the correlation detection adaptively controls its multiplication weight, so that greater weight is applied when the input SNR is higher. Correlation detection is widely used in most of the modern modulation techniques. In order to detect a signal in a colored noise background, a pre-whitening filter is desirable before the correlation detection. If the signal is not known, correlation detection becomes seriously degraded.

2. Energy detection [38–42]: The energy detector, also known as a radiometer, is one of the most popular detectors due to its simplicity. It typically consists of a front-end bandpass filter, square-law device, and finite time integrator. Therefore, the energy of all the received signals is accumulated for a given observation time. When an unknown signal is buried in noise environment, the energy detector can effectively differentiate the signal-plus-noise input from the noise only input. However, the signal resolution of the energy detector is very limited, and so it is only useful to determine the presence of the signal. The energy detector has a critical detection problem when the estimate of the ambient noise is not accurate. Then, the signal below a reference point cannot be detected by the energy detector, even with infinite observation time. This reference point is called the minimum required SNR, or SNR wall.

3. Feature detection [26, 43–46]: Two types of the feature detection are common. One exploits a known feature of a signal. One example is pilot signal detection. If the primary system employs the pilot signals for synchronization, a CR device can also utilize the pilot signals to determine the presence of the primary user in a cer-
tain frequency band. Due to the use of coherent detection, pilot detection is beneficial for the lower SNR conditions, compared with energy detection. However, pilot detection requires some prerequisite signal information. The other technique is discriminating the features of a signal from the background noise. Since the modulated signals are cyclostationary rather than stationary, cyclostationary detection can determine the presence of a signal using the inherent cyclostationary properties for different types of modulations. The cyclostationarity of the received signals can be revealed by investigating correlation properties between the frequency components. Cyclostationary detection suffers from increased complexity, interference from multiple signals, cyclostationary noise generated by the system itself (such as a mixer), and analysis difficulty for its detection performance.

This dissertation can be divided into two broad topics. The first part of this dissertation describes the detection problems for the cognitive radio operation of a UWB device, in order to protect the primary worldwide interoperability for microwave access (WiMAX) users. The salient features of the UWB and WiMAX systems are described in Sections 1.2 and Section 1.3, respectively. The second part of this dissertation describes an interference suppression tunable RF filter to support for the IEEE 802.22 cognitive radio system in the TV bands. The general description for the IEEE 802.22 cognitive radio system is given in Section 1.4. Section 1.5 presents an overview of this dissertation.

1.2 Ultra-wide Band System

In 2002, the FCC authorized the unlicensed use of the frequency band from 3.1 to 10.6 GHz for UWB systems [2]. The UWB signal can be defined as follows [2]:

1. Fractional bandwidth, defined by \( \frac{f_U - f_L}{(f_U + f_L)/2} \), where \( f_U \) and \( f_L \) denote the upper and lower frequencies of the 10 dB emission point, respectively, is equal or greater than 0.2.

2. Regardless of its fractional bandwidth, its absolute bandwidth, \( f_U - f_L \), is greater than 500 MHz.
Figure 1.2: Spectral mask for hand-held UWB Systems [2, 3]. Emission level is measured in 1 MHz bandwidth.

This large signal bandwidth among currently existing wireless systems is the unique characteristic of the UWB systems.

Since a UWB signal occupies such a large spectral band, it is inevitable that it will overlap other wireless system bands. In order to protect the primary users from harmful interference problems due to the unlicensed operation of UWB devices, the emission power of the UWB signal is stringently restricted by the FCC [2], and the effective isotropic radiation power (EIRP) of a UWB signal should be less than -41.25 dBm/MHz between 3.1 and 10.6 GHz. The FCC-allowed spectral mask for hand-held UWB Systems is shown in Fig. 1.2. Due to its low power and fast data rate capabilities, the most suitable applications are found in the high speed wireless personal area networks (WPANs), such as remote controllers, radio-frequency identifications (RFIDs), sensor networks, wireless home/office networking, etc.
Two different standards for the UWB systems have been simultaneously developed by IEEE 802.15 working group [47]: single-band impulse radio system and multi-band orthogonal frequency division multiplexing (OFDM) system.

### 1.2.1 Single Band Impulse Radio System

Single band impulse radio systems exploit a signal whose spectral band is equal to the entire UWB spectral width of 7.5 GHz when transmitting or receiving the data. Using short-time impulse signal, the single band impulse radio can accommodate multiple users in separate time frames. The major properties of the single-band impulse radio system can be summarized as follows:

- Simplified receiver and transmitter architecture due to the absence of the mixing stage
- Low power and low cost implementation
- Controllable signal-to-noise ratio at the receiver side by transmitting and receiving multiple impulses to represent single data bit
- High accuracy in ranging and position location due to its narrow pulse width of a few nanoseconds
- Robust to the narrow band jammers due to its wide signal bandwidth
- Highly required timing precision and signal synchronization

### 1.2.2 Multi-band OFDM System

The multi-band OFDM system was proposed to enhance its flexibility to support worldwide operation with high frequency efficiency [3]. In the multi-band OFDM systems, the allocated UWB frequency band from 3.1 to 10.6 GHz is divided into five non-overlapped frequency bands called groups, as shown in Fig. 1.3. Each group has three non-overlapped channels, and a channel consists of 128 orthogonal subcarriers.
with a subcarrier spacing of 4.125 MHz. The major properties of multi-band OFDM systems can be summarized as follows:

- Flexible frequency planning by selectively tuning on and off subcarriers
- Eased hardware implementation due to the relatively narrow channel bandwidth of 512 MHz
- Accommodating multiple multi-band OFDM UWB devices using frequency hopping
- High instantaneous SNR with low average power level using frequency hopping
- Fast settling time requirement to support frequency hopping
- Susceptible to the frequency variation of the subcarriers
- High peak to average power ratio of the OFDM signal

1.3 **Worldwide Interoperability for Microwave Access System**

Worldwide interoperability for microwave access (WiMAX), based on the IEEE 802.16 air interface standard [4, 5], is one of the wireless systems that are expected to
share the frequency spectrum with UWB devices. The IEEE 802.16 working group was formed to develop an air interface standard for broadband wireless metropolitan area networks (WMANs) [48]. The initial objective of the IEEE 802.16 working group was the development of a point-to-multi-point (PMP) wireless network access using a line-of-sight (LOS) channel between 10 and 66 GHz with an average bandwidth performance of 70 Mbps and a cell coverage of 50 km. Thus, it was basically developed to provide a wireless connection between buildings using exterior antennas and a baseband radio station by replacing a cable modem network and digital subscriber lines (DSL) in an urban area [4].

In December, 2005, the IEEE ratified the 802.16e amendment [5]. This amendment included new features and attributes such as scalable OFDM, multiple inputs and multiple outputs (MIMO), and power management scenarios using idle and sleep modes, in order to support seamless mobile connectivity of the WiMAX system, which is called mobile WiMAX [9]. Thus, the coverage of the WiMAX system was extended to personal hand-held mobile devices. For better propagation properties of the wireless channel, mobile WiMAX systems focus on several frequency bands, ranging from 2 to 11 GHz, and Table 1.2 shows the initial mobile WiMAX certification profiles in the 2.3, 2.5, 3.3, and 3.5 GHz bands [8, 9]. Some important features of the mobile WiMAX system are as follows [4, 5, 8, 9, 48]:

- Scalable OFDM: The mobile WiMAX system can easily scale its channel bandwidth by flexibly selecting available subcarriers.

- Subchannelization: The available subcarriers can be divided into several groups to enhance range performance and to increase the battery efficiency for the mobile WiMAX devices.

- Advanced antenna technique: The WiMAX system supports multiple-inputs and multiple-outputs, including space-time coding, spatial multiplexing, phased array beam-forming, etc.

- Power-saving management: In order to extend the battery life of the hand-held mobile WiMAX devices, the mobile WiMAX system has three different classes
Table 1.2: Mobile WiMAX initial certification profiles [8]

<table>
<thead>
<tr>
<th>Frequency Band</th>
<th>Channel Bandwidth</th>
<th>Duplexing</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3 ~ 2.4 GHz</td>
<td>5 MHz</td>
<td>TDD(^1)</td>
</tr>
<tr>
<td></td>
<td>10 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>8.75 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>2.305 ~ 2.320 GHz</td>
<td>3.5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>2.345 ~ 2.360 GHz</td>
<td>5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>10 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>2.496 ~ 2.690 GHz</td>
<td>5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>10 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>3.3 ~ 3.4 GHz</td>
<td>5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>7 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>10 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>3.4 ~ 3.8 GHz</td>
<td>5 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>3.4 ~ 3.6 GHz</td>
<td>7 MHz</td>
<td>TDD</td>
</tr>
<tr>
<td>3.6 ~ 3.8 GHz</td>
<td>10 MHz</td>
<td>TDD</td>
</tr>
</tbody>
</table>

\(^1\)Time-division duplexing.

of power-saving schemes.

- Various duplexing types: All the initial certification profiles in Table 1.2 support time-division duplexing (TDD) only, but frequency-division duplexing (FDD) as well as half-duplex FDD is also supported for the fixed WiMAX applications.

- Advanced security: The WiMAX system uses the advanced encryption standard (AES) and the extensible authentication protocol (EAP) to support secured private data services.

- Quality-of-service (QoS): Based on the connection-oriented protocol, the WiMAX system supports constant/variable bit rates, and real/non-real time traffic for various data types.

Among lots of salient features of the WiMAX system, the most important ones are scalable OFDM and subchannelization techniques. We will discuss the details of scalable OFDM and subchannelization now.
1.3.1 Scalable Orthogonal Frequency Division Multiplexing Signal with Subchannelization

An OFDM symbol consists of modulated subcarriers, which are mutually orthogonal within one symbol period. The complex baseband OFDM symbol, denoted by $\tilde{s}(t)$, can be represented by

$$\tilde{s}(t) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} A_k \exp \left( j2\pi \left[ k - \frac{(N - 1)\pi}{2T_S} \right] t \right)$$

(1.1)

where $A_k$ is the complex data of the $k$th subcarrier and $N$ and $T_S$ denote the total number of subcarriers and the OFDM symbol period [49, 50]. With the help of a long symbol duration of the subcarrier, the OFDM signal becomes less susceptible to the inter-symbol interference (ISI) problem in a multi-path fading channel. Thus, the OFDM technique helps the WiMAX system to robustly operate in the non-line-of-sight (NLOS) wireless conditions of an urban area.

An OFDM symbol is made up of a bunch of subcarriers. There are three different types of subcarriers [4, 5, 8, 9]:

1. Data subcarriers: For data transmission
2. Pilot subcarriers: For various estimation purposes
3. Null subcarriers: No signal transmission for guard bands and DC subcarrier

Figure 1.4 (a) shows an OFDM symbol with three different types of subcarriers. Moreover, the available subcarriers can be divided into several groups, called subchannelization, as shown in Fig. 1.4 (b).

The mobile WiMAX system is based on scalable OFDM, which supports variable bandwidth by adjusting the fast Fourier transform (FFT) size. Note that the subcarrier frequency spacing is fixed at 10.94 kHz in mobile WiMAX scalable OFDM. The scalable OFDM parameters are listed in Table 1.3.

Since the OFDM signal is based on the orthogonality of the subcarriers, any frequency instability due to the phase noise and Doppler shift can possibly degrade receiver
Figure 1.4: (a) OFDM symbol subcarrier description [4, 5], (b) OFDM symbol sub-channelization (three subchannelizations example) [4, 5].
Table 1.3: Parameters used in mobile WiMAX scalable OFDM [8,9]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Channel Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bandwidth (MHz)</td>
<td>1.25, 5, 10, 20</td>
</tr>
<tr>
<td>FFT size</td>
<td>128, 512, 1024, 2048</td>
</tr>
<tr>
<td>Number of data subcarriers¹</td>
<td>72, 360, 720, 1440</td>
</tr>
<tr>
<td>Number of pilot subcarriers¹</td>
<td>12, 60, 120, 240</td>
</tr>
<tr>
<td>Number of guardband subcarriers¹</td>
<td>44, 92, 184, 368</td>
</tr>
<tr>
<td>Sample rate (MHz)</td>
<td>1.4, 5.6, 11.2, 22.4</td>
</tr>
<tr>
<td>Subcarrier frequency spacing (kHz)</td>
<td>10.94</td>
</tr>
<tr>
<td>Useful symbol time (µs)</td>
<td>91.4</td>
</tr>
<tr>
<td>Guard time (µs)</td>
<td>11.4</td>
</tr>
<tr>
<td>OFDM symbol duration (µs)</td>
<td>102.9</td>
</tr>
<tr>
<td>Number of OFDM symbol in 5 ms frame</td>
<td>48</td>
</tr>
</tbody>
</table>

¹The mobile WiMAX subcarrier distribution for downlink partial usage of subcarriers.

performance. Another drawback of the OFDM signal is its high peak-to-average power ratio (PAPR), causing power management problems [51–55].

1.4 IEEE 802.22 System

In May 2004, a notice of proposed rulemaking (NPRM) was issued by the FCC [56]. It proposed to utilize unoccupied TV bands by license-exempt wireless devices to increase spectral efficiency as well as to promote broadband wireless service. Many portions of the frequency bands primarily assigned to the TV broadcasting services were underutilized [57, 58]. Also, explosive growth of Wi-Fi market using unlicensed ISM band at 2 GHz and national information infrastructure (UNII) bands at 5 GHz motivated the FCC to consider more frequency bands for unlicensed usage [13, 59]. However, there was serious debate on the potential interference problems caused by unlicensed devices. Incumbent TV broadcasters generally opposed the FCC notice allowing interfering mobile devices to operate in the same frequency bands.

The FCC released its order allowing unlicensed wireless devices to operate in unoccupied TV channels between 2 and 51 except channels 3, 4, and 37 in Nov. 2008 [31]. In particular, approximately 200 MHz of bandwidth from 500 to 700 MHz, spanning
the TV channels between 21 and 51 (except channel 37), is now available for personal portable devices [31]. The available frequency bands may be extended to 41 ~ 910 MHz, and cover variable channel bandwidths from 6 to 8 MHz, in order to meet international regulations [13]. However, the very strict sense of non-interfering operation for unlicensed devices has been adopted to protect the primary users such as TV broadcasting services and wireless microphones [31].

The IEEE 802.22 working group was formed in October 2004, and has been developing a world-wide CR-based air interface standard for wireless regional area networks (WRANs) using the TV bands [13, 60]. Using longer propagation and better penetration wave properties in the very high frequency (VHF) and ultra high frequency (UHF) bands, the IEEE 802.22 working group is pursuing wide wireless coverage range of up to 100 km, so that the most suitable application of the IEEE 802.22 system is broadband wireless service in less-populated or less-developed areas, with comparable performance to the existing cabled network services [11, 13, 58, 61–63].

The ongoing standard in the IEEE 802.22 working group has lots of similar aspects and techniques with the WiMAX system in Section 1.3. The major difference of the IEEE 802.22 system from the WiMAX system is the stringent interference control protocols represented by the incorporated CR techniques such as dynamic spectrum sensing, detection and avoidance (DAA), dynamic frequency selection (DFS), spectrum management schemes, etc [13, 64]. A CR device operating in the TV bands should not interfere with the primary signals such as digital/analog TV and wireless microphone signals. Table 1.4 lists the key detection parameters accepted in the IEEE 802.22 standard, which are based on the DFS model for 5 GHz bands by the FCC [13, 63, 65].

An IEEE 802.22 CR device must coexist with commercial TV systems. The presence of a strong adjacent TV signal is one of the challenging characteristics of the IEEE 802.22 system. A signal transmitted by a nearby TV station can be so strong that a level of -8 dBm is suggested in terms of the receiver blocking level [66]. However, the minimum detectable CR signal level can be as weak as -102 dBm [66]. Thus, the required dynamic range, more than 90 dB, of the receiver puts a heavy burden on the receiver design to process a weak desired signal simultaneously with a strong TV signal. Therefore, an interference suppression filtering technique is highly desired to suppress
Table 1.4: Detection parameters for the IEEE 802.22 system

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value for Wireless Microphones</th>
<th>Value for TV Broadcasting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel detection time</td>
<td>≤ 2 second</td>
<td>≤ 2 second</td>
</tr>
<tr>
<td>Detection Threshold</td>
<td>-107 dBm over 200 kHz</td>
<td>-116 dBm over 6 MHz</td>
</tr>
<tr>
<td>Probability missed detection</td>
<td>≤ 0.1</td>
<td>≤ 0.1</td>
</tr>
<tr>
<td>Probability false alarm</td>
<td>≤ 0.1</td>
<td>≤ 0.1</td>
</tr>
<tr>
<td>Channel setup/closing time</td>
<td>0.1 second</td>
<td>0.1 second</td>
</tr>
<tr>
<td>Channel moving time</td>
<td>2 second</td>
<td>2 second</td>
</tr>
</tbody>
</table>

the adjacent strong TV signals. There are four popular RF filter types.

1. Surface acoustic wave filters [67–72]: A surface acoustic wave (SAW) device is an electromechanical device which uses the piezoelectric effect of non conductive crystal or ceramic materials. SAW devices generally consist of a pair of interdigital transducers (IDTs) deposited on a piezoelectric substrate. The input IDT converts the electrical signals to mechanical acoustic waves, and the paired IDT receives the propagated acoustic waves and converts them to the corresponding electrical signals. The frequency selectivity of the SAW devices occurs through the energy conversions between the electrical input/output signals and intermediate state mechanical acoustic waves, which are related to the shape and geometry of the IDTs as well as the piezoelectric materials. This frequency selectivity is easily comparable to more than a hundred-pole LC-type network. Therefore, SAW devices are widely used in high performance filter networks in the tens or hundreds MHz frequency range. The harmonic mode operation is exploited in the GHz–range SAW filter applications. Besides its excellent frequency selectivity, SAW devices can be mass produced in compact volume with high reliability.

2. Microelectromechanical system filters [73–80]: Microelectromechanical systems (MEMS) is the technology of integrating mechanical and electrical elements using micro-scale fabrication processes. The major applications can be found in various sensor networks, biological microfluidics, fiber optical components, and wireless RF electronics. In signal processing, a MEMS device shows excellent properties with low loss, high linearity, and the high power handling. The MEMS
filters, built with MEMS resonators, MEMS switches, and capacitive networks, can achieve a wide tuning range with a high quality factor, low insertion loss and high linearity in 0.1 to 10 GHz applications. However, there are some disadvantages of the MEMS filter. Special packaging, separate fabrication processes, and low reliability are generally critical issues in MEMS applications.

3. Distributed element filters [81–86]: A distributed element filter is a type of filter which uses geometric structures instead of the lumped elements such as resistors, capacitors, and inductors to build the desired frequency responses. As the operating frequency goes up, the size of lumped elements is too big, and becomes comparable to the operating wavelength. Therefore, lumped-element implementation is not realistic. In distributed element filters, all the required impedances are acquired by the distributed elements such as a transmission line, and their connections are described by the distributed network theory. Since distributed element filters have multiple passbands, unless carefully controlled, the spurious passbands can introduce interference. Distributed element filters can be categorized into three different types, transmission line filters, waveguide filters, and dielectric resonator filters, and each filter type has lots of different implementations for different frequency responses. In general, distributed element filters show low insertion loss and high power handling ability, but they are often bulky and difficult to integrate with other circuit components.

4. Active filters [87–94]: An active filter means an analog-type filter distinguished by the active components such as an operational amplifier (OPAMP) or an operational transconductance amplifier (OTA). From the desired filter response, the required transfer function can be derived using the well-known functions such as Butterworth, Chebyshev, Elliptic, and Bessel polynomials. Then, the transfer function is embodied by the combination of first and second order structures. There are lots of different types of the first and second order implementations, such as Ackerberg-Mossberg, Sallen-Key, Tow-Thomas, Delyiannis-Friend, etc. With the help of active components, an active filter can get any arbitrary transfer function with an inductor-less network, as well as signal gain. In addition, the resistors can be replaced by a switched-capacitor pair [95–97]. Therefore, the active
filter network is favorable to integrated circuit (IC) implementations. Moreover, it is easily tunable by controlling active components. However, the active filter networks suffer from limited dynamic range, high power consumption, high sensitivity to components and temperature variation. Also, the gain drop of the active components limits high-frequency operation.

1.5 Dissertation Overview

This dissertation mainly focuses on the detection and local oscillator phase noise problems in cognitive radio systems. Due to the large bandwidth of a UWB signal, a CR-based UWB device needs to avoid interference problems with primary users, such as the WiMAX system in the 3 GHz bands. The detection technique using a radiated LO leakage can be useful for a short range communication system, such as the UWB system. Local oscillator phase noise of the detector interacts with an adjacent channel signal, and possibly degrades the detection sensitivity. Accurate analysis can show the underlying mechanism and be useful to estimate the performance degradation due to the resulting in-band interference. The phase noise problem is applied to the CR device operation in the TV bands, where a strong TV signal can desensitize CR devices. A tunable RF filter for interference suppression is presented using a balanced passive complex mixer and a frequency dependent load.

Chapter 2 proposes a mobile terminal detection technique by measuring the low-level leakage signal from a nearby mobile terminal local oscillator. The probabilities of false alarm and missed detection are derived to quantify the detection performance. The technique provides higher sensitivity than a radiometer, and is more robust to estimation error if the power spectral density of the ambient noise is unknown. Systematic limitations on the detection performance are investigated.

Chapter 3 investigates the effects of local oscillator phase noise of a CR-based UWB device on detecting a nearby WiMAX mobile terminal. Spectrum broadening due to the LO phase noise interaction through a multiplier is analyzed, and applied to the situation where the detector receives a significant adjacent channel signal. Accurate expressions for the resulting in-band interference are presented for the adjacent channel
WiMAX signal. The effects of the in-band interference on the detection performance are evaluated with the probabilities of false alarm and missed detection.

Chapter 4 presents a tunable RF notch as well as bandpass filters for interference suppression applications, using a balanced passive complex mixer and a frequency dependent load. The circuit has very wide dynamic range and zero dc-power consumption, and is designed for cognitive radio applications in the IEEE 802.22 system where a strong TV signal can degrade the receiver performance by interacting with local oscillator phase noise.

Chapter 5 concludes the dissertation.
Chapter 2

Mobile Terminal Detection Technique for UWB/WiMAX Coexistence

2.1 Introduction

In 2002, the FCC authorized the unlicensed use of the frequency band from 3.1 to 10.6 GHz for ultra wide-band (UWB) systems [2]. UWB technology can be characterized by its short range of 10 m, low effective isotropic radiation power (EIRP) of -41.25 dBm/MHz, and wide signal bandwidth, as explained in Section 1.2. Since a UWB signal occupies a large bandwidth, its spectrum will likely overlay those of other users, and so an active detection method is necessary to minimize potential interference problems. Even though the spectral mask for the UWB system in Fig. 1.2 was proposed by the FCC to prevent the primary users, the detected UWB signal by a nearby mobile terminal (MT) can be strong enough to create serious interference problems. For instance, the UWB signal power of about -80 dBm over 5 MHz bandwidth at 3 GHz bands is possible if a nearby MT is located 1 m away from the UWB device. This detected UWB signal is about 10 ~ 20 dB higher than the typical minimum detectable signal (MDS) levels in modern wireless systems.

Worldwide interoperability for microwave access (WiMAX), based on the IEEE 802.16 standard [4], is one of the wireless systems that are expected to share the frequency spectrum with UWB devices, as explained in Section 1.3. In 2005, the IEEE
ratified the 802.16e amendment [5]. This amendment included additional features and attributes to support mobility. The most likely frequencies for mobile WiMAX system are the licensed spectrum bands at 2.3, 2.5, 3.3, and 3.5 GHz [9]. Therefore, the mobile WiMAX system in the 3 GHz frequency band is quite susceptible to potential interference from UWB devices.

This chapter describes an MT detection method utilizing the local oscillator (LO) leakage from a nearby WiMAX MT to avoid the situation where both a WiMAX MT and a UWB device are accessing the same frequency at the same time. An existing application of LO leakage detection is found in [98, 99]. In [98], the LO leakage of a TV receiver is used to detect unlicensed TV viewers. In [99], detecting the LO leakage is used to enable spectrum sharing between a TV and a CR, where the sensor continuously scans the spectrum a TV receiver is tuned to, and then transmits that information to the CR system. In this chapter, we consider direct detection of the LO leakage between mobile terminals. Section 2.2 describes the detection environment, and employs a detection technique using the discrete Fourier transform (DFT). In Section 2.3, we compare the DFT-based detection technique with a radiometer. Section 2.4 investigates several systematic limitations and available remedies to alleviate the performance degradation. The conclusions of this chapter are presented in Section 2.5.

2.2 Mobile Terminal Detection Using Discrete Fourier Transform

In this section, we first outline the detection environment between UWB and WiMAX systems, and then propose a DFT-based detection technique. The performance is described by the probabilities of false alarm ($P_{FA}$) and missed detection ($P_{MD}$). The unified equations for the desired $P_{FA}$ and $P_{MD}$ are presented.

2.2.1 Detection Environment

Once a WiMAX channel is set up, there are two synchronized wireless connections — uplink and downlink — between a WiMAX access point (AP) and a WiMAX
Figure 2.1: Typical coexistence situation where a WiMAX MT is inside the UWB interference range
Table 2.1: Measured LO Leakage Signal Power at the Antenna Port

<table>
<thead>
<tr>
<th>Wi-Fi Device #1</th>
<th>-72 dBm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wi-Fi Device #2</td>
<td>-81 dBm</td>
</tr>
<tr>
<td>Wi-Fi Device #3</td>
<td>-85 dBm</td>
</tr>
<tr>
<td>Wi-Fi Device #4</td>
<td>-90 dBm</td>
</tr>
</tbody>
</table>

MT. Both connections are useful for a UWB device to detect the presence of a WiMAX MT. However, there will be a potential interference problem with an unsynchronized WiMAX MT which does not have a stable wireless connection with a WiMAX AP. The transmitted UWB signal can be harmful for an unsynchronized WiMAX MT in the sense of preventing it from receiving a signal from a WiMAX AP. Therefore, a UWB device also needs a method to detect a nearby unsynchronized WiMAX MT, which is within its interference range. The unsynchronized condition can occur when an MT awakens from the unavailable interval in either sleep or idle mode, or when an MT enters or registers with the network [5, 9].

As shown in Fig. 2.1, the proposed detection technique utilizes the LO leakage from a nearby unsynchronized WiMAX MT. An unsynchronized WiMAX MT continuously scans the possible downlink channels until it establishes a stable synchronized wireless connection with a WiMAX AP [4, 5]. A small portion of the WiMAX MT receiver LO signal leaks to the antenna and radiates when it is scanning. A UWB detector can use this LO leakage to determine the presence of a nearby MT receiver. The received LO leakage is generally very weak, and so the sensitivity of the UWB detector is a great concern. Typically, an LO leakage power of -90 to -70 dBm at the WiMAX MT receiver antenna port is expected by considering the reverse isolation of the receiver front-end RF sections [100, 101], and a path loss of 60 to 80 dB for 10 m distance is expected in an indoor environment [12, 102]. The LO leakage powers were measured at the antenna ports for some typical, off-the-shelf, Wi-Fi devices, and found to lie between -90 and -72 dBm, as shown in Table 2.1.

In order to avoid DC offset, flicker noise, and even-order distortion problems, a low-IF architecture for a WiMAX receiver was proposed [103, 104]. However, the WiMAX OFDM signal does not transmit any data using the DC subcarrier, as shown in Fig. 1.4, and also the excellent performance in integration and power saving makes
direct conversion architecture more attractive [105–111]. Moreover, the multi-band and multi-standard receiver highly favors a direct conversion architecture to combine separate receiver path [108–111]. Therefore, a direct conversion type receiver will be predominant for future hand-held devices. The proposed detection technique will be most effective when the WiMAX receiver employs a direct conversion type receiver. Since the frequency of the WiMAX receiver LO is centered at the corresponding WiMAX downlink channel, a UWB detector can directly map the spectrum information of the captured LO leakage to the channel the WiMAX MT listens to. In case the WiMAX MT device utilizes a heterodyne receiver, then the intermediate frequency (IF) must be known \textit{a priori} to estimate the frequency of the LO leakage signal.

As a simplified detector architecture, Fig. 2.2 shows a heterodyne receiver, which removes the frequency ambiguity between the received WiMAX MT LO leakage and the UWB detector’s own LO leakage. The signal in the IF band is downconverted to baseband via quadrature mixing in Fig. 2.2.

2.2.2 Magnitude Response of the Discrete Fourier Transformation

The received signal at the UWB antenna, \( r(t) \), can be described by one of the following two hypotheses:

\[
H_0 : r(t) = n_W(t) \\ \text{(2.1a)}
\]

or

\[
H_1 : r(t) = s_L(t) + n_W(t) \\ \text{(2.1b)}
\]

where \( s_L(t) \) and \( n_W(t) \) denote the received LO leakage from a nearby unsynchronized WiMAX MT and an AWGN, respectively. The detector downconverts \( r(t) \) to baseband, and performs a DFT, as shown in Fig. 2.2. The gain of the receiver path from the antenna to baseband in unity, and the narrowband intermediate frequency filter (IFF) defines the bandwidth of the detector. We use an ideal rectangular filter responses for simplicity of analysis. However, we will compare the resulting system performance with the performance when the lowpass equivalent of the IFF is implemented by a 10th order Chebyshev lowpass filter with 100 kHz bandwidth and 0.5 dB passband ripple [87, 88].
Figure 2.2: Proposed detector architecture. The blocks IRF, IFF, LPF, and ADC denote the image rejection filter, intermediate frequency filter, lowpass filter, and analog-to-digital converter, respectively.
The received LO leakage at a CR-based UWB MT, denoted by \( s_L(t) \), is an unmodulated frequency tone, and can be written as

\[
s_L(t) = A_L \cos(\omega_L t + \theta_L)
\]

where \( A_L, \omega_L, \) and \( \theta_L \) denote the amplitude, frequency, and arbitrary random phase of the received LO leakage, respectively. After downconverting and sampling, the baseband discrete sequence of the received LO leakage, denoted by \( s_D[m] \), is described by

\[
s_D[m] = A_L \exp(j[2\pi f_D m + \theta_D]), \quad m \in [0, M - 1]
\]

where \( M \) denotes the number of samples. The discrete-time frequency, \( f_D \), is the ratio of the frequency of the baseband LO leakage to the sampling frequency. The uniformly distributed random phase, \( \theta_D \), accounts for an arbitrary phase mismatch between the received LO leakage and the UWB detector’s LO signals.

The baseband discrete sequence of the received noise signal, denoted by \( n_D[m] \), can be described by

\[
n_D[m] = n_1[m] + jn_2[m], \quad m \in [0, M - 1]
\]

where \( n_1[m] \) and \( n_2[m] \) are independent zero-mean Gaussian discrete random processes with variance of \( \sigma_n^2 \). If \( n_1[m] \) and \( n_2[m] \) result from Nyquist-rate sampling of their continuous-time counterparts, the \( M \) samples of both \( n_1[m] \) and \( n_2[m] \) are independent [112].

Let \( S[k] \) and \( N[k] \) be the \( M \)-point DFT responses to \( s_D[m] \) and \( n_D[m] \), respectively. With this model, under hypothesis \( H_0 \), the probability density function (PDF) for the magnitude response of \( N[k] \) is given by

\[
f_{|N[k]|}(x) = \frac{x}{M\sigma_n^2} \exp\left(-\frac{x^2}{2M\sigma_n^2}\right).
\]

Under hypothesis \( H_1 \), if we initially assume that the product of \( Mf_D \) is an integer, the signal energy of \( s_D[m] \) is accumulated at one frequency bin, say the \( k^{th} \). Then, the PDF for the magnitude response of \( S[k] + N[k] \) is given by

\[
f_{|S[k]+N[k]|}(x) = \frac{x}{M\sigma_n^2} \exp\left(-\frac{x^2 + (A_L M)^2}{2M\sigma_n^2}\right) I_0\left(\frac{A_L x}{\sigma_n^2}\right)
\]

where \( I_y \) is the modified Bessel function of the first kind and order \( y \) [113].
2.2.3 Detector Performance

A false alarm occurs when only noise is present at the input, but at least one of the DFT outputs exceeds a pre-determined decision threshold. In a particular frequency bin, whose density is given by (2.5), the probability $P_C$ that its magnitude response does not exceed the threshold is given by

$$P_C = 1 - \exp \left( -\frac{D_{TH}^2}{2M\sigma_n^2} \right)$$  \hspace{1cm} (2.7)

where $D_{TH}$ denotes the pre-determined decision threshold. Then, $P_{FA}$ for $M$ frequency bins is given by

$$P_{FA} = 1 - (P_C)^M = 1 - \left[ 1 - \exp \left( -\frac{R_{TH}}{M} \right) \right]^M$$  \hspace{1cm} (2.8)

where $R_{TH}$ is the power ratio between $D_{TH}$ and the baseband noise (i.e., $R_{TH} = D_{TH}^2 / 2\sigma_n^2$). Figure 2.3 shows the $P_{FA}$ variation with $R_{TH}$ for different values of $M$. The $P_{FA}$ simulation results using the 10th order Chebyshev lowpass filter are compared with the analytical result in (2.8), and good agreement can be observed in Fig. 2.3.

On the other hand, a missed detection occurs when there is an LO leakage at the input, but all of the DFT magnitude responses are below the pre-determined decision threshold. For the frequency bin corresponding to $f_D$, whose density is given by (2.6), the error probability $P_{E(f_D)}$ that its magnitude response does not exceed the threshold is given by

$$P_{E(f_D)} = 1 - Q \left( \sqrt{2M\lambda}, \sqrt{\frac{2R_{TH}}{M}} \right)$$  \hspace{1cm} (2.9)

where $Q$ indicates the Marcum Q-function [113], and $\lambda$ is the input signal-to-noise ratio (SNR), given by

$$\lambda = \frac{A_l^2}{2\sigma_n^2}$$  \hspace{1cm} (2.10)

For the other $M - 1$ frequency bins, the error probability, denoted by $P_E$, is the same as
Figure 2.3: Probability of false alarm. The quantity $M$ denotes the number of samples.
Combining (2.7) and (2.9), the $P_{MD}$ for $M$ frequency bins is given by

$$ P_{MD} = (P_E)^{M-1} \times P_{E(fg)} $$

$$ = \left[ 1 - \exp \left( -\frac{R_{TH}}{M} \right) \right]^{M-1} \left[ 1 - Q \left( \sqrt{2M\lambda}, \sqrt{\frac{2R_{TH}}{M}} \right) \right]. \quad (2.11) $$

Figure 2.4 shows the $P_{MD}$ variation with input SNR for different combinations of $M$ and $R_{TH}$. The $P_{MD}$ simulation results using the 10th order chebyshev lowpass filter are compared with the analytical result in (2.11), and again good agreement can be observed in Fig. 2.4.

From (2.8), the required decision threshold for a desired $P_{FA}$ is given by

$$ D_{TH(req)} = \sqrt{-2M\sigma_n^2 \ln \left[ 1 - (1 - P_{FA(des)})^{\frac{1}{M}} \right]}. \quad (2.12) $$

Using (2.12) in (2.11), $P_{MD}$ can be related to the desired $P_{FA}$ by

$$ P_{MD} = \left[ 1 - P_{FA(des)} \right]^{M-1} \left[ 1 - Q \left( \sqrt{2M\lambda}, \sqrt{-2\ln \left[ 1 - (1 - P_{FA(des)})^{\frac{1}{M}} \right]} \right) \right]. \quad (2.13) $$

For a large $M$ and a small desired $P_{FA}$, (2.13) can be approximated as

$$ P_{MD} \approx 1 - Q \left( \sqrt{2M\lambda}, \sqrt{-2\ln \left[ 1 - (1 - P_{FA(des)})^{\frac{1}{M}} \right]} \right). \quad (2.14) $$

As expected, $P_{MD}$ is dominated by the input SNR. As shown in Fig. 2.5, the proposed detection technique requires samples from $2^{10}$ to $2^{23}$ to simultaneously satisfy the desired $P_{FA}$ and $P_{MD}$ of $10^{-2}$ to $10^{-6}$ for a detection range of 10 m, 5 dB noise figure of the receiver, and 200 kHz IFF bandwidth. The free space path loss of a 3.5 GHz LO leakage is used to generate the received leakage signal power in Fig. 2.5.

**2.3 Comparison with Radiometer Detection**

In this section, we compare a radiometer with the detector presented in Section 2.2.
Figure 2.4: Probability of missed detection. The quantities $M$ and $R_{TH}$ denote the number of samples and the power ratio between the pre-determined decision threshold and baseband noise, respectively.
Figure 2.5: Required number of samples for the detection of the leakage signal from a WiMAX at 10 m distance, assuming the free space path loss of a 3.5 GHz LO leakage signal, 5 dB noise figure of the receiver, and 200 kHz bandwidth of the intermediate frequency filter.
2.3.1 Detector Sensitivity

The performance of a radiometer is well established [6, 39, 40]. As shown in Fig. 2.6, a typical radiometer consists of a bandpass filter (BPF) followed by a square-law device and a finite time integrator. We assume that the BPF has an ideal rectangular frequency response with a magnitude of unity and a bandwidth of $B$ Hz.

Under hypothesis $H_0$, the output of the integrator, $g_0(T)$, over the interval $(0, T)$ is approximated as being Gaussian [39]. That is

$$g_0(T) \sim \mathcal{N}\left(\eta_0 M, \eta_0^2 M\right)$$

(2.15)

where $\eta_0$ denotes the single-sided PSD of the AWGN. The number of samples, $M$, is equivalent to the integer part of the product of $T B$, based on the Nyquist rate sampling theorem. Thus, for a given threshold level of $D_{TH}$, $P_{FA}$ is given by [39]

$$P_{FA} = \phi \left( \frac{-D_{TH} - \eta_0 M}{\sqrt{\eta_0^2 M}} \right)$$

(2.16)

where $\phi(x)$ indicates the cumulative distribution function for a normalized Gaussian random variable [113].

Under hypothesis $H_1$, the received LO leakage, given by (2.2), passes through the BPF without any attenuation. Then, the output of the integrator, $g_1(T)$, is given by [39]

$$g_1(T) \sim \mathcal{N}\left(\eta_0 (1 + \lambda) M, \eta_0^2 (1 + 2\lambda) M\right),$$

(2.17)
and $P_{MD}$ is given by \[39\]

\[ P_{MD} = \phi \left( \frac{D_{TH} - \eta_0 (1 + \lambda) M}{\sqrt{\eta_0^2 (1 + 2\lambda) M}} \right). \]  

(2.18)

Combining (2.16) and (2.18), for the desired $P_{FA}$, we have

\[ P_{MD} = \phi \left( -\phi^{-1} \left( P_{FA(des)} \right) + \lambda \sqrt{M} \right). \]  

(2.19)

Comparing (2.13) with (2.19), Fig. 2.7 shows the required $M$ for the DFT-based detector and the radiometer to simultaneously satisfy the desired $P_{FA}$ and $P_{MD}$ for the same system bandwidth of 200 kHz. The superior sensitivity of the DFT-based detector for low SNR input aids the detection of the weak LO leakage. Another useful method to assess the detection sensitivity is the receiver operating characteristic (ROC) curve, which displays the probability of detection ($P_D$) versus $P_{FA}$. Figure 2.8 compares the ROC curves of the radiometer and the DFT-based detector.

### 2.3.2 Detector Sensitivity to Noise Uncertainty

The detection performance of the radiometer, given by (2.16) and (2.18), can be limited if the PSD of the ambient noise, $\eta_0$, is unknown \[6, 40, 42\]. In order to quantify the effect of the estimation error, we take the approach of \[40\], and assume that the estimate $\hat{\eta}_0$ can be upper and lower bounded by

\[ (1 - \epsilon_1) \eta_0 \leq \hat{\eta}_0 \leq (1 + \epsilon_2) \eta_0 \]  

(2.20)

where the boundary uncertainties $\epsilon_1$ and $\epsilon_2$ are given by [40]

\[ 0 \leq \epsilon_1 < 1 \]  

(2.21)

\[ 0 \leq \epsilon_2 \]  

(2.22)

Given this uncertainty range, the worst case $P_{MD}$ for the desired $P_{FA}$ is given by [40]

\[ P_{MD(worst)} = \phi \left( \frac{\sqrt{M} (U - 1 - \lambda) - U \phi^{-1} (P_{FA(des)})}{\sqrt{1 + 2\lambda}} \right). \]  

(2.23)
Figure 2.7: Required number of samples for the radiometer and DFT-based detector.
Figure 2.8: Receiver operating characteristic curves for the radiometer and DFT-based detector. The quantity $M$ denotes the number of samples.
In (2.23), $U$ denotes the ratio of the peak-to-peak noise uncertainty [40], defined by

$$U = \frac{1 + \epsilon_2}{1 - \epsilon_1} \geq 1. \quad \text{(2.24)}$$

If $\lambda \leq U - 1$, there is a boundary in the $P_{MD(\text{worst})}$ response. This boundary, denoted by $P_{MD(\text{worst})\min}$, indicates the minimum achievable $P_{MD(\text{worst})}$ in (2.23), which cannot be overcome by increasing $M$. The $P_{MD(\text{worst})\min}$ can be found when $\lambda = U - 1$, and is given by

$$P_{MD(\text{worst})\min} = \phi \left( -\frac{U^{-1} (P_{FA(des)}^\prime)}{\sqrt{1 + 2(U - 1)}} \right). \quad \text{(2.25)}$$

Since (2.25) is limited by $U$ and $P_{FA(des)}$, a radiometer cannot simultaneously satisfy both the desired $P_{FA}$ and $P_{MD}$, even with an infinite number of samples, if the desired $P_{MD}$ is smaller than (2.25).

If $\lambda > U - 1$, any $P_{MD(\text{worst})}$ can be achieved for a given $\lambda$ by adjusting $M$ in (2.23). Therefore, in order to simultaneously satisfy both the desired $P_{FA}$ and $P_{MD}$, there is the minimum required $\lambda$, denoted by $SNR_{\min}$ [40], defined by

$$SNR_{\min} = U - 1. \quad \text{(2.26)}$$

Figure 2.9 shows the serious degradation of the radiometer detection sensitivity due to the noise uncertainty. Even with just little noise uncertainty ratio of 0.001 dB, the detection ability is bounded by $SNR_{\min}$ of -37 dB in Fig. 2.9. If the received LO leakage does not satisfy this minimum required SNR, the radiometer may fail to make a correct decision of the presence of a nearby MT.

Now consider the DFT-based detector. Using the same boundary conditions as (2.20), the biased decision threshold for the desired $P_{FA}$ in the DFT-based detector, derived from (2.12), is

$$D_{TH(req)} = \sqrt{-\frac{2\eta_0 M B_{IF}}{1 - \epsilon_1} \ln \left[ 1 - (1 - P_{FA(des)})^{\frac{1}{M}} \right]}. \quad \text{(2.27)}$$

Note that the variance of the noise samples, $\sigma_n^2$, is replaced by $\eta_0 B_{IF}$, where $B_{IF}$ denotes the IFF bandwidth. Using (2.27) in (2.13), the $P_{MD(\text{worst})\min}$ for the DFT-based detector...
Figure 2.9: Effect of the noise uncertainty on the Radiometer [6]. The quantity $U$ denotes the ratio of the peak-to-peak noise uncertainty.
Figure 2.10: Effect of the noise uncertainty on the DFT-based detector. The quantity $U$ denotes the ratio of the peak-to-peak noise uncertainty.

is given by

$$P_{MD(worst)} = \left[1 - \left(1 - (1 - P_{FA(des)})^{\frac{1}{M}}\right)^U\right]^{M-1} \times \left[1 - Q\left(\sqrt{2M\lambda}, \sqrt{-2U\ln \left[1 - (1 - P_{FA(des)})^{\frac{1}{M}}\right]}\right)\right]. \quad (2.28)$$

For a large $M$ and a small desired $P_{FA}$, (2.28) can be approximated as

$$P_{MD(worst), min} \approx 1 - Q\left(\sqrt{2M\lambda}, \sqrt{-2\ln \left[1 - (1 - P_{FA(des)})^{\frac{1}{M}}\right]}\right). \quad (2.29)$$

Figure 2.10 illustrates the required number of samples for the DFT-based detector with different values of $U$. Contrary to the radiometer, the estimation error does not result in any detection limitation for an arbitrary $\lambda$, even though the DFT-based detector requires more samples to overcome the biased decision threshold in (2.29).
The fundamental difference between the radiometer and the DFT-based detector can be explained by the dependence on $M$ of the noise and the signal-plus-noise responses. From (2.15) and (2.17), the expected output of the radiometer integrator increases linearly with $M$. However, for the DFT-based detector, there is a difference in behavior of the magnitude responses of the DFT frequency bins for noise and signal-plus-noise inputs.

From (2.5), the expected DFT magnitude response to noise input is proportional to $\sqrt{M}$ and given by
\[
E [|N[k]|] = \sqrt{\frac{\pi}{2} M \sigma_n^2}.
\]
(2.30)

For the signal-plus-noise input, only one DFT frequency bin carries information about the received LO leakage, assuming the product of $Mf_D$ is an integer. From (2.6), the expected magnitude response of that frequency bin is given by
\[
E [|S[k] + N[k]|] = \sqrt{\frac{\pi}{2} M \sigma_n^2} \left[ 1 + \frac{A_L^2 M}{2\sigma_n^2} \right] I_0 \left( \frac{A_L^2 M}{4\sigma_n^2} \right) \exp \left( -\frac{A_L^2 M}{4\sigma_n^2} \right)
\]
\[+ \sqrt{\frac{\pi}{2} M \sigma_n^2} \left[ \frac{A_L^2 M}{2\sigma_n^2} I_1 \left( \frac{A_L^2 M}{4\sigma_n^2} \right) \right] \exp \left( -\frac{A_L^2 M}{4\sigma_n^2} \right). \]
(2.31)

In (2.31), the modified Bessel function can be approximated for either large $SNR$ or large $M$. For a large $x$, the modified Bessel function can be approximated as [114]
\[
I_y(x) \approx \frac{\exp(x)}{\sqrt{2\pi x}}.
\]
(2.32)

Using (2.32) in (2.31), the expected magnitude response is approximately given by
\[
E [|S[k] + N[k]|] \approx A_L M.
\]
(2.33)

The expected DFT magnitude response for the frequency bin corresponding to $f_D$ increases approximately linearly with $M$, but the biased decision threshold is proportional to $\sqrt{M}$ as shown in (2.27). Therefore, the estimation error of the ambient noise PSD can be overcome by increasing $M$.

### 2.4 Limitations on the Detection Performance

There are several systematic limitations on the detection performance. In this section, those limitations are introduced, and available remedies are investigated.
2.4.1 Frequency Drift of the LO and Minimum Frame Duration of the Mobile WiMAX System

When the decision threshold is pre-determined for the desired $P_{FA}$, $P_{MD}$ becomes a function of the input SNR, $\lambda$, and the number of samples, $M$. Therefore, in (2.14), both $\lambda$ and $M$ should be large enough to detect the weak power of a received LO leakage. The frequency mismatch of the LO signals between the WiMAX MT receiver and the UWB detector places a limit on the minimum detector bandwidth. The bandwidth of the UWB detector should be wide enough to cover this frequency mismatch, but simultaneously as narrow as possible to minimize the noise bandwidth. The frequency instability of the LO signal is a dominant source of the frequency mismatch problem. A typical LO has a frequency accuracy of roughly $\pm10$ ppm [115,116], which corresponds to a frequency uncertainty of 70 kHz for a 3.5 GHz LO. Since the frequency uncertainties for the LO signals of the WiMAX MT receiver and the UWB detector are independent, the bandwidth of the detector should be greater than at least 140 kHz. In addition, any changes in parameters, such as temperature or Doppler frequency shift, during the observation time can result in additional frequency uncertainties. However, those are usually negligible when compared with the frequency instability of LO signals when we consider the required detector bandwidth.

Once the system bandwidth is determined, the UWB detector should use enough samples to satisfy the desired $P_{MD}$ with the low input SNR. From (2.14), it is seen that the required number of samples should vary inversely with the input SNR for a given $P_{MD}$. However, there is a limitation to the available number of samples because the operation of an unsynchronized MT depends on the pre-determined frame pattern in WiMAX system. The minimum value of the pre-determined frame duration is that of two MAC frames, and the maximum is undefined [4,5]. The IEEE 802.16 standard provides frame durations from 2 ms to 20 ms [4,5]. For Mobile WiMAX system, the frame duration of 5 ms is common [9], which corresponds to an $M$ of $10^3$ with a sampling frequency of 200 kHz. Since the pre-determined frame duration cannot be arbitrarily long for a UWB device, the limited observation time can become a system bottleneck. Also, the arbitrary on and off signal pattern of the radiated LO leakage can make the detection more difficult because only a fraction of the samples include the received LO leakage.
The smaller number of effective samples can result in insufficient energy of the LO leakage accumulated in the DFT frequency bin, and so the UWB detector requires a longer observation time than what is expected in Fig. 2.5. Therefore, the co-existence problem requires cooperation between the WiMAX and UWB systems to ensure that either the frame duration is sufficiently long, or the power of the LO leakage is sufficiently strong for a UWB detector to accurately detect the presence of an unsynchronized WiMAX MT.

The variations of the Doppler frequency shift and temperature during the observation time can result in the frequency variation in the DFT responses. These short-time frequency variations are usually negligible in determining the required detector bandwidth. However, they can degrade the detection performance, especially when the required number of samples is large. When the velocity of the WiMAX MT is varying, the variation of the Doppler frequency shift makes the energy of the received LO leakage spread over more than one frequency bin in the DFT response [117]. The degradation of the detection performance depends on the acceleration rate of the WiMAX MT. If the maximum acceptable acceleration rate, denoted by \( R_{\text{ACC}(\text{max})} \), is defined as the acceleration rate which results in the variation of the Doppler frequency shift equal to one frequency step in the DFT response, then \( R_{\text{ACC}(\text{max})} \) is given by

\[
R_{\text{ACC}(\text{max})} = \frac{f_s^2 c}{M^2 f_R} \tag{2.34}
\]

where \( f_s \), \( f_R \), and \( c \) denote the sampling frequency, the frequency of the radiated LO leakage, and the speed of light, respectively. The temperature variation can be examined similarly. If the maximum acceptable temperature coefficient, denoted by \( C_{T(\text{max})} \), is defined as the temperature coefficient which results in the frequency variation of the LO leakage for the given temperature variation equal to one frequency step in the DFT response, then \( C_{T(\text{max})} \) is given by

\[
C_{T(\text{max})} = \frac{f_s^2}{M^2 f_R R_T} \tag{2.35}
\]

where \( R_T \) denotes the temperature variation rate. Figure 2.11 shows the variation of \( R_{\text{ACC}(\text{max})} \) and \( C_{T(\text{max})} \) with \( M \) for \( f_s \) of 200 kHz, \( f_R \) of 3.5 GHz, and \( R_T \) of 2 °C/minute.
<table>
<thead>
<tr>
<th>Number of Samples (M)</th>
<th>2</th>
<th>8</th>
<th>16</th>
<th>24</th>
<th>32</th>
<th>48</th>
<th>64</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Coefficient, ( C_{T(max)} ) [ppm/K]</td>
<td>( 10^{-4} )</td>
<td>( 10^{-2} )</td>
<td>( 10^{0} )</td>
<td>( 10^{2} )</td>
<td>( 10^{4} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceleration Rate, ( R_{ACC(max)} ) [m/s²]</td>
<td>( 10^{0} )</td>
<td>( 10^{2} )</td>
<td>( 10^{4} )</td>
<td>( 10^{6} )</td>
<td>( 10^{8} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.11: Maximum acceptable acceleration rate and temperature coefficient of the WiMAX MT. The quantities \( R_T \), \( f_R \), and \( f_S \) denote the temperature variation rate, the frequency of the radiated LO leakage, and the sampling frequency, respectively.
As the number of samples increases, the detection performance becomes more susceptible to the Doppler frequency shift and temperature variation.

### 2.4.2 Finite DFT Resolution

The probability of missed detection given by (2.11) is valid only when the product \( Mf_D \) is an integer. For a non-integer value of \( Mf_D \) the \( M \)-point DFT responses to \( s_D[m] \) in (2.3) are given by

\[
S[k] = A_L \frac{\sin(\pi(Mf_D - k))}{\sin(\pi(Mf_D - k)/M)} \exp(j\pi(Mf_D - k)(1 - 1/M) + j\theta_D) \tag{2.36}
\]

where \( k \in [0, M - 1] \). The signal energy spreads over all \( M \) frequency bins when the product \( Mf_D \) is not an integer [118]. Then, the PDF for the magnitude response of \( S[k] + N[k] \), under hypothesis \( H_1 \), is given by

\[
f_{|S[k]+N[k]|}(x) = \frac{x}{M\sigma_n^2} \exp \left( -\frac{x^2 + |S[k]|^2}{2M\sigma_n^2} \right) I_0 \left( \frac{|S[k]|x}{M\sigma_n^2} \right). \tag{2.37}
\]

Therefore, the general expression of \( P_{MD} \) for \( M \) frequency bins is given by

\[
P_{MD} = \prod_{k=0}^{M-1} P_E[k] \tag{2.38}
\]

where

\[
P_E[k] = 1 - Q \left( \sqrt{\frac{|S[k]|^2}{M\sigma_n^2}}, \sqrt{\frac{2R_{TH}}{M}} \right). \tag{2.39}
\]

Unlike the \( P_{MD} \) of (2.11), the \( P_{MD} \) of (2.38) is a function of \( Mf_D \), as shown in Fig. 2.12. The worst \( P_{MD} \) degradation is observed when the fractional part of \( Mf_D \) is 0.5, and it is equivalent to an input SNR degradation of approximately 2.5 dB for a \( P_{MD} \) of \( 10^{-3} \). This dependence of \( P_{MD} \) on the product of \( Mf_D \) is inherently due to the finite number of samples in the DFT. This finite number of samples limits the frequency resolution of the DFT responses, and so the signal energy leaks into all \( M \) frequency bins.

The \( P_{MD} \) degradation due to the finite frequency resolution can be improved by augmenting the given \( M \) samples with an all-zero sequence, known as zero-padding.
Figure 2.12: Variation of probability of missed detection for non-integer values of the product of $Mf_D$. The quantities $\alpha$, $M$, $f_D$, and $R_{TH}$ denote an arbitrary integer, the number of samples, the discrete-time frequency, and the power ratio between the predetermined decision threshold and baseband noise, respectively.
Suppose that a sequence of $M$ zeros is appended to $s_D[m]$ in (2.3). Then, the $2M$-point DFT responses to the zero-padded sequence are given by

$$S_{ZP}[k] = A_L \frac{\sin(\pi(2Mf_D - k/2))}{\sin(\pi(2Mf_D - k/2)/M)} \exp\left(j\pi(2Mf_D - k/2)(1 - 1/M) + j\theta_D\right)$$

(2.40)

where $k \in [0, 2M - 1]$. Figure 2.13 shows the peak magnitude variations in the DFT responses with and without the padded zero sequence of length $M$. Since the frequency resolution of the DFT response is doubled, the peak magnitude variation is reduced. In comparing Fig. 2.12 with Fig. 2.13, it can be seen that the degradation of $P_{MD}$ is dominated by the peak magnitude response of the $S[k]$. Since the degradation of the peak magnitude response is mitigated by the appended zero sequence, as shown in Fig. 2.13, the $P_{MD}$ degradation can be mitigated by the appended zero sequence. The worst $P_{MD}$ degradation for the zero-padded sequence is expected when the fractional part of $Mf_D$ is either 0.25 or 0.75. In Fig. 2.14, the $P_{MD}$ simulation results using the 10th order Chebyshev lowpass filter with and without the appended zero sequence of length $M$ are compared with the analytical result in (2.38). It is observed in Fig. 2.14 that the $P_{MD}$ degradation due to a non-integer value of $Mf_D$ is alleviated by the appended zero sequence.

When there is no LO leakage at the input, the $2M$-point DFT responses to the zero-padded noise sequence are given by

$$N_{ZP}[k] = \sum_{m=0}^{M-1} n_D[m] \exp\left(-j\frac{\pi k}{M}m\right), \quad k \in [0, 2M - 1]$$

$$= N_{ZP1}[k] + jN_{ZP2}[k]$$

(2.41)

where $N_{ZP1}[k]$ and $N_{ZP2}[k]$ denote the real and imaginary part of $N_{ZP}[k]$, respectively. The autocorrelation of either $N_{ZP1}[k]$ or $N_{ZP2}[k]$ and the crosscorrelation between $N_{ZP1}[k]$ and $N_{ZP2}[k]$ can be shown to equal

$$R_{N_{ZP1}}[\tau] = R_{N_{ZP2}}[\tau] = \sigma^2 \sum_{m=1}^{M-1} \cos\left(\frac{\pi}{M}m\tau\right)$$

(2.42)
Figure 2.13: Peak magnitude variation with and without the padded zero sequence of length $M$. The quantities $M$ and $f_D$ represent the number of samples and the discrete-time frequency, respectively.
Figure 2.14: Probability of missed detection with and without the padded zero sequence of length $M$. The quantities $\alpha$, $M$, $f_D$, and $R_{TH}$ denote an arbitrary integer, the number of samples, the discrete-time frequency, and the power ratio between the pre-determined decision threshold and baseband noise, respectively.
Figure 2.15: Probability of false alarm with and without the appended zero sequence of length $M$. The quantity $M$ denotes the number of samples

and

$$R_{N_{ZP1}N_{ZP2}}[\tau] = -\sigma_n^2 \sum_{m=1}^{M-1} \sin \left( \frac{\pi}{M} m\tau \right)$$

(2.43)

where $\tau \in [0, 2M - 1]$, respectively. Thus, there are $M$ uncorrelated and $M$ correlated DFT responses among total $2M$-point DFT responses of $N_{ZP}[k]$. In Fig. 2.15, using the 10th order Chebyshev lowpass filter, the $P_{FA}$ simulation results with and without the appended zero sequence of length $M$ are compared. A slight degradation in the $P_{FA}$ simulation results is observed when the zero sequence of length $M$ is appended, and this appears to be due to the additional $M$ frequency bins in (2.41). Therefore, the zero-padding method is effective for reducing the variation in the $P_{MD}$ response, depending on the product of $Mf_D$ at the expense of the slight degradation in $P_{FA}$ response when there is no LO leakage at the input.
2.5 Conclusion

A detection technique has been proposed to identify the presence of nearby unsynchronized WiMAX MT devices within a UWB interference range. The essence of the technique is for the UWB device to sense the incoming LO leakage of an unsynchronized MT that is within the UWB interference range, thus enabling the UWB device to avoid the spectrum of the unsynchronized MT. Both $P_{FA}$ and $P_{MD}$ of the proposed DFT-based UWB detector are derived, and it is shown that there is a tradeoff between $P_{FA}$ and $P_{MD}$ when adjusting the number of samples and the decision threshold. The DFT-based detector is compared with a radiometer, and demonstrated superior performance for the detection of a low-level LO leakage. Cooperation between the WiMAX and UWB systems is recommended to ensure that a UWB device can accurately detect the presence of an unsynchronized WiMAX MT. Lastly, while the detection technique is proposed in the context of UWB, it is also applicable to cognitive radio system, especially for short range data transmission applications.

This chapter has been published and submitted for review in part for the following publications:


Chapter 3

Phase Noise Effects on Signal Detection for UWB/WiMAX Coexistence

3.1 Introduction

The Mobile WiMAX system in the 3 GHz frequency bands is susceptible to potential interference from a UWB device [9]. In order to enhance the coexistence between UWB and WiMAX system, a detection technique utilizing a LO leakage signal coming from a nearby WiMAX MT was presented and analyzed in Chapter 2. However, the power level of the radiated leakage signal is very small. Typically, a leakage signal power level of -90 to -70 dBm is expected at the WiMAX MT receiver antenna port [100,101], and a path loss of 60 to 80 dB for 10 m distance is expected in an indoor environment [12, 102]. Therefore, the detection sensitivity of the UWB detector is of major concern due to the very weak power of the received LO leakage.

The phase noise of the UWB detector LO can degrade the detection sensitivity when a strong adjacent channel WiMAX signal is present. This phenomenon is known as reciprocal mixing [119–123]. In this chapter, we present accurate closed-form expressions for the resulting in-band interference. Section 3.2 analyzes the spectrum broadening due to the receiver LO phase noise for an AWGN environment. The effects of the in-band interference due to the spectrum broadening are estimated for an adjacent channel WiMAX signal in Section 3.3. The conclusions are presented in Section 3.4.
3.2 Spectrum Broadening Due to Local Oscillator Phase Noise Interaction Through a Multiplier

3.2.1 Characteristics of Local Oscillator Phase Noise

For precise frequency as well as phase controls of a LO, a phase-locked loop (PLL) is widely used [115, 116, 120, 124–126]. A PLL is a feedback system which provides a voltage-controlled oscillator (VCO) a correction signal by the amount of the phase deviation it measures. This controlled VCO output signal serves as a LO and is applied to a multiplier.

Figure 3.1 shows the linear time-invariant (LTI) phase-domain model of a PLL under phase-locked condition. Since phase noise of the reference signal is usually very small in a typical operating condition [115, 116, 126], it is assumed that the phase noise of the LO is dominated by that of the VCO. Then, the transfer function for the LO phase noise, denoted by $\phi_{LO}(s)$, is given by

$$\phi_{LO}(s) = \frac{sM_F}{sM_F + K_DK_VF(s)}\phi_{VCO}(s)$$

(3.1)

where $\phi_{VCO}(s)$ denotes the phase domain representation for the VCO phase noise. The quantities $K_D$, $K_V$, and $M_F$ denote the gain of the phase detector, the frequency gain of the VCO, and the division ratio of the frequency divider, respectively. In case a large division ratio is required to generate a RF carrier $\omega_{LO}$ from the low frequency of the reference signal, the effect of the frequency divider on the LO phase noise can be significant. However, an elaborate noise shaping and compensation technique can effectively suppress the noise contribution of the frequency divider [127–130].

From perturbation analysis and stochastic characterization techniques, the phase noise of the VCO can be modeled as the output of an ideal integrator, given by

$$\phi_{VCO}(s) = \frac{n_{VCO}(s)}{s}$$

(3.2)

where $n_{VCO}(s)$ denotes the phase domain representation for the VCO noise source, $n_{VCO}(t)$ [131–133]. If $n_{VCO}(t)$ is a zero-mean white Gaussian random process, then $\phi_{VCO}(t)$ is known as a Wiener process [134–136]. The statistical characteristics of the LO phase noise can be different, depending on the loop filters.
Figure 3.1: The phase domain LTI model of the PLL. The quantity $\phi_{REF}(s)$, $\phi_{VCO}(s)$, and $\phi_{LO}(s)$ represent the phase noise of the reference, VCO, and LO signal in the phase domain, respectively.
First-order Phase-locked Loop

As the simplest PLL, a first-order PLL can be configured without the loop filter (i.e., \( F(s) = 1 \)) [133, 137]. Then, from (3.1), the transfer function of the LO phase noise is given by

\[
\phi_{LO}(s) = \frac{s}{s + W_{PLL}} \phi_{VCO}(s)
\]  

(3.3)

where \( W_{PLL} \) denotes the PLL bandwidth, and is given by

\[
W_{PLL} = \frac{K_D K_V}{M_F}.
\]  

(3.4)

The power spectral density (PSD) of the LO phase noise, from (3.2) and (3.3), using the first-order PLL is given by

\[
S_{\phi_{LO}}(\omega) = \left| \frac{1}{s + W_{PLL}} \right|^2 S_{\phi_{VCO}}(\omega)
\]

\[
= \frac{1}{\omega^2 + \frac{W_{PLL}^2}{\eta_{VCO}^2}} \left( \frac{\eta_{VCO}}{2} \right)
\]  

(3.5)

where \( \eta_{VCO} \) denotes the single-sided PSD of \( n_{VCO}(t) \). Because of the simple structure of the first-order PLL, it has a critical problem due to the lack of a loop filter. Any spurious signals generated by the phase detector directly modulates the VCO, degrading the LO spectral purity seriously.

Second-order Phase-locked Loop

Probably the most popular PLL architecture is the second-order PLL, which can be obtained with the loop filter transfer function of

\[
F(s) = \frac{s + \omega_Z}{s}
\]  

(3.6)

where \( \omega_Z \) denotes the zero of the loop filter, that should be carefully selected to ensure the enough phase margin of the loop stability [119, 120, 124, 133, 137]. Then, from (3.1) and (3.6), the transfer function of the LO phase noise for the second-order PLL is given by

\[
\phi_{LO}(s) = \frac{s^2}{s^2 + 2\zeta_{PLL} W_{PLL} s + W_{PLL}^2} \phi_{VCO}(s)
\]  

(3.7)
where the PLL bandwidth $W_{PLL}$ and the PLL damping ratio $\zeta_{PLL}$ are given by

$$W_{PLL} = \sqrt{\frac{K_D K_V \omega_Z}{M_F}}$$  \hspace{1cm} (3.8)

$$\zeta_{PLL} = \frac{1}{2} \sqrt{\frac{K_D K_V}{M_F \omega_Z}}.$$  \hspace{1cm} (3.9)

The PSD of the LO phase noise for the second-order PLL, obtained by combining (3.2) and (3.7), is given by

$$S_{\phi_{LO}}(\omega) = \left| \frac{s^2}{s^2 + 2\zeta_{PLL} W_{PLL}s + W_{PLL}^2} \right|^2 S_{\phi_{VCO}}(\omega)$$

$$= \frac{\omega^2}{\omega^4 + \omega^2 (4\zeta_{PLL}^2 - 2) W_{PLL}^2 + W_{PLL}^4} \left( \frac{\eta_{VCO}}{2} \right)^2.$$  \hspace{1cm} (3.10)

In the feedback system, a damping ratio of less than the critical damping condition of unity results in the ringing problem in its transient response, and that of greater than unity makes the system suffer from a slow settling response. With the PLL damping ratio $\zeta_{PLL}$ of unity, $S_{\phi_{LO}}(\omega)$ can be approximated as

$$S_{\phi_{LO}}(\omega) \approx \frac{\omega^2}{(\omega^2 + W_{PLL}^2)^2} \left( \frac{\eta_{VCO}}{2} \right).$$  \hspace{1cm} (3.11)

The PSD of the LO phase noise in (3.11) is now applied to the spectrum broadening of the LO phase noise interaction.

### 3.2.2 Spectrum Broadening

As a simplified detector architecture, Fig. 3.2 shows a heterodyne receiver, which removes the frequency overlap between the received WiMAX MT LO leakage and detector’s own LO leakage. We assume that the total gain of the receive path from the antenna to baseband is unity, all the filters have ideal rectangular frequency responses, and the narrowband intermediate frequency filter sets the bandwidth of the detector.

The phase noise of a typical LO signal, $\phi_{LO}(t)$, generally satisfies $|\phi_{LO}(t)| \ll 1$ (i.e., the standard deviation of $\phi_{LO}(t)$ is much less than one radian). Then, the noisy LO signal can be approximated as

$$LO(t) = 2 \cos(\omega_{LO}t + \phi_{LO}(t))$$

$$\approx 2 \cos \omega_{LO}t - 2 \phi_{LO}(t) \sin \omega_{LO}t.$$  \hspace{1cm} (3.12)
Figure 3.2: Heterodyne receiver architecture. All the gain blocks are excluded. The blocks IRF, IFF, LPF, and ADC denote the image-rejection filter, intermediate-frequency filter, lowpass filter, and analog-to-digital converter, respectively. The signals $n(t)$, $i(t)$, and $LO(t)$ represent the additive white Gaussian noise, adjacent channel interference, and local oscillator signal, respectively.
where $\omega_{LO}$ denotes the nominal frequency of the LO signal, and $\omega_{LO}$ is related to the frequency of the received LO leakage, $\omega_{RF}$, by

$$
\omega_{LO} = \omega_{RF} - \omega_{IF} \quad (3.13)
$$

where $\omega_{IF}$ denotes the intermediate frequency of the receiver. Note that these analyses can also be applied to the direct-conversion receiver by setting $\omega_{IF} = 0$.

The frequency response of the front-end image rejection filter (IRF) is shown in Fig. 3.3. Note that $\omega_{RF}$ does not necessarily correspond to the center frequency of the IRF, $\omega_{C}$. At the output of the IRF, the bandpass noise $n_1(t)$ due to an AWGN input, can be written by

$$
n_1(t) = n_C(t) \cos(\omega_{RF}t + \theta_1) - n_S(t) \sin(\omega_{RF}t + \theta_1) \quad (3.14)
$$

where $n_C(t)$, $n_S(t)$, and $\theta_1$ denote the inphase component, quadrature component, and arbitrary random phase of $n_1(t)$, respectively [34]. Since the AWGN is a zero-mean white Gaussian random process, $n_C(t)$ and $n_S(t)$ are also zero-mean Gaussian random processes, but their PSDs are given by

$$
S_{n_C}(\omega) = S_{n_S}(\omega) = \frac{\eta_0}{2} \left[ P_{W_{IRF}}(\omega + \omega_X) + P_{W_{IRF}}(\omega - \omega_X) \right] \quad (3.15)
$$
where $\eta_0$ and $W_{IRF}$ denotes the single-sided PSD of the AWGN and the bandwidth of the IRF, respectively [34]. The frequency $\omega_X$ indicates the frequency difference between $\omega_{RF}$ and $\omega_C$. The pulse function $P_a$ is defined by

$$P_a = \begin{cases} 
1, & -a/2 \leq x \leq a/2 \\
0, & \text{otherwise.}
\end{cases} \quad (3.16)$$

Due to the asymmetric PSD of $n_1(t)$ around $\omega_{RF}$, $n_C(t)$ and $n_S(t)$ are correlated, and so their cross-PSD is given by [34]

$$S_{n_Cn_S}(\omega) = j\eta_0 \frac{1}{2} [P_{W_{IRF}}(\omega - \omega_X) - P_{W_{IRF}}(\omega + \omega_X)]. \quad (3.17)$$

Figure 3.4 illustrates the PSD and cross-PSD of $n_C(t)$ and $n_S(t)$.

The bandpass noise $n_1(t)$ is downconverted by a multiplier. Suppose that $\omega_{LO}$ is sufficiently large so that the double frequency terms after the multiplier are sufficiently suppressed by the IFF. From (3.12) and (3.14), the downconverted noise at IF, denoted by $n_2(t)$, is given by

$$n_2(t) = n_C(t) \cos(\omega_{IF}t + \theta_1) - n_S(t) \sin(\omega_{IF}t + \theta_1)$$

$$+ \phi_{LO}(t) [n_C(t) \sin(\omega_{IF}t + \theta_1) + n_S(t) \cos(\omega_{IF}t + \theta_1)]. \quad (3.18)$$

Then, the complex envelope of $n_2(t)$, denoted by $n_{2E}(t)$, is given by

$$n_{2E}(t) = n_A(t) - jn_B(t) + \phi_{LO}(t) [n_B(t) + jn_A(t)] \quad (3.19)$$

where

$$n_A(t) = n_C(t) \cos \theta_1 - n_S(t) \sin \theta_1 \quad (3.20)$$

$$n_B(t) = n_C(t) \sin \theta_1 + n_S(t) \cos \theta_1. \quad (3.21)$$

Note that $n_A(t)$ and $n_B(t)$ are also zero-mean Gaussian random processes, and their PSD and cross-PSD are identical to (3.15) and (3.17), respectively. We define the LO phase noise related term in $n_{2E}(t)$ as

$$n_{2\phi}(t) = \phi_{LO}(t) [n_B(t) + jn_A(t)]. \quad (3.22)$$
Figure 3.4: (a) PSD of the inphase and quadrature components of $n_1(t)$. (b) Cross-PSD of inphase and quadrature components of $n_1(t)$
Then, the PSD of \( n_{2\phi}(t) \) is given by

\[
S_{n_{2\phi}}(\omega) = \frac{1}{\pi} S_{\phi_{LO}}(\omega) \ast [S_{n_A}(\omega) + j S_{n_{AB}}(\omega)],
\]
(3.23)

since \( \phi_{LO}(t) \) is independent of \( n_A(t) \) and \( n_B(t) \) [34, 113].

The spectrum broadening of the phase noise interaction through a multiplier is now analyzed by comparing the equivalent bandwidths of the complex envelopes for the input and output signals of the multiplier. For a complex random process \( x(t) \), the equivalent bandwidth \( W_x \) can be defined as

\[
W_x = \frac{1}{G_x} \int_{-\infty}^{\infty} S_x(\omega) d\omega
\]
(3.24)

where \( S_x(\omega) \) is the PSD of \( x(t) \) and \( G_x = \max [S_x(\omega)] \) [34]. At the multiplier input, the complex envelope of \( n_1(t) \), denoted by \( n_{1E}(t) \), is given by

\[
n_{1E}(t) = n_C(t) - jn_S(t).
\]
(3.25)

Then, from Fig. 3.4, the equivalent bandwidths of \( n_{1E}(t) \) is \( W_{IRF} \) (i.e., \( W_{n_{1E}} = W_{IRF} \)).

At the multiplier output, the PSD of \( n_{2\phi}(t) \) can be derived by substituting \( S_{\phi_{LO}}(\omega) \) in (3.23) by (3.11), and given by

\[
S_{n_{2\phi}}(\omega) = \frac{\eta_0 \eta_{VCO}}{4\pi W_{PLL}} \left\{ \tan^{-1} \left( \frac{\omega + W_{IRF}/2 + \omega_X}{W_{PLL}} \right) - \tan^{-1} \left( \frac{\omega - W_{IRF}/2 + \omega_X}{W_{PLL}} \right) \right. \\
- \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( \frac{\omega + W_{IRF}/2 + \omega_X}{W_{PLL}} \right) \right] + \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( \frac{\omega - W_{IRF}/2 + \omega_X}{W_{PLL}} \right) \right] \right\}
\]
(3.26)

Therefore, from the definition of the equivalent bandwidth in (3.24), the equivalent bandwidth of \( n_{2\phi}(t) \), denoted by \( W_{n_{2\phi}} \), is given by

\[
W_{n_{2\phi}} = \frac{\pi W_{IRF}}{\text{Denom.}(W_{IRF}, W_{PLL})}
\]
(3.27)

where the denominator function, \( \text{Denom.}(W_{IRF}, W_{PLL}) \), is given by

\[
\text{Denom.}(W_{IRF}, W_{PLL}) = \tan^{-1} \left( 1 + \frac{W_{IRF}}{2W_{PLL}} \right) - \tan^{-1} \left( 1 - \frac{W_{IRF}}{2W_{PLL}} \right) \\
- \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( 1 + \frac{W_{IRF}}{2W_{PLL}} \right) \right] + \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( 1 - \frac{W_{IRF}}{2W_{PLL}} \right) \right]
\]
(3.28)
In general, the bandwidth of the front-end image rejection filter is large enough to cover the whole system band (i.e., $W_{IRF} \gg W_{PLL}$). Then, (3.27) reduces to

$$W_{n2\phi} \approx \frac{\pi W_{IRF}^2}{\pi W_{IRF} - 8W_{PLL}}$$

(3.29)

using the approximation of $\tan^{-1}(x) \approx \pi/2 - 1/x$ for the large positive number of $x$ [114]. The ratio of the equivalent bandwidths between $n_{1E}(t)$ and $n_{2\phi}(t)$ as a function of the ratio between $W_{IRF}$ and $W_{PLL}$ is shown in Fig. 3.5. Due to the convolution effect of the LO phase noise interaction, the equivalent bandwidth of $n_{2\phi}(t)$ is broadened, so that the energy of the multiplier input signal spills over in other signal bands at the multiplier output. The spectrum broadening due to the phase noise interaction through the multiplier can be significant when a strong adjacent channel signal is present at the multiplier input.
3.3 Local Oscillator Phase Noise Interaction with Adjacent Channel WiMAX Signal

3.3.1 In-band Interference Due to Adjacent Channel WiMAX Signal

The spectrum broadening effect can convert an adjacent channel signal into in-band interference. Suppose that the UWB detector is searching a particular channel of the WiMAX system, while an adjacent channel is concurrently occupied. Then, the received adjacent channel WiMAX signal can be represented by

\[
i_W(t) = i_C(t) \cos([\omega_{RF} + W_W]t + \theta_W) - i_S(t) \sin([\omega_{RF} + W_W]t + \theta_W)
\]  

(3.30)

where \(\theta_W\) and \(W_W\) denote an arbitrary random phase and the channel bandwidth of the WiMAX system. As an OFDM signal, the inphase and quadrature phase components of \(i_C(t)\) and \(i_S(t)\), respectively, can be modeled as independent, identically distributed, wide-sense stationary (WSS) Gaussian processes \([49, 138]\). Since the OFDM signal consists of a large number of subcarriers whose spectral width is narrow, the PSD of \(i_W(t)\) can be approximated as having a rectangular shape \([49, 138, 139]\). Therefore, the PSD of both \(i_C(t)\) and \(i_S(t)\) are approximated as

\[
S_{i_C}(\omega) = S_{i_S}(\omega) = \eta_{W} P_{W_W}(\omega)
\]  

(3.31)

where \(\eta_{W}\) denotes the single-sided PSD of \(i_W(t)\). In general, the front-end IRF cannot sufficiently attenuate this adjacent channel signal, and so it will interact with the LO phase noise through the multiplier, and the resulting phase noise related signal whose bandwidth is broadened leaks to the channel the UWB detector is listening to.

Suppose that the IFF with the impulse response \(h_{IFF}(t)\) is a narrowband channel selection filter. Then, the IFF output signal due to \(i_W(t)\), denoted by \(i_{W3}(t)\), is given by

\[
i_{W3}(t) = i_{W\phi}(t) * h_{IFF}(t)
\]  

(3.32)

where

\[
i_{W\phi}(t) = \phi_{LO}(t)i_C(t) \sin([\omega_{IF} + W_W]t + \theta_W) \\
+ \phi_{LO}(t)i_S(t) \cos([\omega_{IF} + W_W]t + \theta_W).
\]  

(3.33)
The double frequency terms and downconverted adjacent channel signals after the multiplier are assumed to be filtered out by the narrowband IFF. From (3.33), the complex envelope of \( i_{W\phi}(t) \), denoted by \( i_{W\phi E}(t) \), is given by

\[
i_{W\phi E}(t) = \phi_{LO}(t)i_A(t) + j\phi(t)i_B(t)
\]  

(3.34)

where

\[
i_A(t) = i_C(t)\sin \theta_W + i_S(t)\cos \theta_W
\]  

(3.35)

\[
i_B(t) = i_C(t)\cos \theta_W - i_S(t)\sin \theta_W.
\]  

(3.36)

Note that \( i_A(t) \) and \( i_B(t) \) are independent zero-mean Gaussian processes and have the same statistics as \( i_C(t) \) or \( i_S(t) \). With the complex envelope \( i_{W\phi E}(t) \), \( i_{W3}(t) \) in (3.32) can be rewritten by

\[
i_{W3}(t) = \Re\{\exp(-j\omega_{IT}t)[i_{W\phi E}(t)\exp(-jW_Wt)] * h_{LPE}(t)\}
\]  

(3.37)

where \( h_{LPE}(t) \) denotes the impulse response of the lowpass equivalent of \( h_{IFF}(t) \). The lowpass equivalent transfer function is given by

\[
H_{LPE}(\omega) = \begin{cases} 
H_{IFF}(\omega - \omega_{IF}), & |\omega| \leq \omega_{IF} \\
0, & \text{otherwise}
\end{cases}
\]  

(3.38)

where \( H_{IFF}(\omega) \) denotes the Fourier transform pair of \( h_{IFF}(t) \).

As shown in Fig. 3.2, \( i_{W3}(t) \) is multiplied by inphase and quadrature signals of the IF LO signal. Since the narrowband channel selection IFF attenuates all the out-of-channel signals and the phase noise of a typically IF LO signal satisfies \( |\phi_{LO}(t)| \ll 1 \), the phase noises of the IF LO signals can be neglected. Then, the complex baseband in-band interference, \( i_{W4}(t) \), is given by

\[
i_{W4}(t) = [i_{W\phi E}(t)\exp(-jW_Wt)] * h_{LPE}(t).
\]  

(3.39)

This in-band interference results from the interaction between the LO phase noise and the adjacent channel WiMAX signal, and its spectrum overlaps the desired channel spectrum band by increasing the signal-to-noise-and-interference ratio (SNIR).
In order to quantify the in-band interference $i_{W4}(t)$, it is convenient to compare the power of $i_{W4}(t)$ with that of the baseband noise which results from the AWGN input and a noiseless LO signal. For instance, if the ratio of the power of $i_{W4}(t)$ to that of the baseband noise is unity, the SNIR degrades by 3 dB due to the presence of the LO phase noise. The baseband noise $n_4(t)$ can be derived from (3.19). By ignoring the phase noise $\phi_{LO}(t)$, the baseband complex noise $n_4(t)$ is given by

$$n_4(t) = n_1(t) - jn_Q(t)$$  \hspace{1cm} (3.40)

where $n_1(t)$ and $n_Q(t)$ are independent zero-mean Gaussian random processes. With the ideal brick-wall frequency response of the IFF with bandwidth $W_{IFF}$, the power of $n_4(t)$, denoted by $\sigma^2_{n_4}$, is given by

$$\sigma^2_{n_4} = \sigma^2_{n_1} + \sigma^2_{n_Q} = \frac{\eta_0 W_{IFF}}{\pi}.$$  \hspace{1cm} (3.41)

The power of in-band interference $i_{W4}(t)$ can be derived from (3.39). Substituting $i_{W\phi E}(t)$ in (3.39) by (3.34), the PSD of $i_{W4}(t)$ is given by

$$S_{W4}(\omega) = \frac{1}{\pi} [S_{\phi_{LO}}(\omega) * S_{i_{WA}}(\omega) * \delta(\omega + W_W)] |H_{LPE}(\omega)|^2$$  \hspace{1cm} (3.42)

since $\phi_{LO}(t)$, $i_{WA}(t)$, and $i_{WB}(t)$ are all independent. Substituting $S_{\phi_{LO}}(\omega)$ by (3.11), $S_{W4}(\omega)$ is given by

$$S_{W4}(\omega) = \frac{\eta_W \eta_{VCO}}{4\pi W_{PLL}} \left\{ \tan^{-1} \left( \frac{\omega + 3W_W/2}{W_{PLL}} \right) - \tan^{-1} \left( \frac{\omega + W_W/2}{W_{PLL}} \right) \right. \\
- \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( \frac{\omega + 3W_W/2}{W_{PLL}} \right) \right] \\
+ \frac{1}{2} \sin \left[ 2 \tan^{-1} \left( \frac{\omega + W_W/2}{W_{PLL}} \right) \right] \right\} |H_{LPE}(\omega)|^2.$$  \hspace{1cm} (3.43)

Then, with the ideal brick-wall frequency response of the IFF with the bandwidth $W_{IFF}$,
the power of the in-band interference \(i_{W4}(t)\), denoted by \(\sigma_{W4}^2\), is given by

\[
\sigma_{W4}^2 = \frac{P_W \eta_{VCO}}{8\pi W_{PLL} W_W} \left\{ (3W_W + W_{IFF}) \tan^{-1} \left( \frac{3W_W + W_{IFF}}{2W_{PLL}} \right) \\
- (3W_W - W_{IFF}) \tan^{-1} \left( \frac{3W_W - W_{IFF}}{2W_{PLL}} \right) \\
- (W_W + W_{IFF}) \tan^{-1} \left( \frac{W_W + W_{IFF}}{2W_{PLL}} \right) \\
+ (W_W - W_{IFF}) \tan^{-1} \left( \frac{W_W - W_{IFF}}{2W_{PLL}} \right) \\
+ 2W_{PLL} \ln \left( \frac{[(3W_W - W_{IFF})^2 + 4W_{PLL}^2][(W_W + W_{IFF})^2 + 4W_{PLL}^2]}{[(3W_W + W_{IFF})^2 + 4W_{PLL}^2][(W_W - W_{IFF})^2 + 4W_{PLL}^2]} \right) \right\}
\]

(3.44)

where \(P_W\) denotes the power of the received adjacent channel signal \(i_W(t)\) in (3.30) (i.e., \(P_W = \eta_W W_W/2\pi\)). As the power of either phase noise or adjacent channel signal increases, the power of in-band interference becomes comparable to that of the baseband noise.

The PSD of the LO phase noise is often described by the relative power ratio around the fundamental oscillation frequency \(f_{LO}\). This relative power ratio, denoted by \(\mathcal{L}(f)\), is generally defined as [17, 120, 133]

\[
\mathcal{L}(f) = \frac{S_{LO}(f_{LO} + f)}{P_{LO}} = S_{\phi LO}(f)
\]

(3.45)

where \(S_{LO}(f)\) and \(P_{LO}\) denote the single-sided PSD and power of the LO, respectively. For a frequency offset \(f\) that is greater than the PLL bandwidth, \(\mathcal{L}(f)\) can be, from (3.11), approximated as

\[
\mathcal{L}(f) \approx \frac{1}{f^2} \left( \frac{\eta_{VCO}}{8\pi^2} \right)
\]

(3.46)

Using the relative phase noise PSD \(\mathcal{L}(f)\), the power ratio of in-band interference...
\( i_{W4}(t) \) in (3.39) to the baseband noise \( n_4(t) \) in (3.40) are given by

\[
\rho_W = \frac{\sigma_{W4}^2}{\sigma_{n4}^2} = \frac{\pi^2 P_W f^2 \mathcal{L}(f)}{\eta_0 W_{IFF} W_{PLL} W_W} \left\{ \left( 3W_W + W_{IFF} \right) \tan^{-1} \left( \frac{3W_W + W_{IFF}}{2W_{PLL}} \right) \\
- \left( 3W_W - W_{IFF} \right) \tan^{-1} \left( \frac{3W_W - W_{IFF}}{2W_{PLL}} \right) \\
- \left( W_W + W_{IFF} \right) \tan^{-1} \left( \frac{W_W + W_{IFF}}{2W_{PLL}} \right) \\
+ \left( W_W - W_{IFF} \right) \tan^{-1} \left( \frac{W_W - W_{IFF}}{2W_{PLL}} \right) \\
+ 2W_{PLL} \ln \left( \frac{(3W_W - W_{IFF})^2 + 4W_{PLL}^2}{(3W_W + W_{IFF})^2 + 4W_{PLL}^2} \right) \right\}
\]

(3.47)

Figure 3.6 illustrates the variation of \( \rho_W \) as a function of the LO phase noise. As expected, the LO phase noise should be sufficiently suppressed, in order not to generate serious in-band interference. This in-band interference is now applied to the coexistence problem between the UWB and WiMAX systems.

### 3.3.2 Detection Performance Variation Due to LO Phase Noise Interaction with Adjacent Channel WiMAX Signal

The presence of the adjacent channel signal will modify the detection performance when a UWB device scans a nearby WiMAX MT [140, 141]. Since \( i_{W4}(t) \), as given in (3.39), results from the multiplication of two Gaussian processes, its statistics are not Gaussian. Therefore, due to the difficulty in analyzing the detection performance when actual WiMAX waveform is used as the adjacent channel signal, we resorted to simulations to generate numerical results. However, as a check on the accuracy of the simulation, we both analyzed and simulated the detection performance with a single frequency jammer instead of the adjacent channel WiMAX signal. The simulation results of the detection performance with the adjacent channel WiMAX signal will be compared with those with the signal frequency jammer. The analysis of the in-band interference
Figure 3.6: Power ratio of the in-band interference due to the interaction between the LO phase noise and the adjacent channel WiMAX signal to the baseband noise due to the AWGN without LO phase noise. The quantities $P_W$ and $\sigma_{n}^2$ denote the powers of the adjacent channel WiMAX signal and baseband noise, respectively: $f_{PLL} = 100$ kHz, $f_{IFF} = 100$ kHz, and $f_W = 5$ MHz.
Due to the single frequency jammer is now presented.

**In-band Interference Due to Single Frequency Jammer**

A single frequency tone jammer can be represented by

\[ i_J(t) = A_J \cos((\omega_{RF} + W_J)t + \theta_J) \]  

(3.48)

where \( A_J \) and \( \theta_J \) denote the amplitude and an arbitrary phase of the received single frequency jammer. The frequency difference between \( i_J(t) \) and the desired LO leakage is denoted by \( W_J \). Similarly, the complex baseband in-band interference, denoted by \( i_{J4}(t) \), due to the single frequency jammer \( i_J(t) \) is given by

\[ i_{J4}(t) = [i_{J\phi E}(t) \exp(-jW_Jt)] * h_{LPE}(t) \]  

(3.49)

where the complex envelope \( i_{J\phi E}(t) \) is given by

\[ i_{J\phi E}(t) = A_J \sin \theta_{JLO}(t) + jA_J \cos \theta_{JLO}(t). \]  

(3.50)

Then, the PSD of \( i_{J4}(t) \) is given by

\[ S_{J4}(\omega) = \left| A_J^2 S_{\phi LO}(\omega + W_J) \right| H_{LPE}(\omega)^2. \]  

(3.51)

The LO phase noise effectively determines the statistical properties of \( i_{J4}(t) \), but its power also varies with the received single frequency jammer \( i_J(t) \). Substituting \( S_{\phi LO}(\omega) \) in (3.50) by (3.11), \( S_{J4}(\omega) \) is given by

\[ S_{J4}(\omega) = \frac{A_J^2(\omega + W_J)^2}{((\omega + W_J)^2 + W_{PLL}^2)^2} \left( \frac{\eta_{VCO}}{2} \right) |H_{LPE}(\omega)|^2 \]  

(3.52)

and the power of the in-band interference \( i_{J4}(t) \) is given by

\[ \sigma_{J4}^2 = \frac{P_J\eta_{VCO}}{4\pi W_{PLL}} \left\{ \tan^{-1} \left( \frac{W_J + W_{IFF}/2}{W_{PLL}} \right) - \tan^{-1} \left( \frac{W_J - W_{IFF}/2}{W_{PLL}} \right) + \frac{1}{2} \sin \left[ 2\tan^{-1} \left( \frac{W_J + W_{IFF}/2}{W_{PLL}} \right) \right] \right\} \]  

(3.53)
where $P_J$ denotes the power of the received single tone jammer (i.e., $P_J = A_J^2/2$). If $W_J$ is much greater than both $W_{IFF}$ and $W_{PLL}$, then (3.53) reduces to

$$
\sigma_{J4}^2 \approx \frac{P_J \eta \nu CO W_{IFF}}{2\pi W_J^2}.
$$

(3.54)

As expected, the power of in-band interference due to a single frequency jammer is inversely proportional to $\omega_J^2$ [142, 143]. Moreover, the in-band interference due to the phase noise interaction becomes almost independent of the PLL parameters.

Using the relative phase noise PSD $\mathcal{L}(f)$, the power ratio of in-band interference $i_{J4}(t)$ in (3.49) to the baseband noise $n_4(t)$ in (3.40) are given by

$$
\rho_J = \frac{\sigma_{J4}^2}{\sigma_n^2} = \frac{4\pi^2 P_J f^2 \mathcal{L}(f)}{\eta_0 W_J^2}.
$$

(3.55)

The in-band interference $i_{J4}(t)$ is now applied to the coexistence problem between the UWB and WiMAX systems.

**Detection Performance Variation Due to LO Phase Noise Interaction with Single Frequency Jammer**

In the context of detecting an unsynchronized WiMAX MT, the received signal of a UWB detector with LO phase noise and a single frequency jammer can be described by one of the following two hypotheses:

$$
H_0 : r(t) = n_W(t) + i_J(t)
$$

(3.56a)

or

$$
H_1 : r(t) = s_{RF}(t) + n_W(t) + i_J(t)
$$

(3.56b)

where $s_{RF}(t)$ and $n_W(t)$ denote the received LO leakage from a nearby WiMAX MT and an AWGN, respectively. The UWB detector downconverts $r(t)$ to baseband, and performs a discrete Fourier transform (DFT), as shown in Fig. 3.2. The UWB device decides that $s_{RF}(t)$ is absent if the magnitude response of all the DFT frequency bins fall below a pre-determined decision threshold. If at least one of the DFT outputs exceeds the threshold, the receiver decides that $s_{RF}(t)$ is present.
Under hypothesis $H_0$, the downconverted baseband signal, denoted by $r_D(t)$, is approximately equal to sum of the baseband noise and the in-band interference, given by

$$r_D(t) \approx n_4(t) + i_{J4}(t).$$  \hspace{1cm} (3.57)

Since the phase noise of a typical LO signal satisfies $|\phi_{LO}(t)| \ll 1$ (i.e., the standard deviation of $\phi_{LO}(t)$ is much less than one radian), the phase noise interaction with the AWGN can be negligible when compared with either $n_4(t)$ or $i_{J4}(t)$. Note that $n_4(t)$ and $i_{J4}(t)$ are independent. If the main noise source of the VCO is a zero-mean WSS white Gaussian process, then $i_{J4}(t)$ is also a zero-mean WSS Gaussian process because the in-band interference $i_{J4}(t)$ results from the LTI processes in (3.49). With the the $M$ samples of $r_D(t)$ from the Nyquist-rate sampling, the probability of false alarm in (2.8) is modified to

$$P_{FA} = 1 - \left(1 - \exp\left(-\frac{D_{TH}^2}{M\sigma_n^2(1 + \rho_J)}\right)\right)^M. \hspace{1cm} (3.58)$$

Due to the in-band interference $i_{J4}(t)$, the M-point DFT responses experience increased variance, and so are more likely to exceed the pre-determined decision threshold $D_{TH}$. Figure 3.7 shows the $P_{FA}$ degradation due to the in-band interference for the adjacent channel signals of $i_W(t)$ and $i_J(t)$ separately. The lowpass equivalent of the IFF is implemented by a 10th-order Chebyshev lowpass filter with 100 kHz bandwidth and 0.5 dB passband ripple in Fig. 3.7 [87].

Under hypothesis $H_1$, the received LO leakage $s_{RF}(t)$ is an unmodulated sinusoidal wave, given by

$$s_{RF}(t) = A_{RF} \cos(\omega_{RF}t + \theta_{RF})$$  \hspace{1cm} (3.59)

where $A_{RF}$ and $\theta_{RF}$ denote the amplitude and arbitrary random phase of the received LO leakage. Then, the downconverted LO leakage, denoted by $s_D(t)$, is given by

$$s_{D}(t) = A_{RF} \exp\left(j[\omega_{RF} - \omega_{LO} - \omega_{IF}]t + \theta_{D}\right)$$ \hspace{1cm} (3.60)

where the uniformly distributed random phase $\theta_D$ accounts for an arbitrary phase mismatch between the received LO leakage and the UWB detector’s LO signals.
Figure 3.7: The $P_{FA}$ degradation with the in-band interference for the adjacent channel signals of $i_W(t)$ and $i_J(t)$ separately. The quantities $D_{TH}$, $\sigma_n^2$, $M$, and PN denote the pre-determined decision threshold, the baseband noise power, the number of samples, and LO phase noise, respectively.
Due to the phase noise interaction with the strong $i_J(t)$, the downconverted baseband signal $r_D(t)$ is approximately given by

$$r_D(t) \approx s_D(t) + n_4(t) + i_J(t)$$

(3.61)

where the phase noise interaction with the AWGN is ignored because of $|\phi_{LO}(t)| \ll 1$, when compared with either $n_4(t)$ or $i_J(t)$. Similarly, the phase noise interaction with $s_{RF}(t)$ is also negligible in the negative SNR range we are interested in, when compared with $s_D(t)$. Then, with the $M$ samples of $r_D(t)$ from the Nyquist-rate sampling, the probability of false alarm in (2.11) is modified to

$$P_{MD} = \left[1 - Q\left(\sqrt{\frac{2M\lambda}{1 + \rho_J}} \cdot \sqrt{\frac{2D_{TH}^2}{M\sigma_{n4}^2[1 + \rho_J]}}\right)\right] \times \left[1 - \exp\left(-\frac{D_{TH}^2}{M\sigma_{n4}^2[1 + \rho_J]}\right)\right]^{M-1}.
$$

(3.62)

Figure 3.8 shows the $P_{MD}$ variation due to the in-band interference for the adjacent channel signals of $i_W(t)$ and $i_J(t)$ separately, using the same filter as used in Fig. 3.7. It is noted that the $P_{MD}$ responses with and without the in-band interference exhibit a crossover. At sufficiently high input SNR, the DFT response in the absence of the in-band interference will, with high probability, exceed the pre-determined decision threshold. Thus, in presence of in-band interference at sufficiently high input SNR, the DFT response with the increased variation will less likely exceed the threshold, so that $P_{MD}$ increases with in-band interference. On the other hand, at sufficiently low input SNR, the DFT response in the absence of in-band interference will often fall below the pre-determined decision threshold, and so the presence of in-band interference is actually beneficial for correct detection due to the increased variation in the DFT response. Therefore, $P_{MD}$ decreases with in-band interference at sufficiently low input SNR.

In Fig. 3.7 and Fig. 3.8, the simulation results of $P_{FA}$ and $P_{MD}$ with in-band interference show good agreement with the analytical results of (3.58) and (3.62) when the power of the in-band interferences is much weaker than that of the baseband noise $n_4(t)$. As the power of the in-band interference increases, the deviation of the simulation results from the analytical results increases. There are mainly three reasons for this deviation:
Figure 3.8: The $P_{MD}$ variation with the in-band interference for the adjacent channel signals of $i_W(t)$ and $i_J(t)$ separately. The quantities $D_{TH}$, $\sigma_n^2$, $M$, and PN denote the pre-determined decision threshold, the baseband noise power, the number of samples, and LO phase noise, respectively.
• Use of the 10th-order Chebyshev lowpass filter instead of the ideal rectangular filter used in the $P_{FA}$ and $P_{MD}$ analyses

• Aliasing problem when sampling LO phase noise which inherently has an infinite bandwidth

• Flat PSD approximation for the in-band interference

The in-band interference always degrades the $P_{FA}$ response, as shown in (3.58). In order to compensate for this $P_{FA}$ degradation, the decision threshold in (3.58) should be adjusted as follows:

$$D_{TH} = \sqrt{-M\sigma_n^2(1 + \rho_j)\ln\left[1 - \left(1 - P_{FA(des)}\right)^{\frac{1}{M}}\right]}$$  \hspace{1cm} (3.63)

where $P_{FA(des)}$ denotes the desired $P_{FA}$. The modified decision threshold in (3.63) assures that $P_{FA}$ is always less than the desired $P_{FA}$, regardless of the presence of in-band interference. However, this remedy increases $P_{MD}$. Substituting $D_{TH}$ in (3.62) by (3.63), the $P_{MD}$ response with the modified decision threshold is given by

$$P_{MD} = \left[1 - Q\left(\sqrt{\frac{2M\lambda}{1 + \rho_j}}, \sqrt{-2\ln\left[1 - \left(1 - P_{FA(des)}\right)^{\frac{1}{M}}\right]}\right)\right]$$

$$\times \left[1 - P_{FA(des)}\right]^{\frac{M-1}{M}}$$  \hspace{1cm} (3.64)

As a result, the number of samples $M$ should be increased, in order to compensate for the degradation in $P_{MD}$ due to the modified decision threshold. The required $M$ is shown in Fig. 3.9 to simultaneously satisfy both the desired $P_{FA}$ and the desired $P_{MD}$ with different values of $\rho_j$.

### 3.4 Conclusion

The spectrum broadening due to the phase noise interaction through a multiplier has been analyzed. Due to the spectrum broadening, the presence of the LO phase noise causes the energy of a strong adjacent channel signal to spill over and become in-band interference in adjacent channels.
Figure 3.9: Required number of samples with the in-band interference due to the frequency tone jammer.
The results for in-band interference can be useful when evaluating the phase noise requirement of a receiver. For example, in order to ensure that a -30 dBm power level from an adjacent channel WiMAX signal does not result in more than 1 dB SNIR degradation, the UWB detector requires an LO signal whose relative phase noise PSD, $\mathcal{L}(f)$, is less than -134 dBc/Hz at 1 MHz frequency offset, assuming 5 dB receiver noise figure, 100 kHz PLL bandwidth, 200 kHz IFF bandwidth, and 5 MHz WiMAX channel.

The in-band interference degrades the detector performance. Since the bandwidth of the front-end RF filter should be large enough to cover the whole system band, the LO phase noise interaction with an adjacent channel signal through a multiplier is inevitable. Therefore, the local oscillator has to be designed so that the phase noise has been sufficiently suppressed.
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Chapter 4

Interference Suppression Tunable RF Filter for IEEE 802.22 Cognitive Radio Applications

4.1 Introduction

Cognitive radio (CR) was proposed to manage the frequency allocation problems due to spectrum crowding [14, 15, 19], and the IEEE 802.22 working group has been developing a world-wide CR-based standard for WRANs in frequency bands currently allocated to the TV broadcast service [60]. Recently, the FCC released its order allowing personal portable devices to operate on unoccupied TV channels between 21 and 51 — except 37 — for IEEE 802.22 applications [31]. These frequency bands may be extended to 41 ~ 910 MHz to meet international regulations [13]. In addition, the standard bandwidth of international TV channels varies from 6 to 8 MHz [13].

Since a CR device applicable to IEEE 802.22 applications must coexist with commercial TV systems, the presence of a strong adjacent TV signal is one of the challenging characteristics of the IEEE 802.22 CR system. A signal transmitted by a nearby TV station can be so strong that a level of -8 dBm is suggested in terms of the receiver blocking level [66]. However, the minimum detectable level of a desired CR signal can be as weak as -102 dBm [66]. Thus, the required dynamic range, more than 90 dB, of
the receiver puts a heavy burden on the receiver design to process a weak desired signal simultaneously with a strong TV signal. Therefore, an interference suppression filtering technique is highly desired to suppress the strong TV signals. At the same time, this technique must have very low loss and distortion. Finally, the filter must be tunable over a wide frequency range, because the channel allocation of the TV signal will depend on the geographic location of the CR device, and is outside of the control of the CR network.

Surface acoustic wave (SAW), microelectromechanical systems (MEMS), or distributed element filters can provide high suppression for a strong TV signal [71, 72, 78, 83, 85, 144], but they have well-known size and cost issues. An active circuit technique to synthesize an interference suppression filter has the advantage of straightforward integration [145, 146], but its performance is usually limited in RF applications. The \( N \)-path filter is a well-known approach that use switches to realize frequency translation [147, 148]. We propose a new RF filtering interference suppression approach — based on the \( N \)-path technique — with a very wide dynamic range, which overcomes some of the previous limitations of the \( N \)-path approach.

This chapter is organized as follows: Section 4.2 explains the effects of a front-end RF filter on a TV signal suppression. A frequency tunable impedance is presented in Section 4.3, and applied to the tunable RF bandstop as well as bandpass filters that has a wide dynamic range and suppresses the image response in Section 4.4. Since a modulator in the proposed tunable filter is derived by the square wave switching signal, the phase noise requirement for the switching signal is analyzed in Section 4.5. Conclusions are presented in Section 4.6.

### 4.2 Tunable RF Filter for TV Signal Suppression

A typical CR receiver is shown in Fig. 4.1 (a). The problem of an adjacent TV jammer is especially acute due to the LO phase noise, which interacts with the incoming TV signal through a mixer. This reciprocal mixing phenomenon results in an in-band interference that corrupts the desirable signal [149, 150], as shown in Fig. 4.1 (a). A CR device for IEEE 802.22 applications should be able to suppress this in-band interference
Figure 4.1: (a) IEEE 802.22 cognitive radio receiver without a notch filter, (b) IEEE 802.22 cognitive radio receiver with interference suppression notch filter.

more than 11.2 dB below the desired signal [66].

The PSD of a typical digital TV signal is almost constant within the channel bandwidth, as shown in Fig. 4.2, [7, 151]. The power of the pilot signal in the digital TV spectrum is usually small, compared to the integrated power within the channel bandwidth [151].

On the non-interfering basis of the CR device operation, a strong TV signal can be located as close as one alternate channel [64, 152]. Then, for flat PSD of a digital TV signal in an alternative channel, the power ratio, denoted by $\rho_{TV}$, between the in-band
interference due to the adjacent channel TV signal and the baseband noise due to an
AWGN is related to the relative phase noise PSD $L(f)$ from (3.47), and given by

$$\rho_{TV} = \rho_{W}|_{P_{W}=P_{TV}, W_{W}=2W_{TV}}, \text{ and } W_{IF}=W_{W}$$

$$\rho_{TV} = \frac{\pi^2 P_{TV} f^2 L(f)}{2\eta_0 W_{TV}^2 W_{PLL}} \left\{ 7W_{TV} \tan^{-1}\left(\frac{7W_{TV}}{2W_{PLL}}\right) - 5W_{TV} \tan^{-1}\left(\frac{5W_{TV}}{2W_{PLL}}\right) - 3W_{TV} \tan^{-1}\left(\frac{3W_{TV}}{2W_{PLL}}\right) + W_{TV} \tan^{-1}\left(\frac{W_{TV}}{2W_{PLL}}\right) + 2W_{PLL} \ln\left(\frac{[25W_{TV}^2 + 4W_{PLL}^2][9W_{TV}^2 + 4W_{PLL}^2]}{[49W_{TV}^2 + 4W_{PLL}^2][W_{TV}^2 + 4W_{PLL}^2]}\right) \right\}$$

(4.1)

where $f$ and $\eta_0$ denote the frequency offset of LO phase noise from the LO carrier fre-
quency and the single-sided PSD of an AWGN. The quantities $P_{TV}$ and $W_{TV}$ are the
power and bandwidth of a received TV signal. Since, in general, the TV channel band-
width is much greater than the PLL bandwidth (i.e., $W_{TV} \gg W_{PLL}$), (4.1) is reduced
to

$$\rho_{TV} \approx \frac{3\pi^2 P_{TV} f^2 L(f)}{2\eta_0 W_{TV}^2}.$$  (4.2)

Note that the reference SNR at the edge of coverage is 4.3 dB for a quadrature phase-
shift keying (QPSK) modulated signal in AWGN environment [66]. Then, the LO phase
noise should be better than $\mathcal{L}(100 \text{ kHz}) = -133 \text{ dBc/Hz}$, in order to suppress the in-band interference more than 11.2 dB below the weakest desired signal with the strongest adjacent channel TV signal [66]. However, this spectral purity is too demanding for a low-cost oscillator to achieve.

In order to alleviate the LO phase noise requirement, it is necessary to place a tunable notch filter prior to the mixer, as shown in Fig. 4.1 (b). With the help of the preceding notch filter, the LO phase noise requirement will be relaxed by approximately the attenuation level of the notch filter. For example, if the notch filter attenuates an alternative channel TV signal by 15 dB, the LO phase noise requirements are relaxed to $\mathcal{L}(100 \text{ kHz}) = -118 \text{ dBc/Hz}$, which is challenging but achievable in monolithic form.

### 4.3 Tunable Impedance Employing a Balanced Modulator with Image Suppression

For wide and fine RF tuning abilities, a tunable impedance using an ideal balanced modulator-based circuit is shown in Fig. 4.3. Suppose that the modulator is derived by the complementary ideal square wave signals. Then, for an arbitrary load impedance $Z_L$, the input impedance $Z_{in}$ is given by

$$Z_{in}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,5,\ldots}^{\infty} \frac{1}{n^2} \left[ Z_L(n\omega_{SW} + \omega) + Z_L^*(n\omega_{SW} - \omega) \right].$$  \hspace{1cm} (4.3)

where $\omega_{SW}$ denotes the switching signal frequency [153]. The input impedance of this structure for a capacitive load was analyzed in [154]. However, $Z_{in}(\omega)$ in (4.3) is only valid for an infinite source impedance.

The tunable impedance $Z_{in}(\omega)$ with a real source impedance $R_S$, which would typically be encountered in most RF applications, is shown in Fig. 4.4 (a). For this analysis, the balanced modulator is driven by a single tone current $I_{in}(t)$ with amplitude $A$ and frequency $\omega$. The output voltage $V_{out}(t)$ for the first half cycle of the switching signal is fully inverted for the second half cycle of the switching signal, as shown in
Figure 4.3: Ideal balanced modulator with frequency-dependent load $Z_L$. The switching signals $SW_+$ and $SW_-$ denote the complementary ideal square wave signal.

Fig. 4.4 (b) and (c). Analytically,

$$I_{in}(t) = A \cos \omega t,$$  

$$f_{SW}(t) = \frac{4}{\pi} \sum_{n=1,3,5...}^{\infty} \frac{1}{n} \sin n\omega_{SW} t,$$  

$$V_{out}(t) = (R_S || Z_L) I_{in}(t) f_{SW}(t)$$

$$= \frac{2A}{\pi} \sum_{n=1,3,5...}^{\infty} \frac{1}{n} \left\{ \left| \frac{R_S Z_L(n\omega_{SW} + \omega)}{R_S + Z_L(n\omega_{SW} + \omega)} \right| \sin((n\omega_{SW} + \omega)t + \theta_1) \\
    + \left| \frac{R_S Z_L(n\omega_{SW} - \omega)}{R_S + Z_L(n\omega_{SW} - \omega)} \right| \sin((n\omega_{SW} - \omega)t + \theta_2) \right\}$$  

(4.6)

where $\theta_1$ and $\theta_2$ are arguments at each frequencies, defined by

$$\theta_1 = \angle [R_S Z_L(n\omega_{SW} + \omega)] - \angle [R_S + Z_L(n\omega_{SW} + \omega)]$$  

$$\theta_2 = \angle [R_S Z_L(n\omega_{SW} - \omega)] - \angle [R_S + Z_L(n\omega_{SW} - \omega)].$$  

(4.7)

(4.8)

Since the balanced passive mixer allows bidirectional signal flows, the input voltage $V_{in}(t)$ in Fig. 4.4 (a) is derived by multiplying $V_{out}(t)$ in (4.6) with $f_{SW}(t)$,
Figure 4.4: (a) Ideal balanced modulator with frequency-dependent load $Z_L$ and real source impedance $R_S$, (b) Circuit diagram when $SW_+$ is active, (c) Circuit diagram when $SW_-$ is active.
given by

\[ V_{in}(t) = V_{out}(t) f_{SW}(t) = \frac{4A}{\pi^2} \sum_{n=1,3,5...}^{\infty} \sum_{m=1,3,5...}^{\infty} \frac{1}{nm} \times \]

\[ \left\{ \begin{array}{l}
\frac{R_S Z_L(n\omega_{SW} + \omega)}{R_S + Z_L(n\omega_{SW} + \omega)} \cos(((n - m)\omega_{SW} + \omega)t + \theta_1) \\
- \frac{R_S Z_L(n\omega_{SW} + \omega)}{R_S + Z_L(n\omega_{SW} + \omega)} \cos(((n + m)\omega_{SW} + \omega)t + \theta_1) \\
+ \frac{R_S Z_L(n\omega_{SW} - \omega)}{R_S + Z_L(n\omega_{SW} - \omega)} \cos(((n - m)\omega_{SW} - \omega)t + \theta_2) \\
- \frac{R_S Z_L(n\omega_{SW} - \omega)}{R_S + Z_L(n\omega_{SW} - \omega)} \cos(((n + m)\omega_{SW} - \omega)t + \theta_2) \end{array} \right\}. \quad (4.9) \]

With a method similar to the conversion matrix in [153, 155], the frequency response of the node impedance, \( Z_{in}(\omega) \), is defined by the ratio of the coefficients of the same frequency tones between \( V_{in}(t) \) and \( I_{in}(t) \), and given by

\[ Z_{in}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,5...}^{\infty} \frac{1}{n^2} \left[ \left( \frac{R_S Z_L(n\omega_{SW} + \omega)}{R_S + Z_L(n\omega_{SW} + \omega)} \right)^* + \left( \frac{R_S Z_L(n\omega_{SW} - \omega)}{R_S + Z_L(n\omega_{SW} - \omega)} \right)^* \right]. \quad (4.10) \]

This demonstrates the relationship between the baseband impedance \( Z_L \) and the high-frequency input impedance (centered at \( \omega_{SW} \)), created by the frequency translation of the modulator. However, the tunable impedance of Fig. 4.4 has a serious practical limitation due to the image response of the mixer. For example, if a jammer at \( \omega_J \) is present at the input along with the desired signal at \( \omega_S \), then the image component of the jammer will be translated to \( \omega_S \) if \( 2\omega_{SW} - \omega_J = \omega_S \). This condition is shown in Fig. 4.5. In this case, if the jammer is significantly larger than the desired signal, it will degrade the SNR of the desired signal.

This image signal problem can be mitigated by the use of an image reject (or complex) passive mixer, which will inherently reject the image signal, as shown in Fig. 4.6. An added complication is that the image reject mixer has to maintain near-perfect isolation between the \( I \) and \( Q \) paths, which is difficult to achieve with a passive
Figure 4.5: (a) Downconversion of the desired signal and jammer to baseband, (b) Upconversion of the downconverted desired signal and jammer. Note that the image response of the mixer causes the jammer to appear at the same frequency as the desired signal.
Figure 4.6: (a) Complex downconversion of the desired signal and jammer to baseband, (b) Complex upconversion of the downconverted desired signal and jammer.
Figure 4.7: Tunable impedance $Z_{in-IQ}$ with image cancellation. The duty cycle of the complementary switching signals have 25% duty cycle.

mixer when employing a 50% duty cycle LO waveform. Therefore, a 25% duty cycle LO waveform is employed to maintain isolation between the $I$ and $Q$ paths [156]. Figure 4.7 shows the resulting tunable impedance incorporating image cancellation. The input impedance of Fig. 4.7, denoted by $Z_{in-IQ}$, is given by

$$Z_{in-IQ}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,5,\ldots} \frac{1}{n^2} \left[ \left( \frac{R_{eq}Z_L(n\omega_{SW} + \omega)}{R_{eq} + Z_L(n\omega_{SW} + \omega)} \right) + \left( \frac{R_{eq}Z_L(n\omega_{SW} - \omega)}{R_{eq} + Z_L(n\omega_{SW} - \omega)} \right)^* \right],$$

where $R_{eq}$ denotes the equivalent source impedance at the input of each $I$ and $Q$ path (i.e., $R_{eq} = 2R_S$).

For practical consideration, the on-resistance of the transistor switch, $R_{SW(ON)}$, should be incorporated in Fig. 4.7 by connecting $R_{SW(ON)}$ and $Z_L$ in series. Then, the resulting impedance $Z_{in-IQ}(\omega)$ is modified to
\[ Z_{\text{in-}IQ}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,5,\ldots}^{\infty} \frac{1}{n^2} \left[ \left( \frac{2R_S[Z_L(n\omega_{SW} + \omega) + R_{SW(ON)}]}{2R_S + [Z_L(n\omega_{SW} + \omega) + R_{SW(ON)}]} \right) + \left( \frac{2R_S[Z_L(n\omega_{SW} - \omega) + R_{SW(ON)}]}{2R_S + [Z_L(n\omega_{SW} - \omega) + R_{SW(ON)}]} \right)^* \right]. \] (4.12)

The circuit in Fig. 4.7 has the desirable property that it translates a baseband impedance to a tunable RF, so that the baseband filter response can be replicated at RF, and it suppresses the inevitable image response with a complex passive mixer. It is extremely linear due to the switching action of the transistor, and it is possible low noise due to the low losses of the CMOS switch. In this respect, it is an ideal candidate for a monolithic, tunable, interference suppression application.

### 4.4 Tunable RF Filters Using Tunable Impedance

Based on the tunable impedance presented in Section 4.3, tunable notch filter as well as bandpass filter are implemented for wide and fine tunnings.

#### 4.4.1 Tunable RF Notch Filter

A tunable RF notch filter is achievable with a parallel LC tank load which has zero impedance at DC. The input impedance of this tunable RF notch filter can be derived from (4.12), and given by

\[ Z_{\text{notch}}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,5,\ldots}^{\infty} \frac{1}{n^2} \times \right] \left[ \left( \frac{2R_S R_{SW(ON)}[1 - (n\omega_{SW} + \omega)^2 L_L C_L] + j2R_S(n\omega_{SW} + \omega)L_L}{(2R_S + R_{SW(ON)})[1 - (n\omega_{SW} + \omega)^2 L_L^2 C_L^2] + j(n\omega_{SW} + \omega) L_L} \right) + \left( \frac{2R_S R_{SW(ON)}[1 - (n\omega_{SW} - \omega)^2 L_L C_L] + j2R_S(n\omega_{SW} - \omega)L_L}{(2R_S + R_{SW(ON)})[1 - (n\omega_{SW} - \omega)^2 L_L^2 C_L^2] + j(n\omega_{SW} - \omega) L_L} \right)^* \right] \] (4.13)

where \( L_L \) and \( C_L \) denote a inductor and a capacitor in the parallel LC tank load. This tunable notch filter can be merged into the receiver path to suppress the adjacent channel TV signal, as shown in Fig. 4.8.
Table 4.1: Performance and design parameters of tunable RF notch filter

<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>Filter Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>Attenuation&lt;sup&gt;1&lt;/sup&gt; 17 dB</td>
</tr>
<tr>
<td>$L_L$</td>
<td>Insertion Loss&lt;sup&gt;2&lt;/sup&gt; 1.6 dB</td>
</tr>
<tr>
<td>$C_L$</td>
<td>Quality Factor 32</td>
</tr>
<tr>
<td>$R_S$</td>
<td>Noise Figure&lt;sup&gt;3&lt;/sup&gt; 1.7 dB</td>
</tr>
<tr>
<td>Vdd</td>
<td>$\text{IIP}_3(^\text{notch})^4$ 16 dBm</td>
</tr>
<tr>
<td></td>
<td>$\text{IIP}_3(^\text{signal})^5$ 22 dBm</td>
</tr>
<tr>
<td>300 µm / 0.1 µm</td>
<td>2 µH 10 pF 50 Ω 1 V</td>
</tr>
</tbody>
</table>

<sup>1</sup> Absolute value of maximum impedance ratio.  <sup>2</sup> Absolute value of minimum impedance ratio.  <sup>3</sup> Measured at an alternative channel from switching frequency.  <sup>4</sup> Measured at the channel of switching frequency.  <sup>5</sup> Measured at an alternative channel from switching frequency.

To verify this approach, the filter of Fig. 4.8 is simulated with a 50 Ω source impedance in Fig. 4.9. The simulated filter response shows excellent agreement with the calculated response using (4.13) for the switching frequencies of 515, 605, and 695 MHz corresponding to U.S. TV channels 21, 36, and 51. The dashed line at the bottom of Fig. 4.9 illustrates the variation of the peak attenuation as the switching frequency varies. The switches in the balanced passive mixers are implemented with NMOS transistors in a 90 nm CMOS technology, with an estimated 2.3 Ω switch on-resistance. The design parameters and filter performance of the tunable RF notch filter are summarized in Table 4.1. The large value of the inductor in Fig. 4.8 may require an off-chip component. In Fig. 4.10, the effect of image cancellation is verified by comparing the spectrum of filter output voltage across $R_S$ in Fig. 4.4 without image cancellation technique with that in Fig. 4.8 with image cancellation technique.

### 4.4.2 Tunable RF Bandpass Filter

A tunable RF bandpass filter can be implemented using a capacitive load which has high impedance at DC, as shown in Fig. 4.11. The input impedance $Z_{BPF}(\omega)$ in
Figure 4.8: Realization of a tunable RF notch filter with wide and fine frequency tuning abilities. The components $L_L$ and $C_L$ consists of a parallel LC tank load. The large value of $L_L$ is recommended to be implemented using an off-chip component.
Figure 4.9: Comparison of simulated and calculated impedance ratios for the switching frequencies of 515, 605, and 695 MHz. The dashed line at the bottom illustrates the variation of the peak attenuation as the switching frequency varies.
Figure 4.10: (a) Spectrum of filter output without image cancellation, (b) Spectrum of filter output with image cancellation. Note that the frequencies of the jammer and switching signal are 580 and 600 MHz, respectively. The desired signal is a two-tone signal at 617.5 and 625.5 MHz.
Fig. 4.11 is given by

\[
Z_{BPF}(\omega) = \frac{4}{\pi^2} \sum_{n=1,3,\ldots}^{\infty} \frac{1}{n^2} \left[ \frac{2R_S + j2R_S R_{SW(ON)}(n\omega_{SW} + \omega)C_L}{1 + j(2R_S + R_{SW(ON)})(n\omega_{SW} + \omega)C_L} \right] + \left( \frac{2R_S + j2R_S R_{SW(ON)}(n\omega_{SW} - \omega)C_L}{1 + j(2R_S + R_{SW(ON)})(n\omega_{SW} - \omega)C_L} \right)^* \tag{4.14}
\]

where \(C_L\) denotes a capacitive load. This tunable RF bandpass filter is simulated with a 50 \(\Omega\) source impedance, and shows excellent agreement with the calculated response using (4.14) for the switching frequencies of 515, 605, and 695 MHz corresponding to U.S. TV channels 21, 36, and 51 in Fig. 4.12. The dashed line at the top of Fig. 4.12 illustrates the variation of the insertion-loss as the switching frequency varies. The design parameters and filter performance of the tunable bandpass filter are summarized in Table 4.2. The large value of the load capacitors in Fig. 4.11 may require off-chip
Variation of Insertion Loss as $f_{SW}$ varies

Figure 4.12: Comparison of simulated and calculated impedance ratios for the switching frequencies of 515, 605, and 695 MHz. The dashed line at the top illustrates the variation of the peak attenuation as the switching frequency varies.
Table 4.2: Performance and design parameters of tunable RF bandpass filter

<table>
<thead>
<tr>
<th>Design Parameter</th>
<th>Filter Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS 300 µm / 0.1 µm</td>
<td>Attenuation 18 dB</td>
</tr>
<tr>
<td>$C_L$ 0.53 nF</td>
<td>Insertion Loss 1.8 dB</td>
</tr>
<tr>
<td>$R_S$ 50 Ω</td>
<td>3dB Bandwidth 5.5 MHz</td>
</tr>
<tr>
<td>Vdd 1 V</td>
<td>Noise Figure 1.7 dB</td>
</tr>
<tr>
<td></td>
<td>IIP$_{3(bandpass)}$ 23 dBm</td>
</tr>
<tr>
<td></td>
<td>IIP$_{3(bandstop)}$ 18 dBm</td>
</tr>
</tbody>
</table>

1 Absolute value of maximum impedance ratio. 2 Absolute value of minimum impedance ratio. 3 Measured at the bandpass channel. 4 Measured at the bandpass channel. 5 Measured at the bandstop channel.

4.5 Phase Noise Requirement for Switching Signal

Tunable RF filters in Section 4.4 are useful to suppress the adjacent channel TV signal. However, the incoming strong TV signal can also interacts with the phase noise of the switching signal, creating potential in-band interference. The phase noise interaction of the switching signal with a TV signal should be analyzed.

A simplified single-ended tunable impedance using a multiplier is shown in Fig. 4.13 for the analysis of a switching signal phase noise. A noisy switching signal $f_{SW}(t)$ in Fig. 4.13 is given by

$$f_{SW}(t) = 4 \sin(\omega_{SW}t + \phi_{SW}(t))$$  (4.15)

where $\omega_{SW}$ and $\phi_{SW}(t)$ denote the nominal frequency and the phase noise of a switching signal, respectively. The amplitude of four in $f_{SW}(t)$ is assumed for simplicity.

For this analysis, $I_{in}(t)$ is an ideal single tone current with amplitude $A_{in}$ and frequency $\omega_{in}$. The output current $I_{out}(t)$ in Fig. 4.13 is computed by multiplying $I_{in}(t)$
with \( f_{SW}(t) \). Then,

\[
I_{in}(t) = A_{in} \cos \omega_{in}(t),
\]

\[
I_{out}(t) = I_{in}(t)f_{SW}(t)
= 2A_{in} (\sin(\omega_{SW} - \omega_{in})t + \phi_{SW}(t)) + \sin(\omega_{SW} + \omega_{in}t + \phi_{SW}(t)).
\]

(4.17)

The output voltage \( V_{out}(t) \) is the product of \( I_{out}(t) \) and the load impedance \( Z_L \), and given by

\[
V_{out}(t) = 2A_{in}Z_L(\omega_{SW} - \omega_{in}) \sin(\omega_{SW} - \omega_{in}t + \phi_{SW}(t) + \theta_1)
+ 2A_{in}Z_L(\omega_{SW} + \omega_{in}) \sin(\omega_{SW} + \omega_{in}t + \phi_{SW}(t) + \theta_2).
\]

(4.18)

where \( \theta_1 = \angle[Z_L(\omega_{SW} - \omega_{in})] \) and \( \theta_2 = \angle[Z_L(\omega_{SW} + \omega_{in})] \) are arguments at each frequencies. The balanced passive mixer in Fig. 4.13 also works as a voltage commutator with \( V_{out}(t) \). Then, \( V_{in}(t) \) is given by

\[
V_{in}(t) = V_{out}(t)f_{SW}(t)
= A_{in}Z_L(\omega_{SW} - \omega_{in}) \cos(\omega_{in}t - \phi_{SW}(t) + \phi_{SW}(t + t_1) - \theta_1)
- A_{in}Z_L(\omega_{SW} - \omega_{in}) \cos(2\omega_{SW} - \omega_{in})t + \phi_{SW}(t) + \phi_{SW}(t + t_1) + \theta_1)
+ A_{in}Z_L(\omega_{SW} + \omega_{in}) \cos(\omega_{in}t + \phi_{SW}(t) - \phi_{SW}(t + t_2) + \theta_2)
- A_{in}Z_L(\omega_{SW} + \omega_{in}) \cos(2\omega_{SW} + \omega_{in})t + \phi_{SW}(t) + \phi_{SW}(t + t_2) + \theta_2).
\]

(4.19)

where \( t_1 \) and \( t_2 \) denote the time delay for each frequency tone when \( I_{out}(t) \) is converted...
to \( V_{\text{out}}(t) \), and are given by

\[
\begin{align*}
    t_1 &= \left( \phi_{\text{SW}}(t) + \theta_1 \right) / (\omega_{\text{SW}} - \omega_{\text{in}}) \quad (4.20) \\
    t_2 &= \left( \phi_{\text{SW}}(t) + \theta_2 \right) / (\omega_{\text{SW}} + \omega_{\text{in}}). \quad (4.21)
\end{align*}
\]

Note that time delays \( t_1 \) and \( t_2 \) are also phase noise related random processes, which determine the correlations between \( \phi_{\text{SW}}(t) \) and \( \phi_{\text{SW}}(t + t_1) \) and between \( \phi_{\text{SW}}(t) \) and \( \phi_{\text{SW}}(t + t_2) \), respectively.

Suppose that the phase noise of the switching signal, \( \phi_{\text{SW}}(t) \), generally satisfies \( |\phi_{\text{SW}}(t)| \ll 1 \) (i.e., the standard deviation of \( \phi_{\text{SW}}(t) \) is much less than one radian). Then, \( V_{\text{in}}(t) \) can be approximated as

\[
V_{\text{in}}(t) \approx V_{\text{WO} \phi_{\text{SW}}}(t) + V_{\text{With} \phi_{\text{SW}}}(t) \quad (4.22)
\]

where \( V_{\text{WO} \phi_{\text{SW}}}(t) \) and \( V_{\text{With} \phi_{\text{SW}}}(t) \) denote the phase noise independent and related signals in \( V_{\text{in}}(t) \), and are given by

\[
\begin{align*}
    V_{\text{WO} \phi_{\text{SW}}}(t) &= A_{\text{in}} Z_L (\omega_{\text{SW}} - \omega_{\text{in}}) \cos(\omega_{\text{in}} t - \theta_1) \\
    &\quad - A_{\text{in}} Z_L (\omega_{\text{SW}} - \omega_{\text{in}}) \cos([2\omega_{\text{SW}} - \omega_{\text{in}}] t + \theta_1) \\
    &\quad + A_{\text{in}} Z_L (\omega_{\text{SW}} + \omega_{\text{in}}) \cos(\omega_{\text{in}} t + \theta_2) \\
    &\quad - A_{\text{in}} Z_L (\omega_{\text{SW}} + \omega_{\text{in}}) \cos([2\omega_{\text{SW}} + \omega_{\text{in}}] t + \theta_2) \quad (4.23)
\end{align*}
\]

and

\[
\begin{align*}
    V_{\text{With} \phi_{\text{SW}}}(t) &= (\phi_{\text{SW}}(t) - \phi_{\text{SW}}(t + t_1)) A_{\text{in}} Z_L (\omega_{\text{SW}} - \omega_{\text{in}}) \cos(\omega_{\text{in}} t - \theta_1) \\
    &\quad + (\phi_{\text{SW}}(t) + \phi_{\text{SW}}(t + t_1)) A_{\text{in}} Z_L (\omega_{\text{SW}} - \omega_{\text{in}}) \cos([2\omega_{\text{SW}} - \omega_{\text{in}}] t + \theta_1) \\
    &\quad - (\phi_{\text{SW}}(t) - \phi_{\text{SW}}(t + t_2)) A_{\text{in}} Z_L (\omega_{\text{SW}} + \omega_{\text{in}}) \cos(\omega_{\text{in}} t + \theta_2) \\
    &\quad + (\phi_{\text{SW}}(t) + \phi_{\text{SW}}(t + t_2)) A_{\text{in}} Z_L (\omega_{\text{SW}} + \omega_{\text{in}}) \cos([2\omega_{\text{SW}} + \omega_{\text{in}}] t + \theta_2), \quad (4.24)
\end{align*}
\]

respectively. The phase noise independent \( V_{\text{WO} \phi_{\text{SW}}}(t) \) is effective to build the desirable input impedance of the tunable filter. However, the phase noise related \( V_{\text{With} \phi_{\text{SW}}}(t) \) results from the interaction between \( \phi_{\text{SW}}(t) \) and a TV signal, and so its spectral skirt overlaps the desired signal band, creating potential in-band interference.
The phase noise related $V_{\text{With} \phi_{SW}}(t)$ can further categorized as follows:

$$V_{\text{With} \phi_{SW}}(t) = V_{\omega_{in}}(t) + V_{\text{Images}}(t) \tag{4.25}$$

where $V_{\omega_{in}}(t)$ and $V_{\text{Images}}(t)$ are given by

$$V_{\omega_{in}}(t) = (\phi_{SW}(t) - \phi_{SW}(t + t_1))A_{in}Z_L(\omega_{SW} - \omega_{in}) \cos(\omega_{in}t - \theta_1) - (\phi_{SW}(t) - \phi_{SW}(t + t_2))A_{in}Z_L(\omega_{SW} + \omega_{in}) \cos(\omega_{in}t + \theta_2) \tag{4.26}$$

and

$$V_{\text{Images}}(t) = (\phi_{SW}(t) + \phi_{SW}(t + t_1))A_{in}Z_L(\omega_{SW} - \omega_{in}) \cos([2\omega_{SW} - \omega_{in}]t + \theta_1) + (\phi_{SW}(t) + \phi_{SW}(t + t_2))A_{in}Z_L(\omega_{SW} + \omega_{in}) \cos([2\omega_{SW} + \omega_{in}]t + \theta_2), \tag{4.27}$$

respectively. If the inphase and quadrature signals of the switching signal is generated by a single frequency tone, then the phase noises of the inphase and quadrature signals are strongly correlated, and so $V_{\text{Images}}(t)$ is cancelled or sufficiently suppressed by the use of an image rejection structure in Section 4.3. Therefore, $V_{\omega_{in}}(t)$ is responsible for the phase noise problems of the switching signal. Suppose that the phases $\theta_1$ and $\theta_2$ are uniformly distributed random variables. Then, the variance of $V_{\omega_{in}}(t)$ is given by

$$\sigma_{V_{\omega_{in}}}^2 = E[V_{\omega_{in}}^2(t)] - E^2[V_{\omega_{in}}(t)]$$

$$= (\sigma_{\phi_{SW}}^2 - R_{\phi_{SW}}(t_1))A_{in}^2Z_L^2(\omega_{SW} - \omega_{in}) + (\sigma_{\phi_{SW}}^2 - R_{\phi_{SW}}(t_2))A_{in}^2Z_L^2(\omega_{SW} + \omega_{in}). \tag{4.28}$$

where $R_{\phi_{SW}}(t_1)$ and $R_{\phi_{SW}}(t_2)$ denote the correlation function between $\phi_{SW}(t)$ and $\phi_{SW}(t_1)$ and between $\phi_{SW}(t)$ and $\phi_{SW}(t_2)$, respectively. There are two distinguished attenuation factors in the switching signal phase noise interaction with a TV signal from the typical reciprocal mixing phenomenon in Chapter 3. First, the correlations between $\phi_{SW}(t)$ and $\phi_{SW}(t_1)$ and between $\phi_{SW}(t)$ and $\phi_{SW}(t_2)$ effectively suppress the phase noise problems of the switching signal. For instance, if they are perfectly correlated, then both $R_{\phi_{SW}}(t_1)$ and $R_{\phi_{SW}}(t_2)$ are equal to $\sigma_{\phi_{SW}}^2$. Then, the phase noise of the switching signal does not induce any interference problem at all. Second, the phase noise interaction of the switching signal is suppressed by the load impedance. This suppression is more than 15 dB, as shown in Section 4.4. The suppression mechanism of
the phase noise effects of a switching signal is depicted in Fig. 4.14. As a result, the phase noise of the switching signal does not create serious interference problem. The phase noise requirement of the switching signal is much relaxed by about 15 ~ 25 dB when compared with that of the LO signal in downconversion path.

### 4.6 Conclusion

A wide dynamic range low-power CMOS-based RF tunable filter with image cancellation is presented for the IEEE 802.22 cognitive radio applications, in order to suppress a strong TV signal. The tunable RF notch filter with 17 dB attenuation and 1.6 dB insertion loss is achieved using the parallel LC tank load. A tunable RF bandpass is
implemented with a capacitive termination. It achieved 18 dB maximum attenuation and 1.8 dB insertion loss. These tunable RF filters will have a wide range of potential applications where a single interfering signal must be suppressed, without compromising the SNR of a desired signal.

This chapter has been published in part for the following publications:

Chapter 5

Conclusion

Cognitive radio is a type of radio standard, which can adaptively detect and access unoccupied frequency bands to manage the frequency allocation problem due to the spectrum crowding by multiple wireless devices. By allowing multiple devices to operate in the same frequency bands, cognitive radio is effective in increasing the spectral efficiency. However, there is an inevitable interference problem between the primary licensed users and the unlicensed cognitive radio devices.

This dissertation focuses on the cognitive radio operation, and can be divided into two broad topics. The first part of this dissertation discusses the detection technique using the radiated LO leakage from a nearby mobile terminal. This detection method can be useful for short–range wireless communications, and so is applied to the coexistence problems between the UWB and WiMAX systems. The UWB system can be characterized by its short range of 10 m, low effective isotropic radiation power (EIRP) of -41.25 dBm/MHz, and wide signal bandwidth of 7.5 GHz. The most likely frequencies for mobile WiMAX system are the licensed spectrum bands at 2.3, 2.5, 3.3, and 3.5 GHz. Therefore, the mobile WiMAX system in the 3 GHz frequency band is quite susceptible to potential interference from UWB devices.

Once a WiMAX channel is set up, there are two synchronized wireless connections — uplink and downlink — between a WiMAX AP and a MT. Both connections are useful for a UWB device to detect the presence of a WiMAX MT. However, there will be a potential interference problem with an unsynchronized WiMAX MT which does not have a stable wireless connection with a WiMAX AP. The transmitted UWB
signal can be harmful to an unsynchronized WiMAX MT in the sense of preventing it from receiving a signal from a WiMAX AP. The essence of the proposed technique is to sense the incoming LO leakage of an unsynchronized WiMAX MT that is within the UWB interference range, thus enabling the UWB device to avoid the spectrum of the unsynchronized WiMAX MT.

The proposed detection technique uses the DFT magnitude response to determine the presence of an LO leakage signal. The probabilities of false alarm and missed detection are derived to quantify the DFT-based detection performance. There is a tradeoff between $P_{FA}$ and $P_{MD}$ when adjusting the number of samples and the decision threshold of the DFT. Compared with a radiometer, the DFT-based detector shows higher detection sensitivity and more robust detection performance to estimation error if the power spectral density of the ambient noise is unknown. Systematic limitations on the detection performance are also investigated.

The second part of this dissertation focuses on the analysis of LO phase noise interaction with an adjacent channel signal through a mixer. Since the received LO leakage is generally very weak, the sensitivity of the UWB detector is a great concern. Local oscillator phase noise can degrade the detection sensitivity if there is a significant adjacent channel signal. Spectrum broadening is the main reason that causes the energy of a strong adjacent channel signal to spill over and become in-band interference in adjacent channels. Accurate expressions for the resulting in-band interference are presented for an adjacent channel WiMAX signal. The effects of the in-band interference on the detection performance are evaluated with the probabilities of false alarm and missed detection. Since the bandwidth of the front-end RF filter should be large enough to cover the whole system band, the LO phase noise interaction with an adjacent channel signal through a multiplier is inevitable. Therefore, the local oscillator has to be designed so that the phase noise has been sufficiently suppressed.

Spectrum broadening of the LO phase noise interaction with a TV signal is applied to CR device operation in UHF bands. Recently, the FCC released an order allowing personal portable devices to operate in unoccupied TV channels between 21 and 51 — except 37 — for IEEE 802.22 cognitive radio applications. Since a CR device must coexist with commercial TV systems, the presence of a strong adjacent TV signal
is a challenging problem. Therefore, an interference suppression filtering technique is highly desired to suppress the strong TV signals. This filter must be tunable over a wide frequency range, because the channel allocation of the TV signal will depend on the geographic location of the CR device, and is outside of the control of the CR network. A wide dynamic range low-power CMOS-based RF tunable filter with image cancellation is presented using a balanced passive complex mixer and frequency dependent loads. The tunable RF notch filter with 17 dB attenuation and 1.6 dB insertion loss is achieved using parallel LC tank loads. A tunable RF bandpass is implemented with capacitive termination. It achieved 18 dB maximum attenuation and 1.8 dB insertion loss. These tunable RF tilers will have a wide range of potential applications where a single interfering signal must be suppressed, without compromising the SNR of the desired signal.
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