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Key-value stores are used by companies such as Facebook and Twitter to improve the
performance of web applications with a high read-to-write ratio. They operate as caches
for frequently requested content or data that is costly to obtain, such as the result of a
computationally expensive database query. We study two design problems associated with
key-value stores.

The first problem we consider is the design of eviction policies that are particularly suited
to the constraints of a key-value store. Current implementations use Least Recently Used
(LRU), a popular and simple eviction policy. However, LRU does not take into consideration
the time to obtain an item from its source (referred to as fetch time) which can vary
widely. If the fetch times for items stored in a cache vary significantly, a more sophisticated
eviction algorithm such as GreedyDual-Size provides better performance in terms of total
fetch time. But GreedyDual-Size can be costly to implement. We propose an eviction
policy called Cost Adaptive Multi-queue eviction Policy (CAMP) that closely approximates
GreedyDual-Size’s caching performance while being as fast as LRU to implement. We
show that CAMP’s competitive ratio is a factor of $(1 + \varepsilon)$ more than GreedyDual-Size’s
competitive ratio, where $\varepsilon$ is a parameter that depends on the number of bits of precision
used to compute the eviction priority of cached items.
In addition to eviction decisions, key-value stores also typically manage the placement of data objects. The current state of the art uses a technique called slab allocation in which items are assigned to one of several LRU queues according to their size. To handle changing workloads, the queues must be dynamically resized. Current schemes have been handling this problem in an ad hoc manner. We propose a variant of CAMP that manages its own memory layout and show that if it is given a modest amount of additional memory to account for fragmentation, it is competitive against an offline optimal algorithm that does not specify layout.

The second problem we investigate is the design of memory hierarchies using multiple types of memory technology for caching. Advances in storage technology have introduced many new types of storage media which present a system designer with a wide array of options in designing caching middleware. We provide a systematic way to use knowledge about the frequencies of read and write requests to individual data items in order to determine the optimal cache configuration. The ability to replicate a data item in more than one memory bank can benefit the overall performance of the system with a faster recovery time in the event of a memory failure. The key design question we are concerned with is how to best assign data items to memory banks, given that we have the option of replicating objects in order to maximize performance. Our performance model takes into account retrieval, update and recovery time. We study two variants of this problem. In the first variant which we call the cache configuration problem, we have a fixed budget and must decide which types of the storage media to purchase, how much of each to buy and how to place data objects in this system once the capacity of each storage medium is determined. In the second variant which we call the subset assignment problem, the storage hardware has already been purchased and we are solely concerned with data placement.

Both problems are NP-hard since they are generalizations of the knapsack problem. We make the reasonable practical assumption that there are many more data items than there
will be storage media, and that each storage medium is orders of magnitude larger than any single data item. These assumptions allow us to efficiently find nearly optimal solutions. Thus, for the cache configuration problem, we show that the problem is equivalent to the multiple-choice knapsack problem. We provide results from an empirical study that evaluates our algorithm in the context of a memory hierarchy for a key-value store as well as a host-side cache to store disk pages. The results show that selective replication is appropriate with certain failure rates, but that it is not advantageous to replicate data items with slim failure rates. For the subset assignment problem, we devise an algorithm loosely based on the cycle canceling algorithm for the minimum cost flow problem and give theoretical bounds for its running time. Our algorithm solves the linear programming relaxation in time $O(3^{d(d+1)} \text{poly}(d) \cdot n \log(n) \log(nC) \log(Z))$, where $d$ is the number of storage media, $n$ the number of distinct data items that can be requested, $Z$ the maximum size of any object, and $C$ the maximum cost for storing an item.
Chapter 1

Introduction

In the computing world, caching is one of the most important techniques available for the enhancement of system performance. The idea is simple: if a piece of data is used over and over again, and fetching that data takes time, we can save time by keeping a copy in a local bank of memory which we can quickly access. This local data store is the so-called cache. This idea is so fundamental that it has been used time and again in many different contexts.

Caching was first used within a single computer, under the computing paradigm known as the Von Neumann architecture. A computer traditionally consists of three parts: a central processing unit or CPU, which processes data, the main memory or RAM, and a hard disk. In the simplified caching point of view depicted in Figure 1.1a, disk is the source of all data, whereas main memory, which can be accessed orders of magnitude more quickly, plays the role of the cache. Data in disk is divided up into blocks of memory called pages, which are the smallest units of data that can be transferred to main memory.

Because main memory is more expensive than disk, it is also significantly more limited in capacity. A natural question is to decide what data to keep in that limited space. If the cache is completely full at the time we decide to cache a piece of data, we must decide which
Figure 1.1: Caching in three different contexts. In each case, the bottom level represents the entity that is requesting data, also known as the cache client. The top level represents the authoritative source of the data. The middle layer represents the cache. Note that these three systems are related to each other: the web browser in 1.1b is an application that could be run on a machine represented in 1.1a and the webserver in 1.1c is one of the many components hidden in the cloud in 1.1b.

other cached data to throw out. A strategy for making this decision systemically is known as an eviction policy or a replacement policy.

One eviction policy known as Least Recently Used (LRU) chooses to discard the data object that has been requested the least recently. LRU has stood the test of time to become the de-facto standard of eviction policies thanks to its simplicity and remarkable effectiveness in a wide range of situations. The reasons for its effectiveness have been thoroughly studied and documented by computer scientists since the late 1960s, and can be summed up by the fact that LRU is particularly good at predicting what will be popular in the near future. This is because, in most applications observed in practice, when an object is requested, it is likely to be requested again soon after [17, 16]. LRU simply takes advantage of this common property of request sequences called locality of reference. Despite the popularity of LRU and its variants [40, 62, 49, 39, 54, 55], there are situations that call for a different kind of eviction policy.
The mid-1990s marked the beginning of widespread use of the Internet in the West [12]. Common user experience issues such as slow webpage loading [38] gave rise to the need to improve response time. One strategy was through the use of web caches, which took the form of web-browser caches [65, 19] as well as web-proxies located throughout the Internet [10, 73, 20], as illustrated by Figure 1.1b. Web content takes many forms, such as text, image and video. Each web data object is cached in its entirety and the sizes of these objects vary significantly. Moreover, web content comes from many different sources, all of which take varying amounts of time to access, due to factors such as network traffic conditions and physical distance. In contrast, disk pages are uniform in size and take roughly the same amount of time to fetch. These differences were the motivation behind the design of an eviction policy for web caches called GreedyDual-Size [11].

Caching found another use as part of the effort to support an ever growing number of connections to webservers running complex applications. To serve a web query, a webserver may have to issue queries of its own to a database or other application-specific server. In order to avoid the recomputation cost associated with reissuing the same queries, dedicated servers called key-value stores are used as general-purpose cache [3, 48] to store the result of the most expensive and frequent database queries or other lengthy computations, as depicted in Figure 1.1c. However accessing content on these servers was still slow because of the low performance of input/output operations on disk. In 2003, Brad Fitzpatrick released memcached [22, 23], a distributed caching software that stores data in main memory. By moving cache from disk to main memory and deploying caching servers loaded with RAM, webservers were better able to handle applications with a high read-to-write ratio. At the time of this writing, memcached is the most popular key-value store manager, and is used by companies such as Facebook [60], Twitter [64] and Wikipedia [72].

This thesis focuses on caching in key-value stores and consists of two parts corresponding to two types of design problems related to caching middleware. The first problem we investigate is the
design of eviction policies for an in-memory key-value store such as memcached. Specifically, Chapter 2 presents a cache eviction policy named Cost Adaptive Multi-queue eviction Policy or CAMP, which achieves a better caching performance than current implementations of memcached, which use LRU, without the implementation overhead of GreedyDual-Size. Chapter 3 introduces an eviction policy based on CAMP which also decides the placement of data items in memory.

The second problem we investigate is the design of a multi-level caching middleware that goes beyond using just RAM and disk to take advantage of new, faster and cheaper, memory technologies. Specifically, we propose to study the static assignment of cacheable data to subsets of the memory banks which make up the multi-level cache. We assume that we have at our disposal several types of storage media, each with different read and write latencies, bandwidths, failure rates and prices. We also assume an offline input model of requests, that is, we have a probability distribution over the set of data that can be requested. In Chapter 4, we show how to model the expected time to service a request in terms of these input parameters. We propose an algorithm that determines based on a fixed budget how much, if any, of each type of memory to use when building our cache. The algorithm also gives an optimal placement of data items to the memory banks of the cache. The placement may entail replicating an item and assigning it to multiple memory banks, which can help mitigate the impact of a high hardware failure rate. Finally, in Chapter 5, the hardware makeup of the cache is already determined in that there is a set of memory banks whose capacities are given as part of the problem input. The goal is to place each item on a subset of the memory banks so that the capacities of each memory bank is not exceeded and the total cost is minimized.
Chapter 2

CAMP: a Cost Adaptive Multi-queue eviction Policy

2.1 Introduction

To increase the responsiveness of its web services, a large website such as Facebook may include a general purpose caching layer as part of its distributed architecture. The caching layer consists of servers dedicated to caching content from various applications, which must share this resource despite differences in their access patterns, the size of the objects being cached (which are called key-value pairs), and the time to obtain the key-value pairs from the source [70]. An eviction policy that only takes into account one of these factors may cause different application workloads to impact one another negatively, thus decreasing the overall effectiveness of the caching layer. As an example, consider two applications that are part of a social networking site: one shows the profile of members of the social network whereas the other determines the advertisements to be displayed. Suppose that there are

*Portions of this chapter is included with permission from ACM[30].
millions of key-value pairs corresponding to these member profiles, and that each is computed through a simple database lookup that executes in a few milliseconds. Suppose also that the second application consists of thousands of key-value pairs computed by a machine learning algorithm that processes Terabytes of data and requires hours of execution. With limited memory capacity and a high frequency of access for member profile key-value pairs, a simple algorithm that manages memory using recency of references such as Least Recently Used (LRU) will evict most of the key-value pairs of the second application.

One possible way to remedy this problem is by manually partitioning the available memory into disjoint pools and let each pool be managed using LRU. Key-value pairs with similar costs would be grouped together and each group assigned to a different pool [60]. In our example, we would have two pools: one for the key-value pairs corresponding to members profiles and one for those corresponding to advertisements. An important drawback of this approach is its necessity for an expert familiar with the different classes of applications to come in and identify the pools, construct grouping of key-value pairs, and assign each group to a pool. Every time the service provider introduces a new application or discontinues an existing one, the expert must be involved again in these assignment and rebalancing tasks.

In this chapter, we introduce a cache eviction policy called Cost Adaptive Multi-queue eviction Policy (CAMP). Unlike LRU, CAMP takes into account both the size and recomputation cost of key-value pairs, as it is an approximation of GreedyDual-Size [11]. As a result, it achieves better caching performance. Unlike a standard heap-based implementation of GreedyDual-Size, CAMP uses LRU queues, which results in lower overhead associated with the decision making. These LRU queues are dynamically constructed based on the size and cost of key-value pairs. The number of such queues depends on the distribution of costs and sizes of the key-value pairs. Because CAMP manages these LRU queues without partitioning memory, there is no need for manual intervention from an expert. Furthermore, CAMP is robust enough to prevent an aged expensive key-value pair from occupying memory
indefinitely. Such a key-value pair is evicted by CAMP as competing applications issue more requests.

CAMP is parameterized by a variable which controls the amount of precision in the computation of eviction priorities, and which affects implementation time as well. We show that CAMP is \((1 + \varepsilon)k\)-competitive, where \(k\) is the competitive ratio of \textsc{GreedyDual-Size}, \(\varepsilon\) which is a function of the precision parameter. At the highest level of precision, CAMP’s eviction decisions are essentially equivalent to those made by \textsc{GreedyDual-Size}. Our empirical results show that CAMP does not suffer any degradation in the quality of its eviction decisions at lower precisions. Moreover, it is able to make those decisions much more efficiently than \textsc{GreedyDual-Size}. \textsc{GreedyDual-Size} requires an internal priority queue to determine a key-value pair to evict from the cache. The time to maintain its data structures consistent in a thread-safe manner is expensive because it requires synchronization primitives [41] with multiple threads performing caching decisions. Moreover, CAMP performs significantly fewer updates of its internal data structures than \textsc{GreedyDual-Size}, reducing the number of times it executes the thread-safe software dramatically.

This chapter is organized as follows. Section 2.2 starts with a description of \textsc{GreedyDual-Size} and CAMP. Section 2.3 presents a simulation study comparing CAMP to LRU and the pooled approach that partitions resources, demonstrating its superiority. Section 2.4 describes an implementation of CAMP using a variant of Twemcache and compares this implementation with the original that uses LRU. Our results demonstrate that CAMP is as fast as LRU and provides superior performance as it considers, in addition to recency of requests, the size and the cost of the key-value pairs. Related work is described in Section 2.5 and a conclusion is given in Section 2.6.
2.2 Algorithms GreedyDual-Size and CAMP

The algorithm **GreedyDual-Size** (Algorithm 1) was developed in the context of replacement policies for web proxy caches. It captures many of the benefits of LRU and considers the fact that data objects on the web have varying sizes and incur varying time delays to retrieve depending on their location and network traffic [11]. The same principles apply in the context of maintaining the identity of key-value pairs occupying the memory of a key-value store, although the cost of an object in the key-value store setting may denote computation time (or some other quantity) instead of retrieval time. Even though the algorithm is applicable to a wide variety of settings in which caches are deployed, we adopt the terminology used for cache augmented database management systems [32].

**GreedyDual-Size** is based on an algorithm called **GreedyDual**, developed by Neal Young [75], that handles objects of varying cost but uniform size. **GreedyDual-Size** assigns a value \( H(p) \) to each key-value pair \( p \) in the key-value store. \( H(p) \) is computed from a global parameter, \( L \), as well as from \( \text{size}(p) \), the size of \( p \) and \( \text{cost}(p) \), the cost of \( p \). The value of \( H(p) \) approximates the benefit of having that key-value in the key-value store. When there is insufficient memory to accommodate an incoming key-value pair, the algorithm continually evicts the key-value pair with the lowest value until there is room in the key-value store to store the incoming key-value pair.

**Algorithm 1 GreedyDual-Size**

```plaintext
function initialization
    \( L \leftarrow 0 \)

function serve(item \( i \))
    if \( i \) is not in memory \( M \) then
        while the amount of free space in the cache is less than \( \text{size}(i) \) do
            evict the item \( j \) with the smallest \( H(j) \)
            \( L \leftarrow \min_{j \in M} H(j) \)
        bring \( i \) into memory
        \( H(i) \leftarrow L + \text{cost}(i)/\text{size}(i) \)
```
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The following proposition is useful in understanding how \textsc{GreedyDual-Size} works:

\textbf{Proposition 2.1.}

1. $L$ is non-decreasing in time.

2. If $p$ is in the key-value store, then $L \leq H(p) \leq L + \text{cost}(p)/\text{size}(p)$.

\textit{Proof.} We prove the claim by induction on the number of requests. At the beginning of the request sequence, there are no key-value pairs in the key-value store, so both claims are true. In lines 2 and 6, the value of $L$ is set to be the smallest $H$-value among all the key-value pairs in the key-value store. Since, by induction, for every key-value pair $p$ in the cache, $L \leq H(p)$, $L$ can only increase or stay the same after the change. Lines 2 and lines 6 are the only time that $L$ changes, so the first claim must hold.

For claim 2, $L$ will not exceed $H(p)$ for any $p$ in the cache because its new value (assigned in line 2 or 6) is the smallest $H(p)$ among all the key-value pairs in the cache. Any eviction performed in line 5 only makes it easier to satisfy claim 2. Finally, when a key-value pair is brought into the key-value store, it’s $H$ value is set to $L + \text{cost}(p)/\text{size}(p)$ so the claim 2 still holds by definition.

Consider a key-value pair $p$ in the key-value store. As more key-value pairs are referenced (i.e., $p$ becomes requested less recently), the value of $L$ increases and $H(p)$ becomes smaller relative to the other key-value pairs in the key-value store. If $p$ is requested while it is in the key-value store, then $H(p)$ increases to $L + \text{cost}(p)/\text{size}(p)$ which has the effect of delaying its eviction. All other things being equal, if a key-value pair has a \textit{cost-to-size ratio}, i.e., the quantity $\text{cost}(p)/\text{size}(p)$, that is $c$ times that of another key-value pair, it will reside in the key-value store roughly $c$ times longer. \textsc{GreedyDual-Size} exhibits good performance under a variety of different load conditions because it considers both varying costs and sizes without resorting to \textit{ad hoc} categorization of key-value pairs.
An implementation of GreedyDual-Size must maintain a data structure to identify and delete the key-value pair with the minimum priority efficiently. Typically, key-value pairs are maintained in a data structure that can retrieve and delete the key-value pair with the minimum priority. Normally this is accomplished by an implementation of a priority queue like a binary heap, which is a tree-based implementation of a priority queue which maintains the property that the priority of any node in the tree is at most the priority of its children, or the theoretically efficient Fibonacci heap [24]. The worst-case performance of any priority queue is a $\log n$ cost per operation, where $n$ is the number of key-value pairs in the priority queue. For extremely large key-value stores, such as those in use by Facebook and Twitter, overhead that scales even logarithmically as a function of the number of key-value pairs in the key-value store results in a significant cost that could potentially be avoided.

The starting point for this work is the observation that the $H$ value assigned to each key-value pair in the key-value store is merely an approximation for the value of storing that key-value pair in the key-value store in the absence of information about when that key-value pair will be requested next in the future relative to the other key-value pairs in the key-value store. Insisting that the priority queue evict the key-value pair with the absolute minimum value is likely overkill. It seems reasonable that a similar key-value store hit performance can be achieved if we only require that the data structure evict a key-value pair whose priority is only approximately smallest. An approximate priority queue could potentially be more efficient than one that is required to return the true minimum.

With GreedyDual-Size, the priority or $H$ value (the two terms will be used interchangeably) of every key-value pair in the key-value store is the sum of two values: the global non-decreasing variable $L$ and the cost-to-size ratio of the key-value pair. CAMP rounds the priority for every key-value pair by rounding the cost-to-size ratio before adding it to $L$. The rounding scheme results in a smaller set of possible cost-to-size values for key-value pairs stored in the key-value store. CAMP takes advantage of the rounding by grouping the key-value pairs.
in its data structure according to the cost-to-size ratio instead of by priority value. The eviction decisions between CAMP and GreedyDual-Size differ slightly for two reasons. First, CAMP rounds the cost-to-size ratio in determining the $H$ value of a key-value pair. Second, in evicting the key-value pair with smallest priority, CAMP breaks ties according to LRU, whereas GreedyDual-Size breaks ties arbitrarily.

Figure 2.1 shows the storage schemes for GreedyDual-Size and CAMP, with each circle denoting the $H$ value of a key-value pair. Figure 2.1a shows a typical priority-queue-based implementation of GreedyDual-Size in which a set of key-value pairs are stored in a heap based on their priority value. Figure 2.1b shows CAMP’s data structure in which key-value pairs are grouped into queues according to their cost-to-size ratio. Key-value pairs in a queue are ordered according to their priority which is their $H$ value. CAMP maintains a heap containing the priority of the data item at the head of every queue. Thus, to identify a candidate key-value pair to evict from the key-value store, CAMP locates the key-value pair with the smallest priority among the heads of each of the queues.

CAMP’s implementation is efficient based on the following key observation. If the key-
value pairs within each queue are stored according to LRU, then the key-value pairs are automatically ordered according to their priority. For this reason, the queues maintained by CAMP are termed LRU queues. To understand why this observation holds, recall that all the items within an LRU queue have the same cost-to-size ratio. Furthermore, the $H$ value of a key-value pair is the value of $L$ at the time of its last request plus its cost-to-size ratio. Since $L$ increases over time, a key-value pair that is requested earlier on will have a smaller $H$ value and appear towards the front of the queue, whereas a key-value pair that is referenced more recently will have a larger $H$ value and appear towards the end of the queue. In particular, the first key-value pair in each queue has the smallest priority.

As an example, consider the LRU queue in Figure 2.2 which is one of the five queues shown in Figure 2.1b. It points to the array value 11, containing all the key-value pairs that have cost-to-size ratio 11. Each node shows the key-value pair’s $H$ value, and the shown $L$ value is the value of $L$ at the time of its last request. Since $L$ increases over time and key-value pairs are inserted at the tail of the queue, key-value pairs are ordered by the value of $L$ at the time of the request. Since all these key-value pairs have similar cost-to-size values, they are also ordered by their $H$ value. Specifically, $a$ is the least recently requested key-value pair in its queue.

With CAMP, the complexity of processing a key-value store hit for a referenced key-value pair is the complexity to update the LRU queue ($O(1)$) plus the complexity to update the heap. The worst case for the latter is logarithmic in the number of non-empty queues instead of the number of key-value pairs in the key-value store since the nodes in the heap tree structure of CAMP identify LRU queues, see Figure 2.1b. With our implementation of
Figure 2.3: CAMP update on a key-value store hit. If \( g \) is requested (2.3a), it is moved to the back of its queue (2.3b), and the heap is updated accordingly (2.3c and 2.3d).

CAMP, we chose to use an 8-ary implicit heap as suggested by the recent study [47] on priority queues. Here, 8-ary means with branching factor at most 8. Moreover, a heap is implicit if it uses the usual array implementation rather than with pointers.

To illustrate the processing of a key-value store hit using the same running example of Figure 2.1, consider a new reference for \( g \). The key-value store locates \( g \) using a hash table (Figure 2.3a), moves it to the end of its LRU queue (see Figure 2.3b), and updates its value to \( 10 + 2 = 12 \) where 10 is the minimum priority (\( L \) value) and 2 is the cost-to-size ratio of \( g \). Now, the new head of the queue has priority 12. CAMP updates the value of the heap node pointing to this queue (Figure 2.3c), causing the heap to be updated as shown in Figure 2.3d.

One way to improve performance is by limiting the number of LRU queues. We can do so by
assigning key-value pairs with “similar” cost-to-size values to the same queue. Similarity in this context has a specific meaning, in that values that have different orders of magnitude should remain distinct. Therefore, a rounding scheme that simply truncates a fixed number of bits will not work. Instead, CAMP uses the integer rounding scheme described in [53].

Given a number \( x \), let \( b \) be the order of its highest non-zero bit. To round \( x \) to precision \( p \), zero out the \( b - p \) lower order bits or, in other words, preserve only the \( p \) most significant bits starting with \( b \). If \( b \leq p \), then \( x \) is not rounded. Table 2.1 illustrates the difference between these rounding schemes with examples. With regular rounding, too much information is kept for large values and too little information is kept for small values. Since we don’t know the range of values a priori, we don’t know how to select \( p \) to balance the two extremes. Therefore, we prefer the amount of rounding to be proportional to the size of the value itself (right column).

The following proposition gives a bound on the number of distinct rounded values for the cost-to-size ratio which in turn is an upper bound on the number queues maintained by CAMP:

**Proposition 2.2.** If the original values for the cost-to-size ratio are integers in the range \( 1, \ldots, U \), then the number of distinct rounded values is at most \( (\lceil \log_2(U + 1) \rceil - p + 1)2^p \) where \( p \) is the selected precision.

*Proof.* Let \( x \) denote the value to be rounded. Since \( x \) is in the range 1 through \( U \), the binary representation of \( x \) uses at most \( \lceil \log_2(U + 1) \rceil \) bits. Bit locations are numbered 1 through \( \lceil \log_2(U + 1) \rceil \) with 1 being the lowest order bit. Let \( b \) be maximum of \( p \) and the
location of the highest order non-zero bit in the binary representation of $x$. The scheme zeroes out all bits except those in locations $b, b-1, \ldots, b-p+1$. There are at most $\lceil \log_2(U+1) \rceil - p + 1$ possible values for $b$. For each value of $b$, there are $2^p$ possible rounded values encoded in bits $b, b-1, \ldots, b-p+1$. Thus, the total number of distinct rounded values is $(\lceil \log_2(U+1) \rceil - p + 1)2^p$.

The competitive ratio of GreedyDual-Size is $k$, where $k$ is the ratio of the cache size to the size of the smallest key-value pair. This means that on every sequence of requests, the overall cost of GreedyDual-Size is within a factor of $k$ of the optimal algorithm that knows the entire request sequence in advance. The proposition below shows that CAMP with precision $p$ approximates the behavior of GreedyDual-Size by a factor of $1 + \varepsilon$ where $\varepsilon = 2^{-p+1}$ in the sense that CAMP obtains a competitive ratio of $(1 + \varepsilon)k$. Thus, for sufficiently small $\varepsilon$, the data structure would always evict the key-value pair with the true minimum priority.

**Proposition 2.3.** The competitive ratio of CAMP is $(1 + \varepsilon)k$, where $\varepsilon = 2^{-p+1}$, where $k$ is the ratio of the cache size to the size of the smallest key-value pair.

**Proof.** Consider an unrounded integer $x$ and denote its rounded value by $\bar{x}$. We know that $\bar{x} \leq x$ because rounding only involves changing 1’s to 0’s. Let $b$ be the location of the highest order bit in $x$. Then $\bar{x} \geq 2^{b-1}$. Bits 1 through $b - p$ are set to zero when $x$ is rounded. In the worst case, the cleared bits are all 1. The amount that is subtracted from $x$ to get $\bar{x}$ is at most $2^{b-p}$. Therefore, $(x - \bar{x})/\bar{x} \leq 2^{b-p}/2^{b-1} = 2^{-p+1}$ and $x \leq (1 + \varepsilon)\bar{x}$, where $\varepsilon = 2^{-p+1}$.

Now let $\sigma$ be a sequence of requests and let $\bar{\sigma}$ be the same request sequence but with rounded cost-to-size ratios. Define CAMP($\sigma$) to be the total cost of CAMP on input $\sigma$ and let OPT($\sigma$) be the total cost of the optimal offline algorithm on input $\sigma$. CAMP makes the same eviction decisions on $\sigma$ as it does on $\bar{\sigma}$ because it rounds the cost-to-size ratios in $\sigma$. However, it pays potentially a factor of $(1 + \varepsilon)$ more on each cache miss. Therefore $\text{CAMP}(\sigma)/(1 + \varepsilon) \leq \text{CAMP}(\bar{\sigma})$. CAMP makes the same decisions as GreedyDual-Size
on $\bar{\sigma}$ because the values are already rounded, so $\text{CAMP}(\bar{\sigma}) = \text{GreedyDual-Size}(\bar{\sigma})$. Since we know that $\text{GreedyDual-Size}$ is $k$-competitive, $\text{GreedyDual-Size}(\bar{\sigma}) \leq k \text{OPT}(\bar{\sigma})$. Finally, $\text{OPT}$ will have at least as large an overall cost on $\sigma$ as it will on $\bar{\sigma}$ because all the cost-to-size ratios are at least as large which means that $\text{OPT}(\bar{\sigma}) \leq k \text{OPT}(\sigma)$.

Putting it all together, we get

$$\frac{\text{CAMP}(\sigma)}{1 + \varepsilon} \leq \text{CAMP}(\bar{\sigma}) = \text{GreedyDual-Size}(\bar{\sigma}) \leq k \cdot \text{OPT}(\bar{\sigma}) \leq k \cdot \text{OPT}(\sigma),$$

and $\text{CAMP}$ is $(1 + \varepsilon)k$-competitive.

To use the integer rounding scheme we have described, we must first convert the cost-to-size ratio from a fraction to an integer. We cannot simply round since we may lose information regarding the relative order of magnitude among values that are less than 1. We can solve this problem by first dividing the cost-to-size ratio by a lower bound estimate on the smallest cost-to-size ratio that can ever occur. Then we perform the actual rounding to the nearest integer. The cost of each key-value pair is a non-negative integer, so 1 divided by the maximum size of any key-value pair can serve as a lower bound for the cost-to-size ratio. Thus, we are effectively multiplying each cost-to-size ratio by the size of the largest key-value pair. Although we do not know the maximum size of a key-value pair $a$ priori, we can determine it adaptively. (The next paragraph describes why we do not simply use a large number such as the cache size.) A variable is used to hold the current maximum size observed so far. The variable is updated as soon as a referenced key-value pair is larger than the current maximum. For the sake of efficiency, we do not update the rounded priorities of all the key-value pairs in the key-value store when a new lower bound on the cost-to-size ratio is determined. However, the new value is used for all future rounding.

The rounding scheme makes no $a$ priori assumptions as to the values of the cost-to-size ratios other than assuming that the ratio of the smallest to largest cost-to-size ratio is bounded by
Figure 2.4: Number of visited heap nodes as a function of the cache size ratio. The label GDS stands for GreedyDual-Size.

$U$. Converting all values to an integer is just a mathematically convenient way of expressing that assumption. The goal is to use the range 1 to $U$ as effectively as possible in expressing the range of cost-to-size ratios. The larger the value of $U$, the more space that must be set aside for potential LRU queues. The conversion from fractional values to integers is achieved by multiplying all values by a fixed multiplier and rounding to the nearest integer. Selecting a large number for the multiplier would result in large rounded values and would require a large upper bound $U$. This explains why we do not simply use the cache size for the multiplier.

In short, CAMP computes the $H$ value of a key-value pair in three steps. As the initial step, it converts the cost-to-size ratio to an integer. It then rounds the result by the pre-specified precision to an approximate value $c$. Finally, it assigns the key-value pair to the LRU queue associated with the value $c$. The key-value pair is assigned an $H$ value of $c + L$, where $L$ is the offset parameter used by GreedyDual-Size.

Figure 2.4 compares the number of visited heap nodes in a heap-based implementation of GreedyDual-Size and in CAMP when run using the trace-driven simulation of Section 2.3. This quantity is an indication of the amount of runtime overhead of each implementation: in the case of GreedyDual-Size, this is the number of nodes that are visited when the heap is updated due to an insertion or deletion. In the case of CAMP, insertions and deletions from the queue comprise a constant time update to an LRU queue as well as the occasional
update to the heap when the head of an LRU queue changes.

There are two contributing factors to CAMP’s significantly smaller number of node visits. First, the number of nodes in GreedyDual-Size’s heap is equal to the number of key-value pairs in cache whereas the number of nodes in CAMP’s heap is equal to the number of non-empty LRU queues, which is very small as noted in Figure 2.5b. Since the number of node visits required by a heap update grows logarithmically with the number of nodes in the heap, GreedyDual-Size’s heap updates can take longer than CAMP’s. The second contributing factor is that GreedyDual-Size makes more heap updates than CAMP does. In particular, GreedyDual-Size updates its heap every time the priority of a key-value pair is updated. On the other hand, CAMP only does so whenever the priority value of the head node of an LRU queue changes, or when an LRU queue is created or deleted.

Figure 2.4 shows the number of visited nodes by GreedyDual-Size increases as a function of the memory size. This trend is reversed with CAMP. The GreedyDual-Size curve increases because the number of nodes in the heap is equal to the number of items in the key-value store and there are many more data items with a larger memory size. In contrast, the CAMP curve decreases because the number of heap nodes, which is equal to the number of non-empty LRU queues, remains constant as a function of cache size. But since more items can be stored when the cache size increases, there are fewer updates to the cache. Hence, the decreasing curve.

2.3 Evaluation

We used a social networking benchmark named BG [5, 6, 26, 27] to generate traces of key-value references from a cache augmented database management system [32]. BG emulates members of a social networking site viewing one another’s profile, listing their friends, and
other interactive actions. The benchmark is configured to reference keys using a skewed pattern of access with approximately 70% of requests referencing 20% of keys. A trace file consists of approximately 4 million rows. Each row identifies a referenced key-value pair, its size, and cost. Cost is either the time required to compute the key-value pair by issuing queries to the RDBMS or a synthetic value selected from \{1, 100, 10K\}, which is a set of values chosen to simulate widely varying costs between key-value pairs. With the latter, each key-value pair is assigned one of the three possible values with equal probability. Once a cost is assigned to a key-value pair, it remains in effect for the entire trace.

We implemented a simulator that consists of a key-value store and a request generator to read a trace file and issue requests to the key-value store. The key-value store manages a fixed-size memory that implements either the LRU or the CAMP algorithm. Every time the request generator references a key and the key-value store reports a miss for its value, the request generator inserts the missing key-value pair in the key-value store. This results in evictions when the size of the incoming key-value pair is larger than the available free space.

The simulator quantifies two key metrics: miss rate and cost-miss ratio. Miss rate is the total number of requests that result in a key-value store miss divided by the total number of requests in the sequence. Cost-miss ratio is obtained by summing the costs for each request that results in a key-value store miss divided by the sum of the costs for all the requests. With both, the first request to a particular key-value pair in the trace (called a cold request) is not counted because any algorithm will fault on such requests. Since CAMP is tuned to

<table>
<thead>
<tr>
<th>Miss rate</th>
<th>Number of requests that observe a cache miss divided by number of issued requests.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost-miss ratio</td>
<td>Sum of the costs of key-value references that observe a cache miss divided by the sum of the costs for all key-value references.</td>
</tr>
<tr>
<td>Cost</td>
<td>Amount of time required to compute a key-value pair.</td>
</tr>
<tr>
<td>Cache size ratio</td>
<td>Memory size divided by the total size of the key-value pairs competing for the memory.</td>
</tr>
</tbody>
</table>

Table 2.2: Definitions of terms used.
minimize the total cost of serving the requests in the sequence, the cost-miss ratio is the primary metric used to quantify performance. In the following, we report these metrics as a function of either the precision used by the CAMP algorithm or the cache size ratio. The latter is the size of the key-value store memory divided by the total size of the unique objects in the trace file.

The precision of CAMP is a parameter that can be tuned for performance optimization. Small values of precision result in fewer LRU queues. With larger values of precision, replacement decisions are more finely tuned to differences in the cost-to-size ratio for each key-value pair. The graph in Figure 2.5a shows the cost-miss ratio for CAMP as a function of the precision value. The three curves show the results for three different cache sizes. For the version labeled $\infty$, no rounding is done after the initial cost-to-size ratio is rounded to an integer. In other words, this version corresponds to the standard GreedyDual-Size algorithm. Figure 2.5a shows that there is almost no variation in cost-miss ratios for different precisions. More importantly, there is almost no difference between the cost-miss ratios of CAMP and standard GreedyDual-Size.

Figure 2.5b shows the number of distinct LRU queues maintained by CAMP as a function of precision. The maximum number of queues possible is the number of distinct possible values for the cost-to-size ratio of the key-value pairs for a particular precision value. However, the key-value store may not hold a key-value pair with a particular cost to size value, so at any given point in time, many of the queues are empty. Figure 2.5b shows the actual number of non-empty queues at the end of the trace. Even for a very low level of precision, CAMP has at least five non-empty queues and outperforms LRU that has only one queue, see Figure 2.5c.

In Figure 2.5c, Pooled LRU is the partitioned-memory scheme described in [60]. This approach partitions the available memory into distinct pools. Each pool employs LRU to manage its memory. Those key-value pairs with similar costs are grouped together according to their cost.
Figure 2.5: Simulation results with one trace and cost values selected from 1, 100, 10K.

(a) Cost-miss ratio as a function of precision.

(b) Number of LRU queues maintained by CAMP with different precisions.

(c) Cost-miss ratio as a function of the cache size ratio, with the precision of CAMP set to 5.

(d) Miss rate as a function of the cache size ratio, with the precision of CAMP set to 5.
Different groups are assigned to different pools so that cheap and expensive key-value pairs do not compete with one another for the same memory. This is not the same as CAMP, which adjusts the amount of memory used by each queue automatically, as demand fluctuates.

To give Pooled LRU the greatest advantage, the amount of memory for each queue is computed in advance using the frequency of references to the different key-value pairs over the entire trace. We experimented with different ways to partition the memory. In the first way, memory is allocated uniformly between the three queues. In the second way, the fraction of the total available memory assigned to each queue is proportional to the total cost of requests in the trace that belong to a particular pool.

With the BG benchmark-generated trace using synthetic cost values selected from \{1, 100, 10K\}, Pooled LRU constructs three pools. These pools have approximately the same number of key-value pairs, frequency and size, where the frequency of a pool is the number of references made to key-value pairs in that pool and the size is the amount of memory needed to store all key-value pairs in that pool. With a uniform partitioning of memory, Pooled LRU has both a cost-miss ratio and miss rate similar to LRU. This is a consequence of the key-value pairs assigned to each pool having the same frequency and size. The performance is so close, that we only display the cost-miss ratio for LRU in Figure 2.5c. When memory is partitioned using cost, Pooled LRU improves over LRU’s cost-miss ratio. Furthermore, it is able to match CAMP’s cost-miss ratio when given a large enough cache size by assigning practically all of it to the most expensive pool. However, this improvement is at the expense of a significantly worse miss rate (see Figure 2.5d), since, even with a large cache size, the cheapest pool has nearly a 100% miss rate and the second pool has a miss rate of 65%.
(a) Cost-miss ratio as a function of cache size ratio.

(b) Miss rate as a function of cache size ratio.

(c) Fraction of cache occupied by trace 1 items, with cache size ratio set at 0.25.

(d) Fraction of cache occupied by trace 1 items, with cache size ratio set at 0.75.

Figure 2.6: Simulation results with changing access patterns.
2.3.1 Evolving access patterns

A key feature of CAMP is its ability to adapt to evolving access patterns by evicting those key-value pairs that were hot in some distant past. This includes expensive key-value pairs. Obtained results show CAMP adapts effectively when compared to LRU and Pooled LRU. Moreover, the overall cost-miss ratio and miss rate trends remain the same as the results of Figure 2.5.

In this experiment, we used ten different traces back to back. Each trace file consists of 4 million key-value references. Moreover, requests from different traces are given distinct identification, so any request from a given trace file will never be requested again after that trace. They are adversarial to CAMP because each trace file is generated using a skewed distribution of access as described at the beginning of this section. This means once the simulator switches from the first trace file to the second one, none of the objects referenced by trace file 1 are referenced again. The same holds true for all other trace files, emulating a sudden shift in access patterns where expensive objects that were referenced frequently are never referenced again. We conducted the above experiment for a variety of cache sizes and observe CAMP adapts across the different trace files to provide a cost-miss ratio and miss rate similar to those observed in the previous section, see Figure 2.6a and 2.6b. Figures 2.6c and 2.6d show the fraction of key-value store memory occupied by the key-values of trace file 1 for two different key-value store memory size ratios, 0.25 and 0.75. These two figures show how well the different techniques adapt to the sudden change in access patterns. The x-axis of these two figures it the number of key-value references issued relative to the start of trace file 2 in millions of requests. The transition to a different trace file is at the 4 million tick mark of the x-axis. The y-axis shows the fraction of key-value store memory size occupied by key-value pairs of trace file 1.

With a small cache size (see Figure 2.6c with a cache size ratio of 0.25), all three algorithms
evict key-value pairs referenced by trace file 1 quickly. LRU is the quickest, evicting all key-value pairs of trace file 1 after 21,000 references of trace file 2. It is followed by Pooled LRU with 131,000 references of trace file 2. CAMP evicts most of trace file 1 key-value pairs quicker than Pooled LRU and slower than LRU. It does not evict all trace file 1 key-value pairs (those with the highest cost-to-size ratio) until 7.7 million references, close to the end of trace file 3. However, these items occupy less than 2% of the total cache size.

With a larger cache size (see Figure 2.6d with a cache size ratio of 0.75), both CAMP and Pooled LRU behave in a step function with CAMP evicting a majority of trace file 1 key-value pairs faster than Pooled LRU. Once again, LRU is quickest as it considers recency of references. Pooled LRU evicts all key-value pairs referenced by trace file 1 after 7.3 million requests are issued, close to the end of trace file 3. CAMP maintains a few of the most expensive key-value pairs of trace file 1 even after 40 million requests are issued. However, these occupy less than 0.6% of the available key-value store memory.

Let us analyze the behavior of each algorithm. LRU evicts the key-value pairs requested in trace file 1 when the total size of newer key-value pairs is greater than the cache size, which occurs before the transition to trace file 3 regardless of cache size. The jump in eviction time at cache size ratio 1 corresponds to the fact that the key-value pair that causes the total size of requested key-value pairs to exceed the cache size is the first key-value pair requested in trace file 3.

The sudden eviction of large portions of trace file 1 key-value pairs by Pooled LRU at large cache sizes (see Figure 2.6c) correspond to the introduction of new key-value pairs at the beginning of trace file 3 and trace file 4, which occur at around the 4 millionth and 8 millionth mark. As in the first experiment, Pooled LRU pools key-value pairs by cost, and for a fixed cache size, each pool is allotted a portion of the cache proportional to the cost value. Since the only occurring cost values are 1, 100 and 10K, 99% of the cache is dedicated to the pool of expensive key-value pairs. On the other hand, the expensive key-value pairs from a single
trace file only occupy a third of the maximum cache size, so that a cache size ratio of 2/3 can store all expensive key-values from two trace files, and a cache size ratio of 1 can store those of 3 separate trace files. Now the point at which all trace file 1 key-value pairs are evicted occurs when the total size of the expensive key-value pairs requested in a subsequent trace file exceeds the cache size. When the cache size ratio is 1/3 or less, this occurs before the end of trace file 2 (4 million requests). At a cache size ratio of 2/3 or higher, the eviction time occurs during trace file 4 (roughly between 8 and 12 million requests).

Finally, CAMP maintains an LRU queue for each cost-to-size ratio, and unlike Pooled LRU, these queues can be resized dynamically. Because key-value pairs requested at a later time can have higher priority of being evicted than those requested earlier, CAMP only guarantees that those requested after trace file 1 that have the highest cost-to-size ratio will have lower priority than any trace file 1 request. This observation yields the loose guarantee that all trace file 1 key-value pairs will be evicted by the time the total size of all newer requested items with the highest cost-to-size ratio reaches the cache size. According to Figure 2.6d, for a cache size ratio of 0.75, there are cache-resident still key-value pairs from trace file 1 at the end of the simulation. This is explained by the fact that the highest cost-to-size key-values contribute less than 1/20th of the maximum cache size per trace file. Together over the whole trace, these key-value pairs will fit in caches with cache size ratios greater than 0.5. Hence, the condition guaranteeing the eviction of all items in trace file 1 is satisfied with the .25 cache size of Figure 2.6c and not satisfied with the .75 cache size of Figure 2.6d.

2.3.2 Other traces

The trends reported in Subsection 2.3.1 also hold with other traces. The most insightful results are obtained with the two possible extremes, namely, key-value pairs with variable size but similar costs and key-value pairs with equal size but variable costs. We describe
With variable size key-value pairs whose cost is identical, CAMP renders small key-value pairs resident, providing a lower miss rate when compared with LRU, see Figure 2.7. Pooled LRU constructs one pool and behaves the same as LRU. Because the cost of the key-value pairs is set to 1, the cost-miss ratio of a technique is equal to its miss rate. Hence Figure 2.7 can also be interpreted as the cost-miss ratio of LRU and CAMP as a function of cache size ratio.

With equal size key-value pairs that incur a different cost, CAMP continues to provide a superior cost-miss ratio to both LRU and Pooled LRU, see Figure 2.8a. With a limited amount of memory, CAMP’s miss rate is slightly worse than that of LRU as it favors high cost key-value pairs, see Figure 2.8b. With Pooled LRU, we were challenged in determining the size of different pools as there was no clear way to partition the range of different costs. In the original trace where key-value pairs could only have one of three different cost values, items were pooled by their cost value. Here, we opted to pool items by range of cost values. Specifically, the ranges were 1 to 100, 100 to 10,000 and 10,000 and beyond. The available memory was then divided among the three pools in such a way that each pool received an amount proportional to the lowest cost value in its range. With this assignment, Pooled LRU results in a superior cost-miss ratio with small cache-size ratios. With larger cache size ratios, its partitioning of space makes it inferior to both LRU and CAMP.

Figure 2.7: Miss rate as a function of cache size with variable size key-value pairs and constant cost.

Figure 2.8: Simulation results with key-value pairs of equal size and variable costs.

(a) Cost-miss ratio as a function of cache size ratio.

(b) Miss rate as a function of cache size ratio.

(c) Number of queues as a function of precision.
In comparison to the trace with three distinct cost values (Figure 2.5b), the trace with equally sized key-value pairs has key-value pairs with many more distinct cost values. Therefore, for this trace, CAMP creates a larger number of LRU queues when no rounding takes place, see Figure 2.8c. This increase is due to the fact that there is a greater number of cost-to-size ratios as a result of the considerably larger set of cost values. With additional rounding, i.e. at lower precision, the number of LRU queues in the two traces decrease significantly and converge without any sizable performance degradation.

2.4 An implementation

We implemented CAMP in the IQ Twemcache, a modified version of the Twemcache v2.5.3 [64] that implements the IQ framework [33]. This implementation computes the cost of a key-value pair by noting the timestamp of a miss observed by a get (iqget) and the subsequent insertion of the computed value using a set (iqset). The difference between these two timestamps is used as the cost of the key-value pair.

The approach taken to provide recomputation time is to use the service time to compute a key-value pair (and piggybacked as a part of the input to the key-value store). Hints provided by the application are another possibility.

CAMP does not need to address the issue of malicious applications with misleading costs, because it is intended for use in a middleware deployed in a trusted environment (data center) with no adversary.

We developed an application that implements the request generator of Section 2.3 by reading a trace file and issuing requests to the key-value store using Whalin client version 2.6.1 [71]. We used the trace file with synthetic costs of \{1, 100, 10K\} per discussions of Section 4.4. Figure 2.9a shows the observed cost-miss ratio with LRU and CAMP as a function of different
(a) Cost-miss ratio as a function of the cache size ratio.

(b) Run time as a function of the cache size ratio.

(c) Miss rate as a function of the cache size ratio.

Figure 2.9: Implementation results, where the precision of CAMP is set to 5.
cache size ratios. CAMP incurs a significantly lower cost for the missing keys with smaller cache sizes. This difference becomes smaller with larger cache sizes because the key-value store miss rate drops. These results are consistent with those reported in Section 2.3.

Figure 2.9b shows the amount of time required to run the trace with both LRU and CAMP. It includes the following: (1) the time for either LRU or CAMP to process a cache hit and to make replacement decisions when the memory is exhausted; (2) the time to transmit a key-value pair across the network (with both a cache hit and a cache insert); and (3) the time to copy a key-value pair across the different software layers. The results show that CAMP provides response times comparable to those of LRU. If the cost was included in the reported response times, CAMP would have been significantly faster than LRU, resembling the results reported in Section 2.3. Here, we wanted to show results that demonstrate that an implementation of CAMP is as fast as LRU while ignoring the cost associated with keys.

With both CAMP and LRU, the run time decreases as a function of cache size. The explanation for this is as follows. A get($k$) that observes a miss is followed by a set($k,v$). With a small cache size that is full, the set operation must evict one or more existing key-value pairs and write the new key-value pair $(k,v)$ in the cache. This write operation requires copying of the key-value pair $(k,v)$ from the network buffer into the memory of the cache manager. A larger cache size reduces the number of such operations because a higher percentage of get($k$) operations observe a cache hit, see Figure 2.9c. This explains why the run time improves with both LRU and CAMP using a larger cache size. This also explains why CAMP provides a faster response time than LRU for those cache sizes that provide a lower miss rate, i.e., cache ratio of 0.01.
2.4.1 Discussion

CAMP is suitable for use with multi-core processors as it minimizes the delay incurred with concurrent threads racing with one another to read and write CAMP’s data structures. Several features of CAMP enable it scale vertically. First, it only updates its heap data structure (which requires synchronized access) when the head of a LRU queue changes value instead of per eviction. Second, different threads may update different LRU queues simultaneously without waiting for one another. Finally, CAMP may represent each LRU queue as multiple physical queues and hash partition keys across these physical queues to further enhance concurrent access.

CAMP can be extended with use with a hierarchical cache (using SSD, disk, or both) which may persist costly data items. With any finite cache size, should the data set size exceed the cache size, an algorithm must make an eviction decision. CAMP systematically renders such decisions by considering size and cost of key-value pairs, and recency of references with a two level cache.

2.5 Related work

Management of key-value store memory space must address two key questions: how should memory be assigned to a key-value pair? and what key-value pairs should occupy the available memory? In the context of online algorithms that manage memory, the second question must identify what key-value pair should be evicted when there is insufficient space for an incoming key-value pair. CAMP provides an answer to this question. Below, we survey the state of the art and describe how CAMP is different.

LRU-K [61], 2Q [40], and ARC [56] are adaptive replacement techniques that balance between the recency and the frequency features of a workload continuously, improving cache hit rate for
fixed size disk pages with a constant cost. CAMP is different in that it considers both the size of a key-value pair and its cost. CAMP is an efficient implementation of the GreedyDualSize algorithm [11], visiting significantly fewer heap nodes than GreedyDual-Size, see the discussion of Figure 2.4 in Section 2.2.

Like CAMP, GD-Wheel [50] strives to enhance the efficiency of GreedyDual-Size. There are, however, some significant differences in approach. GD-Wheel rounds the overall priority for each key-value pair instead of the cost-to-size ratio which makes it difficult to evaluate the cost of approximation. The GD-Wheel study does not give a direct comparison between GD-Wheel and GreedyDual-Size. With CAMP we are able to give well-defined guarantees on the competitive ratio of CAMP relative to GreedyDual-Size. Moreover, GD-Wheel does not address how to select their precision parameter $N$ or give an empirical characterization of performance as a function of precision. Finally, GD-Wheel must implement occasional migration procedures wherein all the key-value stores within a GD-Wheel are migrated to the next level. CAMP does not require such a migration step as it uses the cost-to-size ratio as the basis of the rounding scheme (which does not change while a key-value pair is in the cache).

While deciding how space should be assigned (answer to the first question) is a different topic, there are implementations that strive to answer this question in combination with a replacement technique. For example, the memory used by a Twemcache server instance is managed internally using a slab allocation system [7] in combination with LRU. Below, we describe this technique and how it is different than CAMP.

Twemcache divides memory into fixed size slabs (chunks of memory), the default size being 1 Megabyte. Each slab is then assigned a slab class and further sub-divided into smaller chunks based on its slab class. For example, a slab class of 1, the smallest size, would have a chunk size of 120 bytes. This means that a single slab of class 1 can fit 8737 (1 MB / 120 byte) chunks. Every subsequent higher slab class uses chunk sizes that are approximately a factor
of 1.25 larger. So, a slab class of 2 accommodates 6898 chunks each 152 bytes in size. This slab class stores key-value pairs whose size is between 120 and 152 bytes. The largest slab class uses a chunk size that accommodates the entire slab.

When storing a key-value pair, the server determines the amount of memory required to store the key-value pair along with a header for meta-data. The memory allocation attempts the following steps, proceeding in order until it is able to satisfy the allocation request:

1. Replace an expired key-value pair of the smallest slab class that can accommodate the entire incoming key-value pair.

2. Find a free chunk within allocated slabs of that slab class.

3. Allocate a new slab to the matching slab class and assign one of the chunks.

4. Evict an existing key-value pair using LRU and replace its contents.

A limitation of the slab allocation system is that, once a slab has been allocated to a particular slab class, it will forever maintain its class assignment. The consequence of this rigid assignment is that it may prevent future requests from storing key-value pairs in the key-value store. For example, a certain workload may assign all slabs to the slab class 1 (120 bytes). Subsequently, the workload may change and require chunks of slab class 5 (304 bytes). Since all slabs were already assigned to slab class 1, all requests to store key-value pairs with a slab class of 5 fail. This phenomenon is termed slab calcification and causes a key-value store using slab based allocation to under-utilize its available memory.

Twemcache attempts to resolve this calcification limitation by randomly evicting a slab from another class if it is unable to allocate an item. This approach may evict potentially hotly accessed items, reducing the cache hit rate. Additionally, the random slab eviction does not deal with the case when a disproportionately small number of slabs are assigned to the
needed slab class. To illustrate, assume only one slab was assigned to the slab class 5 (0.1% of total memory) and the workload changes such that key-value pairs corresponding to slab class 5 are referenced much more frequently. All the requests must compete for chunks in the single slab whereas the remaining cache space is now under-utilized. Since key-value pairs can still be allocated, the random slab eviction does not activate to free up more slabs.

One may address the calcification limitation by separating how memory should be allocated for the key-value pairs from the online algorithm that decides which key-value pairs should occupy the available memory. For example, with a memcached implementation, one may use a buddy algorithm [28] to manage space in combination with CAMP (or LRU). With those caches that run in the address space of an application (e.g., JBoss, EhCache, KOSAR), the memory manager of the operating system may manage space for instances of classes that serve as values for application specified keys. With these, one may use CAMP to decide which key-value pairs occupy the available memory.

2.6 Conclusion

We presented an efficient implementation of GREEDYDUAL-SIZE called CAMP, which takes advantage of rounded priority values so that the underlying data structure selects a key-value pair for eviction very efficiently. Moreover, we showed that, on typical access patterns, there is no degradation in performance due to the loss of precision of the priority values. CAMP outperforms LRU as well as Pooled LRU in the overall cost of caching key-value pairs in a sequence of requests in which the cost to access different key-value pairs vary dramatically. The implementation of CAMP in IQ Twemcache shows that the overhead in implementing replacement decisions is comparable to LRU’s overhead.
Chapter 3

Cache replacement with memory allocation*

3.1 Introduction

Early designers of computer systems noticed that if a computer program generates a request to access a page in memory, that page is more likely than other pages to be requested again in the near future. This phenomenon, known as locality of reference, is the motivation behind organizing data into two tiers of memory. Pages stored in main memory (the cache) are accessed more quickly. However, main memory is costly and limited in capacity. Therefore most of the pages are stored on disk which has a retrieval time that is orders of magnitude slower than main memory. The paging problem is to design an effective page replacement policy: which page in main memory should be evicted in order to make room for a new incoming page? The goal is to minimize the number of cache misses, that is, requests to a page which is not in main memory.

*This chapter is included with permission from SIAM[37].
In the context of computer systems, the cost of a cache miss is the same for all pages. Furthermore, the size of each page is uniform. In the *generalized caching problem*, the items occupying memory are heterogeneous in that each item $p$ has a cost and a size. A cache replacement policy must always maintain the invariant that the sum of the sizes of the items in the cache does not exceed the total size of the cache. The cost of a cache miss is the cost of the item requested. The goal is to minimize the total cost of the cache misses. One of the original motivations for studying generalized caching was to design effective replacement policies for web caches. Data objects on the web are naturally heterogeneous in size, depending largely on their type (e.g., text, video, image, etc.). The cost to retrieve an item not in the cache is the cost to retrieve it from some other location on the internet which can depend on a variety of factors such as the location of the closest copy and network traffic conditions.

Recently, the generalized caching problem has become important in the context of modern database systems. Many queries to large commercial databases with high read-to-write ratio (such as those maintained by Facebook and Twitter) are repeated over time. Query results (called *key-value pairs*) can be stored in memory so that the next time the query is issued, the result can be retrieved from memory instead of recomputed from scratch. The problem of managing a cache of key-value pairs (called a *key-value store*) maps closely onto the generalized caching problem. Key-value pairs vary in size as they contain different types of data. The cost to bring a key-value pair into the key-value store corresponds to the time to compute it from the database and can vary greatly from query to query.

Memcached, currently the most popular key-value store manager, is used by companies such as Facebook, Twitter and Wikipedia. Memcached is given a fixed amount of memory for the key-value store and manages all replacement decisions for that size cache. In addition, memcached manages its own memory layout rather than relying on the underlying operating system’s calls to allocate and deallocate memory. Instead of breaking key-value pairs into fixed-size
blocks, key-value pairs are stored contiguously in memory. Thus, the cache replacement policy must be coordinated with a memory allocation policy. This contrasts with the traditional generalized caching problem which only requires that the size of the items not exceed the size of the cache and otherwise disregards how the items are laid out in memory.

Memcached uses a memory management scheme known as the slab allocator [7] in which key-value pairs are assigned to one of a small number of LRU queues based roughly on their size. Each queue is given a number of memory slabs determined by the initial portion of the request sequence. The original version of memcached does not feature dynamic resizing of queues as request patterns change, resulting in a phenomenon known as calcification in which some key-value pairs remain in the key-value store indefinitely. Later variants have added some means of reassigning slabs between LRU queues, including selecting the slab containing the oldest item in the cache [60], or selecting at random slab [64]. So far these approaches to managing memory layout in conjunction with a replacement policy have been ad hoc.

We introduce the managed memory caching problem in order to provide a more systematic approach. A problem instance consists of the size of the cache and a sequence of named items together with their size and cost. (Although the problem is motivated by maintaining key-value stores for databases, we use the more generic terms item for key-value pair and cache for key-value store.) For every item, we must decide where to place it in the cache along with which items to evict in order to make room for the incoming item. Placement is only valid if the entire item can fit into a single contiguous segment of free memory. The goal is to minimize the total cost of requests resulting in a cache miss.

We present an algorithm called CAMP-malloc for the managed memory caching problem that is competitive against the optimal algorithm for the generalized caching problem, when it is augmented with enough memory to compensate for fragmentation and give bounds on the fragmentation. CAMP-malloc does not require that a key-value pair be moved in memory once it is placed. However, one can imagine a variant of the problem in which
objects can be moved at a cost in order to make longer contiguous vacancies in memory.

We also present simulation results using a social networking benchmark. The fragmentation incurred by our algorithm is typically less than 15% except for very small cache sizes. Caching performance is measured by the cost-miss ratio which is the sum of the costs of all requests resulting in cache misses divided by the sum of the costs of all requests in the sequence. While CAMP-malloc does suffer from some degradation in performance due to managing memory layout, for most cache sizes, its performance is comparable to competitive page replacement policies that are not concerned with memory layout.

CAMP, described in Chapter 2, provides a good starting point for addressing memory allocation because the items are already organized into a small set of queues. While CAMP uses LRU to prioritize items within a queue, we use FIFO because it requires less movement of objects. Although FIFO has the same competitive ratio as LRU, it generally does not perform as well in practice. The cost of the switch from LRU to FIFO is isolated and measured in the simulations. Finally we devise a way of moving memory between the queues in larger blocks of memory in order to adapt to shifting patterns in the request sequence. There is some fragmentation incurred from laying out objects within a block (which we call block fragmentation) and some fragmentation in reassigning blocks from one queue to another (which we call queue fragmentation). Both of these phenomena are measured in the simulations.

This chapter is organized as follows. Section 3.2 gives a description of our algorithm for cache replacement with memory allocation. Section 3.3 contains a proof of the competitiveness as well as a theoretical bound on fragmentation of $2\sqrt{2qks_{\text{max}}}$ where $q$ is the number of queues, $k$ the size of the cache and $s_{\text{max}}$ the maximum item size. Finally, in Section 3.4, we report on the results of a trace-driven simulation that compares the performance of our algorithm and several other caching algorithms.
3.2 Algorithm CAMP-malloc

Algorithm 2 CAMP-MALLOC.

function initialization
    all queues are empty
    all blocks are free
    \( L \leftarrow 0 \)

function serve(item \( i \))
    if \( i \) is in the cache then
        return
    if queue(\( i \)) is empty or \( i \) does not fit in queue(\( i \))’s tail block then
        if there is no free block then
            \( L \leftarrow \min_{B} H(B) \)
            \( B \leftarrow \arg\min_{B} H(B) \)
            evict all items in \( B \)
            remove \( B \) from its queue
            append a free block to queue(\( i \))
        \( B \leftarrow \) block at queue(\( i \))’s tail
        append \( i \) to \( B \)
        \( H(B) \leftarrow L + \frac{\text{cost}(i)}{\text{size}(i)} \)

In order to give some intuition for algorithm CAMP-MALLOC (Algorithm 2), we first consider
the situation in which all items have the same cost-to-size ratio. In this case, both FIFO and
LRU will be \( k \)-competitive. However it is much easier to manage memory layout with FIFO
by configuring the address space as a circular queue as shown in Figure 3.1.

A request to an item already in the cache does not change the memory layout. There is a gap
between the head and tail of the FIFO queue which is always less than the size of the largest
object. On a cache miss, objects are evicted from the head of the queue in FIFO order until
the gap is large enough to accommodate the incoming item. Then the item is placed at the
tail of the queue adjacent to the item that was placed in the cache most recently. There
is also a second gap where the queue circles around from the end to the beginning of the
memory allocated to the cache.

Note that the physical layout of items in memory always coincides with the FIFO order of
Figure 3.1: A FIFO queue with memory layout. The memory for the cache is organized as a circular array. Each segment is a data object. Gray portions are unused memory. The two diagrams show the state of the queue before and after an item is evicted and a new one is inserted.

the items. By contrast, with LRU, the logical order of the items and their physical layout in memory are different which will result in holes in the layout when items are evicted. Thus, a memory allocation policy used in conjunction with LRU would have to provide a means of filling holes or moving items within the cache.

Since FIFO is more amenable to memory layout than LRU, the first change we make to CAMP is to implement each separate queue as a FIFO queue instead of an LRU queue. In terms of the original GreedyDual-Size algorithm, this amounts to not updating the priority of the requested item on cache hits.

In order to dynamically allocate memory between the queues, we divide memory into same-size blocks. Blocks are large enough to hold many items. We optimize the size of the blocks later. Starting from an empty block, items are placed in the block next to each other in the order in which they entered the cache. Each FIFO queue owns a set of blocks. While the blocks in each queue are logically ordered in FIFO order, they are physically scattered around the memory. Thus, a block can be emptied and reassigned to another queue as needed. If there is no more room in the block at the tail of a queue to insert the item currently being served,
we choose a block to flush and add it to the tail of the queue.

Items are assigned to a queue as a function of their cost-to-size ratio \( r = \frac{\text{cost}(\text{item})}{\text{size}(\text{item})} \). Let \( \text{queue}(\text{item}) \) and \( \text{queue}(r) \) both denote this assignment. It is only necessary to track a priority for each block, although the analysis is simplified by keeping the priority for each item as it would have been assigned with CAMP. When an item is inserted into the cache, it is assigned a priority of \( H(\text{item}) = L + \frac{\text{cost}(\text{item})}{\text{size}(\text{item})} \). Since the priority of a block is updated to \( H(\text{item}) \) at the time an item is inserted, the priority of a block is always equal to the priority of its most recently inserted (highest priority) item. The priorities of the blocks also coincide with their order in the FIFO queue with the lowest priority block at the head of the queue and the highest priority at the tail of the queue.

### 3.3 Proof of competitiveness

By induction on the number of requests, it can be observed that the value of \( L \) is a lower bound on the priority of any block in the cache and that \( L \) is non-decreasing in time. Define an item in cache to be eligible if its priority is at least as large as \( L \). Otherwise, we say that the item is ineligible. An item is eligible when it is first brought into cache. If an item becomes ineligible at any point, it remains so until its eviction.

**Lemma 3.1.** The total size of eligible items occupying CAMP-malloc’s cache is at least

\[
k - 2q s_{\text{block}} - ks_{\text{max}}/s_{\text{block}},
\]

where \( k \) is the cache size, \( s_{\text{max}} \) the maximum item size, \( s_{\text{block}} \) the block size and \( q \) is the maximum number of cost-to-size values present in CAMP-malloc’s cache at any one time.

**Proof.** We call a block an intermediate block if it is not the head or tail block in its queue.
Each of the items in an intermediate block was brought into the cache after all the items in the head block for its queue. Therefore, the priority of each item in an intermediate block is at least as large as the priority of the head block in its queue which is in turn at least as large as $L$. Therefore, all items in intermediate blocks are eligible.

Each intermediate block was the tail block at the time it was being filled. Since intermediate blocks are by definition no longer the tail block, there was a point at which CAMP-malloc tried to allocate an item to the block but failed because there was insufficient room. Therefore, the sum of the sizes of the items in each intermediate block is at least $s_{\text{block}} - s_{\text{max}}$. The amount of memory in intermediate blocks is at least $k - 2qs_{\text{block}}$. There are at most $k/s_{\text{block}}$ intermediate blocks, each of which has at most $s_{\text{max}}$ wasted space. Therefore, the total size of items in intermediate blocks (a lower bound on the total size of eligible items in the cache) is at least $k - 2qs_{\text{block}} - ks_{\text{max}}/s_{\text{block}}$. 

The $2qs_{\text{block}}$ term in Lemma 3.1 is a bound on queue fragmentation because 2 blocks per queue (at the head and the tail) could be almost empty or contain ineligible items. The $ks_{\text{max}}/s_{\text{block}}$ term is a bound on the block fragmentations because there is at most $s_{\text{max}}$ wasted space in each full block. Therefore, the fragmentation is minimized when

$$s_{\text{block}} = \sqrt{\frac{ks_{\text{max}}}{2q}},$$

which results in a fragmentation amount equal to

$$2\sqrt{2qks_{\text{max}}}.$$ 

The following theorem shows that, given enough additional memory to accommodate for queue and block fragmentation, CAMP-malloc is $k/s_{\text{min}}$ competitive against OPT. Note that $k/s_{\text{min}}$ corresponds to CAMP’s competitive ratio.
**Theorem 3.2.** Suppose that CAMP-malloc has cache size $k$ and OPT has cache size $h$ such that

$$h \leq k - 2qs_{\text{block}} - \frac{k}{s_{\text{block}}}s_{\text{max}}$$  \hspace{1cm} (3.1)

where $q$, $s_{\text{block}}$ and $s_{\text{max}}$ are defined as in Lemma 3.1. Then for any request sequence

$$\text{cost}(\text{CAMP-malloc}) \leq \frac{k}{s_{\text{min}}} \text{cost}(\text{OPT}),$$

where $s_{\text{min}}$ is the minimum item size.

**Proof.** Let $L_f$ denote the value of $L$ after CAMP-malloc has served the entire request sequence. If suffices to prove that

$$\text{cost}(\text{CAMP-malloc}) \leq kL_f$$  \hspace{1cm} (3.2)

and that

$$L_f \leq \text{cost}(\text{OPT})/s_{\text{min}}.$$  \hspace{1cm} (3.3)

To prove (3.2), consider a single unit of memory in CAMP-malloc’s cache and an item $i$ that occupies it. During the time $i$ is eligible during this occupation, the amount by which $L$ increases is at least

$$\text{cost}(i)/\text{size}(i) \leq \Delta L.$$  

This is because $i$ becomes ineligible at the moment that $L$ increases passed $H(i)$, which is an amount $\text{cost}(i)/\text{size}(i)$ more than the value of $L$ when it entered. Summing this inequality over all items that occupy that unit of cache, and noting the fact that no two items can
occupy the same unit at the same time, we obtain a lower bound on $L_f$. Now summing over all cache units results in (3.2).

To prove (3.3), think of the execution of each request happening sequentially so that OPT serves the request first and then CAMP-malloc serves the request. Define a period of an item to be the duration of time that it is eligible and in CAMP-malloc’s cache, but not in OPT’s cache.

Every increase in $L$ belongs to a period. This is because an $L$ increase corresponds to an item $i$ being a miss for CAMP-malloc. Since OPT has already served $i$, $i$ is in its cache, but it is not in CAMP-malloc’s cache. But by lemma 3.1 and assumption (3.1), the total size of items in OPT’s cache is less than the total size of eligible items in CAMP-malloc’s cache. Hence, there is an eligible item in CAMP-malloc’s cache that is not in OPT’s. So the $L$ increase belongs to this item’s period.

Next, we show that the total amount of increase in $L$ during a period for an item $i$ is

$$\Delta L \leq \frac{\text{cost}(i)}{s_{\text{min}}}. \quad (3.4)$$

Let $L_0$ be the value of $L$ the last time $i$ enters the cache before this period begins. Let $L_1$ and $L_2$ denote the values of $L$ when the period begins and when it ends. Since $L$ is non-decreasing, $L_1 \geq L_0$. The period ends when $i$ becomes ineligible or is evicted, which happens when $L$ increases passed $L_0 + \frac{\text{cost}(i)}{\text{size}(i)}$, or the item is requested again before it is evicted by CAMP-malloc, in which case $L$ has not yet grown passed $L_0 + \frac{\text{cost}(i)}{\text{size}(i)}$. In either case, we have

$$L_2 - L_1 \leq \frac{\text{cost}(i)}{\text{size}(i)} \leq \frac{\text{cost}(i)}{s_{\text{min}}}.$$ 

Finally, we prove (3.3) by summing (3.4) over all items evicted by OPT and removing all
duplicate increases in $L$ from the left hand side of the inequality.

\section*{3.4 Simulations}

We used a social networking benchmark named BG \cite{5, 6, 26, 27} to generate traces of key-value references from a cache augmented database management system \cite{32}. BG emulates members of a social networking site viewing one another’s profile, listing their friends, and performing other interactive actions. The benchmark is configured to reference keys using an i.i.d. skewed pattern of access with approximately 70\% of requests referencing 20\% of keys. The trace file consists of approximately 4 million rows. Each row identifies a referenced key-value pair, its size, and cost. Cost is the time required to compute the key-value pair by issuing queries to the RDBMS. Although the cost per key-value pair varies significantly, the distribution of sizes of the objects in the original trace was highly bimodal with sizes clustered around two distinct values (1200 and 83000 bytes) depending on whether the key-value pair contains an image. Such uniformity in sizes gives our algorithm an unfair advantage since it results in very little fragmentation within a block. We therefore randomized the sizes by taking the original size of each object and multiplying by a factor generated by a Gaussian distribution with mean 1 and standard deviation 0.6.

We implemented a simulator that consists of a key-value store and a request generator to read the trace file and issue requests to the key-value store. The key-value store manages a fixed-size memory with a cache replacement algorithm. We implement three distinct key-value store management algorithms: CAMP (the same algorithm studied in Chapter 2), CAMP-FIFO, and CAMP-malloc. CAMP-FIFO is the same as CAMP except that the replacement policy for each queue is FIFO instead of LRU. CAMP and CAMP-FIFO only need to maintain that the sum of the sizes of items in the cache does not exceed the size of the cache. CAMP-malloc, on the other hand, divides memory into fixed-size blocks.
and maintains that the sum of the sizes of the items within each block does not exceed the capacity of the block.

CAMP-FIFO is an intermediate algorithm which we introduce in order to isolate the degradation in performance due to using FIFO instead of LRU and then the degradation in performance due to fragmentation from implementing the memory layout in CAMP-malloc. The primary means of evaluating cache performance is the cost-miss ratio which is the sum of the costs of the requests resulting in a cache miss divided by the sum of the costs of all the requests. Because the cache starts out empty, the cost-miss ratio only takes into account requests to items that have been requested at least once in the past.

The primary focus of Chapter 2 is the evaluation of CAMP relative to GreedyDual-Size, specifically whether caching performance is compromised with lower precision for priorities and the resulting reduction in implementation cost with fewer queues. The data shows that for the benchmarks used in the simulations, the cost-miss ratio of CAMP is comparable to GreedyDual-Size even when only a single bit of precision is used for the cost-to-size ratio (effectively rounding the cost-to-size ratio down to the nearest factor of 2). Therefore, we use that same level of rounding in the simulations for this study. For that level of precision and the benchmarks used here, the maximum number of queues possible is 25. In reality only an average of 13 queues are populated at any given point in time in the course of the simulation. The number of queues varies only slightly with the cache size and algorithm.

Figure 3.2 shows the cost-miss ratio of CAMP, CAMP-FIFO, and CAMP-malloc for caches of different sizes. The size of each cache is denoted as a percentage of the total sizes of all the key-value pairs requested in the trace. Note that CAMP-malloc has an open parameter which is the block size. For this set of data, we post-selected the block size that resulted in the optimal cost-miss ratio in order to get a lower bound on performance loss due to fragmentation. However, the next set of data shows that performance is not particularly sensitive to choice of block size. The biggest performance degradation occurs
between CAMP and CAMP-FIFO. On the other hand, performance degradation due to implementing a memory layout in CAMP-malloc is actually minimal.

Figures 3.3a and 3.3b show how the cost-miss ratio and amount of fragmentation of CAMP-malloc depend on the block size. The block size is expressed as a multiple of the largest item size as a convenient way to convert the size of the block relative to the items it holds. In practice, the block size would be a fixed number of kilobytes and need not be an integer multiple times the size of the largest item. Fragmentation is measured at the end of the simulation and is defined as the fraction of cache that is unoccupied. There are two competing factors that contribute to fragmentation which need to be balanced in selecting block size. The wasted space within a block (block fragmentation) is roughly the same for each block but is multiplied times the number of blocks. Therefore smaller blocks will result in more block fragmentation. The other contributing factor to fragmentation is the queue fragmentation and comes from the fact that the queue block of each queue is only partially filled. Larger blocks will result in more queue fragmentation. Note that the competitive analysis accounts for fragmentation in the head block as well as the tail block in bounding queue fragmentation.
Figure 3.3: Performance of CAMP-MALLOC as a function of block size. Each curve corresponds to a different cache size ratio.
because items in the head block can become ineligible and are therefore not the most desirable items to keep in the cache. The empirical results do not count space occupied by ineligible items as wasted space since they could still be resulting in cache hits. Thus, the amount of queue fragmentation accounted for in the analysis is pessimistic in comparison to the simulations.

The data in Figures 3.3a and 3.3b suggest that the best block size is a small constant times the size of the largest item. However, performance does not depend significantly on block size except for very small caches. Fragmentation becomes problematic when the number of blocks per queue becomes too small which happens for smaller cache sizes (i.e., 0.10 and smaller). For the trace we used, $s_{\text{max}} \approx 1.6 \times 10^5$, $q \approx 13$ and the sum of the sizes of all possible items is $8.5 \times 10^8$. So for a cache size ratio of 0.1, the average amount of memory per queue is

$$0.10(8.5 \times 10^8)/13$$

which is 40 times $s_{\text{max}}$. For block sizes larger than 10 times $s_{\text{max}}$, there are typically less than four blocks per queue which results in significant tail fragmentation.

Figure 3.4 illustrates the tradeoff in block and queue fragmentation as block size varies with a cache size ratio of 0.1 and shows that the sweet spot in balancing the two is a block size that is roughly 5 times $s_{\text{max}}$. Note that a cache size ratio of 0.1 one of the smallest size caches considered in our simulations for which performance is more sensitive to block size.

### 3.5 Future work

The fact that using FIFO degrades caching performance more than fragmentation suggests that a hybrid between FIFO and LRU would yield better overall performance. The fact that FIFO performs suboptimally as a replacement algorithm for key-value stores has also
been previously observed [57]. In general, the physical layout of items within the cache will differ from the LRU order. Evicting items in LRU order will result in more fragmentation which will require an algorithm to fill holes created by evictions or movement of data within the cache. An effective cache management policy needs to balance caching performance, fragmentation and the cost of moving data within the cache.
Chapter 4

Memory hierarchy design for caching middleware

4.1 Introduction

Advances in the storage industry have resulted in the recent introduction of non-volatile memory such as PCM, STT-RAM, and NAND Flash. These new forms of storage are anticipated to be much faster than rotating disk as permanent store, and less expensive than DRAM as volatile memory. Unlike DRAM, non-volatile memory retains its content in the presence of power failures. Table 4.1 compares some of the performance characteristics of the main types of storage media available at the time of this writing.

<table>
<thead>
<tr>
<th></th>
<th>DRAM</th>
<th>STT-RAM</th>
<th>Memristor</th>
<th>FeRAM</th>
<th>PCM</th>
<th>NAND Flash</th>
<th>disk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read time (ns)</td>
<td>10–50</td>
<td>10–30</td>
<td>&lt;10</td>
<td>20–40</td>
<td>20–70</td>
<td>25,000</td>
<td>2–8 × 10⁶</td>
</tr>
<tr>
<td>Write time (ns)</td>
<td>10–50</td>
<td>20–30</td>
<td>10–65</td>
<td>50–500</td>
<td>13–95</td>
<td>200,000</td>
<td>4–8 × 10⁶</td>
</tr>
<tr>
<td>Retention</td>
<td>&lt;100 ms</td>
<td>weeks</td>
<td>&gt;10 yrs</td>
<td>~10 yrs</td>
<td>&lt;10 yrs</td>
<td>~10 yrs</td>
<td>~10 yrs</td>
</tr>
<tr>
<td>Energy/bit (pJ)²</td>
<td>2–4</td>
<td>0.1–1</td>
<td>0.1–3</td>
<td>0.01–1</td>
<td>2–100</td>
<td>10–10⁴</td>
<td>10⁶–10⁷</td>
</tr>
<tr>
<td>3D capability</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 4.1: Alternative data storage technologies [21, 58].
Caching middleware is an immediate beneficiary of non-volatile memory. In the current and next chapters, we explore the possibility of using NVM technology to improve the performance of two types of caching middleware.

The first type of caching middleware is cache augmented data store architecture [32] that extends a database management system with a key-value store that enables an application to lookup the result of queries which are repeated many times. The key insight is that query result lookup is faster and more efficient that query processing for those workloads that exhibit a high read-to-write ratio, such as social networking applications [63, 60, 32, 33].

An example is memcached in use by popular internet destinations such as Facebook [60]. It is a distributed in-memory key-value store that augments a data store such as MySQL [4]. Today’s memcached uses DRAM for fast storage and retrieval of key-value pairs. By using non-volatile memory as either a replacement or extension of DRAM, one may convert memcached to retain its key-value pairs after a short-lived power failure.

The second type of caching middleware is host-side caches that stage disk pages on a storage medium which is faster than permanent store and brings data closer to the application [66, 15, 68, 57, 69, 9, 35, 51, 44]. With these caches, a data item is either a disk block, a file, or an extent consisting of several blocks. For example, Dell Fluid Cache [15] stages disk pages referenced by a database management system such as MySQL on NAND Flash in order to hide the latency of retrieving these pages from a significantly slower permanent store. In our experiments with a social networking benchmark named BG, Fluid Cache enhanced the performance of MySQL anywhere from a factor of 3 to 20 [31]. It may be possible to boost performance further by extending this transparent cache to consist of both PCM and NAND Flash as PCM is significantly faster than NAND Flash.

These caching scenarios raise the following research questions:
1. Given multiple choices of storage media and a fixed monetary budget, what combination of memory choices optimizes the performance of a workload? Is it appropriate to use only one storage medium or a mix?

2. What is the best policy for assigning key-value pairs across the selected choices of storage media? Should the system replicate key-value pairs across DRAM and NVM or partition them?

In the current and next chapters, we attempt to answer these questions. Unlike in Chapters 2 and 3 in which requests were issued in an online fashion, we use the independent reference model, that is, input sequences are made up of independent requests from a probability distribution over all data. Therefore, our solution to the second question is a static placement of data over storage media. The current chapter provides an answer to the first question, specifying an ideal combination of memory media for a particular budget and workload, whereas Chapter 5 assumes that the capacity and types of memory are already determined.

In this chapter, we use the term cache to refer to either one or several storage media used as a temporary staging area for data items. A data item might be a key-value pair with the key-value store or a disk page with the host-side cache. Each type of storage medium that contributes space to the cache is termed a stash. For example, in a key-value store, the cache
may consist of DRAM and non-volatile memory as two stashes. The stashes in a host-side cache may be PCM and Flash. A copy of a data item occupying the cache is also stored on permanent store. With memcached, the permanent store is a data store such as MySQL from which the key-value pair must be recomputed. With a host-side cache such as Dell Fluid Cache, the permanent store may be a Storage Area Network such as Dell Compellent. An application’s read request for a data item fetches the data item from either the cache (a cache hit) or the permanent store (a cache miss) into transient memory for processing.

The different data items compete for the available space in the stashes that collectively constitute the cache. The goal is to assign data to the stashes with the objective of enhancing the performance of read and write operations referencing those data items. The systems literature has considered two divergent approaches to data placement: tiering and replication. Tiering maintains only one copy of a data item across the stashes. Replication constructs one or more copies of a key-value pair across stashes. We allow for each item to be placed on any subset of the stashes.

The first contribution of this chapter is an offline optimal algorithm that computes (1) the choice and sizes of the stashes that constitute a cache given a fixed budget and (2) a static placement of data items across the stashes identified in Step 1. The input to the algorithm is the workload of an application (frequency of access to its referenced data items, sizes of the data items, and the time to fetch a data item on a cache miss) and the characteristics of candidate stashes (read and write latency and transfer bandwidths, failure rate, and price). The proposed algorithm uses the distribution of access frequencies to guide overall design choices in determining how much if any of each type of storage media to use for the cache. The algorithm can also be used to guide high-level caching policy questions such as whether to maintain backup copies (replication) of data items in slower, more reliable storage media or whether to only keep a single copy of each item across stashes (tiering).

While the algorithm presented here does compute a sample placement of data across stashes,
the placement is primarily a tool for measuring the average response time for a particular choice of stash sizes. The actual placement of data to caches would naturally need to evolve in real time in order to adapt to fluctuations in the relative popularity of particular data items. This motivates the need for online algorithms for data placement as a future research direction, which we describe in more details in Section 4.6. While a particular choice of stash sizes for a fixed budget may no longer be optimal if workload characteristics change, recent history is the best available source of information for future workload. The method proposed here provides a systematic way to use this information to guide choices that must be made at the time a system is configured.

For example, Figure 4.1 shows the estimated average service time as a function of budget when the cache is limited to a single stash. Each line corresponds to a different storage medium used for the cache, with NVM$_1$ and NVM$_2$ corresponding to two representative non-volatile memory technologies (see Table 4.3 for their characteristics). When the budget is tight (small values of $x$-axis), NAND Flash is a better alternative than DRAM and comparable to NVM$_1$ because its inexpensive price facilitates a larger cache that enhances service time.

Figure 4.1 illustrates that except in the extreme case where the budget is large enough to store the entire database in DRAM, the two non-volatile memory options are preferable storage media to DRAM. This information would influence a design choice in determining which type of memory to use to cache key-value pairs. The algorithm is flexible and performs the same optimization to realize caches consisting of two or more stashes. In addition, it evaluates choices in which data items are stored in more than one stash.

Our method for cache configuration specifies a size for each stash in bytes. However, one typically purchases memory in certain granularities. We assume that in determining the amount of memory for each stash, the byte figures would be rounded to the nearest value available for each memory type.
The second contribution is our trace driven evaluation of the proposed method. The main lessons of this evaluation are as follows:

1. Some combination of storage media perform considerably better than others over a wide range of budget constraints. For example, the combination of Flash and NVM₂ is a good choice in the context of host-side caches for most budget scenarios (See Figure 4.8). DRAM and NVM₂ does best for cache augmented data stores for most budgets (See Figure 4.12).

2. After a certain threshold point that depends on database size and workload characteristics, spending money on larger and faster caches does not offer significant improvement in performance.

3. Before spending money on an expensive form of non-volatile memory that stores a small fraction of data items, better performance gains might be achievable by purchasing a slightly slower speed storage medium with a higher storage capacity that can stage all data items.

4. Optional replication of data items by our algorithm produces results that are slightly better than tiering and significantly superior to an approach that replicates all data items across stashes.

5. There can be several different placements that approximate the optimal placement in their average service time. These alternatives can be explored by limiting the set of placement options and comparing the average service time under the more restrictive scenario to the average service time in which all possibilities are allowed.

The rest of this chapter is organized as follows. Section 4.2 presents a model of the optimization problem using the language of cache augmented data stores as it is more general. Section 4.3 formalizes this optimization problem as an instance of the multiple-choice knapsack problem
and presents a near optimal algorithm to solve it. Section 4.4 demonstrates the effectiveness of this algorithm in deciding the choice of stashes and placement of data items across them for both cache augmented data stores and host-side caches using a trace-driven simulation study. We describe related work in Section 4.5 and future work in Section 4.6.

4.2 The model

We describe the model using the language of key-value stores because it is the most general. At the end of Section 4.2, we describe the few changes to adapt our methods for designing a host-side cache.

We model query sequences by a stream of independent events in which the occurrence of a particular query (key-value read request) or update (key-value write request) does not change the likelihood that a different query or update occurs in the near future. Independently generated events is the model employed by social networking benchmarks such as BG [5] and Linkbench [4]. If the probabilities of queries and updates to each key-value pair are known a priori, then a static assignment of key-value pairs to each storage medium is optimal. Before each request, the optimal placement minimizes the expected time to satisfy the next request. If the distribution does not change over time, then the same placement will be optimal for every request. In our simulation studies, we estimate the probability that a particular key-value pair is requested by analyzing the frequency of requests to that key-value pair in the trace file. We then determine an optimal memory configuration based on those probabilities.

For each key value pair \( k \), we assume the following four quantities are known:

- \( \text{size}(k) \) the size of the key-value pair in bytes.
• compute-time($k$) the time to compute the key-value pair from the database.

• read-freq($k$) the frequency of a read reference for key $k$.

• write-freq($k$) the frequency of a write reference for key $k$.

Note that $\sum_k (\text{read-freq}(k) + \text{write-freq}(k)) = 1$.

There is a set $\mathcal{S}$ of candidate stashes for the cache, each made of a different memory type. For example, Table 4.3 shows the memory device types\footnote{Since parameters for emerging non-volatile memory technology are not completely known, we used two representative types of non-volatile memory, which we call NVM$_1$ and NVM$_2$.} and their parameters used in our simulations. Hence, in our experimental studies for the key-value store, $\mathcal{S}$ is defined as:

$$\mathcal{S} = \{\text{disk}, \text{Flash}, \text{NVM}_2, \text{NVM}_1, \text{DRAM}\}.$$  

Each stash $s \in \mathcal{S}$, has the following characteristics:

• read-latency($s$) the read latency of candidate stash $s$.

• write-latency($s$) the write latency of candidate stash $s$.

• read-bandwidth($s$) the read bandwidth of candidate stash $s$.

• write-bandwidth($s$) the write bandwidth of candidate stash $s$.

• price-per-byte($s$) the monetary cost of purchasing a byte of $s$.

The time to read $k$ from $s$ is:

$$\text{read-time}(k, s) = \text{read-latency}(s) + \text{size}(k)/\text{read-bandwidth}(s)$$
The time to write $k$ to $s$ is:

$$\text{write-time}(k, s) = \text{write-latency}(s) + \frac{\text{size}(k)}{\text{write-bandwidth}(s)}$$

### 4.2.1 Placement options

A copy of a key-value pair $k$ can be placed in one or more of the stashes. We define a placement option $P$ for a key-value pair to be a subset of the set of stashes. For example, the placement option $P = \{\text{Flash, DRAM}\}$ represents having a copy of a key value pair on both Flash and DRAM. The placement option $\emptyset$ represents the scenario where a key-value pair is not stored in the cache at all. In each experiment, we define a set of possible placement options for a key-value pairs that allows us to study the trade-offs between different options. For example, in tiering, there is at most one copy of a key value pair in the entire cache, so the collection of possible placements would be: $\emptyset, \{\text{disk}\}, \{\text{Flash}\}, \{\text{NVM}_2\}, \{\text{NVM}_1\}, \{\text{DRAM}\}$. In examining the trade-off between tiering and replication for a system with Flash and DRAM, the set of possible placements would be: $\emptyset, \{\text{Flash}\}, \{\text{disk}\}, \{\text{Flash, disk}\}$.

We define an optimization problem that minimizes the expected time per request given a set of possible placement options and budget to purchase the memory for each stash. For each key-value pair $k$ and each possible placement option $P$, there is an indicator variable $x(k, P) \in \{0, 1\}$, indicating whether $k$ is placed according to $P$. If $P = \{\text{Flash, DRAM}\}$ and $x(k, P) = 1$, then we are using replication with a copy of $k$ on both the Flash stash and the DRAM stash. The following constraint says that $k$ has exactly one placement:

$$\sum_{P} x(k, P) = 1,$$

where the sum is taken over all possible placement options, including $\emptyset$. 
If \( x(k, P) = 1 \), then we must purchase \( \text{size}(k) \) bytes of memory for each stash in \( P \). Again, if \( P = \{\text{Flash, DRAM}\} \), we need \( \text{size}(k) \) bytes of Flash and \( \text{size}(k) \) bytes of DRAM for the copies of key-value pair \( k \). Thus, the monetary price of having key-value pair \( k \) in placement option \( P \) is:

\[
\text{price}(k, P) = \sum_{s \in P} \text{cost-per-byte}(s) \text{size}(k).
\]

If the overall budget is \( M \), then the total cost, summed over all key-value pairs must be at most \( M \):

\[
\sum_{k, P} \text{price}(k, P) x(k, P) \leq M.
\]

### 4.2.2 Expected service time

The objective of the optimization is to expedite the average processing time of a request. This translates to minimizing the average service time. For a key-value pair \( k \) and placement option \( P \), we define \( \text{service-time}(k, P) \) as the average service time of requests referencing \( k \) if \( k \) is assigned to stashes specified by the placement \( P \). The placement option \( P = \emptyset \) is a special case because it does not assign \( k \) to the cache, requiring every read reference to compute \( k \) using the data store (i.e., the permanent store) and incur its service time \( \text{compute-time}(k) \). In this case, \( \text{service-time}(k, \emptyset) = \text{read-freq}(k) \cdot \text{compute-time}(k) \).

For \( P \neq \emptyset \), there are three components to the service time for a key value pair \( k \) if it is placed according to \( P \): (1) the time spent reading \( k \), (2) the time spent writing \( k \), and (3) the average cost of restoring the copies of \( k \) to a failed stash after repair. We consider each in turn.

If key-value pair \( k \) is assigned according to \( P \), then upon a read request to \( k \), it is read from
the stash with the fastest read time for $k$:

$$
\Delta_R(k, P) = \min_{s \in P} \text{read-time}(k, s).
$$

The average service time to read $k$ is the frequency of a read, times the time for the read:

$$
\text{read-freq}(k) \Delta_R(k, P).
$$

Upon a write to $k$, all the copies of $k$ across the stashes dictated by $P$ must be updated. One may assume different models for the service time of this write operation such as a concurrent write to all copies with the slowest stash dictating the time to write

$$
\Delta_W(k, P) = \max_{s \in P} \text{read-time}(k, s)
$$

or a serial write where the different stashes with a copy are written one after another:

$$
\Delta_W(k, P) = \sum_{s \in P} \text{write-time}(k, s).
$$

The average time writing $k$ will be the frequency of a write request to $k$ times the time for the writes: 

$$
\text{write-freq}(k) \Delta_W(k, P).
$$

A strength of the proposed model is its flexibility to include alternative definitions of the write model. Our investigation of the concurrent and serial write models showed very little difference as the slowest stash dominates the write cost. Hence, we assume a serial write model.

We model failures as a rate $\lambda$ that defines the inter-arrival between two failures in terms of the number of requests as $1/\lambda$. For example, a failure rate of 0.001 ($\lambda = 0.001$) means that the average number of requests between occurrences of two failures is 1000. We define a failure event $F$ as the set of stashes that fail at the same time. To simplify discussion, we assume $F$ consists of one failure. However, the model is general enough to express the
optimization problem in which any possible subset \( F \) of stashes can fail. For each such failure event, we determine the cost of restoring the contents of the impacted stash. We require a failure rate \( \lambda_F \) for every possible failure event \( F \). Section 4.4.1 details how we compute \( \lambda_F \) in our experiments using both trace files and parameter settings of stashes.

In the presence of failures, it may be advantageous to store a key-value pair \( k \) on more than one stash. If \( k \) is stored on two stashes and one fails, then the time to repopulate the failed stash is reduced by retrieving a copy of \( k \) from the other stash. This is the only motivation for replicating a key-value pair across more than one stash. Having an extra copy of a key-value pair increases the cost of updating on writes. This trade-off between the cost of updating an additional copy and the benefit of having the extra copy in case of failure determines how many copies of a key-value pair is optimal. The optimization problem we define here automatically takes these considerations into account. For each triple \((k, P, F)\), we define fail-cost, the cost of restoring \( k \) after a failure event \( F \) given that \( k \) is stored according to placement option \( P \). fail-cost\((k, P, F) = 0 \) if the set of stashes that fail has no overlap with \( P \) (i.e., \( P \cap F = \emptyset \)). Otherwise, there are two components to the cost: first, the cost of retrieving a copy of \( k \). If all stashes of \( P \) are wiped clean after a failure event \( F \) (i.e. \( P \subseteq F \)), then retrieval-cost\((k, P, F) = \text{compute-time}(k) \). Otherwise \( k \) is read from the fastest stash still available:

\[
\text{retrieval-cost}(k, P, F) = \min_{s \in P - F} \Delta_R(k, s).
\]

The second component of the incurred cost after a failure is restoring \( k \) to the stashes in \( P \) that failed during failure event \( F \):

\[
\text{restore-cost}(k, P, F) = \sum_{s \in P \cap F} \Delta_W(k, s).
\]
Now, we assemble all components of the service time of a request referencing a key-value pair 
\( k \) assigned according to the placement option \( P \):

\[
\text{service-time}(k, P) = \text{read-freq}(k) \Delta_R(k, P) \\
+ \text{write-freq}(k) \Delta_W(k, P) \\
+ \sum_F \lambda_F \cdot \text{restore-cost}(k, P, F) \\
+ \sum_F \lambda_F \cdot \text{retrieval-cost}(k, P, F)
\]

The goal is to select values for the variables \( x(k, P) \in \{0, 1\} \) that minimizes:

\[
\sum_{k, P} \text{service-time}(k, P) x(k, P).
\]

In the next section, we show how this optimization problem can be solved using known techniques for the multiple-choice knapsack problem. Knapsack problems are typically maximization problems, so we define an equivalent maximization problem to the problem stated above which maximizes a benefit instead of minimizing a cost. For each placement \( P \) and key-value pair \( k \), define:

\[
\text{benefit}(k, P) = \text{service-time}(k, \emptyset) - \text{service-time}(k, P).
\]

Note that the benefit of placement \( \emptyset \) is 0 (i.e., \( \text{benefit}(k, \emptyset) = 0 \)). The constraints and definitions for the problem are unchanged, except that the goal is now to select a placement for each \( k \) that maximizes:

\[
\sum_{k, P} \text{benefit}(k, P) x(k, P).
\]

An optimal solution to the minimization problem is also an optimal solution for the maxi-
mization problem and vice versa.

To summarize, the cache configuration problem is to find a placement for each $k$ (i.e., values for the indicator variables $x(k, P) \in \{0, 1\}$) that maximizes:

$$\sum_{k, P} \text{benefit}(k, P) x(k, P),$$

subject to the constraints that for each $k$:

$$\sum_{P} x(k, P) = 1,$$

and for budget $M$:

$$\sum_{k, P} \text{price}(k, P) x(k, P) \leq M.$$

Every sum over $P$ is taken over the set of possible placement options that we define for a particular experiment (i.e., instance of the optimization problem). The values of the indicator variables dictate the size of the stashes: each stash must be large enough to hold a copy of every key-value pair that has a copy on that stash. For a stash $s$, we must sum over all placement options that include a copy of a key-value pair on $s$. The total size of stash $s$ is then:

$$\sum_{k, P \ni s} \text{size}(k) x(k, P).$$

4.2.3 Host-side caches

We use the same framework to optimize a configuration for host-side caches. There are two key conceptual differences that are accommodated using our logical formalism. First,
today’s host-side caches uses Flash (instead of DRAM of cache augmented data stores, e.g., memcached) and it is natural to extend them with non-volatile memory. Hence, the set of stashes to consider are: $\mathcal{S} = \{\text{Flash}, \text{NVM}_1, \text{NVM}_2\}$. Second, a data item $k$ might be either a disk page or a file. The cost of not assigning $k$ to the cache means it must be serviced using the permanent store (might be a disk controller, a RAID, a Storage Area Network):

$$\text{service-time}(\emptyset, k) = \text{read-freq}(k) \cdot \text{read-time(disk, } k) + \text{write-freq}(k) \cdot \text{write-time(disk, } k).$$

read-time(disk, $k$) and write-time(disk, $k$) are the time to read and write $k$ to disk. Other definitions of Section 4.2 are unchanged.

### 4.3 The multiple-choice knapsack problem

In the knapsack problem, there is a set of items available to pack into a knapsack. Each item has a benefit and a weight. The knapsack has a weight limit and the goal is to select the set of items to pack into the knapsack that maximizes the total benefit of the items selected while not exceeding the weight limit of the knapsack. In the multiple-choice knapsack problem (MCKP), the items are partitioned into groups with the additional constraint that at most one item from each group can be selected.

In the cache configuration problem, each key-value pair has a set of placement options (including the option of not placing it on any of the memory banks). Therefore each key-value pair defines a class from which we are selecting at most one option. Each selection has an associated benefit (as defined in Section 4.2) and each selection has a price that corresponds to the “weight” of the choice in the knapsack problem. Therefore the cache configuration problem can be cast as an instance of MCKP.

The knapsack problem is a well-studied problem in the theory literature and is known to be
Figure 4.2: Illustration of SetViableOptions. Before the first iteration, the viableList for $k$ is initialized to $[\emptyset]$. The algorithm examines each segment connecting $P_{\emptyset}$ to the three placements to the right and selects $P_{F}$ because the segment from $P_{\emptyset}$ to $P_{F}$ has the largest slope. The viableList for $k$ is now $[\emptyset, F]$. In the second iteration, the algorithm looks at the segments connecting $P_{F}$ to the two placements to the right and selects $P_{D}$ because the segment connecting $P_{F}$ to $P_{D}$ has the largest slope. The viableList for $k$ is now $[\emptyset, F, D]$. FD is not added to $k$’s viable list in the third iteration because the slope from $P_{D}$ to $P_{FD}$ is negative, indicating that placing $k$ on Flash and DRAM costs more money and brings less benefit than placing $k$ on DRAM only.

NP-hard [25]. Since the knapsack problem is a special case of MCKP in which each item is in a category of its own, MCKP is also NP-hard. The books [52] and [43] are dedicated to the knapsack problem and its variants and both include a chapter on MCKP. One can consider a linear programming relaxation in which the indicator variables $x_{p,S}$ can be assigned real values in the range from 0 to 1 instead of $\{0, 1\}$ values. In the case of MCKP, the linear programming relaxation can be optimally solved by the following greedy algorithm: start with the placement $\emptyset$ for all of the key-value pairs. This placement has 0 overall benefit and 0 monetary cost. The algorithm considers a sequence of changes (to be defined later) in which the placement of a key-value pair is upgraded to a more beneficial and more costly placement option. This process continues until the money runs out and the last item can only be partially upgraded. The solution obtained by the greedy algorithm is optimal for the LP-relaxation of the problem [67] and therefore at least as good as the optimal integral solution. Moreover, only one item is fractionally placed. The algorithm used here follows the greedy algorithm but stops short of the last upgrade that results in a fractional placement.
Let $\text{OPT}_{\text{frac}}$ and $\text{OPT}_{\text{int}}$ represent the total benefit obtained by the optimal solutions for the fractional and integer versions of MCKP respectively. Let $\text{GR}_{\text{frac}}$ and $\text{GR}_{\text{int}}$ represent the benefit obtained by the greedy algorithm for the fractional and integer versions of MCKP respectively. We have:

$$\text{GR}_{\text{int}} \leq \text{OPT}_{\text{int}} \leq \text{OPT}_{\text{frac}} = \text{GR}_{\text{frac}}.$$ 

Moreover, the difference in overall benefit between the greedy integral solution and the greedy fractional solution is at most the benefit obtained by the last fractional upgrade. Since individual key-value pairs are small with respect to the overall database size, the effect of not including the last partial upgrade is not significant. Thus, while MCKP is NP-complete, the method we use provably approximates the optimal cache configuration with additive error that is less than the benefit of a single key-value pair.

The running time of the algorithm depends on $n$, the number of key-value pairs, and $p$, the number of different placement options considered. With replication, the largest $p$ would be is $2^m$, where $m$ is the number of different stashes since any subsets of the stashes could be a placement option. For tiering, $p = m + 1$ because each placement option is a single stash. The additional 1 comes from the $\emptyset$ option. Our implementation uses a priority queue to select the next upgrade resulting in an overall running time of $O(np \log np)$. There are more complex algorithms to find the greedy solution that run in time $O(np)$ [18, 76]. We chose the $O(np \log np)$ implementation because it was easier to implement and ran sufficiently quickly. Recall that the algorithm is used as an offline step in the design of a cache, not to decide data placement in real time.

We now give a description of the greedy algorithm for MCKP. The $p$ different placement options, $P_0, \ldots, P_{p-1}$, are sorted in increasing order by price, so $\text{price}(k, P_i) \leq \text{price}(k, P_{i+1})$. The option $P_0$ is the $\emptyset$ option, and $\text{price}(k, P_0) = \text{benefit}(k, P_0) = 0$. 
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Not every placement option is a reasonable choice for every key value pair. For example, if placement option \( P \) for key \( k \) has lower benefit and higher price than option \( P' \) for \( k \), then \( P \) should not even be considered as a viable option for key \( k \). Thus, the first step is a preprocessing step in which a list of viable options is determined for each \( k \). If \( j \) is not on \( k \)'s viable list, then \( P_j \) will never be considered as an option for \( k \). The pseudocode for \texttt{SetViableOptions} is given in Algorithm 3.

\begin{algorithm}
\caption{SetViableOptions(\( k \)).}
\begin{algorithmic}
\State \textit{viableList}(\( k \)) $\leftarrow$ empty list
\State \( i \leftarrow 0 \)
\Do
\State add \( i \) to \textit{viableList}(\( k \))
\State \( \text{gradient} \leftarrow -\infty \)
\For {\( j = i + 1, \ldots, p - 1 \)}
\State \( g \leftarrow (\text{benefit}(k, P_i) - \text{benefit}(k, P_j)) / (\text{price}(k, P_i) - \text{price}(k, P_j)) \)
\If {\( g > \text{gradient} \)}
\State \( \text{gradient} \leftarrow g \)
\State \( i \leftarrow j \)
\EndIf
\EndFor
\While {\( \text{gradient} \leq 0 \) and \( i \leq \#\text{keys} \)}
\EndDo
\State \textbf{return} \textit{viableList}(\( k \))
\end{algorithmic}
\end{algorithm}

The procedure \texttt{SetViableOptions} is illustrated graphically in Figure 4.2. For this example, only two memory banks are considered: DRAM and Flash. We consider four placement options for a key-value pair \( k \). The key-value pair can be placed on both DRAM and Flash (\( FD \)), Flash only (\( F \)), DRAM only (\( D \)), or neither (\( \emptyset \)). Each placement option is represented as a point with the horizontal axis representing the price of placing \( k \) on that placement option and the vertical axis representing the benefit. Essentially, a placement option is viable for \( k \) if its corresponding point lies on the convex hull of all the points and the slope of the segment connecting it to the previous point is positive.

The fact that the point corresponding to \( P_D \) is placed higher than \( P_{FD} \) for the particular key-value pair \( k \) used in Figure 4.2 means that \( \text{benefit}(k, P_D) > \text{benefit}(k, P_{FD}) \). This arrangement may not be the same for all key-value pairs \( k \) and will in general, depend on a number of different parameters, especially the write frequency of \( k \). The more frequently \( k \) is
Figure 4.3: The viableList for the key on the left is $[\emptyset, F, F_D]$. After $F$ was added, the segment from $P_F$ to $P_{F_D}$ had a larger slope than the segment from $P_F$ to $P_D$, so option $D$ was bypassed and $FD$ was added to $k$’s viable list. The viableList for the key on the right is $[\emptyset, F, D, F_D]$.

written, the more costly it is to maintain the extra copy of $k$ on Flash. Figure 4.3 shows two other possible scenarios for the list of viable placements for a key-value pair.

After the viable list for each key-value pair has been determined, the greedy algorithm initializes the placement for each key-value pair to $\emptyset$. In each iteration the greedy algorithm selects the key-value pair $k$ such that the slope of the segment from $k$’s current placement to $k$’s next viable placement is maximized. Then greedy upgrades the placement for $k$ to the next placement option on its list of viable placements. The process continues until the money runs out or until there is no upgrade that improves the overall benefit (i.e., until all the upgrade gradients are negative). The pseudocode for the greedy algorithm is given in Algorithm 4. The greedy algorithm is illustrated with a small example in Figure 4.4.

We illustrate the GreedyPlacement algorithm with 3 key-value pairs using two candidate stashes DRAM and Flash. The graph for each key-value pair is shown in Figure 4.4. Each point in the graph is a placement option with the horizontal axis representing the price and the vertical axis representing benefit. The graph for $k_1$ and $k_3$ consists of two segments while the one for $k_2$ consists of three segments. The shown value next to a segment is its slope, e.g., the two segments of $k_1$ have a slope of 5 and 0.2, respectively.
Table 4.2: Different iterations of the GreedyPlacement algorithm with the three keys. The order of upgrades is according to the slope of line segments shown in Figure 4.4.

<table>
<thead>
<tr>
<th>Order</th>
<th>Segment Slope</th>
<th>Key-value Pair</th>
<th>Change in Placement</th>
<th>Upgrade description</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>k₁</td>
<td>∅ → F</td>
<td>Assign k₁ to Flash</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>k₂</td>
<td>∅ → F</td>
<td>Assign k₂ to Flash</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>k₃</td>
<td>∅ → F</td>
<td>Assign k₃ to Flash</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>.5</td>
<td>k₃</td>
<td>F → FD</td>
<td>Replicate k₃ to DRAM</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>.4</td>
<td>k₂</td>
<td>F → D</td>
<td>Move k₂ from Flash to DRAM</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>.2</td>
<td>k₁</td>
<td>F → D</td>
<td>Move k₁ from Flash to DRAM</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>.1</td>
<td>k₃</td>
<td>D → FD</td>
<td>Replicate k₃ to Flash</td>
<td>1</td>
</tr>
</tbody>
</table>

Algorithm 4 GreedyPlacement(budget)

moneySpent ← 0
current ← [0 for all k]

for ever do
    Select k with the largest upgrade gradient
    if current[k] + 1 ≥ length(viableList(k)) then
        return
    i ← viableList(k)[current[k]]
    j ← viableList(k)[current[k] + 1]
    deltaBenefit ← benefit(k, Pⱼ) − benefit(k, Pᵢ)
    deltaPrice ← price(k, Pⱼ) − price(k, Pᵢ)
    upgradeGradient ← deltaBenefit / deltaPrice
    if deltaPrice + moneySpent > budget or upgradeGradient ≤ 0 then
        return
    moneySpent ← moneySpent + deltaPrice
    current[k] ← current[k] + 1
Figure 4.4: Three different key-value pairs and a graph of their placement options.

The horizontal distance between the endpoints of the segments (distance between the dotted vertical lines) is the price of the upgrade. For example, with $k_2$, the price of an upgrade from Flash to DRAM (distance between the vertical lines $P_F$ and $P_D$) is higher than the upgrade price from DRAM to both Flash and DRAM (distance between the vertical lines $P_D$ and $P_{FD}$).

Table 4.2 shows the different iterations of the GreedyPlacement algorithm with a price of 1 for Flash and 4 for DRAM. We assume the size of the three key-value pairs is identical. Table 4.2 shows how GreedyPlacement assigns according to segments with the highest slope first, see column 2 labeled “Segment Slope”. The highest slope segment belongs to $k_1$, transitioning its assignment from $\emptyset$ to the placement option Flash. This is repeated with the second and third highest slope segments, transitioning the assignment of both $k_2$ and $k_3$ to Flash. The next highest slope segment is 0.5 (see row 4) and belongs to $k_3$. It changes the placement of $k_3$ from DRAM to DRAM and Flash, replicating $k_3$ onto DRAM with an additional cost of 4, see last column of Table 4.2. The next line segment (slope of 0.4 belonging to $k_2$) changes the placement of $k_2$ from Flash to DRAM, resulting in a price of 3, i.e., cost of 4 for DRAM and saving of 1 by removing $k_2$ from Flash. This process continues until the available budget is exhausted.
A budget of 11 enables the first five iterations of GreedyPlacement. Its final placement will have \( k_1 \) on Flash, \( k_2 \) on Flash and DRAM, and \( k_3 \) on DRAM. A budget of 13 accommodates the sixth iteration to upgrade \( k_1 \) to DRAM.

### 4.4 Evaluation

In this section we used the algorithm presented in Section 4.3 as a tool to evaluate different mixes of stashes under varying budget constraints in the context of key-value store and host-side caches. Table 4.3 shows the parameters for the five types of memory used in this study, including their read and write latency, read and write bandwidth, price in dollars per gigabyte and mean time between failures. The actual parameters of current non-volatile memory technology are still undetermined, so we selected two representative types of non-volatile memory to use in this study. The methods of Section 4.3 can take as input any set of storage devices and corresponding parameters.

A summary of the lessons learned from this evaluation are presented in Section 4.1. The rest of this section is organized as follows. In Subsection 4.4.1, we show how to compute the failure rates using the trace file in combination with the parameter settings of a candidate storage medium (see Table 4.3). Next, in Subsections 4.4.2 and 4.4.3 we present a trace-driven evaluation of host-side and key-value store caches in turn.

#### 4.4.1 Failure rates

Recall from Section 4.2.2 that the inter-arrival between two failures is quantified in terms of the number of requests as \( 1/\lambda \) where \( \lambda \) is the rate of failures. For example, \( \lambda = 0.001 \) means that on the average, there are 1000 requests between two failure occurrences. This models two kinds of failures: 1) power failures that cause a volatile stash such as DRAM to lose its
content, and 2) hardware failures that require a stash such as non-volatile memory to be replaced with a new one. The former is characterized by Mean Time Between Failure (MTBF) and the latter is quantified using Mean Time To Failure (MTTF). Both model constant failure rates, meaning, in every time unit a failure has the same chance as any other time instance. MTBF is used for power failure because it pertains to a condition that is repairable. MTTF is used for devices because we assume they are non-repairable and must be replaced with a new one. Both incur a Mean Time To Repair (MTTR). With power failure, MTTR is the time to restore the power and for the system to warm-up the volatile memory with data. With non-volatile memory failure, MTTR is the time for the system operator to shutdown the server, replace the failed non-volatile memory with a new one, restore the system to an operational state, and incur the overhead to populate the new empty non-volatile memory with data.

### 4.4.2 Host-side cache for mail server

We require a failure rate $\lambda_F$ for every possible failure event $F$. In our experiments, we only consider failure events that consist of a single device failure based on the assumption that failure events are sufficiently infrequent that it is unlikely that one memory device fails while another is still down. In these studies, to determine $\lambda_F$ where $F$ consists of a single stash (i.e., $F = \{s\}$), we multiply the number of requests per hour in the trace times ($MTTF + MTTR$).

<table>
<thead>
<tr>
<th></th>
<th>NVM$_1$</th>
<th>NVM$_2$</th>
<th>DRAM</th>
<th>Flash</th>
<th>disk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read Latency in ns</td>
<td>30</td>
<td>70</td>
<td>10</td>
<td>25000</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>Write Latency in ns</td>
<td>95</td>
<td>500</td>
<td>10</td>
<td>$2 \times 10^5$</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>Read Bandwidth in MB/sec</td>
<td>$10 \times 10^24$</td>
<td>$7 \times 10^24$</td>
<td>$10 \times 10^24$</td>
<td>200</td>
<td>10</td>
</tr>
<tr>
<td>Write Bandwidth in MB/sec</td>
<td>$5 \times 10^24$</td>
<td>$1 \times 10^24$</td>
<td>$10 \times 10^24$</td>
<td>100</td>
<td>10</td>
</tr>
<tr>
<td>Price in dollars per Gig</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1</td>
<td>.1</td>
</tr>
<tr>
<td>MTTF/MTBF in hours</td>
<td>21875</td>
<td>43776</td>
<td>8750</td>
<td>87576</td>
<td>87576</td>
</tr>
<tr>
<td>MTTR in hours</td>
<td>24</td>
<td>24</td>
<td>10</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>MTTF/MTBF + MTTR in years</td>
<td>2.5</td>
<td>5</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.3: Parameter settings of storage medium used in experimental evaluation.
for non-volatile memories and \((MTBF + MTTR)\) for DRAM. The number of requests per hour is determined by dividing the total number of requests in the trace by the time (in hours) over which the trace was gathered. A more elaborate way of modeling failure rates would be required for failure events in which more than one device fails.

Today’s host-side caches employ one storage medium, namely Flash. This section considers an extension consisting of Flash, NVM\(_1\) and NVM\(_2\) as possible stashes. For our analysis, we used the disk block traces from a production mail server used by a University on a daily basis for one week \([46]\) and several different production servers at Microsoft \([42]\). The latter includes the back-end server of Live Maps that displays satellite images and photographs of locations for an 18-hour period, the Microsoft Exchange server for an 18-hour weekday period, and a Microsoft file server trace that covers a 6-hour period (see \([42]\) for details). The former consists of 458 million requests to 14.7 million blocks. The total size of the requested blocks is 56.25 Gigabytes. Obtained results from all traces are similar and highlight the following main lessons:

- The ability to replicate some objects (those that are not updated) does result in non-trivial improvement in average service time when failures are taken into account.
- Forcing replication is very costly—because the price is high for data that is updated.
- When a large budget is available, the optimal place for some objects is both stashes and for others is just the single fastest stash. This depends on whether they are updated.

Due to the similarity of the observed trends, this section presents experimental results from the University production mail server only. The first set of experiments examine different cache designs with a tiering policy in which each disk page is stored on at most one stash. In the first of these experiments, all three forms of memory (Flash, NVM\(_1\) and NVM\(_2\)) are available as placement options. Figure 4.5a shows the allocation of blocks to stashes as
the budget is increased up to $225. For a particular budget, the size of each stash is the
vertical distance between the line labeled with that stash and the line below. There is no
budget at which the optimal allocation has disk pages in NVM1 and disk pages not stored in
the cache at all. In other words, before spending any money on upgrading disk blocks to
NVM1, it is more cost effective to get all of the disk blocks into the cache. There is sufficient
variation in request frequency, however, that for budgets in the range of $100, it is optimal
to have disk pages spanning Flash, NVM2, and NVM1. Another significant feature of the
optimal allocation is that the allocation (and therefore the performance) does not change for
budgets larger than $124. Even though NVM1 has both faster read and write times than
NVM2, it is more favorable to keep 89% of the disk pages in NVM2, independent of cost.
The reason is that failure costs play a significant role, despite the fact that the likelihood of
a failure is very small. Disk blocks that are placed in NVM2 under the optimal placement
have relatively low request frequency (averaging 3.4 requests over the course of the week-long
trace), and therefore, there is less advantage to having them in NVM1. Even though failures
are very unlikely, the difference in failure rate between NVM1 and NVM2 becomes significant
in expectation when multiplied times the cost of recovering the page from disk in the event
of a failure. By contrast, the disk pages allocated to NVM1 have a much higher request rate
(averaging 233 over the course of the trace) and the benefit of the faster response time of
NVM1 more than offsets the increased probability of having to retrieve them from disk in
the case of a failure.

In a single server system, it may not make sense to average over the effect of events like
failures that happen once every few years even if they are significant in expectation. On the
other hand, with a multi-node cache configuration consisting of a large number of servers, the
likelihood of failures in a shorter period of time is much higher and it is sensible to average
in their impact.

Figure 4.5b shows the same experiment run except that the cost of failures is not included in
(a) The cost of failures is included.

(b) The cost of failures is not included.

Figure 4.5: The optimal partition of the disk pages among the stashes as the budget varies. The amount allocated to each stash is the vertical distance between the line labeled with that memory type and the one below. In the first graph, the cost of failures is included. For budgets beyond $124, most of the disk pages are in NVM$_2$. In the second graph, the cost of failures is not included. At the highest budget ($225), all the disk pages are in NVM$_1$.

Figure 4.6: The average cost to service requests under the optimal cache configuration for different budgets.
the service time. The service time for a disk page is just the expected time servicing read and write requests to the page. With the cost of failures removed, the optimal placement (with unlimited budget) does have all of the disk pages in NVM\(_1\). Although the allocation changes as the budget is increased, it’s not clear whether the additional expenditure has a significant impact on the expected service time. Figure 4.6 shows the expected service time under the optimal configuration and placement for each budget. One line corresponds to the first set of allocations in which the cost of restoring after failures is taken into account. The second line corresponds to the scenario in which failures are not included. The difference between the two lines is the expected cost of failures. The difference is more pronounced (higher than 40% difference) with higher budgets as more disk pages are placed in either NVM\(_1\) or NVM\(_2\). The graph also indicates that performance does not improve significantly in either scenario past a budget of $124. Thus, even though it is optimal with no failures to store everything in NVM\(_1\) if the budget allows, the improvement past $124 is not significant.

It may be favorable to have a cache consisting of fewer stashes. If so, our approach can be used to select a good set of memory types to include. In the next set of experiments we evaluate the impact on service time when the set of memory types is restricted. In Figure 4.7, each curve represents an experiment in which there is exactly one stash. A disk page can either be placed on that stash or excluded from the cache. NVM\(_2\) generally does better than NVM\(_1\) for anything but the full $225 budget because more disk pages can fit in the cache. However, when the budget reaches the maximum $225, the average response time with NVM\(_1\) is 807 ns as compared to 3900 with NVM\(_2\). In Figure 4.8, each curve represents an experiment in which there are exactly two stashes. A policy of tiering is employed, so a disk page can either be included in one of the two stashes or excluded from the cache. A combination of Flash and NVM\(_1\) does better for a broader range of budgets, but NVM\(_2\) and NVM\(_1\) does better at the higher end of the scale.

Finally, we evaluate whether it is beneficial to allow some replication. Disk pages with low
Figure 4.7: The average cost to service requests when there is only one stash. When the budget reaches the maximum $225, the average response time with NVM$_1$ is 807 ns compared to 3900 with NVM$_1$.

Figure 4.8: The average cost to service requests when there are two stashes. A tiering policy is employed so that a disk page an reside in at most on stash.
Figure 4.9: The optimal partition of disk pages among stashes when all 8 placements are allowed.

Figure 4.10: Tiering and optional replication with two stashes: Flash and NVM₁. The average service time for forced replication is not shown because even at the very highest budget range, the average response time was 212,459 ns.

write rates will incur less overhead in having the additional copy on a less expensive but more reliable stash. Figure 4.9 is the allocation of disk pages to stashes when all 8 possible placements on the three stashes is allowed. No disk pages were ever placed on all three caches. The placement option \{Flash, NVM₁\} had a very small allocation but was removed from the graph because it was too difficult to see.

Finally, we compare tiering and replication with a cache that includes Flash and NVM₁. We consider two variants of replication. Under optional replication, a key-value pair in NVM₁ may or may not also reside in Flash. Under forced replication, every key-value pair in NVM₁ must also have a copy in Flash. Naturally, the most flexible variant (optional replication) will be at least as good as the other two policies (forced replication and tiering).
The graph in Figure 4.10 shows that the optimal placements under tiering and optional replication do differ as there are some disk pages that are written so infrequently that the cost of maintaining the additional copy is offset by the expected cost of restoring a copy to NVM\textsubscript{1} in case of a failure. The forced replication option is not even shown because it was very costly in comparison to the other two policies. The trace contained a significant number of disk pages that were updated frequently and therefore incur a high cost for replication. For the high budget range, the average response time for tiering and optional replication are approximately 1.4\(\mu\)s and .9\(\mu\)s, respectively. The corresponding value for forced replication is 212\(\mu\)s.

### 4.4.3 Cache-augmented data stores

Today’s caches such as memcached use DRAM to store key-value pairs. An instance loses its content in the presence of a power failure. In this section, we consider a memcached instance that might be configured with five possible memory types for the cache: disk, Flash, NVM\textsubscript{2}, NVM\textsubscript{1}, and DRAM.

Our evaluation employs traces from a cache augmented SQL system that processes social networking actions issued by the BG benchmark [5]. The mix of actions is 99% read and 1% write which is typical of social networking sites such as Facebook [8]. The trace corresponds to approximately 40 minutes of requests in which there are 1.1 million requests to 564 thousand key-value pairs. The total size of the key-value pairs requested is slightly less than 25 gigabytes. The cost of storing the entire database on the most expensive stash, DRAM, is just under $200.

When a key-value pair is absent from the cache, it must be recomputed by issuing one or more queries to the SQL system after every read which references it. The time for this computation is provided in the trace file. An update (write request) to a key-value pair is an
update to the relational data used to compute that key-value pair. If the key-value pair is not stored on a stash, it does not need to be refilled (written to the cache).

With all budget scenarios considered, the optimal placement never assigned a key-value pair to disk. For some key-value pairs, the cost of reading the key-value pair from disk was more expensive than computing it directly from the database. Moreover, even for those key-value pairs which were more expensive to compute than to retrieve from disk, disk was not a viable option because the corresponding point was not on the convex hull of placement options. (See the right graph of Figure 4.3 that illustrates a similar scenario in which DRAM is not an option for a key-value pair.)

Figure 4.11 shows the optimal size of each stash under a tiering policy with all five memory types available as placement options. At each budget point, the vast majority of the key-value
pairs were stored in three consecutive stashes which means that it was generally more cost-effective to clear out key-value pairs from very slow stashes before investing in much faster space for the high-frequency items. Although not visible in the graph, under the optimal allocation, even for large budgets, there is approximately 8 MB of data that is not stored in the cache at all. These key-value pairs had one write request but no read requests over the course of the trace, so having those key-value pairs outside the cache reduced the average service time (although only slightly). The graph below shows the allocation in the scenario in which failure costs are not counted. When failures were counted, approximately 2/3 of the database was stored in NVM₁ instead of DRAM, even at the high end of the budget range. These key-value pairs were read only once during the entire trace in contrast with the key-value pairs stored in DRAM which were read on average about 4 times during the trace. Although it was slightly better to have the low frequency key-value pairs in NVM₁, the effect on the cost was almost negligible if they were included in DRAM instead. This illustrates that there can be many substantially different placements that are all close to the optimal in their average service time. These alternatives can be explored by limiting the set of placement options and comparing the average service time under the more restrictive scenario to the average service time in which all possibilities are allowed. The next set of experiments carry out this idea.

We evaluate the cache performance when the cache consists of DRAM in combination with different types of non-volatile memory. Figure 4.12 shows the performance of the cache as a function of budget for the scenario where DRAM is combined with one other storage option. The combination that does well over the broadest range of budgets is NVM₂ and DRAM. NVM₁ and DRAM do the best at the highest price range, but NVM₂ and DRAM is very close. In Figure 4.1, where the cache is limited to one stash, NVM₂ provides the best service time with budgets lower than $100.

Finally, we compare tiering and replication with a cache that includes NVM₂ and DRAM.
Figure 4.13: Tiering and replication policies with a cache that includes NVM$_2$ and DRAM. With optional replication, a key-value pair may reside in NVM$_2$, DRAM or both. With forced replication, every key-value pair in DRAM is also in NVM$_2$. With tiering, a key-value pair is assigned to one stash.

The graph in Figure 4.13 shows the data for tiering, optional replication and forced replication. Forced replication is significantly worse than the other two as the cost of updating key-value pairs in both stashes is expensive. The optimal placements under tiering and optional replication do differ slightly as the set of key-value pairs that are never updated are stored on both NVM$_2$ and DRAM under optional replication. However, the difference in performance is so negligible that the two lines cannot be distinguished in the graph. This data is more evidence that under this request distribution, the impact of memory failures is not significant and that tiering is a good choice for allocating key-value pairs to stashes.

### 4.5 Related work

An overview of the different types of memory including non-volatile memory is provided in [36]. This study motivates the development of both offline and online algorithms for managing storage for database applications, but it does not present specific algorithms.

Several studies have investigated a multi-level cache hierarchy in the context of distributed file servers [59, 77]. These studies observe that LRU may not work well for the intermediate
caches and present alternative online algorithms. The concept of inclusive and exclusive cache hierarchies is presented in [74]. Inclusive provides for duplication of disk blocks (similar to replication of data items) while exclusive de-duplicates blocks across the caches (tiering of data items). The approach in [74] is to extend LRU with a demote operation to implement an exclusive cache. None of these studies configure a cache by selecting the storage mediums that should participate as a stash in the multi-level hierarchy. Novel features of our approach include its optimality in serving as a measuring yardstick to evaluate alternative on-line algorithms and its consideration of failure rates.

A cache hierarchy consisting of PCM and NAND Flash is analyzed in [45]. While the focus of this study is on PCM and its viability as a stash for use as a host-side cache, it presents an offline algorithm to tier 1 GB extents (consisting of 4 Kilobyte disk pages) across a hierarchy composed of PCM, Flash, and disk. They evaluate the performance of a cache configuration in terms of I/Os per second (IOPS). Their method exhaustively searches all possible combinations of PCM, Flash, and disk to find the one that maximizes (IOPS)/$. (See [29] for additional details excluded here due to space limitations.) Our approach is a superset of theirs as it considers both tiering and replication with an arbitrary mix of storage medium and failure rates. Moreover, our method simultaneously optimizes cache configuration and placement subject to a budget constraint. Finally, our method is provably optimal and can be used as a measuring yardstick to evaluate heuristics.

4.6 Future work

An important next step is to evaluate online replacement policies in conjunction with the offline cache configuration method proposed here. This requires an extension of our model to consider the overhead of moving data items between the stashes. A simple approach may employ a static placement that is recomputed and updated periodically as the popularity
of different items vary over time [45]. Alternatively, a cache replacement policy might be a variant of online algorithms for two-level hierarchies such as CAMP [30].

Another important direction to pursue is to evaluate how robust a cache design is to changes in the workload characteristics. The use of past statistics is bound to be only an approximation of the workload in the future. Therefore, it is important to understand how well a particular cache design does as the set of data items grows over time or as the characteristics of the access pattern change and when it is appropriate to alter the cache configuration.
Chapter 5

The subset assignment problem for data placement in caches

5.1 Introduction

In the previous chapter, we looked at the problem of designing a key-value store from different types of storage media, each with a different set of characteristics. We gave an algorithm which gave optimal amounts of each type of memory to purchase as well as an optimal placement of data items on subsets of those storage media in order to achieve the best expected time to service each request given a fixed budget and a certain set of workload characteristics. In this chapter, we examine the situation in which the types of storage media and their capacity are given as part of the problem input. Once again, the goal is to place data items in subsets of the memory banks so that the capacities of each memory bank are not exceeded and such that the total cost is minimized. By letting the placement options be subsets of memory banks rather than individual ones, we express the possibility of an item being replicated and stored on different memory banks. The solution to this problem could
be to readjust assignments periodically after the cache configuration is determined.

For each key-value pair \( p \) and every subset of the memory banks \( S \), there is a cost associated with storing \( p \) on \( S \). The costs do not necessarily exhibit any special properties such as monotonicity, although we do assume that they are non-negative. Chapter 4 gives a detailed description for how the memory parameters and request frequencies translate into costs and uses the model to study a closely related problem in which one is given a fixed budget as well as the price for the different types of memory. The goal is to determine the optimal amount of each type of memory to purchase as well as the optimal placement of key-value pairs to memory banks that minimizes expected service time subject to the overall budget constraint.

We consider the situation in which the design of the cache is already determined in that there is a set of memory banks whose capacities are given as part of the problem input. The goal is to place each item on a subset of the memory banks so that the capacities of each memory bank is not exceeded and the total cost is minimized.

We give an abstract formulation of the \textit{subset assignment problem} in which items (key-value pairs) are placed in bins (memory banks). In the context of key-value stores, the number of items \( n \) is very large (on the order of billions) and the number of bins is a small constant (e.g., in the range from 3 to 5). We show that there is an optimal solution for the linear programming relaxation in which at most \( d \) items are fractionally placed. The effect of not storing the fractionally placed items is negligible as memory banks are typically large enough to store many key-value pairs. Therefore, we focus on an efficient solution to the linear programming relaxation. Our goal is to find a solution whose dependence on \( n \) is as small as possible, even at the expense of exponential dependence on \( d \). We give an algorithm that solves the LP relaxation in time \( O(3^{d+1} \text{poly}(d)n \log(n) \log(nC) \log(Z)) \), where \( Z \) is the maximum size of any object and \( C \) is the maximum cost for storing an item.

The subset assignment problem is a natural generalization of the multiple knapsack problem, which is the problem of choosing a subset of the items available and packing them into several
bins without exceeding their capacities in a way that maximizes the total profit. The book by Martello and Toth [52] and the more recent book by Kellerer et al. [43] both devote a chapter to multiple knapsack. The multiple knapsack problem is known to have a polynomial time approximation scheme [13].

If each item can only be stored on a single bin, the linear relaxation of the problem reduces to minimum cost flow on a bipartite graph [1]. Our algorithm is similar in structure to cycle canceling algorithms for min-cost flow. The focus on the scenario in which \( n >> d \) is analogous to min cost flow on an imbalanced bipartite graph in which one side has many more nodes than the other. Our algorithm is also inspired by the concept of a bipush, which is central to the tighter analysis [34] and improvement [2] of algorithms for min-cost flow on the imbalanced bipartite graphs.

This chapter is organized as follows. Section 5.2 formally defines the subset assignment problem. Section 5.3 introduces the concepts of augmentations and basic feasible assignments and gives some of their properties. Section 5.4 describes an algorithm for the subset assignment problem and presents an analysis of its running time. Section 5.5 lists open problems.

5.2 Problem definition

There are \( n \) items and each item \( p \) has a given size(\( p \)). There are \( d \) bins \( B = \{b_1, \ldots, b_d\} \). Each bin \( b \) has a given capacity(\( b \)). An item can be replicated and placed on any subset of the bins \( S \subseteq B \). We call \( S \) a placement option for an item. Placing \( p \) on \( S \) has cost denoted by cost(\( p, S \)) \( \geq 0 \). A placement of items to bins is described by a set of \( n \cdot 2^d \) variables \( x(p, S) \geq 0 \) with the constraint that for each \( p \)

\[
\sum_S x(p, S) = \text{size}(p). \tag{5.1}
\]
Also the capacity of each bin can not be exceeded, so for each $b$ 

$$
\sum_{S \ni b} \sum_{p} x(p, S) \leq \text{capacity}(b). \quad (5.2)
$$

The goal is to minimize 

$$
\sum_{p, S} \text{cost}(p, S)x(p, S),
$$

subject to the condition that all $x(p, S) \geq 0$, (5.1) and (5.2) above.

The placement option $\emptyset$, corresponding to not placing an item in any of the bins, is an option for every $p$, so the problem always has a feasible solution. For each bin $b$, we will add an extra item $p$ whose size is $\text{capacity}(b)$. For each added $p$, $\text{cost}(p, \emptyset) = \text{cost}(p, \{b\}) = 0$. For all other $S \subseteq \mathcal{B}$, $\text{cost}(p, S) = \infty$. We assume that the pages are numbered so that the extra item for bin $b_i$ is $p_i$. With the additional items, we can assume that every solution under consideration has every bin filled exactly to capacity since any extra space in $b_i$ can be filled with $p_i$ without changing the cost of the solution. So we require that for each $b$:

$$
\sum_{S \ni b} \sum_{p} x(p, S) = \text{capacity}(b).
$$

An assignment which satisfies the equality constraints on the bins is called perfectly filled.

### 5.3 Preliminaries

Our algorithm starts with a feasible, perfectly filled solution and improves the assignment in a series of small steps, called augmentations. The augmentations, a generalization of a negative cycle in min-cost flow, always maintain the condition that the current assignment is feasible and perfectly filled. In each iteration the algorithm finds an augmentation that approximates
the best possible augmentation in terms of the overall improvement in cost. An augmentation is a linear combination of moves in which mass is moved from \( x(p, S) \) to \( x(p, T) \) for some item \( p \). Each move gives rise to a \( d \)-dimensional vector over \( \{-1, 0, 1\} \) that denotes the net increase or decrease to each bin as a result of the move. We require that the linear combination of vectors for an augmentation equal \( \vec{0} \) in order to maintain the condition that the bins are perfectly filled. The profile for an augmentation is the set of vectors corresponding to the moves in that augmentation. In order to find a good augmentation, we exhaustively search over all profiles (introducing a factor of \( \exp(d(d + 1)) \) to the running time) and then find a good set of actual moves that correspond to each profile.

5.3.1 Augmentations

For \( S \subseteq B \), \( \vec{S} \) is a \( d \)-dimensional vector whose \( i^{th} \) coordinate is 1 if \( b_i \in S \) and is 0 otherwise. Let \( \mathcal{V} \) be the set of all length \( d \) vectors over \( \{-1, 0, 1\} \). A set \( V \subseteq \mathcal{V} \) is said to be minimally dependent if \( V \) is linearly dependent and no proper subset of \( V \) is linearly dependent. If \( V = \{ \vec{v}_1, \ldots, \vec{v}_r \} \) is minimally dependent, then the values \( \alpha_1, \ldots, \alpha_r \) such that \( \sum_{i=1}^{r} \alpha_i \vec{v}_i = \vec{0} \) are unique up to a global constant factor. In order to make a unique vector \( \vec{\alpha} \), we always maintain the convention that \( \alpha_1 = 1 \). A minimally dependent set \( V \) is said to be positive if the associated vector \( \vec{\alpha} > \vec{0} \).

A move is defined by a triplet \((p, S, T)\) that represents the possibility of moving mass from \( x(p, S) \) to \( x(p, T) \). The profile for a set of moves \( \{(p_1, S_1, T_1), \ldots, (p_r, S_r, T_r)\} \) is the set of vectors \( \{(\vec{T}_1 - \vec{S}_1), \ldots, (\vec{T}_r - \vec{S}_r)\} \). Note that the vector \( \vec{T} - \vec{S} \) represents the net increase or decrease to each bin that results from moving one unit of mass from \( x(p, S) \) to \( x(p, T) \) for some \( p \). A set of moves is called an augmentation if the set of vectors in its profile is minimally dependent and positive. Note that an augmentation contains at most \( d + 1 \) moves.

An augmentation \( \mathcal{A} = \{(p_1, S_1, T_1), \ldots, (p_r, S_r, T_r)\} \) can be applied to a particular assignment
if for every \( i = 1, \ldots, r \), \( x(p_i, S_i) > 0 \). Let \( \tilde{\alpha} \) be the unique vector of values such that \( \alpha_1 = 1 \) and \( \sum_{j=1}^r \alpha_j (\tilde{T}_j - \tilde{S}_j) = 0 \). If the augmentation is applied with magnitude \( a \) to \( \tilde{x} \), then for every \((p_j, S_j, T_j) \in A\), \( x(p_j, S_j) \) is replaced with \( x(p_j, S_j) - a \cdot \alpha_j \) and \( x(p_j, T_j) \) is replaced with \( x(p_j, T_j) + a \cdot \alpha_j \). The cost vector for an augmentation is \( \tilde{c} \), where \( c_j = \text{cost}(p_j, T_j) - \text{cost}(p_j, S_j) \). The cost associated with applying the augmentation with magnitude \( a \) is \( a \cdot \tilde{c} \cdot \tilde{\alpha} \). Since the goal is to minimize the cost, we only apply augmentations whose cost is negative.

Let \( S(A) \) be the set of all pairs \((p, S)\) such that for some \( i \), \( p = p_i \) and \( S = S_i \). For each \((p, S) \in S(A)\), define

\[
\alpha(p, S) = \sum_{i : p_i = p, S_i = S} \alpha_i.
\]

The maximum magnitude with which the augmentation \( A \) can be applied to \( \tilde{x} \) is

\[
\min_{(p, S) \in S(A)} \frac{x(p, S)}{\alpha(p, S)}.
\]

The following lemma is analogous to the fact for flows that says there is always a cycle in the network representing the difference between two feasible flows. The proof is given in the appendix.

**Lemma 5.1.** Let \( \tilde{x} \) and \( \tilde{y} \) be two feasible, perfectly filled assignments to the same instance of the subset assignment problem. Then there is an augmentation that can be applied to \( \tilde{x} \) that consists only of moves of the form \((p, S, T)\) where \( x(p, S) > y(p, S) \) and \( x(p, T) < y(p, T) \).

**Proof.** The first step is to come up with a linear combination of moves of the form \((p, S, T)\) where \( x(p, S) > y(p, S) \) and \( x(p, T) < y(p, T) \) that transform \( \tilde{x} \) into \( \tilde{y} \). The profile for the set of moves must be linearly dependent because the net change to the load on each bin is 0. However, the resulting profile is not necessarily minimally dependent. The next step is to find a subset of those moves that can be applied to \( \tilde{x} \) whose profile is minimally dependent.
and whose $\bar{\alpha}$ has positive coefficients. The following procedure accomplishes the first step:

Initialize $\bar{z} = \bar{x}$ and $j = 1$.

while $\bar{z} \neq \bar{y}$ do

Find a $(p, S, T)$ such that $z(p, S) > y(p, S)$ and $z(p, T) < y(p, T)$.

$\beta_j = \min\{z(p, S) - y(p, S), y(p, T) - z(p, T)\}$

$(p_j, S_j, T_j) = (p, S, T)$

$z(p, S) = z(p, S) - \beta_j$

$z(p, T) = z(p, T) + \beta_j$

$j = j + 1$

Define $S$ to be the set of pairs $(p, S)$ such that $z(p, S) > y(p, S)$ and $T$ to be the set of pairs $(p, T)$ such that $z(p, T) < y(p, T)$. In each iteration, if $(p, S, T)$ is the selected move, then either $(p, S)$ drops out of $S$ or $(p, T)$ drops out of $T$. Therefore, the process is finite and a move is never selected twice. Let $t$ be the number of moves selected in the process.

Applying each move $(p_j, S_j, T_j)$ with magnitude $\beta_j$ transforms $\bar{x}$ into $\bar{y}$. Since $\bar{x}$ and $\bar{y}$ are both perfectly filled, the net change to the load on each bin is 0:

$$\sum_{j=1}^{t} \beta_j (\bar{T}_j - \bar{S}_j) = \vec{0}. $$

In the second step, we adjust the linear combination of moves selected until its profile is minimally dependent. Let $B$ be the set of indices $j$ such that $\beta_j > 0$. Initially $B = \{1, \ldots, t\}$. Define $V_B = \{\bar{T}_j - \bar{S}_j : j \in B\}$. The following procedure accomplishes the second step:

while there is a proper subset of $V_B$ that is linearly dependent do

Select a $\bar{B} \subseteq B$ such that $V_B$ is minimally dependent.

Let $\{\gamma_j : j \in \bar{B}\}$ be the unique set of values such that: $\sum_{j \in \bar{B}} \gamma_j (\bar{T}_j - \bar{S}_j) = \vec{0}$, and $\min_{j \in \bar{B}} \gamma_j = 1$.

if $\gamma_j > 0$, for every $j \in \bar{B}$ then
\begin{verbatim}
    return \{(p_j, S_j, T_j) : j \in \bar{B}\}

else
    \begin{align*}
    c &= \min_{j: \gamma_j < 0} \frac{\beta_j}{\alpha_j} \\
    \end{align*}

    for each \(j \in \bar{B}\) do
    \begin{align*}
    \beta_j &= \beta_j + c \gamma_j \\
    \end{align*}

    return \{(p_j, S_j, T_j) : j \in B\}

Note that since \(\sum_{j \in B} \gamma_j(\vec{T}_j - \vec{S}_j) = \vec{0}\), adding a constant multiple of \(\sum_{j \in \bar{B}} \gamma_j(\vec{T}_j - \vec{S}_j)\) to \(\sum_{j \in B} \beta_j(\vec{T}_j - \vec{S}_j)\), maintains the condition that \(\sum_{j \in B} \beta_j(\vec{T}_j - \vec{S}_j) = \vec{0}\).

The changes to \(\vec{\beta}\) also maintain the condition that \(\vec{\beta} \geq \vec{0}\). If \(\gamma_j > 0\), then adding \(c \cdot \gamma_j\) to \(\beta_j\) can only increase \(\beta_j\). For \(j\) such that \(\gamma_j < 0\), \(c \leq -\beta_j/\gamma_j\), so

\begin{align*}
\beta_j + c \gamma_j &\geq \beta_j + \left(\frac{-\beta_j}{\gamma_j}\right) \gamma_j = 0.
\end{align*}

Since \(c = -\beta_j/\gamma_j\) for some \(j\), at least one \(\beta_j\) becomes 0 and the set \(B\) decrease by at least one index. Therefore \(V_B\) eventually becomes a minimally dependent set, and the moves corresponding to \(j \in B\) satisfy the properties of being an augmentation. \(\square\)

5.3.2 Basic feasible assignments

An item is said to be \textit{fractionally assigned} if there are two subsets \(S \neq S'\), such that \(x(p, S) > 0\) and \(x(p, S') > 0\). If items can only be assigned to single bins as in the standard assignment problem, then it follows from total unimodularity that the optimal solution is integral, assuming that all the input values are integers. Thus, if all the sizes are uniform and the capacities of the bins are an integer multiple of the item size, the optimal assignment will not have any fractionally assigned items. For the subset assignment problem, the optimal solution may not be integral, even if all the input values are integers. Here is an example
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in which the item sizes and bin capacities are all 1, but an optimal solution must have fractionally assigned items: we have two items \( p \) and \( q \) and two bins \( b \) and \( c \) with assignment costs

\[
\begin{align*}
\text{cost}(p, \emptyset) &= 1, & \text{cost}(q, \emptyset) &= \text{cost}(q, \{b, c\}) = C, \\
\text{cost}(p, \{b\}) &= \text{cost}(p, \{c\}) = C, & \text{cost}(q, \{b\}) &= \text{cost}(q, \{c\}) = 0,
\end{align*}
\]

where \( C \) is a large number. The optimal assignment is to equally distribute \( p \) over \( \{b, c\} \) and \( \emptyset \), and to equally distribute \( q \) over \( \{b\} \) and \( \{c\} \).

A basic feasible solution to the linear programming formulation of the subset assignment problem has at most \( n + d \) non-zero variables, because the number of constraints is \( n + d \). Since for every \( p \), there is at least one \( S \) such that \( x(p, S) > 0 \) and \( n \gg d \), we know that most of the items will not be fractionally assigned in a basic feasible solution. The number of variables \( x(p, S) \) such that \( 0 < x(p, S) < \text{size}(p) \) is at most \( 2d \) and therefore the number of fractionally assigned items is at most \( d \). We rephrase the definition of a basic feasible solution in the language of the subset assignment problem and prove the same facts about the new definition.

Consider a feasible assignment \( \vec{x} \). Let \( P_{\text{frac}} \) be the set of data items that are fractionally assigned. Let \( X_{\text{frac}} \) be the set of variables \( x(p, S) \) such that \( 0 < x(p, S) < \text{size}(p) \). Let \( P_{\text{int}} \) be the set of items that are assigned to exactly one subset. That is \( p \in P_{\text{int}} \) if \( x(p, S) \in \{0, \text{size}(p)\} \) for all \( S \).

**Definition 5.2.** For each \( p \in P_{\text{frac}} \) select one \( S \) such that \( x(p, S) > 0 \). Call the selected set for \( p \) \( S_p \). Let \( X \) be the set of variables \( x(p, S) \) such that \( S \neq S_p \) and \( 0 < x(p, S) < \text{size}(p) \). Let \( V \) be the set of vectors \( \vec{S} - \vec{S}_p \) for each \( x(p, S) \in X \). Then \( \vec{x} \) is a basic feasible assignment (bfa) if and only if \( V \) is linearly independent.
Intuitively, the assignment $\vec{x}$ is a bfa if there is a unique way to assign the variables in $X_{\text{frac}}$ after all the items in $P_{\text{int}}$ have been assigned in such a way that all the bins are exactly at capacity.

**Lemma 5.3.** The condition of being a bfa does not depend on the choice of $S_p$ for each $p \in P_{\text{frac}}$.

**Proof.** Let $p \in P_{\text{frac}}$ and let $\{S_1, \ldots, S_r\}$ be the subsets such that $x(p, S_j) > 0$. Suppose that $S_p$ is chosen to be $S_i$. Select any two $S_j \neq S_k$. Since $(\vec{S}_j - \vec{S}_k) = (\vec{S}_j - \vec{S}_p) - (\vec{S}_k - \vec{S}_p)$, the space spanned by all $(\vec{S}_j - \vec{S}_k)$ for $S_j \neq S_k$ is equal to the space spanned by all $(\vec{S}_j - \vec{S}_p)$ for $S_j \neq S_p$. The space spanned by all $(\vec{S}_j - \vec{S}_k)$ for $S_j \neq S_k$ is independent of the choice for $S_p$. \hfill \Box

**Lemma 5.4.** If $\vec{x}$ is a bfa, then the number of variables in $X_{\text{frac}}$ is at most $2d$ and the number of fractionally assigned items is at most $d$.

**Proof.** Since $|X| = |V|$, and $V$ must be linearly independent for any bfa, it must be that if $\vec{x}$ is a bfa, then $|X| \leq d$. The set of fractionally assigned variables ($X_{\text{frac}}$) includes all the $x(p, S_p)$ for $p \in P_{\text{frac}}$ and $X$. For each $x(p, S_p)$, there is at least one variable in $X$. Therefore the number of variables such that $0 < x(p, S) < \text{size}(p)$ in any bfa is at most $2d$. \hfill \Box

### 5.3.3 The algorithm Restore

The algorithm RESTORE takes a feasible, perfectly filled assignment $\vec{x}$ and converts it to a bfa that is also perfectly filled. The cost of the resulting assignment is no larger than the cost of the input assignment. The number of iterations is bounded by the number of fractionally assigned variables in the input assignment.
Algorithm 5 Preprocess(d)

\[ P = \emptyset \]

for each subset \( \{\vec{v}_1, \ldots, \vec{v}_d\} \) of \( \mathcal{V} = \{-1, 0, 1\}^d \) do

Let \( V \) be an ordered list whose \( i \)-th element is \( \vec{v}_i \).
Let \( A \) be the matrix whose \( i \)-th column is \( \vec{v}_i \).
Try to find \( A \)'s inverse.
if \( A \) is not invertible then
Continue.

for each \( \vec{w} \) in \( \mathcal{V} \) do

\[ \vec{\alpha} = A^{-1}\vec{w} \]

for \( i = 1, \ldots, d \) do

if \( \alpha_i < 0 \) then
Continue.

if \( \alpha_i = 0 \) then
Remove \( \vec{v}_i \) from \( V \).
Remove \( \alpha_i \) from \( \vec{\alpha} \).

Append \( -\vec{w} \) to \( V \).
Append 1 to \( \vec{\alpha} \).
Sort \( V \) lexicographically.
Reorder \( \vec{\alpha} \) to match \( \mathcal{V} \)'s order.
Rescale \( \vec{\alpha} \) so that the first component is 1.
Add \((V, \vec{\alpha})\) to \( P \).

return \( P \)
Algorithm 6 Restore

for each $p \in P_{\text{frac}}$ do
    select one $S$ such that $x(p, S) > 0$.
    Call the chosen set $S_p$.

Let $X$ be the set of variables $x(p, S)$ such that $S \neq S_p$ and $0 < x(p, S) < \text{size}(p)$. Order the variables in $X$: $\{x(p_1, S_1), \ldots, x(p_r, S_r)\}$

Let $V$ be the set of vectors $\vec{S} - \vec{S_p}$ for each $x(p, S) \in X$

while $V$ is linearly dependent do
    Let $\beta_1, \ldots, \beta_r$ be such that $\sum_{i=1}^{r} \beta_i (\vec{S_i} - \vec{S_p}) = \vec{0}$.
    if $\sum_{i=1}^{r} \beta_i [\text{cost}(p_i, S_i) - \text{cost}(p_i, S_p)] > 0$ then
        for $i = 1, \ldots, r$ do
            $\beta_i = -\beta_i$
            $a = \min \left\{ \min_{\beta_i < 0} \left\{ \frac{x(p_i, S_i)}{-\beta_i} \right\}, \min_{\beta_i > 0} \left\{ \frac{x(p_i, S_p)}{\beta_i} \right\} \right\}$
        for $i = 1, \ldots, r$ do
            $x(p_i, S_p) = x(p_i, S_p) - a \cdot \beta_i$
            $x(p_i, S_i) = x(p_i, S_i) + a \cdot \beta_i$
    if $x(p, S) \in X$ becomes 0 then
        remove $x(p, S)$ from $X$
    if $x(p, S_p)$ becomes 0 then
        Select an $x(p, S')$ from $X$ and remove it from $X$.
        $S_p$ becomes $S'$.
        Update vectors in $V$ with new $S_p$.  

The process \textsc{Restore}, shown in 5, takes an assignment $\vec{x}$ which may not be a \textit{bfa} and restores it to an assignment which is a \textit{bfa}. The process maintains the condition that the current assignment is feasible and perfectly filled. If the set $V$ is linearly dependent, a linear combination of the moves $(p, S_p, S)$ is chosen for each $x(p, S) \in X$ such that applying the linear combination of moves keeps the bins perfectly filled. Since $p$ has some weight on $S_p$ and some weight on $S$, all the moves can be applied in either the forward or reverse direction. (A negative coefficient denotes applying a move in the reverse direction.) We choose a direction for the linear combination of moves such that the cost does not increase. The combination of moves is applied until either $x(p, S)$ or $x(p, S_p)$ becomes 0 for one of the moves represented in $V$. Thus, the cost of the assignment does not increase and the number of fractionally assigned variables decreases by at least one. The process continues until $V$ is linearly independent.

**Lemma 5.5.** There is an optimal solution that is also a \textit{bfa}.

\textit{Proof.} Start with an optimal assignment $\vec{x}$ which may not be a \textit{bfa}. Apply \textsc{Restore} to $\vec{x}$. The resulting assignment is a \textit{bfa}. Moreover, since the cost of $\vec{x}$ does not increase, $\vec{x}$ is still optimal. \hfill $\square$

### 5.4 An algorithm for the subset assignment problem

The algorithm we present proceeds in a series of iterations. In each iteration, we apply an augmentation to the current assignment. Since the resulting assignment may no longer be a \textit{bfa}, we then apply \textsc{Restore} to turn the solution back into a \textit{bfa}.

Note that it is possible to find an augmentation that moves from a \textit{bfa} to another \textit{bfa} directly. This is essentially what the simplex algorithm does. However, not every augmentation results in a \textit{bfa}. The augmentations that do result in a \textit{bfa} must include the moves that shift mass between the fractionally assigned items. (These moves correspond to the vectors $V$.
Algorithm 7 \textbf{MainLoop}

\begin{align*}
x(p, S) &= 0, \text{ for all } p \text{ and } S. \\
x(p_i, \{b_i\}) &= \text{capacity}(b_i), \text{ for } i = 1, \ldots, d. \text{ (Fill each bin with the “extra” items.)} \\
x(p_j, \emptyset) &= \text{size}(p_j), \text{ for } j > d. \text{ (All the “original” items start outside the bins.)} \\
\mathcal{P} &= \text{Preprocess}(d) \quad \mathcal{A} = \text{FindAugmentation}(\vec{x}) \\
\textbf{while } \mathcal{A} \neq \emptyset \textbf{ do} \\
&\quad \text{Apply } \mathcal{A} \text{ to } \vec{x} \text{ with the largest possible magnitude} \\
&\quad \text{Restore}(\vec{x}). \text{ (Transform } \vec{x} \text{ into a bfa.)} \\
&\quad \mathcal{A} = \text{FindAugmentation}(\vec{x})
\end{align*}

described in the definition of a bfa). Restricting the augmentation in this way may result
in a sub-optimal augmentation. For example, those augmentations could require decreasing
a variable that is already very small in which case the augmentation can not be applied
with very large magnitude. We therefore allow the algorithm to select from the set of all
augmentations in order to get as much benefit as possible and then move the assignment to a
bfa.

5.4.1 Finding an augmentation that is close to the best possible

The first step is a preprocessing step in which every possible augmentation profile is generated.
This consists of generating every minimally dependent subset $V$ of $\mathcal{V}$ and its associated
$\vec{\alpha}$. \text{Preprocess} (shown in the Appendix) examines each basis made up of vectors from
$\mathcal{V}$, in combination with an extra vector $\vec{w}$. It determines the basis vectors that $\vec{w}$ depends
on. These basis vectors, together with $\vec{w}$, form a minimally dependent subset of $\mathcal{V}$. To
handle the fact that the same minimal subset may be found multiple times, the set data
structure storing the minimally dependent subsets uses a canonical representation of the
subsets, thus avoiding duplicate storage. Finding the inverse of a matrix using Gaussian
elimination is $O(d^3)$ and matrix multiplication is $O(d^2)$. So the running time of \text{Preprocess}
is $O\left(\binom{3d}{d}(d^3 + 3d(d^2 + d))\right) = O(3^{d+1}d^2)$. Moreover, the size of the returned set of minimally
dependent subsets is $O(3^{d(d+1)})$. 
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Given an augmentation profile \( V = \{ \vec{v}_1, \ldots, \vec{v}_r \} \), the goal is to find an augmentation whose profile matches \( V \) and can be applied with a magnitude that gives close to the best possible improvement. For each vector \( \vec{v} \in V \), we maintain a data structure with every move \((p, S, T)\) such that \( \vec{T} - \vec{S} = \vec{v} \) and \( x(p, S) > 0 \). We will call the set of all such moves \( \text{Moves}(\vec{v}) \). The data structure should be able to answer queries of the form: given \( x_0 \), find the move \((p, S, T)\) such that \( \text{cost}(p, T) - \text{cost}(p, S) \) is minimized subject to the condition that \( x(p, S) \geq x_0 \). These kind of queries can be handled by an augmented binary search tree in logarithmic time [14].

For a given \( bfa \vec{x} \) and augmentation \( \mathcal{A} \), one can calculate the maximum possible magnitude \( a \) with which \( \mathcal{A} \) can be applied to \( \vec{x} \). We will make use of upper and lower bounds for the value \( a \) for any augmentation and \( bfa \) combination. Call these values \( a_{\text{max}} \) and \( a_{\text{min}} \). Round \( a_{\text{min}} \) down so that \( a_{\text{max}} / a_{\text{min}} \) is a power of 2. The while loop in procedure \( \text{FindAugmentation} \) runs for \( \log(a_{\text{max}} / a_{\text{min}}) \) iterations.

**Algorithm 8 FindAugmentation(\( \vec{x} \))**

```
BestCost = 0
\mathcal{A} = \emptyset
for each augmentation profile \( V = \{ \vec{v}_1, \ldots, \vec{v}_r \} \) and vector \( \vec{\alpha} \) do
    \( a = a_{\text{max}} / 2 \)
    while \( a \geq a_{\text{min}} \) do
        for \( i = 1, \ldots, r \) do
            Let \((p_i, S_i, T_i)\) be the move with the smallest cost among moves in \( \text{Moves}(\vec{v}_i) \) such that \( x(p_i, S_i) \geq a \cdot \alpha_i \).
            \( c_i = \text{cost}(p_i, T_i) - \text{cost}(p_i, S_i) \)
            \( \text{CurrentCost} = \sum_{i=1}^{r} a \cdot c_i \cdot \alpha_i \)
            if \( \text{CurrentCost} < \text{BestCost} \) then
                \( \text{BestCost} = \text{CurrentCost} \)
                \( \mathcal{A} = \{(p_1, S_1, T_1), \ldots, (p_r, S_r, T_r)\} \)
            end
        end
        \( a = a / 2 \)
    end
return \( \mathcal{A} \)
```

For an augmentation \( \mathcal{A} \) that can be applied to assignment \( \vec{x} \) with magnitude \( a \), the total change in cost is denoted by \( \text{cost}(\mathcal{A}, \vec{x}, a) \). Recall that since we are minimizing cost we will only apply an augmentation if the total change in cost is less than 0.
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Lemma 5.6. Let $A_1$ be the augmentation returned by $\text{FindAugmentation}(\vec{x})$. Let $a_1$ be the maximum magnitude with which $A_1$ can be applied to $\vec{x}$. Let $A_2$ be any other augmentation and $a_2$ the maximum magnitude with which $A_2$ can be applied to $\vec{x}$. Then $2d \cdot \text{cost}(A_1, \vec{x}, a_1) \leq \text{cost}(A_2, \vec{x}, a_2)$.

Proof. Let $V_2$ be the profile for $A_2$. Let $\vec{\alpha}$ be the vector associated with the profile $V_2$. Let $\bar{a}$ be the value of the form $a_{\text{max}}/2^j$ such that $2\bar{a} > a_2 \geq \bar{a}$. There is an iteration inside the while loop of $\text{FindAugmentation}(\vec{x})$ in which the augmentation profile is $V_2$ and the value for $a$ is $\bar{a}$. The augmentation constructed in this iteration will be called $V_3$. The moves in $A_2$ are $\{(p^{(2)}_1, S^{(2)}_1, T^{(2)}_1), \ldots, (p^{(2)}_r, S^{(2)}_r, T^{(2)}_r)\}$. The moves in $A_3$ are $\{(p^{(3)}_1, S^{(3)}_1, T^{(3)}_1), \ldots, (p^{(3)}_r, S^{(3)}_r, T^{(3)}_r)\}$. Note that since $V_2$ can be applied to $\vec{x}$ with magnitude $a_2$, it must be the case that for $i = 1, \ldots, r$, $x(p^{(2)}_i, S^{(2)}_i) \geq \alpha_i a_2$ because applying the moves involves removing $\alpha_i a_2$ from $x(p^{(2)}_i, S^{(2)}_i)$. Since $a_2 \geq \bar{a}$, $x(p^{(2)}_i, S^{(2)}_i) \geq \alpha_i \bar{a}$. The move $(p^{(3)}_i, S^{(3)}_i, T^{(3)}_i)$ is chosen to be the move with minimum cost such that $x(p^{(3)}_i, S^{(3)}_i) \geq \alpha_i \bar{a}$. Therefore the cost of $(p^{(3)}_i, S^{(3)}_i, T^{(3)}_i)$ is at most the cost of $(p^{(2)}_i, S^{(2)}_i, T^{(2)}_i)$. The value of the variable $\text{CurrentCost}$ for that iteration is:

$$
\text{CurrentCost}_3 = \bar{a} \sum_{i=1}^{r} \alpha_i \left[ \text{cost}(p^{(3)}_i, T^{(3)}_i) - \text{cost}(p^{(2)}_i, S^{(2)}_i) \right] \\
\leq \bar{a} \sum_{i=1}^{r} \alpha_i \left[ \text{cost}(p^{(2)}_i, T^{(2)}_i) - \text{cost}(p^{(2)}_i, S^{(2)}_i) \right] \\
\leq \frac{a_2}{2} \sum_{i=1}^{r} \alpha_i \left[ \text{cost}(p^{(2)}_i, T^{(2)}_i) - \text{cost}(p^{(2)}_i, S^{(2)}_i) \right] = \frac{1}{2} \text{cost}(A_2, \vec{x}, a_2)
$$

Let $\text{CurrentCost}_1$ be the value of the variable $\text{CurrentCost}$ and $a'$ the value of the variable $a$ during the iteration in which the augmentation $A_1$ is considered. Since $A_1$ was selected by $\text{FindAugmentation}$, $\text{CurrentCost}_1 \leq \text{CurrentCost}_3$. It remains to show that the maximum magnitude with which $A_1$ can be applied is at least $a'/d$ and therefore the actual change in
cost at most \( CurrentCost_1/d \).

Let \( V_1 \) be the profile for \( A_1 \) and let \( \vec{\beta} \) be the vector associated with profile \( V_1 \). Since we are now only referring to one augmentation, we omit the subscripts and call the moves in \( A = \{(p_1, S_1, T_1), \ldots, (p_r, S_r, T_r)\} \). We are guaranteed by the selection of the move \((p_i, S_i, T_i)\) that for every \( i \), \( x(p_i, S_i)/\beta_i \geq a' \). Define \( \beta_{\text{sum}}^{p,S} \) is the sum over all \( \beta_i \) such that \( p_i = p \) and \( S_i = S \). Define \( \beta_{\text{max}}^{p,S} \) is the maximum over all \( \beta_i \) such that \( p_i = p \) and \( S_i = S \). The value of \( a_1 \), the maximum value with which \( A \) can be applied, is equal to \( x(p, S)/\beta_{p,S} \) for some pair \((p, S)\). We have

\[
a_1 = \frac{x(p, S)}{\beta_{\text{sum}}^{p,S}} \geq \frac{x(p, S)}{d \cdot \beta_{\text{max}}^{p,S}} \geq \frac{a' \cdot d}{d}.
\]

\[\square\]

### 5.4.2 Number of iterations of the main loop

The procedure \textsc{FindAugmentation} takes a \( bfa \) \( \vec{x} \) and returns an augmentation that reduces the cost of the current solution by an amount which is within \( \Omega(1/d) \) of the best possible augmentation that can be applied to \( \vec{x} \). In order to bound the number iterations of the main loop, we need to show that there always is a good augmentation that can be applied to \( \vec{x} \) that moves it towards an optimal solution. The idea is that for any two assignments \( \vec{x} \) and \( \vec{y} \), \( \vec{x} \) can be transformed into \( \vec{y} \) by applying a sequence of augmentations. Each augmentation decreases the number of variables in which \( \vec{x} \) and \( \vec{y} \) differ by one. Since the number of non-zero variables in any \( bfa \) is at most \( n + d \), there are at most \( 2(n + d) \) augmentations in the sequence. Thus, if the difference in cost between \( \vec{y} \) and \( \vec{x} \) is \( \Delta \), one of the augmentations will decrease the cost by at least \( \Delta/(2(n + d)) \). The idea is analogous to the partitioning the difference between two min cost flows into a set of disjoint cycles. Some additional work is required to establish that the chosen augmentation can be applied directly to \( \vec{x} \) with sufficient
Lemma 5.7. Let $\vec{x}$ be a bfa for an instance of the subset assignment problem and let $\Delta$ be the difference in the objective function between $\vec{x}$ and the optimal solution. Then there is an augmentation $\mathcal{A}$ such that when $\mathcal{A}$ is applied to $\vec{x}$ with the maximum possible magnitude, the cost drops by at least $\Delta/2(n + d)$.

Proof. Let $\vec{y}$ be an optimal solution that is also a bfa. We define a sequence of assignments $\vec{z}_0, \vec{z}_1, \ldots, \vec{z}_t$. We start with $\vec{z}_0 = \vec{x}$ and describe how to obtain $\vec{z}_{j+1}$ from $\vec{z}_j$. Let $\mathcal{S}_j$ be the set of pairs $(p, S)$ such that $z_j(p, S) > y(p, S)$. Let $\mathcal{T}_j$ be the set of pairs $(p, T)$ such that $z_j(p, T) < y(p, T)$. We know from Lemma 5.1 that there is an augmentation $\mathcal{A}_j$ that can be applied to $\vec{z}_j$ such that all the moves are of the form $(p, S, T)$, where $(p, S) \in \mathcal{S}_j$ and $(p, T) \in \mathcal{T}_j$. Apply augmentation $\mathcal{A}_j$ to $\vec{z}_j$ with magnitude $a_j$ to get $\vec{z}_{j+1}$, where $a_j$ is the largest possible magnitude with which $\mathcal{A}_j$ can be applied such that for every $(p, S) \in \mathcal{S}_j$ and $(p, T) \in \mathcal{T}_j$, $z_j(p, S) \geq y(p, S)$ and $z_j(p, T) \leq y(p, T)$.

Continue the process until $\mathcal{S}_t \cup \mathcal{T}_t = \emptyset$ which means that $\vec{z}_t = \vec{y}$.

Since any bfa has at most $(n + d)$ non-zero variables, $|\mathcal{S}_0 \cup \mathcal{T}_0| \leq 2(n + d)$ and therefore $t \leq 2(n + d)$. The $t$ augmentations cause the cost of the assignment to drop by $\Delta$, so there is at least one augmentation that causes the cost to drop by at least $\Delta/2(n + d)$. Suppose that the largest drop in cost happens when $\mathcal{A}_j$ is applied with magnitude $a_j$ to $\vec{z}_j$. We need to establish that $\mathcal{A}_j$ can be applied to $\vec{z}_0$ with magnitude at least $a_j$.

Consider a pair $(\bar{p}, \bar{S})$ such that $z_j(\bar{p}, \bar{S})$ decreases when $\mathcal{A}_j$ is applied to $\vec{z}_j$. Then $(\bar{p}, \bar{S}) \in \mathcal{S}_j$. Furthermore since each $\mathcal{S}_j \subseteq \mathcal{S}_{j-1} \subseteq \cdots \subseteq \mathcal{S}_0$, then $(\bar{p}, \bar{S}) \in \mathcal{S}_i$ for any $i$ in the range from 0 to $j$. The augmentations $\mathcal{A}_0, \ldots, \mathcal{A}_j$ can only take mass off of $z_i(\bar{p}, \bar{S})$ or leave it the same. Therefore $z_0(\bar{p}, \bar{S}) \geq z_j(\bar{p}, \bar{S})$ for any pair $(\bar{p}, \bar{S})$ such that $\mathcal{A}_j$ causes $z_j(\bar{p}, \bar{S})$ to decrease.
Thus, if $A_j$ can be applied to $\vec{z}_j$ with magnitude $a_j$, then $A_j$ can also be applied to $\vec{z}_0$ with magnitude at least $a_j$. □

In order to bound the number of iterations in the main loop, we need to know the smallest difference in cost between two assignments that have different cost. If none of the items are fractionally assigned, all of the variables have integer values and the cost of an assignment is an integer. But if there are fractional assignments, we must bound the granularity of a solution. First, we need a technical lemma.

**Lemma 5.8.** If $A$ is an invertible $d \times d$ matrix with entries in $\{-1, 0, 1\}$ and $\vec{b}$ is a $d$-vector with integer entries, then there is an integer $\ell \leq d^{d/2}$ such that the solution $\vec{x}$ to $A\vec{x} = \vec{b}$ has entries of the form $k/\ell$ where $k$ is an integer. Moreover, if $\vec{b}$ also has entries in $\{-1, 0, 1\}$, then the entries of $x$ are at most equal to $d$.

**Proof.** As a consequence of the Laplace expansion of the determinant, the inverse of $A$ is equal to $\text{adj}(A)/\det(A)$, where $\text{adj}(A)$ is the adjugate matrix of $A$ or transpose of the cofactor matrix of $A$. Since $A$ has integer entries, so does its adjugate. This implies that the elements of $x$ are all of the form $k/\det(A)$ for some integer $k$. But by Hadamard’s inequality, the determinant of $A$ is bounded by $d^{d/2}$. So this proves the first statement.

Now if the entries of $\vec{b}$ are in $\{-1, 0, 1\}$, then $k \leq d$. Since $A$ is invertible, its determinant is non-zero. Since its entries are integers, the absolute value of its determinant is at least 1. This proves the second statement. □

The following bound comes from the fact that the fractionally assigned values are the solution to a matrix equation with a $d \times d$ matrix over $\{-1, 0, 1\}$.

**Lemma 5.9.** If $\vec{x}$ is a $bfa$, then there is an integer $\ell \leq d^{d/2}$ such that every $x(p, S) = k/\ell$ for some integer $k$. 
Proof. As in the definition of a bfa, let $P_{\text{int}}$ denote the items that are integrally and $P_{\text{frac}}$ those that are partially assigned. Also, let $S_p$ be the subset or one of the subsets to which $p$ is assigned, let $F = \{(p, S) : x_{p,S} > 0 \text{ and } S \neq S_p\}$, and let $\vec{c}$ be the vector of bin capacities. Since $\vec{x}$ is perfectly filled, we have

$$\sum_{p \in P_{\text{int}}} x(p, S_p)\vec{S}_p + \sum_{p \in P_{\text{frac}}} x(p, S_p)\vec{S}_p + \sum_{(p, S) \in F} x(p, S)\vec{S} = \vec{c}.$$ 

Now $x(p, S_p) = \text{size}(p) - \sum_{S \neq S_p} x(p, S)$ for all $p$, and in particular $x(p, S_p) = \text{size}(p)$ for $p \in P_{\text{int}}$. So we have

$$\sum_{p} \text{size}(p)\vec{S}_p + \sum_{(p, S) \in F} x(p, S)(\vec{S} - \vec{S}_p) = \vec{c}.$$

By definition of a bfa, the vectors $\vec{S} - \vec{S}_p$ are linearly independent. Therefore, if we extend this set to a basis of $\{-1, 0, 1\}$-vectors, we can view this equation as the matrix equation

$$A\vec{x} = \vec{c} - \sum_{p} \text{size}(p)\vec{S}_p$$

where $A$’s columns are the basis vectors. Since $A$ has entries in $\{-1, 0, 1\}$ and the right hand vector has integer entries, an application of Lemma 5.8 yields the result.

\[\Box\]

**Lemma 5.10.** The number of iterations of the main loop is $O(nd^2 \log(dnC))$.

Proof. The cost of the initial assignment is at most $nC$, where $C = \max_{p, S} \text{cost}(p, S)$. Since the costs are non-negative, the difference in cost between the initial assignment and an optimal assignment is at most $nC$.

By Lemma 5.9, for any bfa $\vec{x}$, every $x(p, S)$ is an integer multiple of some $1/\ell$ where $\ell$ is an integer bounded by $d^{d/2}$. Since the costs are integers, the cost of $\vec{x}$ is also an integer multiple of $1/\ell$. Consider two bfa’s, $\vec{x}$ and $\vec{y}$ with different costs. The cost of $\vec{x}$ is a multiple of $1/\ell$.
and the cost of $\vec{y}$ is a multiple of $1/\ell'$, where $\ell$ and $\ell'$ are both integers bounded by $d^{d/2}$. If $\ell = \ell'$, then the difference in costs between $\vec{x}$ and $\vec{y}$ is at least $1/d^{d/2}$. If $\ell > \ell'$, the difference in cost is at least

$$\frac{1}{\ell'} - \frac{1}{\ell} = \frac{\ell - \ell'}{\ell \ell'} \geq \frac{1}{d^d}.$$  

Lemmas 5.7 indicates that if the difference in cost between the current assignment and the optimal assignment is $\Delta$, there is an augmentation that reduces the cost by at least $\Delta/2(n+d)$ and Lemma 5.6 indicates that the augmentation returned by $\text{FindAugmentation}$ reduces the cost by at least $1/2d$ times the best possible. Therefore, each iteration reduces the difference in cost between the current assignment and the optimal assignment by at least a factor of $1 - 1/(4d(n+d))$. The number of iterations is the smallest $t$ such that

$$nC \left(1 - \frac{1}{4d(n+d)}\right)^t < \frac{1}{d^d},$$

which is $O(nd^2 \log(dnC))$.  

\section*{5.4.3 Analysis of the running time}

The running time of $\text{Preprocess}$ is dominated by the running time of the main loop, so we just analyze the running time of the main loop. To bound the size of the augmented binary search trees $\text{Moves}(\vec{v})$, observe that for each $S$, there is at most one $T$ such that $\vec{T} - \vec{S} = \vec{v}$. Therefore, the number of moves $(p, S, T)$ that can be stored in a single tree is $O(2^d n)$. Updates are handled in logarithmic time, so the time per update to an entry in one of the trees is $O(d \log n)$. Every time a variable $x(p, S)$ changes, there are $2^d$ subsets $T$ such that the move $(p, S, T)$ must be updated. In each iteration of the main loop there are $O(d)$ variable changes, resulting in a total update time of $O(d^2 2^d \log n)$.  
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By lemma 5.4, the \( bfa \) at the beginning of an iteration has at most \( 2d \) fractionally assigned variables. An augmentation consists of at most \( d + 1 \) moves and therefore changes the value of at most \( 2(d + 1) \) variables. Thus, the input to \textsc{Restore} is an assignment with \( O(d) \) fractionally assigned variables. Each iteration of \textsc{Restore} reduces the number of fractionally assigned variables by at least one. Therefore, the number of iterations of \textsc{Restore} is bounded by \( O(d) \) and the total time spent in \textsc{Restore} during an iteration is \( \text{poly}(d) \).

The inner loop of \textsc{FindAugmentation} requires \( O(d) \) queries to one of the augmented binary search trees resulting in \( O(d^2 \log n) \) time for each iteration of the inner loop. The number of times the inner loop is executed is \( \log(a_{\text{max}}/a_{\text{min}}) \) times the number of augmentation profiles which is bounded by \( 3^{d(d+1)} \). Therefore the running time of \textsc{FindAugmentation} dominates the running time of an iteration of the main loop which is \( O(3^{d(d+1)}d^2 \log n \log(a_{\text{max}}/a_{\text{min}})) \). By Lemma 5.10, the number of iterations of the main loop is \( O(nd^2 \log(dnC)) \), resulting in a total running time of

\[
O(3^{d(d+1)}d^4 n \log n (\log n + \log C) \log(a_{\text{max}}/a_{\text{min}})).
\]

It remains to bound \( a_{\text{max}}/a_{\text{min}} \):

**Lemma 5.11.** The values of \( a \) are bounded above by \( a_{\text{max}} = d^{d/2}Z \) and below by \( a_{\text{min}} = 1/d^{d/2+1} \), where \( Z = \max_p \text{size}(p) \).

*Proof.* Recall that the entries of \( \vec{\alpha} \) were obtained as the solution to the equation \( A\vec{\alpha} = \vec{w} \) where the columns of \( A \) and the vector \( \vec{w} \) have entries in \( \{-1, 0, 1\} \). By Lemma 5.8, \( 1/d^{d/2} \leq \alpha_i \leq d \).

An upper bound on \( a \) is the ratio of the maximum possible value for \( x(p, S) \) over the minimum possible value for \( \alpha_i \). The highest value that \( x(p, S) \) can achieve is \( Z = \max_p \text{size}(p) \) because of (5.1). So let \( a_{\text{max}} = d^{d/2}Z \).

Similarly a lower bound on \( a \) is the ratio of the minimum possible \( x(p, S) \) over the maximum
possible value for \( \alpha_i \). By Lemma 5.9, \( x(p, S) \) is least \( 1/d^{d/2} \). So we can take \( a_{\min} \) to be \( 1/d^{d/2+1} \).

Putting it all together, we get that \( \log(a_{\max}/a_{\min}) \) is \( O(d^2 \log d \log Z) \) and the total running time is bounded by \( O(3^{d(d+1)} \text{poly}(d)n \log(n) \log(nC) \log(Z)) \).

### 5.5 Future work

In this chapter, we gave an algorithm for the linear programming relaxation of the subset assignment problem, which has complexity \( O(3^d(d+1) \text{poly}(d)n \log(n) \log(nC) \log(Z)) \). Is there a faster algorithm that minimizes the dependency on \( d \)? Our algorithm is a generalization of the maximum cycle canceling algorithm for the minimum-cost flow problem. However, there are other, more efficient algorithms for this problem, including ones that take advantage of the bipartite structure inherent in assignment problems. Is there a more efficient algorithm that is a generalization of, say, the cost-scaling algorithm? Finally, the subset assignment problem was motivated by the problem of data placement in the memory banks of a multi-level cache. The next step is to use the algorithm presented here to perform a trace-driven simulation to evaluate how robust a cache configuration is to changes in workload characteristics.
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