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Abstract

The study of the exocrine pancreatic acinar cell has been central to the development
of models of many cellular processes, especially of protein transport and secretion.
Traditional methods used to examine this system have provided a wealth of qualitative
information from which mechanistic models have been inferred. However they have
lacked the ability to make quantitative measurements, particularly of the distribution of
protein in the cell, information critical for grounding of models in terms of magnitude
and relative significance. This dissertation describes the development and application of
new tools that were used to measure the protein content of the major intracellular
compartments in the acinar cell, particularly the zymogen granule. Soft x-ray microscopy
permits image formation with high resolution and contrast determined by the underlying
protein content of tissue rather than staining avidity. A sample preparation method
compatible with x-ray microscopy was developed and its properties evaluated. Automatic
computerized methods were developed to acquire, calibrate, and analyze large volumes
of x-ray microscopic images of exocrine pancreatic tissue sections. Statistics were
compiled on the protein density of several organelles, and on the protein density, size,
and spatial distribution of tens of thousands of zymogen granules. The results of these
measurements, and how they compare to predictions of different models of protein

transport, are discussed.

........................

Stephen S. Rothman, C
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Chapter 1. Introduction

The focus of the work that led to this dissertation has been the quantitative
characterization of the protein contents of the acinar cell of the exocrine pancreas, in the
hope that proposed models of protein secretion could be evaluated in light of that
information and their predictions tested. As discussed in some detail in the following
chapters, this cellular system has long been studied and models of the processes involved
in its main function, protein transport and secretion, have served as prototypes of models
for many other cellular functions in many other cell types. The classical model of protein
transport is based on now traditional methods that have allowed the description of
ultrastructural morphology, specific biochemical identification and localization, and
many other qualitative aspects of the cell (Palade, 1975; Rothman, 1975). However,
quantitative measurements such as the determination of protein content at the level of
individual subcellular structures have not been possible, except in bulk on components

isolated and purified from their source tissue.

My colleague and predecessor Kaarin K. Goncz performed the first measurements of
the protein content of individual subcellular organelles, zymogen granules, isolated from
pancreatic tissue (Goncz, 1994). The work described in this manuscript, which I
undertook with the help of many collaborators, is an extension of these meaSurcmems to
a variety of intracellular organelles within their source tissue rather than in isolation. A
large part of this effort was devoted to the development of new tools and technology that
made these measurements possible, particularly soft x-ray microscopy and automated
digital image processing and analysis. In this context a number of significant milestones

were achieved. These include the dynamic imaging of initially living cells, three-
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dimensional stereoscopic imaging, the imaging of sections of embedded whole soft
tissues, and dual energy nitrogen-edge imaging, all firsts in high-resolution soft x-ray

microscopy (Rothman et al., 1992; Loo et al., 1992b; Loo et al., in press).

I took several approaches to studying the biological problem before settling on the
one that proved the most fruitful in the end. Initially, I concentrated on dynamic studies
of isolated whole cells, alive and suspended in an aqueous medium, with the intent of
capturing the stimulated secretion events as they happened in the x-ray microscope. This
work, covered briefly in some of the following chapters, met with some success, but also
many technical challenges, including the difficulties of preparing isolated cells reliably,
designing a sample handling system capable of manipulating these cells and their
microenvironment, and protecting cells from the damaging effects of high-dose ionizing
radiation. Because of the thickness of the cells, it also required the development of three-
dimensional imaging methods in x-ray microscopy, which were nonexistent at the time

(the early work in that area is described in Chapters 4 and 5).

Ultimately, much more rapid progress was made in developing a method of preparing
sections of whole pancreatic tissue that had very favorable properties in an x-ray
microscope. It was convenient and effectively solved many problems including those of
sample handling, radiation damage, and sample thickness. Also, since the cells were not
isolated, their organization in the tissue was preserved. However, dynamic studies were
not possible in this system. Instead a statistical approach was taken to test predictions of
how protein should be distributed in various intracellular compartments, especially the
zymogen granule, under different mechanistic models. This required the compilation of

statistics on large populations of organelles and large data sets, and therefore the
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development of automated computerized methods for acquiring, calibrating, and
analyzing the data. This experiment, which has turned out to be the largest x-ray
microscopic study to date, and the computerized methods developed to help perform it

are described in the later chapters.

Nearly all of the following chapters have been separately published or accepted for
publication as conference proceedings articles or in peer-reviewed journals. As such, they
span a range in time of the entire lifetime of the project so far, representing different

stages of its development. They have been organized into three sections as follows.

Section 1 (Chapters 2 to 5) deals with the method of biological soft x-ray microscopy.
Chapter 2 (Loo & Rothman, 1995) is an overview of biological x-ray microscopy,
describing its unique features, relevance to biology, and enabling technologies. Chapters
3 and 4 discuss contrast theory in x-ray microscopy and such related issues as resolution,
dose, and wavelength selection. Chapter 3 (Loo, 1994) focuses on the two-dimensional
imaging case while Chapter 4 (Loo et al., 1995) addresses three-dimensional imaging.
Chapter 5 (Loo et al., 1992a) presents some experimental proofs of principle, including
three-dimensional imaging by stereomicroscopy and dynamic imaging of initially living

cells.

Section 2 (Chapters 6 & 7) describes the automated methods developed to perform
the biological experiment. Chapter 6 (Loo er al., 2000) covers automatic acquisition and
calibration of x-ray microscopic images as well as their assembly into large-field
montages. Chapter 7 (Loo et al., 1996) covers automatic image segmentation to identify

and measure large numbers of zymogen granules in images of pancreatic tissue.
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Section 3 (Chapters 8 & 9) describes the quantitative characterization of biological
tissues by x-ray microscopy. Chapter 8 (Loo et al., in press) describes the sample
preparation method used, the radiation tolerance properties of the sample, and
measurements of the distribution of its protein and plastic embedding medium
components. Chapter 9 (Loo & Rothman, in preparation) presents the results of the
experiment, quantitatively characterizing the distribution of protein in different

compartments of the acinar cell, and its implications for models of protein transport.

|
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Section 1: X-ray microscopy — overview, theoretical considerations,

and proofs of principle
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Chapter 2. High resolution microscopic imaging with x-rays: technology and

application to the biological sciences

Introduction

Ever since the invention of the visible light microscope, there has been a quest for
ever sharper views of microscopic biological structure. Even before the advent of
electron microscopy, it was recognized that the short wavelengths of x-rays could in
principle allow high resolution imaging. But only in the last decade or so have
technological advances made the original promise of biological x-ray microscopy
realizable (Rudolph et al., 1984; Howells et al., 1991). These advances include the
development of sources, optics, and detectors for the low energy x-rays (“soft” x-rays)

best suited for imaging cellular structure.

Modern x-ray microscopy (XM) is a versatile tool that offers several modes of
operation and a variety of contrast mechanisms. Some of these may be viewed simply as
high resolution extensions of existing visible light methods, while others are unique to x-

rays, allowing new views of biological samples.

XM fills a special niche between visible light microscopy (VLM) and electron
microscopy (EM): it combines resolution beyond VLM, currently 30 to 50 nm, with
penetration depth much greater than EM, up to several micrometers of water and organic
material. Thus it can be used to image whole cells in an aqueous environment, in a near
native state, potentially even living. In addition, it is capable of quantitative, element

specific mapping with high sensitivity.
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Finally, XM benefits from the same kinds of digital imaging technologies as have
numerous other modern microscopies. X-ray micrographs are digitized as part of the
imaging process because of the electronic detectors used, producing quantitative
representations of signal strength. Digital image processing can then be used to perform
automated feature detection and measurement, correction of optical blurring, and

tomographic reconstruction of three-dimensional structure.

X-ray technologies

Most of this century has seen the development of x-ray microscopy languish behind
visible light and electron methods: unlike the case of microscopies using these other
forms of radiation, there has until recently been no adequate way to produce, focus, and
detect soft x-rays. The coming together of new technologies in these areas have now

made XM a practical biological instrument.

Synchrotron accelerators are used as high brightness sources of x-rays (Attwood et
al., 1985). In such an accelerator, a beam of electrons traveling at near light speed emits
synchrotron radiation at x-ray wavelengths as it travels a ring shaped path. Precisely
manufactured reflective diffraction gratings can be used to disperse the radiation
according to wavelength, allowing the selection of monochromatic x-rays of the desired
wavelength. In addition, inserting a straight section into the ring with a periodic magnetic
structure called an undulator produces a laser-like x-ray beam with a high degree of
spatial coherence, a prerequisite for scanning microscopy. Thus wavelength-tunable
sources with varying degrees of coherence to meet the needs of the desired application

are now available for microscopy.
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Because soft x-rays are strongly attenuated by any substantial thickness of most
materials, lenses that work by refraction cannot be used. Fresnel zone plates, diffractive
optical elements consisting of alternating opaque and transmissive circular zones, act as
lenses with a resolution determined by the size of their features, with smaller sizes
corresponding to higher resolution (Anderson, 1989). Microelectronic fabrication
methods are used to produce zone plates with feature dimensions currently as small as 30
nm, or about ten times the wavelength of the x-rays, and with approximately the same
resolution. The ability to fabricate small features continues to improve, and along with it
resolution. A full field imaging microscope analogous to a conventional visible light
microscope can be built using zone plates as condenser and objective lenses.
Alternatively, a single zone plate lens can be used to focus a coherent beam to a fine

point, for use as a scanning probe.

Detectors sensitive to soft x-rays now exist that combine high detection efficiency
and low noise with a linear response to x-ray intensity over a large dynamic range
(Wilhein et al., 1994). The result is a signal quality limited essentially only by photon
counting statistics. The area detector of choice for imaging microscopes is a back-side
thinned and illuminated charge coupled device (CCD) camera. For point by point

scanning, the typical detectors are a gas proportional counter or an avalanche photodiode.

Imaging with x-rays

Contrast between features of interest and the surrounding background is critical to

any form of microscopy. For most kinds of microscopy, some kind of staining is required
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to produce the necessary contrast. Many of the numerous staining protocols that have

been developed over the years for both VLM and EM are useful for XM as well.

Heavy metal stains such as those used for EM attenuate x-rays much more strongly
than organic material, and can serve as contrast agents for XM as well (Balhorn et al.,
1992). Because of the greater penetration depth of x-rays, XM can be used for high
resolution imaging when the extensive sample preparation required for EM such as

dehydration, embedding, and sectioning is undesirable.

Immunolabeling has become a staple of modern microscopy because of the molecular
specificity it affords. Heavy metals and fluorescent probes attached to antibodies specific
to molecules of interest have been used as contrast agents for EM and VLM, respectively.
As mentioned, the heavy metal probes work with XM on the basis of x-ray attenuation. It
is also possible to use the finely focused x-ray probe of a scanning x-ray microscope to
excite visible light luminescence in fluorescent probes, and thereby do
immunofluorescence microscopy at XM resolutions (Jacobsen et al., 1993; Irtel von

Brenndorff et al., 1994).

Unique features

What makes XM unique is the ability to do quantitative imaging with practically no
sample preparation other than isolation of the cells or other biological structures from
their source (Rothman et al., 1992). Not even fixation or staining is required unless
especially desirable for a specific application. Figure 2-1 illustrates the strength of
attenuation of x-rays by protein and water with respect to x-ray energy (Henke et al.,

1993). In the energy range between the inner shell electron binding energies for carbon

11.
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and oxygen (x-ray wavelengths 44A and 23A, respectively), the difference in attenuation
between protein (or any carbon and nitrogen containing molecule) and water provides a
natural contrast mechanism based solely on constituents already present in the sample.
This soft x-ray energy range is known as the “water window.” The mass of the sample
can be computed readily on a pixel by pixel basis from the intensity of x-ray transmission

through the sample.

In the authors’ own work, we are interested in changes in protein content within the
secretory vesicles of pancreatic acinar cells at various stages of secretion (Goncz &
Rothman, 1992; Goncz et al., 1995). XM has been central to our ability to make these
measurements. Figure 2-2 shows a transmission x-ray micrograph of a pancreatic acinar
cell containing dense secretory vesicles, with darker or more absorptive structures
corresponding to greater protein mass. In general, quantitation of the protein as well as
other contents of intact intracellular compartments, be they vesicles or endoplasmic

reticulum or Golgi apparatus, is done poorly if at all by other methods.

In addition, the sharp transition in the attenuation coefficient at the absorption edge
for a particular element permits the use of dual energy imaging for quantitative mapping
of that element with high sensitivity. The water window contains absorption edges for
several biologically interesting elements, including among others, carbon, nitrogen,
calcium, and potassium. For example, XM has been used for calcium mapping in bone

(Kenney et al., 1985; Jacobsen et al., 1987).
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Digiital imaging

The images formed in x-ray microscopes are recorded electronically and stored
directly as digital data. This greatly facilitates image measurement and analysis. It also
allows the application of the large suite of advanced digital imaging tools, both existing

and under development, to XM.

In order to make statistically meaningful measurements on the physical properties of
biological systems, which typically have a great variance, it is necessary to analyze large
volumes of data. Practicality demands that such measurements be automated. For
example, to approach the secretion problem, we are developing computer algorithms to
automatically recognize and compile population statistics on secretory granules within
pancreatic cells (Loo et al., 1996). Figure 2-3 demonstrates this process, showing the cell
from Figure 2-2 with its granules highlighted by the recognition algorithm, and the
histogram of granule sizes for the cell. To perform the equivalent task manually on a

large number of cells would be prohibitive.

Computerized reconstruction methods can be used to correct a number of artifacts
that are introduced by the imaging process. One such artifact is image blurring due to the
finite aperture of the lens (Jacobsen et al., 1991). Another is the projection of three-di-
mensional structure onto two-dimensional images. As in the case of medical x-ray
tomography, a large number of projections made at different view angles can be used to
reconstruct the three-dimensional sample structure by computerized tomography (Loo et
al., 1992b; Loo et al., 1992a; Loo et al., 1995). This should be applicable to XM in both

transmission and x-ray stimulated luminescence modes. Efforts are currently under way

13.
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at a number of x-ray microscopy facilities to implement the hardware for sample rotation

for tomography.

Future directions

The basic instrumentation technologies of x-ray microscopy have been improving
continually. Progress in optics fabrication and detector technology will result in higher
resolution, a larger range of usable x-ray energies, and reduced imaging time and
radiation dose. Increased computerized control of the microscopes will lead to automated

imaging and higher sample throughput.

However, the greatest room for growth in XM is in the area of sample handling
technology and its incorporation into microscope designs. Depending on the needs of
particular applications, temperature controlled sample stages, including cryogenic stages,
environmental sample chambers for the injection of hormones and nutrients, rotational
stages for three-dimensional imaging, and a large variety of others are being or will be
developed, as will new contrast modes and staining protocols specifically designed for

XM.

X-ray microscopy has now reached the level of maturity in which the biological

experiment is the ultimate driving force behind the technology.
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Figure 2-1

Figure 2-2
Isolated pancreatic acinar cell containing zymogen granules. Cell is in water, unfixed and
unstained. Scale bar is 5 micrometers.
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Chapter 3. Density resolution and dose relationships in soft x-ray microscopy

Introduction

Soft x-ray microscopy has some unique features that make it attractive for imaging

biological samples: 1. Short wavelength — it is possible to achieve higher resolution than

with visible light; 2. Good penetration through air, water, and organic material — it is
possible to image whole cells (up to 10 um thick) in “natural” environment; 3. Element
specific contrast — it is possible to image without stains; 4. Quantitative densitometry

(especially in absorption contrast mode).

Soft x-rays have enough energy to cause ionizations — radiation damage is an
important consideration. To measure a given feature, what dose must be applied, and on

what factors does it depend?

The Rose model of feature detectability

Let us consider the problem of detecting a weak signal against a noisy background.
Following a well-known argument by Rose (Rose, 1973), we take the mean background
intensity to be I, with a standard deviation ;. The feature we wish to detect differs on
average from the background by Al In order to detect the feature, we require that the

signal deviate from the background by at least k standard deviations. In other words, the

relationship describing the detectability threshold is:

Al =ko,
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Dividing both sides by I, and defining contrast C = Al/I, and signal to noise ratio

SNR = I/oj, we have:
k=CxSNR. (2)

According to Rose, for the human visual system, k must be at least 5 for a feature to be

detectable. This is known as the Rose criterion.
Application to x-ray microscopy

We consider the case of absorption contrast. The derivation is similar to one by
Howells (Howells, 1990; Howells, 1992). The relationship describing transmission of x-

rays through a material is Beer’s Law:

_ -pult
N = NO e (3)

where N is the mean number of photons transmitted for Ny incident photons, p, is the

plane-projected density (mass per unit area, or areal density) of the material, and p is its

mass dependent absorption coefficient, which depends on photon energy.

As an example of a biological sample, the material we consider is protein in water.
Our sample model is the following: we wish to measure a difference in protein areal den-

sity of Ap, on a background of protein of density p,. We can consider Ap, to be the de-

sired density resolution. Furthermore, the sample is immersed in a water layer of thick-

ness ty,. We make the approximation that to first order, the protein is completely solvated
and displaces a negligible amount of water, i.e., the water is of uniform density (py, = 1

g/cm3) throughout the sample. We also assume that the only source of noise is Poisson
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counting statistics, so that if our background signal is N counts per area element, then

GN=\/—1\7.

First, we derive an expression for contrast. Differentiating equation (3) we have:

dN
=~
dp, 4)

so that for small Ap,:

)

Substituting into equations (2) and (3), and noting that the Beer’s Law expression must

now account for transmission through both protein and water, with p,,, t,, and p, repre-

senting density, thickness, and absorption coefficient for water, we have:

k=1 Ap, YN =t Ap, [Nge P00 o

We now consider the dose absorbed by protein directly, and the dose to the surround-
ing water. Dose to water is important since free radical species from water radiolysis can

damage biological macromolecules.

Dose is defined as energy absorbed per unit mass, and is proportional to the photon
energy and the number of absorbed photons, and inversely proportional to feature area.
To calculate the number of photons absorbed by protein, Np ,,s, we must take into ac-
count that the surrounding water partially shields the protein, and introduce a geometry

dependent shielding factor, v, to give:
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NP.abs = No (1 _e"P,;l) e_y(pw'u-l-‘w)

Q)
Solving for Ny in equation (6) and substituting, the direct dose to protein is:
2
DP - hUXNP.a,,x — hv k (e""” _ 1) ep,'/,uu.(l—y)
A pa A pa # Apn (8)

where A is the feature area. In the limit of very low background density (p, = 0), equation

(8) reduces to:

DP zh_v k Pk -7)

which has lost its dependence on p,. Following similar reasoning, the dose to the sur-

rounding water is:

D, - ( ; }(ep“'*““—l)e"”“”““

prtw u Apa (]O)

Note that if water shields the protein completely, i.e., photons must pass through the

entire water layer before reaching the protein, then y= 1 and y’ = 0, and vice versa.

Simulation and Results

The figures to follow demonstrate the above relationships when applied to a cell

phantom. The parameters of the phantom are as follows:
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1. Cell: elliptical cylinder of protein, with width S pum and major and minor diameters of

5 and 4 pm, and density 0.12 g/cm3 (4.8x10-5 g/cm? at peak).
2. Granules: 1 um cubes of protein with density 0.30 g/cm3 (3.0x10-5 g/cm?2).

3. Aggregates: 400 A cubes of protein inside granules with areal densities of 3.0x10-6,
6.0x106, 7.5%10-6, and 9.0x10-6 g/cm2, corresponding respectively to 10, 20, 25, and 30

per cent of the granule areal density.

4. Fibers: 566 A wide bars of protein inside the cell with density 0.30 g/cm3 (1.76x10-6

g/cm?2).
5. Pixel size is 200 A. Areal densities are summed where features superimpose.

Figure 3-1 shows mass absorption coefficients, dose to protein, and dose to water as
functions of photon energy. For these plots, dose is determined according to the Rose
criterion of detectability (k = 5) for the protein aggregates (400x400 A area, various val-

ues of Ap,) in the thickest part of the cell (p, = 7.80x10-5 g/cm?2). As a reasonable guess,

we assume a value of 0.5 for both y and ¥'. The difference between the absorption coeffi-
cients of protein and water in the spectral range between the K-shell absorption edges of
carbon and oxygen (the “water window”’) account for the ability to do absorption contrast

imaging. Here, protein is taken roughly to have the composition

C3.13H4.9801 .01N0.8550.03-

In Figures 3-1b and 3-Ic, the optimal photon energy is the one for which the

threshold dose is the lowest. They demonstrate the following relationships: decreasing
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Ap, shifts the required dose up; decreasing the background (p, = 5.77 g/cm?) shifts the
optimal energy to the lower energy end of the water window; increasing the shielding of
protein by water (Y= 0.75, v’ = 0.25) lowers the optimal energy for dose to protein, but

increases it for dose to water.

Figure 3-2a shows the density map for the phantom. Figure 3-2b shows the
transmission probability maps for the phantom at wavelengths of 29.7 A (417.5 eV) and
23.1 A (536.7 eV), corresponding to the best and worst energies, respectively, within the
water window for detecting the 6.0x10-6 g/cm? aggregate in the thickest part of the cell.
Figure 3-2c shows the same images with the display rewindowed for maximum contrast

in the region of interest.

Figures 3-3a to 3-3c show the maps of photon counts for these two wavelengths when
the dose is 7.29x105, 5.30x105, and 2.33x105 Gray, corresponding respectively tok = S
at23.1A,k=5at29.7 A, andk =5 at 29.7 A for the densest aggregate. Figure 3-4
shows the same images rewindowed for maximum contrast. Finally, Figure 3-5 shows the
corresponding line plots through the features of interest, superimposed and displaced for

comparison to the noise-free case.

As can be seen in the figures, the difference between the best and worst energies is
not great — usually within a factor of 2 — and not strongly sensitive to the background
density and distribution geometry. Also, k = 5 seems to be a relatively conservative
threshold criterion. The doses in this example are quite high, but typically, small differ-
ences in volume density add up to greater differences in areal density than modeled here,

and the features of interest usually have structure over an area of more than a few pixels
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(e.g., the fibers appear readily detectable even though k is quite small over a 400 A wide

area). These factors would tend to decrease the dose required.
Conclusions

For absorption contrast, the best photon energies from the perspective of the contrast
to dose ratio are in the water window. Within the water window, differences are not great
— other experimental factors (or breakdowns in assumptions) may have a stronger
influence on choice of photon energy. Such factors include sample thickness and depth of
focus, and optical and detective quantum efficiency. The recommendation based on the
simulations here is: for thin samples (< 3 um) use a wavelength of around 36 A or 344
eV (between C & N absorption edges); for thick samples (< 10 um) use a wavelength of

around 24 A or 517 eV (close to O absorption edge).
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Figures

Fig. 1a: Mass absorption coefficients for protein and water
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Chapter 4. X-ray microtomography: three-dimensional reconstruction methods for

x-ray microscopy of biological samples

Abstract

Biological soft x-ray microscopy using x-ray optics and synchrotron sources has
made possible quantitative, element-specific imaging of whole cells in aqueous media at
significantly higher resolutions than those of conventional visible light methods.
Tomographic reconstruction has been proposed as a means to realize the full potential of
the method for viewing thick objects whose structures would otherwise be superimposed
in single view projections. The authors present an iterative tomographic reconstruction
algorithm, using a regularized weighted least squares objective function, accelerated with
the conjugate gradient approach, and modified for the problem of transmission
tomography with correction of blurring by an instrumental point spread function. The
non-negativity constraint is implemented using a preconditioner. We show by computer
simulations that reconstructions that meet realistic and acceptable goals for spatial and
density resolution should be achievable at doses compatible with the structural integrity

of biological samples at the specified resolution.

Introduction

Motivation:

Our desire to develop novel imaging methods complementary to existing ones was
motivated originally by our study of mechanisms of cellular protein transport and

secretion in the exocrine cell of the pancreas (Goncz & Rothman, 1992; Goncz et al.,

33.

—~—

VLT, LIBRAR



1995). In particular, the problem required the ability to determine quantitatively the
protein content and distribution within an intracellular compartment, the roughly
spherical zymogen granules of the pancreatic acinar cell, and to measure changes in these
parameters with the physiological state. The advent of x-ray microscopy made it possible
to make these measurements in the zymogen granule. Clearly however, such a method
would have much broader utility if it could be applied to organelles with finer or more
complicated 3-D structure, and which are difficult to isolate intact, such as endoplasmic
reticulum or Golgi apparatus. Indeed, there appear to be no existing methods to measure

protein content within such compartments.

In addition to the protein content, a question of interest is the 3-D topology of
intracellular compartments. Recently, high resolution scanning electron microscopy has
been used to reveal features of intracellular structure that appear to challenge traditional
views, demonstrating direct communications between the endoplasmic reticulum and
Golgi apparatus, and between adjacent Golgi cisternae (Tanaka & Fukudome, 1991;
Tanaka et al., 1986). While the SEM technique is capable of very high resolution, on the
order of a few nanometers, it can only visualize surfaces, and therefore requires
fracturing the cell and removing all the non-membrane matrix components. Also,
foreground objects obscure the view of background structures, so that the determination
of topology is incomplete. A complementary transmission method could in principle
overcome some of these limitations, while allowing in addition the measurement of intra-

and intercompartmental contents.
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Advantages of soft x-ray illumination for biological microimaging:

The recent technologies of microfabricated diffractive optics and synchrotron
radiation sources have made it possible to build practical x-ray microscopes that realize
the theoretical advantages of soft x-ray illumination that had been understood for about a
century previously (Howells et al., 1991). The achievable resolution is in principle
limited by the wavelength of the radiation to about 2 - 4 nm, though currently it is limited
by the ability to manufacture lenses with sufficiently fine structure to about 30 - 50 nm,
or about 5 - 7 times better than conventional visible light resolutions. Also, the
attenuation length of x-rays in organic material and water is significantly longer than that
of electrons, on the order of several micrometers, allowing the imaging of whole cells in
an aqueous environment without sectioning. In these ways, x-ray microscopy fills a niche

between visible light and electron microscopies.

One aspect unique to the x-ray method is the mode of interaction between the x-ray
photons and the material examined. At these photon energies, the primary interaction is
inner shell absorption of the photons by the typically low Z atoms of biological material
(Howells et al., 1991). Figure 4-1 shows the mass dependent attenuation coefficients of
protein and water as a function of wavelength. In protein, the K shell absorption edges
due to carbon (44 A), nitrogen (31 A), and oxygen (23 A) are clearly demonstrated. Thus
in the energy window between the carbon and oxygen absorption edges, known as the
“water window,” protein absorbs x-rays much more strongly than does water, providing a
“natural” contrast in the absence of stains. It is therefore possible to make element-

specific densitometric measurements of cells on a pixel by pixel basis.
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Advantages and potential difficulties unique to soft x-ray microtomography:

X-ray microscopy is a transmission technique, so that all components in the cell are
simultaneously visible. However, particularly for thick objects, any single view is a
superposition of structures from many planes within the object, making interpretation
difficult. Tomography is a method for recovering depth information from projections of
an object taken at many different view angles. The particular case of soft x-ray
microtomography (XMT) has a number of aspects which distinguish it from

computerized tomography in medical x-ray imaging (MCT).

First, each image formed in the x-ray microscope is approximately a true parallel
projection of object structure, which is the simplest case to handle, whereas medical x-ray
tomography is typically a fan beam problem. This comes about for the following reason.

The numerical aperture of the zone plate lens is given by (Anderson, 1989):

NA=A/26 (1

where § is the outermost zone width of the lens, so that the depth of focus is given by:

Af=+A/2NA2=%2&/A (2)

For typical zone plates and wavelengths, this turns out to be several micrometers, or
around the thickness of an average cell. Because of this, XMT is the method of choice for
recovering 3-D information in soft x-ray imaging, as opposed to the optical sectioning
methods used in visible light microscopy. It should also be noted then that for

tomography, the depth of focus of the optics should be matched to the sample thickness,

36.

\

—~—

UL, LIBIAR




so that thicker samples require the use either of lower resolution lenses or shorter

wavelength radiation, with concomitantly greater depth of focus.

Second, XMT does not suffer from two important artifacts associated with MCT:
beam hardening and scattering. The high spectral brightness of synchrotron sources
makes it possible to illuminate the sample with monochromatized light, which is required
to eliminate chromatic aberration for the highest resolution. Therefore, the effective
attenuation coefficients do not vary with position in the sample as they do with MCT.
Also, the principal process in the attenuation of soft x-rays is absorption by photoelectric
effect with minimal scattering (Henke et al., 1993), so there is no loss of contrast due to

detection of scattered light.

On the other hand, XMT reconstruction must deal with some potential difficulties not
normally encountered, or at least not treated, in the medical case. The first arises from the
fact that the zone plate lenses have finite numerical aperture, so that the microscopic
images are blurred by a spatially invariant point spread function (PSF). The PSF of a
perfect zone plate is an Airy pattern, with the radius to the first null (equivalent to the

Rayleigh resolution) given by (Anderson, 1989):

=1226 (3)

This blurring results in decreased contrast, which worsens as d becomes larger.
Measurements indicate that the performance of current zone plates is close to diffraction
limited (Jacobsen et al., 1991; Meyer-Ilse et al., 1992), so equation (3) is a reasonable
estimate of the degree of blurring. While there are a number of sources of blurring in

MCT, they are typically not corrected for, except in special cases.
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The doses required for XMT are much higher than for MCT. This is because for
similar signal levels, similar numbers of photons must be deposited into a mass many
orders of magnitude smaller. Therefore, the attempt must be made in XMT to use the
minimum level of counting statistics required to detect features of the targeted size and

density contrast.

Finally, because of the difficulty mechanically to mount free standing samples about
the size of a cell, a sample holder must usually be used which can interfere with the full

range of rotation. In such cases, reconstructions would suffer from limited angle artifacts.

Tomographic reconstruction

Defining a “realistic” problem:

Figure 4-2 shows the digital phantom used for all the reconstructions presented here.
While it is intended to model a cell with several subcellular organelles, as mentioned
above, the actual densities within the various compartments are unknown. Indeed our
objective is to determine them. The values used in this model are based in part on
measurements on 2-D x-ray micrographs of cells imaged by the authors (Rothman et al.,
1992), which apply best to the coarser structures. The phantom is therefore best regarded
simply as a tool for investigating the classes of objects that can be measured by the

method.

The phantom represents a slice containing 256 X 256 pixels 40 nm on a side and 80
nm thick. The pixel values represent density (expressed in g/cm?) of protein-like organic

material. The cell cytoplasm is depicted as a 5 X 9 um ellipse of density 0.06 g/cm3. The
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nucleus is a 3 X 4 pm ellipse with a contrast of 0.04 (i.e., a difference of 0.04 g/cm3
between the nucleus and the surrounding cytoplasm). Several circular granules ranging in
diameter from 0.48 to 1 pm and in contrast from 0.06 to 0.19 are on the opposite side of
the cell. Within the granules are circular aggregates with a diameter of 0.08 pm (80 nm)
and contrast of either 0.06 or 0.09. Within the nucleus are 0.1 X 0.2 or 0.1 x 0.4 ym
nucleoli with contrast 0.06 or 0.09. Also included are thin ribbon-like structures of width
around 80 nm and a contrast of 0.06, as well as two 0.40 X 0.76 pm mitochondria of
contrast 0.06 and internal contrast 0.03 and 0.05. The cell is assumed to be embedded in a
S pum thick layer of water of essentially infinite extent that has a uniform density of 1.0

g/cm3, including in the region occupied by the cell.

The problem which we address is to detect with statistical significance the 80 nm
aggregates of contrast 0.09 g/cm? within the granules, without the use of exogenous
contrast agents or sectioning, and using x-ray wavelengths within the water window only.
The problem is “realistic” in that it is technically the simplest. In terms of parameters
such as object size, aqueous environment, efc., this is an experiment that could in
principle be performed at any of the existing synchrotron x-ray microscope facilities
given an appropriate rotating sample stage, and perhaps a cryogenic sample stage for
minimizing radiation sensitivity. In fact, the authors have previously acquired x-ray
stereo image pairs of cells as a demonstration of the technical feasibility of tomographic
imaging (Loo et al., 1992a; Loo et al., 1992b). Moreover, from the standpoint of the
reconstruction problem, this represents a worst case scenario in that no measures either to
enhance contrast and resolution or to reduce the required dose are assumed here. Some

potential measures towards these ends are described below in the discussion.
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Description of the algorithm:

‘W e propose the use of iterative reconstruction algorithms for three reasons: they are
less sensitive to noise than the usual Fourier inversion methods used in medical CT,
which 1s an issue because of the need to use the minimum acceptable illumination; they
have swuperior performance on limited angle problems, in which there is a large null space

in the frequency domain; and they allow easily the incorporation of constraints on the
solution space, which can be important since there is typically no unique solution to the

reconstruction problem. The details of the algorithm used here are given in the Appendix.

T he weighted least squares objective function, equivalent to the chi-squared statistic
for mormially distributed random variables, is an attractive one to use because its gradient
can be easily expressed analytically even when complexities such as blurring by a PSF or
the transformation between density and transmission data are folded into the problem. It
also has a well understood statistical interpretation since for normally distributed random

variables, the minimizer of the chi-squared statistic is the maximum likelihood solution.

ULoL, LIDIAL

And wwhile photon counts are Poisson distributed random variables, the count rates for

imaging are typically sufficiently high that they approach an approximately normal

distribuygjon.

A highly efficient algorithm for the minimization of many functions is the conjugate
gradient algorithm (Press et al., 1992). The algorithm is most efficient if the objective
function is a quadratic surface, so that the distance to the minimum along any line is easy
to compute. However, in the case of transmission tomography, the step size to the

minimum cannot be expressed in closed form because of the non-linear (exponential)
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relationship between object density and transmitted intensity. Our approach is to compute
an approximate distance to the line minimum by linearizing the exponential function in a
way that becomes increasingly valid as the minimum is approached, and improving on
the approximation by making a few computationally inexpensive iterations on each line
minimization (see Appendix). The solution space is constrained by a regularizer, and by
non-negativity. The non-negativity constraint is implemented using a preconditioner by
an approach similar to one described by Kaufman (1993), with the modifications

mentioned above.
Description of simulations:
1. Imaging parameters.

Table 1 shows the imaging parameters that were modeled in these simulations. The
choice of this wavelength / zone plate combination is based primarily on the need to
Match the depth of focus to the sample thickness. The whole sample should remain in
focus throughout its range of rotation. In order to maximize resolution for a given depth
of foc s, we choose a short wavelength within the water window. This might seem to be
counterproductive since the sample contrast is also the lowest around this wavelength
(see Fi gure 4-1). However, because of the exponential falloff of intensity with depth in
the Sammple, the dose distribution is highly uneven for thick samples, with very high doses
on the side of the sample facing the beam. Shorter wavelength radiation with longer
at®nuation length spreads the dose more evenly across the sample thickness. The contrast

to dose ratio is therefore actually optimal at this wavelength.
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Imaging Parameters

* Wavelength: A=24A (E=517¢V)

¢ Zone plate: 8 =80 nm (outermost zone width)
* Rayleigh resolution: r=98 nm

* Depth of focus: Af=+5.33 um (10.67 pm total)

¢ Attenuation coefficients at this wavelength:
Mprotein = 10060.0 cm?/g
Mwaer = 1114.9 cm?/g

Table 4-1

2. Estimation of required illumination.

We consider now the amount of illumination required to detect our target feature. A
theorem by Hegerl & Hoppe (1976) states that the total number of absorbed photons
required to detect a particular voxel in a 3-D reconstruction is the same as the number
required to detect the same voxel in a single 2-D projection. This implies that we can
estimate the necessary exposure intensity by calculating how many photon counts would
be required to detect our target feature in a single projection, then use that number

divided by the number of views as the exposure intensity for each view in the
tomographic data set. The validity of the Hegerl-Hoppe theorem has been borne out by

recent simulations by McEwen er al. (1995), as well as by the simulations presented here.

W e first calculate the illumination required to detect, in one projection, an isolated 80
Im Cy/Yinder of 0.09 g/cm? protein against a uniform background. The problem is
illustrated in Figure 4-3. Detection, according to Rose’s criterion for feature detectability
(Rose, 1973), requires that the reduction of transmission by the object relative to the
back ground be at least five times the noise amplitude on the background, or for Poisson

distributed random variables:

Al25.0,=5-1 ()
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where I is the mean number of photons transmitted through the background. Attenuation

of photons by the target material follows Beer’s law (Henke et al., 1993), so:
Al=1-(1-e") )

where p is the density of the target material, p is its mass dependent attenuation
coefficient, and t is its thickness. Solving for I in (4) and (5), the Hegerl-Hoppe theorem
predicts that to detect our feature, the number of photons transmitted through the

background, per pixel, per view, should be:

1 5 Y
I——ﬁ'(l—e"””) ©

where N is the number of angular views. For the imaging parameters above, this works

outtoI =4.7998 x 105/ N.

However, as can be seen in Figure 4-3, the actual background in which the target
feature must be detected in various projections through the phantom is at between 40 -
60% transmission, so that the above prediction should be about doubled. Moreover, there
are two sources of blurring that reduce contrast and for which illumination must be
increased to compensate. First of all, the backprojection operation implicit in the
tomographic reconstruction process involves convolution of the true object density map
with a 1/r blurring kernel (Jain, 1989; Herman, 1980). We find that an intensity of about
1.6 times the predicted requirement results in satisfactory correction of this factor (see
results section). In addition, there is the blurring due to the instrumental point spread

function, which for the zone plate selected results in a 32 percent decrease in the contrast
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of the target feature. Again, approximately doubling the intensity compensates for this so
that the illumination used for these simulations is about 3.2 times that predicted by the

Hegerl-Hoppe theorem for the case of the feature within a cell.
3. Generation of simulated data sets.

To avoid square pixel artifacts when generating simulated measurements of
transmitted counts, the phantom was constructed on a 1024 x 1024 grid. The projection
step used to compute the ray sums at the various view angles (the sinogram) was
performed on the oversized phantom. All the angular views were evenly spaced, with an
angular spacing of 0.8955°, and with various restrictions on the tilting range. The density
sinogram was then converted to a transmission sinogram, on which the blurring step was
performed by convolving each row of the sinogram, corresponding to one angular view,
with the blurring kernel. The blurring kernel was constructed by taking the appropriate
2-D Airy pattern point spread function for the lens, and projecting it onto a line. Using
this 1-D line spread function allowed us to simplify the problem by dealing with the
reconstruction of a single slice, rather than the entire volume, which was appropriate for
the purpose of this study. Rigorous treatment of the 3-D reconstruction problem would
require taking into account the cross-talk between slices caused by the blurring. The
blurred sinogram was then subsampled by averaging, so that the final number of ray

projections per view was 256. A sample transmission sinogram is shown in Figure 4-4.
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Data for Angular range: N I
reconstruction:
R90 -90° to +90° 201 3880
RO0OU/D -90° to +90° 201 7760
R80 -80° to +80° 179 4356
R8OU/D -80° to +80° 179 8712
R70 -70° to +70° 156 5000
R70U/D -70° to +70° 156 10000
R60 -60° to +60° 134 5820
R60U/D -60° to +60° 134 11640

Table 4-2

Finally, each pixel in the transmission sinograms was replaced by a sample from a
Poisson random distribution with mean equal to the mean number of transmitted counts
for that pixel. The mean number of transmitted counts through the background region,
i.e., the water layer, in each view was computed according to equation (6), with the
adjustments described above. Note that because the x-ray path length changes with view
angle, the incident intensity was adjusted for each angular view to produce the required
transmission through the background region. Table 2 summarizes the data sets generated
for the various reconstructions. The reconstructions are named according to the range of
tilt (£60° to £90°), and whether the reconstruction was done with correction for PSF
blurring by deconvolution (D), was uncorrected for blurring (U), or was done from data
that was not blurred by a PSF (angular range designation only). The U and D
reconstructions were done from the same data sets. The unblurred data sets were
generated with half the counting statistics of the blurred data sets. For the blurred data

sets, the total number of detected counts across all the views is about 3 x 108 counts.
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Results of simulations
Criteria for evaluation:

The reconstructions were evaluated using three figures of merit: visual quality,
quality of a line profile through features of interest, and normalized mean squared error
(NMSE) with respect to the phantom, which is given by:

Z('; — b )2
NMSE= "1 (7)
Z Pi
where the r; are the reconstructed pixel values, and the p; are the phantom pixel values.

Figure 4-5 shows the position on the reconstructions at which the line profiles are

measured. The right hand aggregate of the doublet is the one with 0.09 g/cm? contrast.
Effect of restricted tilt range:

Figure 4-6 shows reconstructions with various restrictions on the range of sample
rotation, with deconvolution of the PSF. Visually, the gross structure appears intact in all
of the reconstructions, though in the reconstruction restricted to +60°, the lower
“mitochondrion” is basically obscured. Interestingly, some of the small features remain
surprisingly sharp despite the restricted angular range. The NMSE of the £70°
reconstruction is about twice as large as for the reconstruction with the full range of
rotation, but still small at about 4%. On the whole, it appears from these simulations that

restriction of the range of tilt to £70° still produces acceptable reconstructions.
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Performance of the deconvolution algorithm:

Figure 4-7 compares a reconstruction from an unblurred data set with one from a
blurred data set, corrected by deconvolution. Both were done with the full range of
rotation, but the measurement data for R90D had double the photon counts of the one for
R90, as indicated in table 2. As stated above, the target features in R90 are satisfactorily
resolved with about 1.6 times the required illumination predicted by equation (6), while
R90D is comparable in quality visually with about 3.2 times the predicted threshold. The
line profiles for both reconstructions appear quite good, with the peaks corresponding to
target features sharply defined. In fact, even the features with a contrast of 0.06 g/cm3 are
well defined in the line profiles, though technically they may not meet the rather stringent
Rose criterion. Evaluated by NMSE, R90D is actually slightly better than R90, even
though visually it appears slightly less sharp than R90. This may be because the higher
statistics in R90D result in less noise in the broad, uniform features, as seen in the line

profiles.

Figure 4-8 compares two reconstructions from the same data set, one uncorrected for
blurring due to the PSF, and the other corrected by deconvolution. The range of view
angles is £70°. Visually, there is a noticeable difference in sharpness between the two
reconstructions. The difference between the line profiles around the peaks corresponding
to the target features bears this out. However, because of the restriction in angular range,
even the corrected reconstruction does not resolve features as well as in the case of no
angular restriction. Finally, the deconvolution reduces the NMSE by a significant
fraction. The relative improvement afforded by deconvolution is more pronounced with

greater restriction in the range of angular views.
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Figure 4-8 compares two reconstructions from the same data set, one uncorrected for
blurring due to the PSF, and the other corrected by deconvolution. The range of view
angles is £70°. Visually, there is a noticeable difference in sharpness between the two
reconstructions. The difference between the line profiles around the peaks corresponding
to the target features bears this out. However, because of the restriction in angular range,
even the corrected reconstruction does not resolve features as well as in the case of no
angular restriction. Finally, the deconvolution reduces the NMSE by a significant
fraction. The relative improvement afforded by deconvolution is more pronounced with

greater restriction in the range of angular views.
Discussion
Radiation dose:

Dose is defined as energy absorbed per unit mass and is measured in Gray (J/g). The
left graph in Figure 4-9a is a surface plot of the dose as a function of position within the
sample for reconstructions R70U/D. For each voxel, the dose was calculated by dividing
the total energy absorbed in the voxel during the data collection process by the total mass
within the voxel. A sharp falloff can be seen from the side of beam entry to the side of
beam exit. As stated above, the incident x-ray intensity was adjusted for each angular

view to produce the required transmission through the water layer.

The average dose within the region occupied by the cell is 9.3 x 106 Gray, with the
range extending from a minimum of 3.3 x 10¢ to a maximum of 2.0 x 107 Gray. Figure 4-

9b shows the histogram of the dose, demonstrating this wide variance about the mean.

These numbers must be evaluated in the context of what dose can be tolerated before the
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mass distribution of the sample is significantly altered on the size scale of the desired
resolution. There are a number of estimates of what should be considered the threshold
dose. In electron microscopy of frozen, hydrated samples, the “critical dose” that can be
tolerated before sample deterioration at the 10 nm resolution level becomes significant is
an electron dose of around 108 Gray (Glaeser, 1975; Glaeser, 1995). In x-ray
crystallography of frozen, hydrated protein crystals, calculations and recent
measurements at synchrotron facilities indicate that an x-ray dose of 2 - 5 x 107 Gray can
be tolerated before the diffraction pattern is lost (Henderson, 1990). These numbers very
likely underestimate the critical dose for the tomography problem described here: they
indicate that in frozen samples, atomic positions remain sufficiently well organized to
produce diffraction patterns at up to 2 x 107 Gray, whereas for the XMT problem, we
require only that the carbon and nitrogen atoms that were originally in an 80 nm voxel

remain in that voxel throughout the data collection, regardless of state of their chemical

bonds.

However, even using 2 x 107 Gray as the worst case critical dose, we see that the
reconstruction problem is solved with on average a factor of 2 lower dose than this
threshold, and a factor of 10 lower than the critical dose for electron microscopy at a
higher resolution. Moreover, the right hand graph of Figure 4-9a shows how the situation
could be further improved by exposing the sample from both sides, with concomitant
redistribution of the dose. In practice, this could be accomplished by flipping the sample
180° after one side has been exposed, and should be relatively simple to implement in the
sample holders used at existing x-ray microscope facilities. The restriction on angular

range would remain the same, as would the average dose, but as illustrated in the figure,
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and in the histogram of Figure 4-9b, nearly all the voxels would receive close to the

average dose, with very few receiving the more extreme doses that approach the

threshold.
Approaches to improving the performance of XMT:

So far, we have concentrated on the problem of making quantitative 3-D protein
densitometric measurements on thick samples. The choice of imaging parameters
required to meet our goals places constraints on the achievable resolution. If however the
goal is high resolution determination of 3-D topology or localization of specific
molecular species, it is possible to trade the ability to make quantitative mass
measurements in favor of potentially much higher resolution. This can be accomplished
by staining the sample with contrast agents such as metals, with or without conjugation to
specific antibodies (Balhorn er al., 1992). Improved resolution follows in a number of
ways. Because the contrast is no longer based on protein-water absorption differences,
wavelengths shorter than those in the water window can be used, where there is still
significant contrast between the metal, and water and organic material. For the same
depth of focus, shorter wavelength allows the use of higher resolution lenses. Finally, at
sufficiently short wavelengths, the attenuation coefficients of the sample are lower than
they are in the water window, so signal intensity is higher for the same dose, allowing
detection of smaller features. One variation that seems particularly promising is using
lanthanide metals as the contrast, and detecting the x-ray induced visible light
luminescence: the luminescence of these probes is resistant to bleaching up to very high
doses, and the resolution of the method is determined by the x-ray probe size rather than

the wavelength of the detected light (Jacobsen et al., 1993; Irtel von Brenndorff et al.,
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1994). In addition to the above mentioned advantages, detecting an emission signal

makes the reconstruction problem linear, and therefore easier to solve.

If we insist on being able to do quantitative densitometry at higher resolution, there
are still options. Primarily, this could be accomplished by reducing the sample thickness.
The reduction in the required depth of focus would allow the use of higher resolution
lenses. The reduced overall attenuation by the sample would allow the detection of the
same feature at a lower level of illumination and dose, or for the same dose would allow
the detection of smaller features. Some cells, such as cultured cells, are naturally thin
(about 1 - 2 pm thick). For thick samples, one possibility would be to make frozen thick
sections of about 1 - 2 um thickness, which should still be thick enough to preserve much
of the interesting 3-D structure of convoluted objects like the endoplasmic reticulum or
Golgi complex. This would also open the possibility of imaging sections from whole

tissue that would otherwise be impractical to image with soft x-rays.

Conclusions

The results of the simulated x-ray microtomographic reconstructions presented here
indicate that even in a worst case scenario from a reconstruction and feature detection
standpoint, it should be possible to detect interesting features in 3-D at high resolution
within the constraints imposed by radiation dose. Furthermore, from a methodological
perspective, XMT of biological samples should be within the technological reach of
existing x-ray microscopy facilities. Finally, a number of methods can in principle be
employed to extend the range of utility of XMT to a broad spectrum of biological

problems.
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Appendix

The reconstruction problem can be formulated in vector notation as follows: let x be a
vector containing an estimate of the true object densities, where each element of x
represents the value of one pixel in the reconstruction. Let the matrix A be the projection
operator, which transforms x to its sinogram, s. AT would then be the backprojection
operator. Let t be the transmission sinogram of x, and let the matrix H be the operation
that convolves t with the PSF to produce the blurred transmission sinogram, ¢. HT would
then be the operator that performs cross-correlation with the PSF. The case of no blur-
ring, when the PSF is a delta function, is represented by H = I, the identity matrix. Let b
be the measured blurred transmission sinogram, and let W be the diagonal matrix whose
elements along the diagonal are the inverse of the estimated variance of the
measurements b;. Let d be the difference between ¢ and b. The preceding definitions are
summarized by:

s=A-x

t =1, exp(-s)

c=H-t (AD)

d=c-b
W:W.=b, =0

izj T

where I is the transmitted counts through the background. Then the objective of the

algorithm is to minimize the function:

Fx)=|W"-d +7B-x =d"-W-d+r -B-B-x (A2)
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The second term in the objective function is known as a regularization term. In the
absence of a unique solution to the weighted least squares problem, the secondary
function can be used to bias the solution according to some criterion. In this case, B is a
high pass filtering operation, so that by minimizing F, we choose a solution that is biased
towards having weaker high frequency Fourier components. For these reconstructions,

the frequency space filter implemented by B was:

B(®) = (0/ axy)" (A3)

where @y, is the Nyquist critical frequency. The parameters r and n can be used to choose

the strength of regularization.

Given the ability to compute the gradient of F, and the distance A from any point x,, to
the minimum along a direction v, the conjugate gradient algorithm can be used to
construct a set of N conjugate directions v;, where N is the number of elements of x.
Successive line minimizations over this set of directions leads to the overall minimum of
the function if it is a quadratic surface (Press et al., 1992). The algorithm is also useful
for minimizing functions involving nonlinear operators that are approximately quadratic
near their minima, as is this objective function. The algorithm works iteratively, starting

with an initial guess x,, as follows:
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1.g, = VF(x,)

2.v,=-8,

Begin iteration :

3. A = distance to minimumalong v,

4.x,, =X, +Av, (A4)
5. 8= VF(XHI)
T
6. y = gi+; gi+l
g '8
TV =W, — 8

where i is the iteration index. For this objective function, the gradient is given by:

VF(x)=—2AT-T-H -W-d+2/B" -B-x

(A5)
T:T;i =ti’7:‘:j =0

Because the objective function and gradient incorporate the effect of the PSF, this
algorithm will lead to its correction.

Step 3 of the algorithm is the most difficult to implement because of the nonlinearity
of the exponential function required for computing the transmission. The problem is to

minimize F(xy + A v) with respect to A, and we define:

Syt =AXg+AA -V =5, +As

txo+/1v = CXP(-SO - As’) = TO : exp(‘/’{s,)
2 b) (A6)
F(x,+Av) = IW”2 [H-T, exp(-4s") - b] +rB-(x,+Av)
T,: Ty, =1, To.i:j =0;t, = I,exp(-s,)
The problem can be linearized at this point by making the approximation:
exp(-As) =1-1s’ (A7)
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which is a valid approximation when A s’ is small, i.e., when x, is close to the line
minimum. With this approximation, it is possible to solve dF/dA = O for A to yield:
_d"-W-q+mx]-B"-B-v

" q"-W-q+n -BT-B-v (A8)
q=H-T,-A-v

A

The line minimum can then be reached iteratively by evaluating A a few times, each time
updating x, s, t, ¢, d, and q. Since v and s’ do not change during these iterations, there are
no expensive A operations to compute, and the process is computationally efficient. In
practice, 3 - 4 iterations usually result in a very good approximation, as measured by the
dot product of the search direction with the local gradient at the supposed minimum. A
problem can arise, however, if the regularization is too strong, since the goal of
minimizing the regularization term eventually conflicts with that of minimizing the chi-

squared statistic, and the linear approximation no longer holds.

Finally, it is possible to rescale the problem for faster convergence and implement a
non-negativity constraint by solving the preconditioned form of the problem (Kaufman,
1993). This is accomplished simply by modifying the following steps of the above algo-

rithm:

3’. A =distance along v, to minimum or constraint, whichever is smaller

T
6’.y=g_i+;_P_g_i+_l_ (A9)
g Pg

7. Via =W, — P 8in
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where P is a diagonal matrix that is reset each time the constraint is hit to contain the
current elements of x along its diagonal. This algorithm is equivalent to the normal
conjugate gradient algorithm applied to the function F(y), wherey =P -2. x, and A and
B are replaced respectively by A - P2and B - P2, This has the effect of rescaling the
problem so that high object values that are far from the starting guess are “reeled in”

while the low values which are close to the constraint are slowed from hitting it.

For all the reconstructions presented here, the initial guess for x was 0, and the initial
value of P was an elliptical pattern of value 1, 10 pixels larger than the cell in each
dimension, and zero outside the ellipse. This caused the pixels outside of the ellipse,
which was known to be outside the region of support of the object, to remain at zero

throughout the iterations.
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Simulated measurement data (transmitted counts) for angular range [-70°, +70°]

Figure 4-5
Dashed line indicates position at which line profiles are measured
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Tomographic reconstructions with various restrictions on range of view angles
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Comparison of reconstruction with no blurring by a PSF (R90) to reconstruction with
PSF blurring corrected by deconvolution (R90D). R90 was done with half the dose of

R90D.
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Comparison of reconstruction uncorrected for blurring (R70U) to reconstruction with

PSF blurring corrected by deconvolution (R70D). Both reconstructions were done using

the same data set.
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Chapter 5. High-resolution x-ray stereomicroscopy: true three-dimensional imaging

of biological samples
Summary

X-ray microscopy has the potential to become a powerful tool for the study of
biological samples, allowing the imaging of intact cells and subcellular organelles in an
aqueous environment at resolutions previously achievable only by electron microscopy.
The ability to examine a relatively thick sample raises the issue of superposition of
objects from multiple planes within the sample, making difficult the interpretation of
conventional, orthogonally projected images. This paper describes our early attempts at
developing three-dimensional methods for x-ray microimaging (Loo et al., 1992): the
first to use x-ray optics, and to our knowledge, the first demonstrating sub-visible
resolutions and natural contrast. These studies were performed using the scanning trans-
mission x-ray microscope (STXM) at the National Synchrotron Light Source,

Brookhaven National Laboratory.
Introduction

Soft x-rays have a number of advantages over visible light and electrons as a source
of illumination for biological microscopy. Because of their short wavelengths (typically
2510 36 A) compared to visible light, and the development of high resolution diffractive
zone plate optics, diffraction limited imaging is possible (Jacobsen et al., 1991) with
resolutions currently three to five times better than possible with visible light microscopy
(50 to 70 nm vs. 200 to 250 nm). In addition, x-rays penetrate both water and organic ma-

terial much more efficiently than do electrons, allowing the imaging of whole cells
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without the need for sectioning. Table 1 gives some examples of attenuation length and
transmission of x-rays through water and biological samples we have examined. Imaging
times of approximately one minute with counting statistics of greater than 100 counts per
pixel in the darkest part of the image are readily achievable, with improvements of up to
an order of magnitude anticipated in the immediate future. Finally, imaging with x-rays
offers “natural contrast.” Because organic molecules absorb x-rays much more strongly
than the surrounding water in the wavelength range between the oxygen and carbon K
shell absorption edges (the “water window”), stains are unnecessary (Figure 5-1). These
advantages give rise to the concept of “physiological imaging”—the imaging of whole
(intact) cells and subcellular organelles, unmodified except by separation from their
source tissue, in an aqueous, physiological environment. The implication of this is that
we can image cells that, at least at the beginning of the experiment, are still functional.
And depending on the damage caused by the imaging process (e.g., by radiation expo-
sure) and the sensitivity of the process under study to that damage, we may be able to

acquire dynamic information about biological samples.

Examples of attenuation lengths in water:
3.1 uymat A = 36.4 A — 20% transmission at 5 pm thickness
8.1 um at A = 25.0 A — 29% transmission at 10 pm thickness

Transmission through selected biological samples:

Pancreatic zymogen granules (1 to 2 um thick) — 60 to 95% transmission
Human spermatozoa (2 to 5 pm thick) — 35 to 75% transmission
Pancreatic acinar cells (7 to 15 pm thick) — 3 to 61% transmission
(Range from most opaque to most transparent regions of object)

Table 5-1

The ability to image intact specimens, while clearly desirable, gives rise to the

following problem: the image of a thick object comprises a superposition of elements
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from multiple planes within the object. Such images, especially of objects with complex
internal architecture or processes involving changes in three-dimensional spatial
relationships, can be difficult to interpret. To illustrate, Figure 5-2 demonstrates how a

single view may be inadequate to interpret the image of a dynamic cellular process.

The approach to recovering the information lost by superposition is different for

visible light and x-ray methods. High resolution visible light optics have a high numerical
aperture and short depth of focus comparable to their lateral resolution (Af = d = A). Thus
three dimensional reconstruction is accomplished by physical or optical sectioning. X-ray

optics on the other hand have a low numerical aperture and long depth of focus (Af >d >

A). An x-ray image therefore approximates a parallel projection of the object onto a

plane, a condition ideal for stereoscopy and tomography.

For these studies, a multiple angle viewing stage was designed and fabricated at
Lawrence Berkeley Laboratory for use with the STXM (Figure 5-3). The stage allows a
maximum rotation of plus and minus 30 degree currently, and translation of the sample
along two axes for positioning of objects to be imaged on the axis of rotation. From the
figure, “depth resolution” can be expressed as Az = d/sin6, where d is the lateral

resolution of the microscope.

Results

Three samples were imaged: rat spermatozoa, human spermatozoa, and rat pancreatic

zymogen granules. The imaging parameters and conditions are summarized in Table 2.

The following images (Plates 5-1 through 5-5) demonstrate the ability of the method to
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meet a number of the goals biological microscopists have for x-ray microscopy—
resolution significantly beyond that of visible light methods, the ability to image
biological samples in a near-physiological state, and three-dimensional imaging.

Imaging Parameters and Conditions

* Wavelength: A=364A

* Zone plate: 8 = 60 nm (outer zone width)

* Rayleigh resolution: d =73 nm

* Pixel size: 9to 48 nm

* “Depth resolution:” Az = 0.42 pm for 6 = 10°

« Depth of focus: Af =48 pmfor A =364 A

* Contrast: Due to carbon content—No stains

* Sample conditions:  Unsectioned & suspended in aqueous medium

Table 5-2

Conclusion

Future directions in this work include improving both the lateral and depth resolution
of the method. As finer optics are developed, we will benefit from them. Also, larger
optics with the current resolutions would improve the working distance and allow sample
tilting through a larger range of angles. Extending the range of angles can also be
accomplished simply by refining the design of the multi-angle viewing stage to ac-
commodate more effectively the limited spatial confines of the STXM. Given the ability
to image at multiple angles, the next logical step would be to attempt microtomography

using computerized reconstruction techniques.

Finally, shortening the image acquisition time for stereoscopy should open the
possibility of “four-dimensional” imaging, with both spatial and time resolution. In
previous work (Rothman et al., 1992) we demonstrated the ability to observe time-

resolved changes within a single object with two-dimensional imaging. Specifically, we
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were able to measure both the position and mass of individual zymogen granules as these
parameters changed with time within an intact pancreatic cell undergoing osmotic
swelling in the absence of hormonal stimulation (Plate 5-6). Extending the current work
to these studies might allow observation of the secretory process in a stimulated cell in a

more direct manner than possible with other methods.
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Figure captions

Figure 5-1. Mass dependent absorption coefficients of protein and water in the x-ray

wavelength region known as the “water window.’

Figure 5-2. Schematic depiction of the process of exocytosis, the generally proposed
mechanism of cellular secretion in which secretory granules migrate to the periphery
of the cell, fuse with the plasma membrane, and release their contents to the exterior.
The top and bottom sequences illustrate this process as it might appear in the same
cell if viewed from two different angles 90 degrees apart. A single view might yield a
very different interpretation than the two taken together. For example, the bottom

sequence viewed alone suggests a totally intracellular process, with no gross

movement.

Figure 5-3. Schematic representation of the sample tilting mechanism and the concept of

“depth resolution” in stereoscopy.
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Micrograph captions

Plate 5-1. Surface plot of the head, neck, and part of the tail of a rat spermatozoon, in

which sample absorptivity is represented as “height” to appreciate better certain
features. Part of the tail of another cell overlaps with the head. This image
demonstrates the ability to detect density variations within the head region and the
fine structure of the tail in the absence of stains. The axonemal complex of the tail, a
feature less than 0.1 um wide, is visualized clearly even in the unsectioned cell as a
line of increased absorptivity in the center of the tail. It is important to note that while
this type of representation gives the impression of depth, it contains no true three-
dimensional spatial information. Imaging parameters: 500 x 200 pixels, 40 nm pixel

size, 60 nm zone plate.

Plate 5-2. Human spermatozoon: head, mid-piece, and principal piece of tail. Apparent in

this image are the density variations in the head, and the structure in the mid-piece
region of the tail. Also, there is a clear demarcation between the mid-piece of the tail,
which contains the mitochondrial sheath, and the principal piece. The increased
density in the posterior part of the head is a consistent feature in x-ray and phase
contrast visible light micrographs of these objects, but absent in transmission electron
micrographs. This suggests that it may represent a structure seen only in unsectioned
cells, perhaps the post-acrosomal sheath. Imaging parameters: 300 x 360 pixels, 30

nm pixel size, 60 nm zone plate.

Plate 5-3. Human spermatozoon: head, mid-piece of tail, and cytoplasmic droplet. Part of

a tail from another cell overlaps with the head. This image demonstrates the ability to
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resolve the turns of the helical mitochondrial sheath (the “bumps” indicated by the
arrows), structures that previously could be resolved only by electron microscopy.
Also seen is a cytoplasmic droplet (C), a remnant of the cell’s maturation process.
Imaging parameters: 360 x 150 pixels, 30 nm pixel size, 60 nm zone plate. From Loo

et al. (1992).

Plate 5-4. Stereo image pair of human spermatozoa. This image shows two cells, with the

tail of one wrapped around the head of the other. The “depth resolution” is 0.4 pm.
The most striking feature is the ability to trace the looping path of the tail in three-
dimensional space. Some internal structure is apparent in the head and mid-piece
regions. Ultimately the goal of the method is to be able to distinguish clearly the
intracellular architecture of the cell in three dimensions. The ability to detect density
variations with good contrast within the cell suggests that this should be readily
achievable with improvements in lateral and depth resolutions. Imaging parameters:
350 x 260 pixels, 50 nm pixel size, 60 nm zone plate, 20° angle separation. From Loo

et al. (1992).

Plate 5-5. Stereo image pair of a secretory (zymogen) granule isolated from rat pancreas.

At less than 1 pm diameter, the zymogen granule (upper left part of field) is the
smallest object we have imaged. “Depth resolution” is 0.8 pm. Three-dimensional
intragranular structure is difficult to appreciate, but the spatial relationship of the
granule to other objects in the field (debris) is clear. Imaging parameters: 400 x 400

pixels, 9 nm pixel size, 60 nm zone plate, 10° angle separation.
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Plate 5-6. Time-lapse sequence of rat pancreatic acinar cell. These images, taken
approximately seven minutes apart, are of the same cell as it undergoes osmotic
swelling, possibly as a result of exposure to x-rays. Between frames 2 and 3, the cell
loses half of its mass as it lyses. The dark objects within the cell are zymogen
granules. Most significantly, it is possible to follow individual granules through time
(for example, the group of granules in the upper right region of the cell) until they are
lost (frame 4). In addition, it is possible to determine changes in the mass of the

granules. With the shorter imaging times now achievable, it should be possible to

— = -

follow in a quantitative fashion the secretory process of the cell in response to

AN
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hormonal stimulation with both time and depth resolution—*four-dimensional”
imaging. Imaging parameters: 256 x 256 pixels, 95 nm pixel size, 70 nm zone plate.

From Rothman et al. (1992).
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Plate 5-2

Plate 5-4
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Section 2: Automatic acquisition, calibration, and analysis of biological

x-ray microscopic images
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Chapter 6. Automatic image acquisition, calibration, and montage assembly for

biological x-ray microscopy

Summary

We describe a system for the automatic acquisition and processing of digital images
in a high-resolution x-ray microscope, including the formation of large-field high-
resolution image montages. A computer-controlled sample positioning stage provides
approximate coordinates for each high-resolution subimage. Individual subimages are
corrected to compensate for time-varying, nonuniform illumination and CCD-related
artifacts. They are then automatically assembled into a montage. The montage assembly
algorithm is designed to use the overlap between each subimage and multiple neighbors
to improve performance of the registration step and the fidelity of the result. This is
accomplished by explicit use of recorded stage positions, optimized ordering of subimage
insertion, and registration of subimages to the developing montage. Using this procedure
registration errors are below the resolution limit of the microscope (43 nanometers). The
image produced is a seamless, large-field montage at full resolution, assembled
automatically without human intervention. Beyond this, it is also an accurate x-ray
transmission map that allows the quantitative measurement of anatomical and chemical
features of the sample. Applying these tools to a biological problem, we have conducted

the largest x-ray microscopic study to-date.

Introduction

X-ray microscopy has some unique and attractive features as a tool for biological

imaging (Schmahl e? al., 1980; Rothman et al., 1990; Kirz et al., 1995). Among the most
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important are high contrast due to the natural constituent molecules in cells and tissues,
and significantly higher resolution than visible light microscopy. In an x-ray microscope,
low energy x-rays (with wavelengths ranging from 2 to 4 nm in this work) illuminate a
sample, and an image is formed from the transmitted photons. Materials absorb these
“soft” x-rays in a manner highly dependent on their elemental and chemical composition
(Henke et al., 1993). This “natural contrast” permits quantitative measurement of the
distribution of intrinsic cellular components (e.g., carbon, nitrogen, protein, DNA)
without stains. In addition, the relatively high penetration of soft x-rays (up to several
micrometers) allows imaging of a wide range of samples from standard embedded tissue
sections of various thickness to whole cells in their native state (e.g., in aqueous media).
High-resolution imaging is made possible by microfabricated diffractive optical elements
that are used as lenses, called zone plates (Anderson & Kern, 1992; Schmabhl et al.,
1996), whose fine feature size allows imaging with 43 nanometer (nm) resolution in the
microscope used here (Heck ef al., 1999). This is five times the maximum resolution of a

standard visible light microscope.

In recent years, the development of high quality zone plate lenses as well as the
availability of high brightness sources of x-rays, in the form of synchrotron radiation
facilities, has allowed the building of a number of practical x-ray microscopes (Thieme et
al., 1998) that are only now beginning to yield biological results. At this early stage in its
maturation, much work is needed to make the x-ray microscope a useful tool for routine
research in biology and to exploit its features fully. To achieve this goal, development is
required in three areas: microscope instrumentation, sample preparation, and digital

image acquisition and processing. This paper deals primarily with the last of these. In it
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we describe how we acquire image data and obtain accurate quantitative information
from them, and how we extend the high resolution of the method over large fields of
view. As a practical matter, the methods must be automatic to allow for the processing of

large numbers of samples encompassing large fields of view.

Quantitative imaging requires characterizing the properties and inherent sources of
error of each component of the microscope system. Two in particular concern us here.
The synchrotron source has a time-varying intensity and pattern of illumination for which
we must compensate, and the charge-coupled device (CCD) camera used for image
recording introduces artifacts, such as dark current and nonuniform pixel response.
Though methods for correcting CCD-related artifacts are standard and well documented
in the literature (e.g., Krivanek & Mooney, 1993), here we describe our particular

approach and the issues specific to our system.

To take advantage of the high resolution of the x-ray microscope, we must use high
magnification, and consequently sacrifice field of view. This tradeoff is found in almost
all forms of microscopy regardless of the wavelength of illumination (electrons, x-rays,
or visible light), particularly in full-field imaging. This applies even to many forms of
scanning microscopy, since scanning stages often have a smaller range of motion as the
step size becomes finer. As a result, it has been difficult to undertake projects that require
sampling large areas at high resolution, for example studying samples with both small
and large scale features, or survey and screening studies. One solution to this problem is
to build large-field composite images from many smaller high-resolution subimages, a
process variously referred to as montaging, mosaicking, field stitching, or tiling.

Automatic montage assembly for various kinds of photography and videography has been
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extensively developed in computer vision and graphics (e.g., Dani & Chaudhuri, 1995;
Davis, 1998). Similar methods have been applied to microscopic imaging, including the
assembly of huge montages in electron microscopy (Vogt et al., 1996), and three-
dimensional montages in visible light microscopy (Turner et al., 1997). A number of
commercial implementations are also available. Below we describe the system we have
designed for automatically acquiring digital images and assembling large-field montages
of arbitrary size at the full resolution of the x-ray microscope, and we demonstrate its

application to biological samples.

Methods

The x-ray microscope:

We used a digital x-ray microscope, called XM-1 (Meyer-Ilse et al., 1995; Meyer-Ilse
et al., 1998), at the Advanced Light Source (ALS) synchrotron radiation facility at
Lawrence Berkeley National Laboratory (LBNL). XM-1 is a conventional-type, or full-
field imaging, transmission microscope. A condenser zone plate demagnifies the
incoherent light source (a bending magnet on the ALS) onto the sample, and an objective
zone plate images the sample onto an image detector. Two components of the
microscope, the image detector and the sample stage, have a particular impact on

calibrating images and assembling large-field montages.

The image detector is a charge-coupled device (CCD) camera, thinned and back-
illuminated for high efficiency detection of soft x-rays (Wilhein et al., 1994). The CCD
chip has a 1024 by 1024 array of 24 micrometer (um) pixels. The field of view of XM-1

in its most heavily used configuration is a circular area approximately 10 um in diameter,
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and at 2,400 times magnification (the one most often used) this field, projected to the
image plane, matches the width of the CCD. The corresponding pixel size in the image is
10 nm. Often, we use subsampling by binning CCD pixels together to reduce the
exposure time and data storage requirements. At 2 times binning, or a 20 nm pixel size,
the Nyquist sampling criterion is still met for 40 nm resolution. When total field size is a
more important consideration than raw resolution, 4 times binning can be used. The
digital data from the CCD is read directly into a computer, which facilitates subsequent

processing.

The sample positioning system, developed at LBNL, has a unique design, with two
separate sample stages, one each in the x-ray microscope (XM), and an external visible
light microscope (VLM). Stage position readout is accomplished using Heidenhain
optical encoder scales in 3 orthogonal directions on each stage, with readout increments
of 20 nm. A magnetic kinematic mounting system allows mounting and unmounting of
the sample on and off a stage with a reproducibility comparable to the resolution of the
microscope, in the tens of nanometers. The three-dimensional coordinate systems of the
two stages are related to each other by a matrix transformation incorporating the relative
offset, rotation, and skew between them. The correspondence between positions in the
two stages is accurate to less than 2 um in the object plane, and about 1 um along the
optic axis, or approximately the depth of focus of both the VLM (with a 0.6 NA objective
lens) and the XM. Thus, using this system it is possible to select and focus on sample
areas of interest entirely within the VLM. Sample exposure to x-rays is thereby limited to
the final image recording, minimizing dose. This is a critical consideration for dose-

sensitive samples. The sample stage coordinates at which each image is acquired are
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recorded and saved with the image data, and then used in the montage assembly process

as estimates of subimage position.

Acquisition of high-resolution subimages in XM-1:

When acquiring subimages for montage assembly, the center and total width of the
area of interest are recorded using the graphical interface of the microscope control
software. A rectangular grid of equally spaced subimage positions is then computed to
cover the region. For circular subimage fields, this pattern of coverage is not ideal,
because in order to have sufficient overlap between neighboring subimages along the
diagonals, there is more overlap than necessary between horizontal and vertical
neighbors. An equidistant triangular pattern of coverage would be optimal, and should be
relatively easy to implement. The grid spacing is typically between 5 to 6 um, depending
on the subimage field diameter (usually about 8 um), giving 0.5 to 2 um (or 25 to 100
pixels in the case of 2 times binning) of maximum overlap between neighboring

subimages.

Under computer control, the sample stage is sequentially moved to each of the
preselected subimage positions and the sample is exposed. The current in the synchrotron
storage ring continuously decreases with time, resulting in decreased source intensity.
Thus, when acquiring each subimage, the ring current is read, and exposure time adjusted
automatically to compensate. The exposure, or product of ring current and exposure time
measured in milliampere-seconds (mAs), is kept approximately constant across all
subimages. At regular intervals in the subimage acquisition sequence, preselected empty

areas on the sample window containing no sample features are exposed to provide
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background images to be used for field inhomogeneity correction (described below). The
entire process, except for user selection of the region of interest and background areas,

and the initial selection of the exposure level, is automated.

Corrections applied to individual subimages:

1. Dark current correction.

The major sources of signal in the CCD camera are charge generated by image
forming x-ray photons, and dark current. Dark current in a CCD pixel is due to the
accumulation of thermally generated charge carriers over the integration time, and is
highly dependent on temperature (Dereniak & Crowe, 1984). The temperature of the
CCD chip is maintained at -50 degrees Celsius by a thermoelectric cooler to keep dark
current at an acceptable level. We modeled dark current signal in each pixel as an affine
linear function of integration (exposure) time that is additive to the photon-produced
signal. In addition there is an intensity offset that is added to the signal by the camera

readout electronics to prevent readout noise from generating negative intensity values.

Dark current images are collected for camera calibration on a periodic basis by
acquiring images with no light on the camera. Multiple dark current images are acquired
at each of several different exposure times and several different camera binning factors.
Linear regression is performed on a pixel by pixel basis, giving a slope and offset of dark
current versus exposure time for each pixel. Most of the offset component is due to the
above mentioned intensity baseline offset. Figure 6-1a is an image of the dark current
slope in the CCD camera. From these measurements, “bad” pixels are identified. These

are pixels that saturate due to dark current within a specified exposure time, or have slope
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or offset different from the mean of the array by more than a specified tolerance
(typically 10 standard deviations), or are unresponsive as demonstrated by a zero
variance over multiple exposures. Between 0.4 to 0.9 per cent of the image pixels are
bad, depending on the binning factor, with the higher proportion occurring with more
binning. The dark current slope and offset, and the bad pixels, are recorded in a

calibration file for each binning factor.

Each subimage is corrected for dark current by subtracting a corresponding calculated

dark current image, i.e., the offset plus the slope times the exposure time of the subimage.

This is in principle a photometrically accurate correction. This is different from the
standard procedure of subtracting a single acquired dark image with the same exposure
time as the subimage, and has the theoretical advantage that it does not add the small

amount of noise due to statistical variations in dark current signal and readout noise.

To illustrate the small magnitude of the dark current contribution, the signal intensity
due to x-ray photons in a background image that is saturated to about 60 per cent of the
camera’s dynamic range in about 12 seconds (Figure 6-1b) is approximately 1,200 times
greater than the dark current signal in that exposure time. A significant increase in dark
current was noted once, which led to the discovery that the CCD chip had lost contact
with the thermoelectric cooler. The problem resolved as soon as this was corrected. We
have also noted a very slow but measurable increase in dark current with x-ray exposure
over the lifetime of the instrument, presumably due to radiation damage. This can be seen
to some extent in Figure 6-1a in the pattern of dark current slope, since some parts of the
chip were much more heavily exposed than others during the initial alignment of optical

components in the microscope.
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2. Region of support selection and exposure normalization.

The field of view in each subimage is circular and therefore does not fill the entire
square CCD pixel array. An iris in front of the camera is used to block off areas outside
the field of view, and can be adjusted to exclude scattered light that is more intense at the
periphery of the field. The information containing area of the images, or region of
support, which is the same for all images with the same camera iris setting, is identified
interactively. The remainder of the pixels are masked off by setting them to a value of
zero (see Figure 6-1c). A typical region of support has a diameter of about 8 um in the

sample plane.

As described above, the exposure time is automatically adjusted to compensate for
decreasing beam intensity over time. Any remaining differences in exposure between

subimages are balanced by dividing each subimage by its measured exposure (in mAs).

3. Field inhomogeneity correction.

The image field may be inhomogeneous because of nonuniform illumination and
nonuniform pixel response or sensitivity to light. Both factors cause differing rates of
signal accumulation between pixels and cannot be isolated from each other. However we
can simultaneously compensate for all sources of inhomogeneity that cause such a
multiplicative effect by dividing each sample image by a background image. Additive
phenomena, such as scattered light that reaches the camera, are not properly corrected by
this means. A background image is an image of an area on the sample holder that
contains no sample features. In a perfect system, such an image should have uniform

intensity across the field. Any inhomogeneity is due to artifacts. Figure 6-1b shows a
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background image acquired in XM-1. Some of the patterns on the image are due to debris
or dirt on the CCD camera that obstruct some pixels and thereby decrease their sensitivity

to x-rays by absorbing part of the signal.

If the pattern of illumination were constant with time, it would be possible to use the
standard procedure of normalizing all images to a single background image formed by
averaging several exposures with no sample in the beam. However we have found that
during the course of a long subimage acquisition sequence, the background pattern
changes smoothly with time, possibly due to a drift in the position of the ALS beam or
components in the optical path (see Figure 6-5). Therefore background images must be
acquired at multiple time points throughout the subimage acquisition sequence. At each
of these times, several empty areas on the sample window are imaged. They are averaged
together to reduce the effect of photon shot noise, and the effect of dirt or other features
that are inadvertently captured within any of the background images. To minimize further
the effect of extraneous features, the sample stage is moved to an out-of-focus plane to
blur them. Finally, if any noticeable effects due to blemishes in the background image
remain, the pixels can be identified interactively and replaced by the average of the

corresponding pixels from the other background images acquired at the same time.

Because background images are collected throughout the subimage collection
sequence, each subimage is bracketed in time by two background images. The acquisition
time of every subimage and background image is recorded with the image data. This
allows the generation of a time interpolated background image for each subimage, by
performing a pixel by pixel linear interpolation between the bracketing background

images.
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Each background image is subjected to the same dark current correction, region of
support masking, and exposure normalization as described for the individual subimages.
Each subimage is then corrected by division by its corresponding background image. As
seen in Figure 6-1d, the corrected image shows only the true sample structure, with a
homogeneous background response. Despite these corrections, we occasionally found a
small amount of additional intensity, particularly near the edges of the field of view,
probably due to an additive signal such as scattered light in the microscope system. This
is usually only noticeable in an assembled montage, where it appears as a small intensity

mismatch at the borders of neighboring subimages (see Figure 6-6).

Assembling subimages into a large-field montage:

After the individual subimages are corrected, they are inserted into the montage. The
goal is to register each subimage accurately with the target region in the montage into
which it is to be inserted. We assume that magnification and rotation are constant over all
subimages, and that registration can be accomplished solely by translation. As shown, the
quality of the resulting registration reinforces the validity of this assumption in our
system. The ability to register any two images with one another improves as the feature
overlap between them increases. The montage assembly algorithm attempts to maximize
feature overlap between any subimage and its target area in the montage. The recorded

sample stage positions are used at multiple steps in the process.

First, a subimage adjacency table is generated, identifying which subimages neighbor
which, based on their stage positions and the subimage field size defined by the region of

support mask, as described above. The dimensions of the entire montage are similarly
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calculated, and the subimage closest to the center of the field is identified. Starting with
the centermost subimage, an optimized insertion order is determined as follows: the
adjacency table is used to organize subimages into sequential generations of neighbors,
the first generation being the immediate neighbors of the centermost subimage, the next
being their neighbors, and so on. Subimages within each generation are sorted in order of

their distance from the centermost subimage, again based on their stage positions.

Next, an empty image array is created with the dimensions of the full montage, with a
small margin added to accommodate possible errors in the stage positions. A
correspondence is calculated between the pixel positions in the montage and the stage
positions. The centermost subimage is then inserted into the appropriate position in the
montage. As each subsequent subimage is inserted, the correspondence between pixel
and stage positions allows identification of the target area of the developing montage into
which it will be inserted. This target area contains contributions from the parts of
previously inserted subimages that overlap with the current one. It is extracted from the
montage, and used as a reference image to which the current subimage is registered. The
amount of translation or shift that must be applied to the subimage to register it to the
reference region is calculated. The subimage is then inserted into the montage at a

position appropriately shifted relative to its corresponding stage position.

This approach has a number of advantages. It saves on computation because each
subimage is registered only once (with a corresponding reference region from the
developing montage) rather than pairwise with each of its neighbors. Also, because
reference regions contain data from more than one previously registered subimage, there

is much more feature overlap with the subimage to be inserted than there would be if
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registration were performed pairwise between individual subimages. Figure 6-2a shows a

subimage, and the reference region from the developing montage to which it is registered.

The registration step itself is a form of generalized correlation operation (Knapp &
Carter, 1976; Azaria & Hertz, 1984) with the addition of a non-linear processing step.
The non-linear processing step, a gradient magnitude operation, is performed first on the
subimage and its reference image. This highlights the features in the images, producing a
bright signal at object edges, and a dark signal in the relatively uniform areas in the
background and in the interior of objects. Figure 6-2b shows the gradient magnitude
images of the subimage and reference image in Figure 6-2a. The result is a sharpening of
the peak produced by the subsequent correlation step (Figure 6-2 insets). We used a
Sobel gradient operator, which performs well in the presence of typical noise levels, to

compute the gradients of each subimage and its reference image.

Then a filtered cross-correlation operation is performed on the gradient magnitude
images to determine by what amount the subimage should be shifted relative to its
reference image and therefore its recorded stage position. Each cross-correlation is
computed over a range of shifts corresponding to zero plus and minus 0.6 um with
respect to the stage position for the subimage being inserted. This accommodates the
largest anticipated shift based on the accuracy of stage position readout, plus a safety
margin. A difference of Gaussians bandpass filter is applied to the cross-correlation
image to sharpen peaks while suppressing noise. The position of the highest peak in the
filtered cross-correlation image is used to determine the shift to apply. Figure 6-2c
demonstrates that the peak position is unaffected by the addition of a substantial amount

of artificial Gaussian noise. In this example, the standard deviation of the noise was
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chosen to be two-thirds the difference in intensity between the bars and spaces of the test
structure (signal to noise ratio, SNR, of 1.5), far more than typical for this kind of

imaging.

The subimage is then inserted into the montage at its shifted coordinates. Figure 6-3a
shows a registered set of gradient magnitude subimages. Their corresponding cross-
correlation images are in Figure 6-3b. While all the cross-correlation images are scaled to
comparable brightness in the display, the range of the peak correlation intensities spans
nearly four orders of magnitude. With very few exceptions, even at the lowest end of the

range, the peaks are prominent enough to identify the appropriate shift uniquely.

Each pixel value in the areas of overlap between adjacent subimages is computed as
the average of all the subimage pixels contributing to it. This increases the signal to noise
ratio in the areas of overlap, and minimizes wasted radiation exposure to any part of the
sample in the sense that all of the exposure goes towards improving image quality. A
completed montage of thin gold structures used as high-resolution test objects is in Figure

6-4c.

Finally, as mentioned above, despite all the corrections there is occasionally a
noticeable intensity mismatch in the montage at subimage borders, due to some
uncorrected factor such as scattered light. Without knowing the nature of the source of
the artifact, it is not possible to correct for it. However, its appearance can be minimized
by blending subimages into the mosaic. Rather than doing a straight average in the
overlapping areas, a weighted average is used, with the weights for each subimage

tapering smoothly to zero near its border. Figure 6-6 shows the effect of this blending.
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This is, of course, not a true correction, but still it is helpful in minimizing the impact of
the artifact on subsequent image analysis or processing, such as automated image

segmentation (Loo et al., 1996).
Results
Microfabricated resolution test objects:

We evaluated the performance of our image acquisition and processing system on real

microscope images taken of two thin gold structures microfabricated for the purpose of

we W =

testing microscope resolution. The two structures, each with a diameter of 47 um,
together spanning a region 94 pm across, have features down to approximately 40 nm in
dimension. Figure 6-4c is a montage of the full field of view containing both test
structures, a composite of 200 subimages. The insets are magnified views of the central
portions containing the finest features, demonstrating the full resolution of the

microscope. The pixel size is 20 nm.

The performance of the registration can be assessed by comparing high-detail areas in
the montage to the original subimages containing the same features. Figure 6-4a shows
two original subimages from the central regions of the test structures. No degradation in
resolution is discernable in the corresponding areas of the montage, despite overlap from
several subimages, indicating registration errors smaller than the resolution limit of the
microscope. In addition, as mentioned above, the corresponding montage areas have

better signal to noise because of the contribution of signal from multiple subimages.
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Because of the montage assembly algorithm’s essentially perfect registration
performance, at least on high contrast structures such as the resolution test objects, we
found that it could be used to aid in a number of microscope diagnostics. In comparing
the recorded stage positions of the subimages of the test objects to their adjusted
positions, we found a nonrandom pattern of discrepancy. These were determined to be
due to a 1.8 per cent error in the microscope magnification, corresponding to a 2.8 cm
error in the sample to CCD distance (over a total of 1.56 m), and a 0.39 degree rotation
between the CCD camera and the sample stage. No skew between the sample stage axes
was identified. These errors are easily compensated for by a simple matrix
transformation. A small random mismatch remained due to the limited precision of the
optical encoder readout. Initially, we found the mean error in the determination of
position to be substantially worse than expected based on the manufacturer’s specified
tolerance of 30 nm in the encoder readout. The problem was traced at least in part to an
incorrect voltage offset in the optical encoders. After correction of this problem the mean
position determination error, or the distance between each recorded stage position of a
subimage and its true position, was 90 nm with a standard deviation of 50 nm. However,
because the direction of the error is random, the mutual misregistration between any two
adjacent subimages is somewhat larger at about 110 nm on average, with a standard
deviation of 60 nm, sufficient to cause substantial degradation of the resolution without
correction as seen in Figure 6-4b. This information can be used to set a limit on the

maximum shift to calculate in the registration step.
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Biological samples:

Applying the techniques to a biological problem (Rothman et al., 1992; Loo et al.,
1996), we set out to measure the population statistics on the size, protein mass, and
number of zymogen granules in pancreatic exocrine tissue. A quantitative morphometry
problem such as this requires measurement of large samples to obtain a statistically
meaningful estimate of these population parameters. In addition, it requires imaging large
ﬁelds of view, because zymogen granules are distributed very unevenly, usually being

clustered around ductal structures in the tissue.

Figure 6-7 is a montage of 400 subimages of a plastic embedded tissue section of rat
pancreas, nominally 0.75 um thick. The sample is unstained, and at the imaging
wavelength used (2.4 nm) the contrast in such a plastic embedded sample is based
primarily on the nitrogen content of the tissue, effectively providing a density map of
protein and nucleic acid. The total field of view is 110 pm across, or about 2,700 by
2,700 pixels at 40 nm pixel size. The pancreatic cells are arranged in cluster-like units
called acini, surrounding a duct system that conveys secreted material eventually to the
gut. At their apical end, adjacent to the duct, the cells are packed with dense, sphere-like
zymogen granules. Supporting structures are seen, such as red blood cell carrying
capillaries, as are other intracellular organelles, such as mitochondria. The magnified
view in Figure 6-7b demonstrates additional fine structure, including patterns of linear
lucencies well beyond the ability of visible light microscopes to resolve. These may
represent endoplasmic reticulum cisternae oriented perpendicular to the plane of

sectioning, but whatever their identity they indicate the high resolution of the method.
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The zymogen granules, often under one micrometer in size, are beyond the ability of
the standard visible light microscope to measure and count accurately. Nor is there a
direct way to quantify their protein content in either the visible light or electron
microscopes. With its combination of high resolution and natural contrast, x-ray
microscopy, in particular, large-field x-ray microscopy, can make all of the desired
measurements on zymogen granules (size, number, and protein content), and is to the best
of our knowledge the only tool available at present to do so. Nearly 100 such montages
were assembled in this study, requiring the acquisition of nearly 27,000 subimages,
making it the largest x-ray microscopic study to-date. The biological results will be

published in a separate paper.

Discussion

We have developed digital imaging methods to help realize and enhance key
strengths of x-ray microscopy, in particular high natural contrast permitting quantitative
measurements, and high resolution. Quantitative x-ray imaging can only be accomplished
by accounting for and correcting several instrument-related sources of error. To this end
we have characterized the components of our system and shown how photometrically
accurate images can be produced. We have also developed a method for acquiring images
that retains the high resolution of x-ray microscopy while allowing an arbitrarily large

field of view.

Though parts are similar to methods found in the literature, the montage assembly
algorithm presented has a number of distinguishing features. In particular, it makes

explicit use of recorded sample stage positions to estimate the overall size of the montage
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field and the distance between subimages, to generate a subimage adjacency table, to
compute coordinates for extracting target regions from the developing montage, and to
calculate the required size of the cross-correlation arrays. It also determines an optimized
subimage insertion order based on the adjacency table and the distance of subimages
from the center of the developing montage. These two features provide dependable
performance with arbitrary subimage acquisition order and adjacency pattern. That is to
say, no assumptions are required about the spatial or temporal organization of the
subimages. The algorithm will assemble the montage from all subimages that have a
pathway of connectivity with a specified subimage, or the centermost one by default.
Registering subimages with extracted target regions of the developing montage also
affords certain advantages. First, it is more robust, because any neighbors of a particular
subimage that have already been inserted contribute to its reference image, increasing the
amount of feature overlap. It is also more computationally efficient since registration is
performed on each subimage only once. Moreover, the approximate insertion position
and the maximum shift are already known from the stage position, reducing the search
space, and therefore computation. An optimization similar to the latter is achieved in
some other published algorithms using a multi-resolution pyramid approach (Dani &
Chaudhuri, 1995; Vogt et al., 1996). However, these still require pairwise cross-

correlation operations between each subimage and multiple neighbors.

As for the registration step itself, many methods have been devised for mutually
aligning images (e.g., Brown, 1992). Ours can be considered a hybrid of the two main
approaches, i.e., signal processing/statistical analysis and computer vision/image

understanding. The first is represented by generalized correlation methods, in particular
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maximum likelihood estimation (Knapp & Carter, 1976; Eversole & Nasburg, 1983).
This method can be thought of (Knapp & Carter, 1976) as filtered cross-correlation in
which two filters are applied. One is a whitening filter to deconvolve the signal
autocorrelation from the delta function representing the image shift, and is generally high
pass in nature for real-world images (Pratt, 1974). The other is a signal to noise ratio filter
to suppress frequencies with high noise power, and is generally low pass in nature.
Overall, the combined filters have bandpass characteristics. The statistical nature of the
signal and noise components of the images must be known, estimated, or assumed in
order to determine the exact filter weights. Instead of attempting to estimate optimal filter
parameters, we have simply chosen a generic bandpass filter (the difference of
Gaussians) that we have found to work well on our images. In addition, the derivation of
the optimal estimate generally assumes a large region of overlap between the signals or
images. However when assembling montages in microscopy, an attempt is generally
made to overlap the subimage fields by a narrow margin, especially when minimal
sample exposure is desired, as in fluorescence microscopy because of bleaching, and
electron and x-ray microscopies because of radiation damage. In this case, the
intersection between the regions of support of the search and reference images changes
substantially with displacement, producing a slowly varying intensity background in the
correlation image that can overwhelm the true peak (see Figure 6-2). Here, filtering with
the difference of Gaussians, which tapers to zero weight at zero frequency, has the

additional advantage that it suppresses this low frequency intensity background.

The second approach consists of a wide variety of nonlinear operations that are

designed to extract features from the images to be registered. The correspondence
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between these features can then be determined. For example, Turner et al. (1997) identify
specific landmarks such as cell nuclei in the subimages by image segmentation, and
register corresponding ones. This approach can give highly accurate registration.
However, it requires that the segmented features be well distributed in the regions of
overlap between subimages. In addition, segmentation algorithms tend not to be
generalizable to all kinds of samples. We have found that the gradient magnitude
operator, a step down from true image segmentation, is a simple, general, and reliable
means of emphasizing features for registration in images. While it might be expected to
perform poorly in the presence of noise due to its high pass nature, this does not seem to
be a problem even when noise levels are much higher than we have observed (see Figure

6-2¢).

There are weaknesses common to many montage assembly algorithms, including the
one described here. If for some reason one of the subimages is incorrectly registered, it
can affect the positioning in the montage of subsequently inserted subimages. This can
happen under certain unfavorable conditions, for example if the area of overlap between a
subimage and previously inserted subimages is relatively featureless, or contains only
features that are periodic or have parallel edges. In such cases the cross-correlation would
have an ambiguous or non-unique peak. Alternatively, features in the overlapping areas
might change between exposures. Exposure induced changes in the sample are frequently
seen in biological electron microscopy. They can also be seen with certain samples in the
x-ray microscope, particularly hydrated biological samples, though we have not noticed it

in the samples we have used. This problem is a complicated one, and might be addressed
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by applying some kind of warping transform designed to compensate for beam induced

artifact.

The first problem, accumulated errors due to ambiguous registration, appears more
tractable however. Though the optimum registration may be ambiguous between a
subimage and previously inserted subimages, it might be better between it and later
subimages. Thus one solution might be to optimize the insertion order further by dynamic
reordering. If, during the registration step, the cross-correlation peak for a subimage is
smaller than some significance threshold, such as a certain number of standard deviations
above the mean value of the cross-correlation image, the subimage can be moved to a
later position in the insertion list, such as in the next generation of neighbors. Then by the
time it is inserted, more of its neighbors will have contributed to its target area in the
montage, increasing the chance of an unambiguous match. Another strategy, at somewhat
increased computational expense, might be to perform global optimization of registration
across all the subimages. In this scheme, pairwise cross-correlations would be
precomputed between all neighboring subimages. The positions of all the subimages
would then be shifted simultaneously so as to maximize the sum of all the cross-
correlations, possibly by an iterative algorithm. In this way, the shift applied to any
subimage would be most strongly influenced by its position relative to the neighboring
subimages with which it shares the most features, regardless of the order of insertion. A

similar idea is described by Davis (1998).

An unexpected realization of montage assembly was that the method could be used to
calibrate microscopes. Indeed, this may well be one of the most sensitive means available

to detect small errors in magnification, rotational misalignment between the detector and
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sample stage, and sample stage skew. Finally, automating some of the last remaining
steps still requiring human interaction, such as background region selection, blemish
identification in background images, initial exposure selection, and subimage region of
support masking, can be accomplished entirely in software, and would involve relatively
simple computer vision algorithms. Automatic sample focussing (in the VLM) could also

be implemented, and would require the addition of a motorized VLM focussing stage.

The major accomplishments of this work, in addition to the high quality images that
were produced, were the methods we adapted and developed to obtain photometrically
accurate x-ray images that allow quantitative measurements of cellular structures, and to
explore large fields of view at the maximum resolution of the microscope. These
capabilities were indispensable for the studies we hoped to undertake. In particular, we
planned to make quantitative estimates, the first of their kind, of the protein mass of
individual zymogen granules in situ, to establish how that mass varies among these
objects, and to extrapolate such measurements, as well as parameters such as size and
number, to the population as a whole. Aside from its particular biological interest, such a
capability would illustrate the utility of x-ray microscopy for ultrastructural research,
particularly when there is a desire to obtain quantitative information about the chemical
contents of an object. The use of automation and montage assembly techniques makes it
possible to overcome a major shortcoming of x-ray microscopy as a practical tool for
biological research to this point — the inability to examine a sample of sufficient size to

provide fully realized generalizations about the material under study.
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Figure captions

Figure 6-1: Corrections applied to individual subimages. 1a, an image of CCD dark
current slope. Some areas of the chip accumulate dark current signal faster than
others, possibly due to radiation damage from heavy hard x-ray exposure during the
initial alignment of microscope optics. 1b, a background image obtained by exposing
a sample free area of the sample holder, demonstrating inhomogeneous intensity due
to nonuniformity in illumination and pixel sensitivity. 1c, an uncorrected subimage of
part of a pancreatic acinar cell. The region of support, or information containing area,
of the image has been identified, and pixels outside this region have been set to a
value of zero. 1d, the corrected subimage, after subtraction of dark current signal and
normalization to the background image. The background response is now uniform,
and true sample features are clearly seen, including the cell nucleus (N) and nucleolus

(n), and several zymogen granules (z).

Figure 6-2: Subimage registration. As each subimage (2a, left) is inserted into the
montage, it is registered with respect to a reference image extracted from its target
area in the developing montage (2a, right). The reference image contains
contributions from more than one previously inserted subimage, increasing feature
overlap and the performance of the registration. The registration step itself is a
filtered cross-correlation operation applied to the gradient magnitude images (2b) of
the subimage and its reference image. The inset images show the results of cross-
correlation between each of the subimage/reference pairs. Using the gradient

magnitude operation results in a significantly sharper correlation peak. The top of
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each inset pair is the direct cross-correlation, while the bottom is the filtered cross-
correlation. Filtering enhances the peak, and suppresses the slowly varying intensity
background caused by the small amount of overlap between the images. 2¢, the same
as 2b, but with a large amount of artificial noise added to the source images. Despite
the significant degradation of the gradient magnitude images, the correlation peak is

still distinct and its position is unchanged.

Figure 6-3: Cross-correlation registration. 3a, a set of registered gradient magnitude
images. The numbers indicate the temporal order of subimage acquisition. 3b, the
corresponding cross-correlation arrays between subimages and their reference
images, in order of insertion sequence. Subimage 46, the centermost subimage, was
inserted first (so cross-correlation is not performed on it). It is followed by the rest in
an optimized sequence determined by the montage assembly algorithm. The position
of the cross-correlation peak indicates the amount of shift required for proper
registration. The crosses indicate the origin of the cross-correlation arrays,
corresponding to zero shift. Subimages 11 and 90 have almost featureless areas of
overlap with subimages inserted before them, and therefore have ambiguous cross-
correlation peaks. However, subimages with even minimal features in their overlap
areas (e.g., 1, 2, 10, 81, and 91) still have distinct peaks, demonstrating the robustness
of the method. The range of the peak intensities shown here spans nearly four orders

of magnitude.

Figure 6-4: Performance of registration on microfabricated gold structures, with finest
feature dimensions of about 40 nm. 4a, two individual high-resolution subimages

from the central parts, containing the finest features, of each of the structures. Such
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images have been used to measure the resolution of the microscope, determined to be
43 nm. The pixel size is 20 nm. 4b, corresponding parts of the montage assembled
using only the recorded stage positions, without registration by cross-correlation. The
stage position determination errors are sufficient to degrade the resolution
significantly. Arrows indicate some fine features in overlap regions that are blurred
due to misregistration. 4c, the full montage of both gold structures, registered using
the montage assembly algorithm. It spans an area of about 104 by 94 um (5,200 by
4,700 pixels at 20 nm pixel size). Inset images show the same central areas. Full
resolution is preserved when compared to the individual subimages (4a), which

demonstrates essentially perfect registration.

Figure 6-5: Effect of time varying pattern of illumination. The pattern of illumination
changes gradually with time, due to drift of either the synchrotron source or
microscope optics. In this montage of pancreatic tissue, 400 subimages, collected
over about 3 hours, are each normalized to background images acquired just before
the beginning of the sequence (starting at the upper right corner). This results in a
significant intensity gradient across the montage, and mismatched intensities at
subimage borders. When each subimage is normalized to a time interpolated
background image, constructed from multiple background images acquired

throughout the sequence, a proper correction is obtained (see Figure 6-7).

Figure 6-6: Blending. When subimages are inserted into the montage, the areas of
overlap are constructed by averaging pixel values from the contributing subimages
(top). Despite the corrections that have been applied, some residual uncorrected
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