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ABSTRACT OF THEDISSERTATION

Data-Driven Optimization for
Modeling in Computer Graphics and Vision

by

Lap-Fai Yu

Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2013

Professor Demetri Terzopoulos, Chair

In view of the immense and rapidly increasing quantity of user-created 3D content

and real-world scene data publicly available on the internet, as well as the widespread

popularity of data acquisition devices such as low-cost depth cameras, it has become

convenient to acquire or access data that can potentially beutilized for modeling. In

this thesis, we explore how data-driven optimization can beadapted to the essential task

of modeling, both from the computer graphics and computer vision perspectives.

We first discuss the conceptual innovations inherent to model synthesis through data-

driven optimization, along with the advantages of and considerations in its application.

We then tackle various challenging modeling problems within our novel framework.

In the context of computer graphics, we devise data-driven optimization methods for

virtual world modeling, virtual character modeling, and interactive scene modeling. In

the context of computer vision, we devise data-driven optimization methods for 3D

surface reconstruction from images.
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CHAPTER 1

Introduction

In recent years, computer-based three-dimensional (3D) modeling has given rise to

some amazing applications. To list just a few, several motion pictures, such as “Avatar”,

are either in whole or in part situated in virtual worlds populated by virtual characters

and creatures, some of the latest video games feature entirevirtual cities, and Google,

Inc., is steadily creating a 3D digital archive of the entireglobe (Google Earth). On the

whole, the opportunities of modeling technology are endless and its ongoing and future

impact is exciting.

Considering the complexity of the real world, however, the state-of-the-art in creat-

ing content for most virtual world applications such as video games, motion pictures,

and online applications remains woefully simple-minded. It is cumbersome and time-

consuming to create detailed 3D content using today’s modeling technology. This con-

tributes to the fact that the production of games and movies requires tremendous in-

vestments of time and money, and that one still cannot create3D models as easily as

one can draw with a pen. The difficult long-range goal confronting us is to enable dig-

ital content creators, whether they be experienced digitalartists or mere amateurs, to

quickly represent and synthesize virtual worlds that are asrich as the real world. To this

end, much research remains to be done to improve both 3D content-synthesis capability

and speed.

In this thesis, we delineate and tackle a variety of important and challenging 3D mod-

eling research problems. In particular, we investigate theapplication of data-driven
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Figure 1.1: The 3D computer graphics pipeline.

optimization to the essential task of modeling, both in the context of computer graphics

and computer vision. The objective from the graphics perspective is to design pow-

erful and intuitive modeling tools to assist digital artists in creating 3D content. The

objective from the vision perspective is to reconstruct realistic 3D models of objects

and scenes from image data.

1.1 The Modeling Problem

Modeling in computer graphics refers to the process of creating mathematical mod-

els to represent 3D objects in the virtual environment. Figure 1.1 depicts the role of

modeling in the 3D computer graphics pipeline. After creation, 3D models are typ-

ically rendered, which takes into account the interaction between the illumination in

the virtual environment with the geometry and reflectance properties of the 3D model,

resulting in a high quality synthetic image of the virtual scene if, as is typical, the goal

is to achieve photorealism. Such virtual 3D models can also be animated. For example,

3D virtual characters used in motion pictures are usually animated in a way similar to

how real human actors would act in order to advance a storyline. Furthermore, such

virtual 3D models can be fabricated in order to produce a 3D physical model in the real
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world—the recent trend of 3D printing in computer-aided design. Overall, 3D models

serve as important prerequisites in various graphics and design applications.

A large component of modeling research aims to make innovations in the virtual 3D

model creation process; for example:

• How can we generate photorealistic 3D models that closely mimic objects of

interest in the real world?

• How should modeling tools be designed to enable fast and easymodeling?

• Is it possible to generate a variety of realistic 3D models automatically?

1.2 Common Modeling Approaches

This section describes modeling approaches that have been widely adopted for graphics

production (e.g., for movies and games).

1.2.1 Manual Model Creation

The most common way to create 3D models is by manual means. Polygonal modeling

and digital sculpting are popular manual modeling methods,and the choice between

them depends on the type of the 3D model to be created. For modeling man-made

objects such as furniture and buildings, polygonal modeling is preferred because the

polygonal mesh representation is generally consistent with the shapes of man-made

objects. For modeling organic objects such as virtual humancharacters, digital sculpt-

ing is preferred due to its added flexibility in the mesh modeling process.

Manual 3D modeling is commonly done via interactive modeling software (e.g., 3ds

Max, Maya, ZBrush) and Figure1.2 shows some modeling interfaces. Commercial
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Polygonal modeling Digital sculpting

Figure 1.2: Common methods used in the manual creation of 3D models. Left: Polyg-

onal modeling in 3ds Max; Right: Digital sculpting in ZBrush.

modeling software has reached a level of sophistication that their interfaces, which

provide a wide range of modeling control, enable the creation of highly realistic and

detailed 3D models. However, the control complexity poses quite a steep learning

curve, so that 3D modeling has become the privilege of professional digital artists. But

even for professionally-trained experts, the creation of detailed 3D models still requires

a lot of time and effort, which often accounts for the tremendous investment of time and

money in movie and game production. For example, in the 2009 movie “Avatar”, which

was filmed in a virtual world, the production alone cost about$300 million (Wikipedia,

2013) and took several years of intensive labor. For the latest games and movies, which

usually demand a vast quantity of high-quality 3D models, the investment is similar

or even higher. This severely limits the speed of productionand the number of annual

releases. In constrast to the situation in the 1980’s when a video game usually involved

simple 2D graphics and the entire production could be carried out by a small team, the

current barrier to production in the video game and movie industry is huge.

While the manual approach to creating 3D models is perhaps the most straightforward

for an artist, he or she can readily benefit from the development of more powerful and

intelligent modeling tools and interfaces. Indeed, there have been ongoing efforts in
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Figure 1.3: Procedural modeling methods are used to automatically generate vari-

ous types of 3D models. Left: Plants synthesized by an L-system (Prusinkiewicz and

Lindenmayer, 1996); Middle: Procedurally-generated buildings (Müller et al., 2006);

Right: A procedurally-generated city (Parish and Müller, 2001).

computer graphics research to enhance interactive modeling methods; e.g., (Gal et al.,

2009), (Igarashi et al., 1999), (Bokeloh et al., 2011), and (Chaudhuri et al., 2011a),

among others, were introduced to assist modelers.

1.2.2 Automatic Model Generation

When the 3D models of interest involve highly repetitive patterns, one may resort to

rule-based approaches to automatically generate them. Onesuccessful application of

rule-based approaches is for the generation of plants, suchas trees. (Prusinkiewicz and

Lindenmayer, 1996) proposed the use of formal grammars to encode the generative

rules of plants. This has proven to be successful and the modeling technique has been

widely adopted, such as in the level design components of common game engines (e.g.,

Unity) and in gaming applications where plants are synthesized to populate the terrain.

There are also interesting approaches to apply formal grammars to describe and encode

the generation of city layouts (Parish and Müller, 2001) and buildings (Müller et al.,

2006), which enable virtual cities to be procedurally synthesized, and this has success-

fully led to the development of modeling software such as theCityEngine. Figure1.3

shows some procedurally-generated 3D models.

5



The major advantages of rule-based procedural modeling approaches is the fast model-

ing speed and the fact that the entire model synthesis task can be automated once given

the correct generative grammar. This makes it an attractivechoice for the generation of

a vast amount of similar 3D models, such as trees, to populatea virtual world. Further-

more, the generation can be done on the fly; for example, treescan be generated in real

time as the user navigates through a virtual forest. The elegant description of the object

type as a grammar also results in a small storage size, which is favorable for interactive

applications.

However, the automatic, rule-based approaches have significant limitations. First, while

the special case of plant synthesis can be described algorithmically by a grammar, this

may not be the case for the generation of other types of objects that do not have a

repetitive pattern in their 3D forms; e.g., the generation of virtual human characters. It

can be difficult to devise a suitable grammar which yields desirable generation. Also, it

can be difficult for the user to control the generation process, and the resulting models

may not be what he or she desires. There have recently been research efforts to tackle

these problems (Stava et al., 2010; Talton et al., 2011); for example, by trying to learn a

descriptive grammar from data, or constraining the generative process using data such

that the user can exercise better control over it.

1.3 Thesis Objective and Contributions

The present thesis can be stated as follows:

Based on useful relationships and features extracted from data, which can

be created manually or acquired using sensors, optimization approaches

can be devised to generate realistic 3D models automatically and to facili-

tate the manual 3D modeling task.
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Accordingly, the objective is to achieve the following goals:

• Devise novel data-driven optimization approaches to automatically synthesize

realistic 3D models. Specifically, we will demonstrate suchapproaches in virtual

world modeling and virtual character modeling.

• Devise novel data-driven optimization approaches to facilitate interactive mod-

eling tasks. Specifically, we will demonstrate how such approaches can provide

useful modeling suggestions in virtual character modelingand interactive scene

modeling.

• Devise novel data-driven optimization approaches to enable realistic 3D surface

reconstruction from real-world data. Specifically, we willdemonstrate the appli-

cation of such approaches to perform outdoor photometric stereo and to refine

3D shapes from intensity and depth data.

• Verify the effectiveness of the devised approaches throughvarious qualitative and

quantitative experiments, perceptual studies, and usability tests.

Our specific contributions are grouped into the following five projects:
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Figure 1.4: Top: Initial layout where furniture pieces are placed arbitrarily. Bottom:

Two synthesized furniture arrangements optimized to satisfy ergonomic criteria, such as

unobstructed accessibility and visibility, required of a realistic furniture configuration.

Make it Home: Automatic Synthesis of Furniture Arrangement (Yu et al., 2011)

In Chapter2, we develop a system that automatically synthesizes indoorscenes re-

alistically populated by a variety of furniture objects (Figure 1.4). Given examples

of sensibly furnished indoor scenes, our system extracts, in advance, hierarchical and

spatial relationships for various furniture objects, encoding them into priors associated

with ergonomic factors, such as visibility and accessibility, which are assembled into a

cost function whose optimization yields realistic furniture arrangements. To deal with

the prohibitively large search space, the cost function is optimized by simulated anneal-

ing using a Metropolis-Hastings state search step. We demonstrate that our system can

synthesize multiple realistic furniture arrangements and, through a perceptual study,

investigate whether there is a significant difference in theperceived functionality of the

automatically synthesized results relative to furniture arrangements produced by human

designers.
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Figure 1.5: Outfit optimization with different input dress codes. Left:An input human

body with hair color, eye color, and skin color specified, plus a wardrobe of clothing

items. Right: Optimized outfits for dress codeCasualandBusiness.

DressUp: Outfit Synthesis Through Automatic Optimization (Yu et al., 2012) In

Chapter3, we develop an automatic optimization approach to outfit synthesis (Fig-

ure1.5). Given the hair color, eye color, and skin color of an input human body model,

plus a wardrobe of clothing items, our outfit synthesis system suggests a set of outfits

subject to a particular dress code. We introduce a probabilistic framework for modeling

and applying dress codes that exploits a Bayesian network trained on example images

of real-world outfits. Suitable outfits are then obtained by optimizing a cost function

that guides the selection of clothing items to maximize the color compatibility and dress

code suitability. We demonstrate our approach on the four most common dress codes:

Casual, Sportswear, Business-Casual, andBusiness. A perceptual study validated on

multiple resultant outfits demonstrates the efficacy of our framework.
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Figure 1.6: A living room before (left) and after clutterbrushing (right).

The Clutterbrush: Interactive Scene Modeling In Chapter4, we introduce the

Clutterbrush, an interactive tool for enhancing indoor scenes with small-scale details

(Figure1.6). When the user points to a location in the scene, the Clutterbrush suggests

detail items for that location. In order to present appropriate suggestions, the Clutter-

brush is trained on a dataset of images of real-world scenes,annotated with support

relations. Our experiments and user study demonstrate thatthe adaptive suggestions

presented by the Clutterbrush increase modeling speed and that clutterbrushing en-

hances the realism of indoor scenes.
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Figure 1.7: Horse (Sunlight). Top row: Captured input images. Middle row: En-

vironmental illumination captured in a mirror sphere. Notethe variance among the

input images under different illumination conditions. Bottom row: The left two im-

ages show the normal mapsn displayed asn · l with l = [−1/
√
3, 1/

√
3, 1/

√
3]T and

l = [1/
√
3, 1/

√
3, 1/

√
3]T , respectively. The third image shows the color-coded nor-

mal map. The fourth and the fifth images show two different views of the reconstructed

3D surface of the horse.

Outdoor Photometric Stereo (Yu et al., 2013b) In Chapter5, we introduce a frame-

work for outdoor photometric stereo utilizing natural environmental illumination (Fig-

ure1.7). Our framework extends beyond existing photometric stereo methods intended

for laboratory environments to encompass robust outdoor operation in the real world.

We motivate our framework, describe the components of its processing pipeline, and

assess its performance in synthetic experiments as well as in natural experiments in-

cluding objects in outdoor environments with complex real-world illuminations.
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Figure 1.8: Shading-based shape refinement deals with shape/reflectance ambiguities

and enhances surface normals computed from raw Kinect data.

Shading-Based Shape Refinement of RGB-D Images (Yu et al., 2013a) In Chap-

ter 6, we develop a shading-based shape refinement algorithm which uses a noisy,

incomplete depth map from the Kinect sensor to help resolve ambiguities in shape-

from-shading (Figure1.8). In our framework, the partial depth information is used to

overcome bas-relief ambiguity in normals estimation, as well as to assist in recovering

relative albedos, which are needed to reliably estimate thelighting environment and to

separate shading from albedo. This refinement of surface normals using a noisy depth

map leads to high-quality 3D surfaces. The effectiveness ofour algorithm is demon-

strated through several challenging real-world examples.

We will next discuss several fundamental issues common to the aforementioned projects.
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1.4 Data-Driven Optimization Approaches for Modeling

We are witnessing the rapidly increasing public availability of real-world data and user-

created content on the internet. The wide availability of real-world scene sensors has

made data acquisition much easier. In addition to high-quality digital cameras, which

have become commonplace over the last decade, in recent years low-cost depth cameras

(e.g., the Microsoft Kinect) have been growing in popularity. This has made publicly

available on the internet a tremendous quantity of RGB colorintensity and RGB/depth

(RGB-D) data. For example, there exist RGB datasets of nearly every common scene

and object type (Xiao et al., 2010; Deng et al., 2009) and RGB-D datasets of many

common indoor scenes (Silberman et al., 2012).

These trends have made data-driven modeling a potentially powerful approach, as we

will demonstrate in this thesis by devising several data-driven optimization methods for

modeling. These novel methods utilize data to assist with the modeling task. The data

can be of various types, depending on the problem setting andmay or may not be of the

same form as the final 3D models that are synthesized by our methods. In particular,

• in the Make-it-Homeproject, the data comprise examples of virtual 3D content

that have been manually created by users;

• in theDressUpproject, the data comprise many annotated fashion images;

• in theClutterbrushproject, the data comprise many real-world images annotated

with support relations;

• in theOutdoor Photometric Stereoproject, the data comprise RGB images of the

object-of-interest captured under different outdoor conditions;

• in theShading-Based Shape Refinementproject, the data comprise RGB-D im-

ages captured by a depth camera.
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Within our data-driven modeling framework, we identify andrepresent relevant inter-

relationships between different entities in the data. The learnt knowledge is usually

modeled statistically using a machine learning model, which can differ depending on

the problem. For example, in theDressUpproject, a Bayesian network is applied to

statistically represent the learnt probabilities of different clothing combinations in the

data. One can then utilize the learnt statistics to assist with the modeling process. In

theMake-it-Homeproject, the learnt statistics are used to guide an optimizer to auto-

matically synthesize new furniture arrangements. In theOutdoor Photometric Stereo

project, shading variation statistics are used to constrain the optimization of the surface

normals of the object of interest, thereby enabling a high-quality 3D surface reconstruc-

tion of the object.

1.4.1 Advantages

The major advantage of our data-driven approach is that the modeling process is ef-

fectively guided by exploiting inherent relationships present in the data that may be

difficult to represent explicitly a priori. For example, in theDressUpproject it seems

evident that there are inherent statistical relationshipsguiding how different clothing

items should be worn together, as observed in daily life (we generally do not dress

ourselves with clothes randomly selected from our wardrobes). However, it can be dif-

ficult to write down all the “dressing rules” and to determinethe probabilities of how

different clothing items should be worn together, given that there can be hundreds of

clothing items and a tremendous variety of possible combinations. By contrast, we can

efficiently bring to bear the inherent statistics of clothing combinations by capturing

the co-occurrence probabilities of clothing items in a Bayesian network.

Subsequent to the data learning stage, the process of creating 3D models can be formu-

lated as an optimization, wherein the learnt statistics serve as constraints guiding the

optimizer in its search for a solution, which is taken as the resulting 3D model. For
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example, in theDressUpproject, the learnt clothing statistics are used to guide anopti-

mizer to synthesize virtual character models which are realistically dressed. There are

advantages to formulating modeling as an optimization problem, including:

Explicit Control: Users can have explicit control over the modeling process, and

hence the expected optimization results, by adjusting the cost terms used in the opti-

mization. For example, in theMake-it-Homeproject, users can in principle include any

interior design / ergonomics factor to be applied in optimizing layouts, as long as it can

be formulated mathematically as a cost term. In theDressUpproject, users can control

the variety of the outfits synthesized by controlling the functional form of the style cost

term. This is an attractive and important feature of optimization-based model synthe-

sis, especially when the techniques are used in automatic mass production of virtual

content (e.g., a building containing hundreds of room layouts, or a crowd composed of

thousands of virtual characters).

Automation: Users can automate the entire modeling process. This results in a

tremendous saving of work and time because the tedious routine of modeling is instead

accomplished by the optimizer through automatic synthesis.

Guided Modeling: Users can semi-automate the modeling process while having close,

interactive control. For example, in theClutterbrushproject, an optimization-based

suggestive modeling interface facilitates indoor scene modeling. During the modeling

process, the suggestion engine instantly provides optimized object suggestions to assist

the user in quickly embellishing the scene in a realistic manner.

Multiple Design Exploration: Users can obtain multiple, realistic modeling results.

The optimizer in general stops once it reaches a local optimum, which it returns as a
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modeling result. As there can usually be multiple local optima with respect to the cost

terms, the optimizer can be run for multiple trials, where itgenerates a feasible result

in each trial. This way, multiple realistic modeling results can be obtained, which may

all be selected for the modeling task or serve as modeling inspirations for the user. For

example, in theMake-it-Homeproject, the optimizer is run multiple times to generate

different optimized layouts for a factory scene. These generated layouts can all be used

to populate rooms inside a factory.

1.4.2 Challenges

The data-driven optimization approach to modeling is a promising direction, yet it poses

various research challenges:

What data to use? The data to be used is specific to the modeling task. In some cases,

such as in theMake-it-Homeproject, the data (example room layouts) and the modeling

result (synthesized layouts) are of the same form. A top-down approach is usually

adopted in which the desired model type (e.g., house models or plant models?) is first

determined. Then we identify and generalize the common characteristics among the

instances of the desired model type. Finally, we seek or capture the data that contains

the necessary inherent relationships in order to synthesize the desired model type.

How to obtain the data? The data may be captured from the real world by data ac-

quisition devices; for example, theClutterbrushis trained using RGB-D data captured

by a depth camera in real-world indoor scenes. The data may also be completely syn-

thetic; for example, in theMake-it-Homeproject, the room layouts that serve as training

data are manually created by users. In many cases, the training data must be annotated

by humans when it involves features that are difficult to be accurately identified by au-

tomated classification techniques. For example, in theDressUpproject, human users
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helped to annotate the clothing items that are present in thefashion images. In such

scenarios, a recent trend is to leverage collaborative “personpower” over the internet to

perform the annotation; for example, the annotation services provided by the Amazon

Mechanical Turk. Nevertheless, this routine process can bea challenge to data-driven

approaches especially when the dataset is a large-scale one.

How to mitigate noise in the data? Another problem is that data captured in the real

world are often noisy and suffer from various problems due tothe limitations of the data

acquisition devices. For example, the RGB-D data captured by low-cost depth cameras

such as the Kinect are usually noisy and incomplete, or that data-capture can only be

performed indoors. Therefore, the quality of 3D models captured by the Kinect re-

mains far from satisfactory for immediate use. Various denoising techniques have been

researched to address this problem. Our work in this thesis on Shading-Based Shape

Refinementof RGB-D images can be regarded as a useful postprocessing technique,

inasmuch as it exploits shading information to improve the raw depth data acquired by

common depth cameras, so that a high-quality 3D model of the scene can be obtained

as the final output.

What relationships to learn from the data? This refers to identifying the useful

features to learn from the data, which are to be used for guiding the modeling task in

the subsequent stage. Note that the same data may be utilizeddifferently in different

scenarios, depending on the modeling objective, and that different types of features

may be extracted accordingly. For example, while both theClutterbrushproject and

theShading-Based Shape Refinementproject make use of RGB-D scene data from the

Kinect, support relations were used in the former while shading details were used in

the latter.
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How to represent the learnt relationships? The relationships learnt from the data

must be encoded in a machine learning model, which supports queries in the subse-

quent modeling (optimization) stage. For example, theDressUpproject makes use of a

Bayesian network to encode the co-occurrence probabilities of different clothing items.

Note that the choice of the learning model is largely determined by how the learnt rela-

tionships will be used in the modeling stage. For example, using a Bayesian network,

we can readily query various conditional and joint probabilities in the modeling stage,

thus providing flexibility in making arbitrary probabilistic queries in the modeling in-

terface and, hence, increasing convenience to the user.

How to optimize with respect to the learnt relationships? This refers to the choice

of optimizer. The optimization algorithm searches for a local optimum which will be

taken as the modeling result. First, one needs to encode the desired relationships from

the data as cost terms whose minimization should give a desirable modeling result.

Hence, the choice of cost terms directly affects the qualityof the result. For exam-

ple, one can use robust functions in formulating the cost terms in order to alleviate bad

effects due to noise in the data. Second, one must choose an optimization algorithm

to optimize the objective function comprising the cost terms. Many factors must be

considered in this choice, which usually depend on the complexity of the optimization

landscape posed by the cost terms. For example, for a simple quadratic cost function,

one may obtain an optimal solution by a simple least-squaresmethod. If the optimiza-

tion landscape is highly non-convex, however, one may need to resort to a stochastic

optimization method to obtain optimal solutions; for example, the Markov chain Monte

Carlo method. There are other practical challenges; for example,

• How should the optimization be initialized?

• Is the optimization result sensitive to the initialization?

• How to avoid bad local minima?
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• How long does the optimization take?

• When should the optimization stop?

For example, in cases where the optimization result is sensitive to the initialization, one

must determine how to obtain a good initialization from the input data. For interac-

tive applications, long computational times are impractical, and one must either adopt

a strategy to speed up the optimization (e.g., by parallel processing) or use simpler

functional forms for the cost terms that can be more efficiently optimized.

The following sections detail the use of data-driven optimization approaches for mod-

eling both from the computer graphics and computer vision perspectives and further

explain some of their attractive features.

1.4.3 The Computer Graphics Perspective

This section discusses the role of data-driven 3D modeling in the context of graphics.

This refers to the top-down modeling process: Given the common characteristics of

certain categories of 3D models, what tools can we devise to facilitate the modeling

process? Examples include the modeling of virtual buildings, furniture objects, and

human characters. There are two main streams of techniques in graphics modeling, (i)

interactive modeling techniques and (ii) automatic modeling techniques.

The first category, interactive modeling techniques, focuses on providing convenience

and semi-automation (e.g., providing useful suggestions)to assist the user in the mod-

eling process. For example, intelligent suggestions generated using Bayesian networks

may be provided to enable assembly-based modeling (Chaudhuri et al., 2011a) and an

interactive tool may be devised to assist interior modelingfollowing interior design

guidelines (Merrell et al., 2011a). These kinds of techniques are particularly desired in

subjective, artistic creation, as they can enhance the easeof modeling while still pro-
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viding artists the necessary freedom to control the creative process. Moreover, these

kinds of tools can greatly ease the difficulty faced by laymanmodelers by providing

useful initial modeling suggestions for them. The convenience they offer makes them

an attractive choice for integration in future modeling interfaces intended for general

users; e.g., the virtual character / interior layout modeling interfaces present in video

games such as “The Sims”.

Our work on outfit synthesis in theDressupproject partly falls into this first category.

Trained by clothing relationships gleaned from real-worldfashion images, our frame-

work can act as an interactive suggestion engine for character modeling. For exam-

ple, one can fix a clothing item (e.g., sport-shoes) and ask for outfit suggestions. As

the probabilistic inquiry and outfit synthesis process is almost instant, one can modify

modeling attributes (e.g., clothing color) and get useful suggestions on the fly. This is

highly practical; e.g., in the character modeling engine ofgaming applications, which

nowadays usually feature many user-created clothing items.

Our work in theClutterbrushproject is also aligned with the data-driven, interactive

modeling direction. Our approach is built on the novel idea of using real-world scene

data to assist with virtual world modeling. The Clutterbrush is an interactive scene

modeling tool that is trained on the support relations present in real-world scene data.

It encodes the learnt knowledge into a probabilistic framework such that when the mod-

eler models different parts of a virtual room, the Clutterbrush will quickly analyze the

virtual environment and provide instant, useful object suggestions that can be directly

chosen by the modeler. We will show in the usability tests that, using the Clutterbrush,

users can in general model an indoor scene much faster, whilethe resulting scene shows

richer scene details, which we refer to as clutter objects.

The second category, automatic modeling techniques, focuses on providing full-automation

in the modeling process; hence, they are suitable for generating multitudes of realistic

models in a timely-manner with minimal human intervention.Recently, there have
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been efforts on the automatic generation of realistic indoor environments; e.g., floor-

plans (Merrell et al., 2010) and furniture arrangement (Yu et al., 2011). The general ad-

vantage of automated techniques is the capability to quickly model a large-scale virtual

world, and those methods can potentially be incorporated ingaming/map-navigation

applications to generate realistic models on the fly.

Our Make-it-Homeproject on automatic furniture arrangement falls into thiscategory.

Useful relationships among furniture objects and the sceneare learnt from positive

examplar scenes, which are subsequently enforced in the model synthesis phase. The

approach can be used to generate a large number of different furniture layouts, which

are often needed in virtual world applications such as to populate the rooms in virtual

building in video games. This work is a breakthrough in the direction of automatic level

design.

In our DressUpproject, different realistic outfits under the same dressing style can

be automatically generated by a MCMC sampler, which can be used to clothe a large

number of virtual characters automatically in real-time, in order to synthesize crowd of

characters exhibiting realistic variety. This can greatlyenhance realism in video games

as well. For example, non-player characters (NPC) can be dynamically generated, each

exhibiting a different dressing style. This eliminates theartifactual repetitiousness re-

sulting from the commonly-used work-around of cloning and reusing clothing textures

on multiple virtual characters.

1.4.4 The Computer Vision Perspective

This section discusses the role of data-driven 3D modeling from the computer vision

perspective. This refers to the bottom-up modeling process: Given real-world data,

such as RGB and depth values, how can we reconstruct a realistic 3D model? This

has been an active research area for decades, and various methods have been proposed;
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Figure 1.9: A view of the virtual San Francisco in Google Earth.

e.g., shape from shading, photometric stereo, multi-view stereo, and structure-from-

motion. Each method is based on some assumptions, for example, Lambertian surface

reflectance, controlled lighting environment, uniform albedo, convex surfaces, etc., and

each method has its own limitation; for example, multi-viewstereo performs poorly

on textureless objects and the reconstructed point cloud isusually sparse, while shape-

from-shading uses only one image but generally suffers fromambiguity.

The main advantage of vision-based 3D modeling is that it canallow realistic 3D recon-

struction of real-world scenes and objects in a fast and faithful manner. For example,

the Google Earth project is an ambitious project to reconstruct a 3D model of the entire

world (Figure1.9shows a view of the virtual San Francisco in Google Earth). The scale

of the problem seems to be infeasible for an approach that would attempt to manually

create a realistic 3D model for every building. Hence, a vision-based approach—in par-

ticular, an extensive spectrum of stereo-based 3D reconstruction techniques—is more

promising than the graphics-based approach, since it is easier to acquire the vision data

needed (RGB images) than to model every building in the worldmanually.
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A major challenge with the vision-based 3D modeling approach is to deal with the

many different variations in surface properties among different objects in the real world.

As a result, specific approaches have been devised to tackle the modeling of specific

categories of objects, each based on different assumptions. For example, there are

vision-based approaches specifically tailored to the modeling of plants (Quan et al.,

2006), trees (Tan et al., 2007), hair (Chai et al., 2012), clothes (Wang et al., 2011a), etc..

However, the goal remains the same—given the input data, to realistically reconstruct

the object of interest in 3D.

Due to the different challenges and problems in the vision-based 3D modeling pipeline,

numerous opportunities arise for computer vision research. In particular, the growing

popularity of low-cost RGB-D (e.g., Kinect) and light-fieldcameras will make possible

a new wave of 3D reconstruction and indoor scene modeling approaches, which should

be accessible to general users, thereby making a significantimpact. In fact, there have

been active research efforts to reconstruct indoor scene using low-cost depth cameras

(Izadi et al., 2011).

The computer vision portion of this thesis focuses on easingthe 3D reconstruction

process and improving the quality of the reconstructed 3D surfaces. In particular, we

devise approaches to make 3D reconstruction more accessible to general users collect-

ing data under natural indoor/outdoor environment rather than in controlled, laboratory

environments.

In ourOutdoor Photometric Stereoproject, we demonstrate for the first time that high-

quality 3D reconstruction by photometric stereo can be performed outdoors with the

use of a mirror sphere; for example, by using natural sunlight over a day. The same

technique can also be applied under natural indoor illumination, hence relaxing the

conventional assumption of a darkroom setting during data-capture, thus making pho-

tometric stereo much more accessible to general users.
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In our work onShading-Based Shape Refinementof RGB-D images, we aim at repair-

ing the Kinect depth-map and refining the 3D shapes obtained.The Kinect provides

an economical solution to indoor scene reconstruction; however, the depth maps that

it captures usually suffer from a considerable amount of missing values, resulting in

breakages in the reconstructed 3D models. Various Kinect-based applications usually

fill in such holes by simple smoothing. In this project, in order to repair the depth-

map and refine the shape obtained, we make intensive use of illumination estimation

and shading cues present in the corresponding RGB image captured. The developed

technique promises to benefit a wide range of Kinect-based 3Dapplications.

1.5 Thesis Synopsis and Organization

To summarize the thesis at hand, in view of the large amount ofabstract relationships

inherent among 3D models and the growing amount of 3D model data that are freely

available (e.g., 3D models in Trimble 3D Warehouse, Kinect indoor scene dataset),

data-driven approaches show great promise for semantic labeling, relationship extrac-

tion, object search, and model synthesis. Our data-driven modeling approach gener-

ally comprises learning and synthesis phases. Abstract relationships are initially learnt

from real-world / human-provided training data, in order totrain a generative statisti-

cal model that supports inquiries in the subsequent optimization-based model synthesis

process. It is exciting to explore creative applications tothe modeling problem in vi-

sion and graphics, and vision and graphics techniques can ultimately be fused together

to reinforce the modeling process.

The remainder of the thesis is organized as follows: Aiming at demonstrating the data-

driven optimization approaches for modeling, we will present five projects in which

we devise novel, data-driven optimization approaches for model synthesis. These will

be discussed in the five chapters that follow—in Chapters2, 3, and4, we tackle three
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modeling problems from the computer graphics perspective,whereas in Chapters5 and

6, we tackle two modeling problems from the computer vision perspective. In each

chapter, we will begin with a problem statement and introduction, followed by a review

of related work relevant to the problem, a presentation of the technical details of our

novel data-driven optimization method suited to the modeling task at hand, followed

by experimental validations, discussion of results, and suggestions for future work.

Chapter7 concludes the thesis.
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CHAPTER 2

Virtual World Modeling: Make-it-Home

2.1 Introduction

Whereas in recent years numerous publications have appeared demonstrating the auto-

matic modeling of building exteriors and facades, the automatic generation of realistic

indoor configurations has not yet received the attention that it deserves. With the grow-

ing popularity of social virtual worlds and massively-multiplayer online games that

feature large quantities of realistic environmental content, automated procedural meth-

ods for synthesizing indoor environments are needed, as it would be too tedious and

impractical to model every indoor scene manually. Currently, such indoor modeling is

usually simplified or even ignored, which severely limits the realism of many virtual

environments.

A realistic indoor scene is typically populated by several different kinds of furniture

objects, but only a few of the many possible spatial arrangements of these objects are

functional and livable. For example, the front of a television or computer screen should

not be blocked, since it is supposed to be visible. Furthermore, most of the objects

in the scene should be accessible to human habitants. On the other hand, one object

is often placed on top of another object, such as a vase on a table, so there exists a

hierarchical relationship among the two objects if we regard the carrier object as the

parent and the supported object as its child.
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While the aesthetic and creative process of interior designwould best be done by pro-

fessional interior designers, our goal is to create software capable of automatically gen-

erating furniture arrangements for complex indoor scenes that are optimized to respect

important ergonomic factors. This technique would be useful in multiplayer online

games and other graphics applications requiring fully automatic interior design with a

high degree of realism. The system that we present achieves this goal in two stages.

First, our system extracts spatial relationships on the placement of furniture pieces from

user-supplied exemplars of furnished indoor scenes. This step is done only once, in

advance. The acquisition of examples and subsequent extraction of spatial relationship

should not be costly, given that many virtual worlds featureuser-created content and

collaborative design. A scene is then initialized with furniture pieces randomly placed

at arbitrary positions and orientations. Here, the furniture placement is almost always

unlivable, with objects that are wrongly-located (e.g., a bookshelf is placed at the center

of the room rather than against a wall) or wrongly-oriented (e.g., a television screen is

facing the wall), and furniture is usually blocking pathways between doors.

Given an arbitrary initial arrangement, such as the one shown in Figure1.4(left), opti-

mizing a furniture arrangement subject to human ergonomicsis not an easy task, since

the search space can be prohibitively large. To address thisissue, in the second stage,

the initial layout will be adjusted iteratively by minimizing a cost function that accounts

for factors, such as human-accessibility, visibility, pairwise object relationships, and so

forth, wherein the spatial relationships extracted from the exemplars are encoded as

prior cost terms. We demonstrate that the overall cost function can be optimized by

simulated annealing with a Metropolis-Hastings state-search step. From the random

initial arrangement in Figure1.4, the optimization produces the two synthesized exam-

ple scenes shown in the figure.

We furthermore perform a perceptual study that adopts a subjective forced-choice ap-

proach to investigate whether people have a preference based on perceived functionality
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between our synthesized results and arrangements producedby human designers.

2.2 Related Work

We will first discuss the scarce existing research on generating functional furniture

arrangements and then review other relevant work ranging from floor-plan generation

and interior design metrics to applications requiring (rapid) generation of livable indoor

scenes, such as virtual worlds and artificial life.

2.2.1 Furniture Arrangement

Previous systems that generate furniture arrangements (Kjlaas, 2000; Akazawa et al.,

2005; Germer and Schwarz, 2009; Larive et al., 2004; Sanchez et al., 2003) require

manual control or intervention, or do not adequately consider ergonomic factors, which

makes them susceptible to generating uninhabitable arrangements. Figure2.1 shows

an unsatisfactory arrangement where ergonomic factors areneglected in the interior

design.

To generate a furniture layout, (Kjlaas, 2000) represents a given room as a nested hi-

erarchy of rectangular templates, which are swapped by eight predetermined mutation

functions. Empty boxes are placed in front of doors and windows to represent free

space. However, the approach is limited to rectangular rooms, and each template plus

the set of corresponding parameters must be carefully designed.

Akazawa et al. (2005) use a semantic database to explicitly store furniture spatial rela-

tionships in order to synthesize new arrangements. Our furniture representation is sim-

ilar in its use of furniture object interrelationships withparent-child hierarchies where

each object is represented as a bounding box. Unlike our approach, however, their

inter-object contact constraints must be manually specified in the database.
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No human ergonomics With human ergonomics

Figure 2.1: Examples of furniture arrangement. Left: An unsatisfactory spatial ar-

rangement resulting from the neglect of human ergonomics considerations; note that

the furniture objects are packed together near the upper-left corner and are blocking

the door. Right: A satisfactory arrangement with realistically positioned furniture ob-

jects that are accessible, do not obstruct the door, and include a television that is readily

viewable from a well-positioned chair.

Germer and Schwarz (2009) take a similar approach, regarding each furniture object as

an agent seeking to attach itself to a parent object. Since the parent-child relationships

of each object must be manually defined, however, this task will become prohibitive

as the number of objects grows. Furthermore, as ergonomic factors such as good ac-

cessibility and visibility are disregarded, unrealistic and uninhabitable configurations

suffering undesired physical or visual blocking are unavoidable.

Recently, Yeh et al. (2012) described an approach that uses stochastic optimization

to generate open worlds. The approach is based on manually specified relationships

between objects. Fisher et al. (2012) describes a probabilistic approach to synthesize

3D object arrangements using a large dataset of virtual scenes modeled by human users.
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2.2.2 Floor Plan Generation

Relevant floor plans can be generated before planning the layout of furniture pieces.

Recently, Merrell et al. (2010) proposed a data-driven method to generate residential

building layouts. In their work, 120 examples of architectural programs are used to

train a Bayesian network that captures the relationships among different rooms. Given

certain user requirements as priors, the Bayesian network can then be used to generate

a floor plan, which is iteratively modified to incorporate desirable human factors. The

result is a synthesized floor plan for a residential building.

We also note the work of Chun and Lai (1997), which encapsulates architectural design

knowledge into an expert system. The system modules can be used to evaluate floor

plan and furniture arrangement according to government regulations and interior design

guidelines, providing suggestions for changes.

2.2.3 Relationship with Interior Design Practices

Although interior design involves creative solutions thatcan be fairly subjective, a set

of quantifiable design criteria has long been accepted in theindustry. Specifically, such

criteria determine whether the design is functional and suitable for human inhabitants.

Panero and Zelnick (1979) conducted a detailed study on human dimensions and er-

gonomics, by carefully defining metrics such as height, width, reachable-range, and

visibility, which are believed to be conducive to functional and comfortable designs.

For example, a television should maintain a certain distance from the normal viewing

area (e.g., a sofa) depending on the dimensions of its screen. Viewing from an oblique

angle should also be avoided for the sake of the viewer’s comfort. Note that (Ching

and Binggeli, 2005) describes these human factors as the “prime determinants”of in-

terior design, emphasizing that while average measurements should be used, flexibility

should be exercised to satisfy specific user needs. In optimization terms, such guide-
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lines can be interpreted as soft constraints. In (Mitton and Nystuen, 2007; Ching and

Binggeli, 2005), the importance of accessibility in furniture placement is noted, which

is a common consideration in decorating rooms with different purposes. Ching and

Binggeli (2005) illustrate how pathways connecting doors may affect humanmove-

ment and interior furnishing. In general, a pathway connecting doors should be a short

path that facilitates movement while leaving considerablefloor areas for furnishing.

The width of a pathway should depend on the habitant’s body width, with possible

amendments when designing homes for the physically-challenged to allow wheelchair

movement.

2.2.4 Related Applications

The realistic synthesis of spatial arrangements of objectscan tremendously facilitate

virtual world modeling. For example, (Shao and Terzopoulos, 2007) demonstrated a

large-scale virtual model of a train station populated by numerous autonomous pedes-

trians. The mobile human agents can perceive the environmental objects they encounter

and respond to them appropriately. An automatic means for properly placing various

different kinds of environmental content in the scene wouldbe useful in this context.

Collaborative design spaces have been used to assist objectmodeling (Talton et al.,

2009), and they are commonly used in constructing virtual worlds, such as Second-

Life and many massively-multiplayer online games. The firststage of our approach

entails the extraction of spatial and hierarchical relationships from positive furnished

examples, which is a more practical approach compared to themanual specification of

such relationships, especially for scenes where there are hundreds of different kinds of

objects.

There are numerous efforts in the modeling and synthesis of cities and building ex-

teriors. In (Chen et al., 2008; Müller et al., 2006; Parish and Müller, 2001; Vanegas
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Figure 2.2: Overview of the Make-it-Home system.

et al., 2012) a procedural modeling approach was used to realistically synthesize streets,

buildings, and cities, by which parameters such as height and age can be specified to

guide the synthesis. The result is a realistic city model populated with buildings. Other

efforts (Müller et al., 2007; Xiao et al., 2008; Bao et al., 2013a) also employ image-

based approaches to model facades. Such techniques can be adopted in Google Earth,

Bing Maps, and other applications that enable users to zoom into street views and nav-

igate the exteriors of texture-mapped buildings in 3D.

2.3 Overview of the Make-it-Home System

We have developed a software system that can extract important relationships from

examples of interior design, and then automatically rearrange furniture objects in a

scene to synthesize different new configurations. This is animportant aspect of virtual

world modeling of interior environments.

Figure2.2provides an overview of our approach, which is divided into two stages: (1)

the extraction of spatial, hierarchical, and pairwise relationships from positive exam-

ples and (2) the synthesis of novel furniture arrangements through optimization. The

following section describes the first stage and the subsequent one describes the second.
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Figure 2.3: Left: A television, its bounding box, and six surfaces; Right: A cande-

labrum on a table; the table is a first-tier object and the candelabrum is a second-tier

object.

2.4 Furniture Relationship Extraction

2.4.1 Object Representation

Optimizing furniture arrangement into a realistic and functional indoor configuration

involves considerable complexity, taking into account various interacting factors, such

as pairwise furniture relationships, spatial relationships with respect to the room, and

other human factors. An effective representation that captures the necessary spatial

relationships is needed.

Bounding surfaces: Similarly to (Germer and Schwarz, 2009; Kjlaas, 2000), each

object in the scene is represented by a set of bounding surfaces (it can be a simple

rectangular bounding box or a convex hull to deal with more complex spatial arrange-

33



ments). Figure2.3 shows an example object (television) represented by a bounding

box whose six surfaces are labeled 1 to 6. Apart from the top and bottom surfaces, we

search for the “back” surface of every object, which is the surface closest to any wall.

Other surfaces are labeled as “non-back” surfaces. The backsurface is used to define a

reference plane for assigning other attributes.

Center and orientation: Figure2.4(a) shows the key attributes of an object—center

and orientation, denoted by(pi, θi), wherepi denotes the(x, y) coordinates andθi is

the angle relative to the nearest wall (defined as the angle between the nearest wall and

the back surface). An optimized furniture arrangement{(pi, θi)} involving all objectsi

is one that minimizes our cost function defined in the next section.

Accessible space: For each surface of the object, we assign a corresponding accessi-

ble space (see Figure2.4(b)). We defineaik to be the center coordinates of accessible

spacek of objecti. The diagonal of the region is measured byadik, which is used to

measure how deep other objects can penetrate into the space during optimization. The

size of the accessible space is set from available examples or given as input related to

the size of a human body. If the space is very close to the wall in all the examples, the

corresponding surface need not be accessible; otherwise, we set it to be the dimension

of an average-sized adult if such a measurement is not given.

Viewing frustum: For some objects, such as the television and painting, the frontal

surface must be visible. We assign a viewing frustum to this particular surface. Given

an objecti, its viewing frustum is approximated by a series of rectangles with center

coordinatesvik, wherek is the rectangle index.vdik is the diagonal of the rectangle,

which is useful in defining the penetration cost akin to that for the accessible space.

Figure2.4(c) provides an example.
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Other attributes: Other attributes are involved in the optimization process.Refer-

ring again to Figure2.4(a), the distance frompi to its nearest wall is defined asdi;

the diagonal frompi to the corner of the bounding box is defined asbi (the current

implementation is a rectangle). We also record thez-positionzi of the object.

Note that to simplify the optimization process, the translation step considers the(x, y)-

space only. In other words, an object’sz-position is fixed as thez-position of the surface

of its first-tier parent. Nevertheless, thez-position can still change in the swapping

step, when a second-tier object changes its first-tier parent and is placed on a different

surface. Possible collisions in thez-dimension will still be considered when evaluating

accessibility and visibility costs. For example, an overlap between a chair and a bed

in the (x, y) space is penalized, while that between a wall clock and a bed is not, as

the former involves collision in thez-dimension but the latter does not. Thus, the chair

tends to move away from the bed in the(x, y) space, whereas the wall clock does not.

2.4.2 Learning Prior Relationships

Given the above object representation, the following furniture relationships are ex-

tracted automatically from positive input examples.

Spatial relationships: The key prior relationships are the distance of an object to

its nearest walld̄i and its relative orientation to the wall̄θi. They are respectively

estimated as the clustered means of input examples, where wecan assign one of the

clustered means as̄di andθ̄i respectively for objecti during optimization. The number

of clusters can be preset or estimated by (Grunwald, 2007).

Hierarchical relationships: Given two objectsA andB, objectA is defined as the

parent ofB (andB as the child ofA) if A is supportingB by a certain surface. Fig-
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(a) (b) (c)

Figure 2.4: An example objecti. (a) Lengthdi measures the distance of the object

centerpi to its nearest wall. Angleθi is the orientation of the object relative to the

nearest wall (or the tangent plane if the wall is nonplanar).Lengthbi gives the diagonal

of the bounding box. (b) The object has 4 accessible spaces centered atai1, ai2, ai3,

andai4 respectively. (c) A viewing frustum associated with the object is represented by

3 rectangles centered atvi1, vi2, vi3. Quantitiesadik andvdik denote the corresponding

diagonal lengths of the rectangles.
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ure 2.3 shows a candelabrum on top of a table. The table is hence the parent of the

candelabrum, and the candelabrum is the child of the table.

Suppose an example room populated by furniture objects is given. With the room itself

regarded as the root, all objects directly supported by the floor or the wall are defined

as “first-tier objects” (e.g. bed, table, clock on the wall).All objects supported by a

surface of a first-tier object (e.g., a vase on top of a cupboard) are defined as “second-tier

objects”. A room configuration is thus represented by a hierarchy of relationships. For

simplicity, our optimization considers only first-tiers and second-tiers, which should

cover most objects of interest.

Pairwise relationships: Certain objects, such as a television and a sofa or a dining

table and chairs, interact with each other in pairs subject to pairwise orientation and dis-

tance constraints. Each pairwise relationship can be set byclicking the corresponding

objects in the UI, after which the mean relative distance andangle are extracted from

the examples for use as pairwise constraints.

2.5 Furniture Arrangement Optimization

Given the spatial relationships extracted as described above, our goal is to integrate

this information into an optimization framework with a properly defined cost function

quantifying the quality of the furniture arrangement. Given an arbitrary room layout

populated by furniture objects, the synthesized arrangement should be useful for vir-

tual environment modeling in games and movies, interior design software, and other

applications.

The search space of our problem is highly complex as objects are interdependent in

the optimization process. The furniture positions and orientations depend on numerous
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factors, such as whether the object should be visible or accessible. It is very difficult

to have a global optimization scheme or a closed-form solution that yields a unique

optimum.

To tackle this problem, we resort to stochastic optimization methods, specifically, simu-

lated annealing (Kirkpatrick, 1984) with a Metropolis-Hastings state-search step (Metropo-

lis et al., 1953; Hastings, 1970) to search for a good approximation to the global opti-

mum. Note, however, that given a room, a set of furniture objects, and the prior spatial

and hierarchical relationships, numerous acceptably-good configurations will be possi-

ble. This is the rationale for finding a good approximation ina reasonably short time,

rather than searching exhaustively over the complex searchspace in order to find the

global optimum of the cost function. The evaluation of interior decoration results can

be subjective; hence, we will perform a perceptual study to validate the realism of our

synthesized results.

2.5.1 Simulated Annealing

Simulated annealing is a computational imitation of the (physical) annealing process,

which gradually lowers the temperature of a heat bath that controls the thermal dynam-

ics of a solid in order to bring it into a low-energy equilibrium state. Theoretically,

the algorithm is guaranteed to reach the global minimum at a logarithmic rate given

a sufficiently slow cooling schedule (Geman and Geman, 1984). Using such a slow

cooling schedule is impractical, however. Nevertheless, it has been widely used to find

quasioptimal configurations in circuit design, operations, and many scientific problems.

As in the work on floor-plan generation (Merrell et al., 2010), we found that simulated

annealing with the simple Metropolis criterion (Chib and Greenberg, 1995) is effective

in our problem of optimizing configurations in the space of possible furniture arrange-

ments. For additional details about the simulated annealing method, refer to (Schneider

and Kirkpatrick, 2006; Liu, 2008; Aarts and Korst, 1989).
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By analogy, the furniture objects in our application are regarded as the atoms of a

metal being annealed—they are initially “heated up” to allow flexible rearrangement,

and refine their configuration as the temperature gradually decreases to zero. At each

temperature, the Metropolis criterion is used to determinethe transition probability. It

employs a Boltzmann-like objective function

f(φ) = e−βC(φ), (2.1)

where the state of the systemφ = {(pi, θi)|i = 1, . . . , n} represents a furniture con-

figuration comprising the positionspi and orientationsθi of each of then furniture

objects,C is the cost (energy) function, which will be defined in Section 2.5.3, andβ

is inversely proportional to the temperature, increasing over the iterations as the system

anneals from a high temperature to a low temperature. At eachiteration, a new furniture

configurationφ′, or “move”, is proposed, and it is accepted with probability

α(φ′|φ) = min

[

f(φ′)

f(φ)
, 1

]

(2.2)

= min [exp(β(C(φ)− C(φ′)), 1] . (2.3)

Note that the Metropolis criterion can accept moves that increase the cost, which en-

ables the method to avoid becoming stuck at local minima.

Figure2.5 depicts an example furniture optimization process. We typically initialize

the furniture objects in random positions and orientations, a configuration that typically

has very high energy. The supplemental videos include animations of the optimization

process.

2.5.2 Proposed Moves

To explore the space of possible arrangements effectively,the proposed moveφ → φ′

involves both local adjustment, which modifies the current arrangement, and a global

reconfiguration step that swaps objects, thereby altering the arrangement significantly.
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Initialization 1000 iterations 5000 iterations 15000 iterations 25000 iterations

Figure 2.5: Furniture arrangement optimization from a random initial configuration

(left). As the optimization process proceeds, the furniture configuration is iteratively

updated until it achieves an optimized final arrangementφ∗ in 25,000 iterations (right).

Translation and Rotation: The basic move of the optimization modifies the position

of an object and its orientation. For the purposes of the furniture arrangement problem,

2D translation and rotation transformations suffice to configure objects into practica-

ble arrangements, since in most cases furniture objects stand upright on the floor due

to gravity. In addition, we found in practice that performing translation and rotation

separately gives a more stable optimization. In mathematical terms, an objecti or a

subset of objects is selected and updated with the move(pi, θi) → (pi + δp, θi) or

(pi, θi) → (pi, θi + δθ), whereδp ∼ [N (0, σ2
p) N (0, σ2

p)]
T andδθ ∼ N (0, σ2

θ), with

N (µ, σ2) = (2πσ2)−1/2e−(x−µ)2/2σ2

a normal (Gaussian) distribution of meanµ and

varianceσ2. The variancesσ2
p andσ2

θ , which determine the average magnitude of the

moves, are proportional to the temperature.

Swapping Objects: To enable a more rapid exploration of the arrangement space and

avoid becoming stuck in local minima, a move involving the swapping objects in the

existing arrangement may be proposed. Two objects of the same tier are selected at

random and their positions and orientations are interchanged: (pi, θi) ↔ (pj, θj) for

objectsi andj. Object swapping usually changes the cost significantly, thereby leading

to considerable rearrangement of the configuration.
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Figure 2.6: Left: A pathway connecting doors. Right: A pairwise constraint between

the television and the sofa.

Moving Pathway Control Points: Given two doors, multiple pathways are possible.

By moving the control points of the pathway, which is represented as a cubic Bezier

curve, the pathway can change its course to avoid colliding with furniture objects. As

shown in Figure2.6, the free space of a pathway is represented by a series of rectangles

along the curve. Thus, pathways can also be regarded as “furniture objects” whose

control points may be modified, and a move can be defined as the translation of a

pathway control point in a certain direction.

With the aforementioned moves, given a floor-plan and a fixed number of furniture

objects that define the solution space, the configuration of afurniture object(pi, θi) has

a positive probability to move to any other configuration(p′i, θ
′
i). Given the annealing

schedule, the solution space is explored more extensively with larger moves early in the

optimization, and the furniture configuration is more finelytuned with smaller moves

towards the end.
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(a) Initial random arrangement (b) Arrangement including all ergonomic terms (c) No accessibility term (wa = 0)

(d) No visibility term (wv = 0) (e) No pairwise distance term (wd
pair = 0) (f) No pairwise orientation term (wθ

pair = 0)

(g) No pathway term (wpath = 0) (h) No prior distance term (wd
pr = 0) (i) No prior orientation term (wθ

pr = 0)

Figure 2.7: The effect on the automatic arrangement (b) of the furniturein (a) resulting

from the omission of individual cost terms: Disregarding human ergonomics results in

unrealistic synthesized arrangements that that are not livable in several ways; e.g., (c)

the furniture objects are colliding, (d) a potted plant is blocking the television and the

armchair, (e) the work-chair is too far from the desk, (f) thearmchair is facing away

from the television, (g) the desk and work-chair are blocking the door, (h) furniture

objects are too far from the wall, (i) objects are randomly oriented.

42



2.5.3 Cost Function

The goal of the optimization process is to minimize a cost function that characterizes

realistic, functional furniture arrangements. Although it is often difficult to quantify

the “realism” or “functionality” of a furniture arrangement, the following basic criteria

should not be violated.

Accessibility: A furniture object must be accessible in order to be functional (Mitton

and Nystuen, 2007; Ching and Binggeli, 2005). In Section2.4.1, we defined for every

face of an object an accessible space determined from prior examples and the dimen-

sions of the human body (see Figure2.4). To favor accessibility, the cost increases

whenever any object moves into the accessible space of another object. Suppose object

i overlaps with the accessible spacek of objectj, the accessibility cost is defined as

Ca(φ) =
∑

i

∑

j

∑

k

max

[

0, 1− ‖pi − ajk‖
bi + adjk

]

. (2.4)

Note that we simplify the move by dropping the optimization of orientationθi, only

measuring the relative distance. Our experiments revealedthat this simplification suf-

fices to ensure accessibility and more easily prompts the overlapping object to move

away.

Visibility: Some objects, such as a television or a painting, impose strict requirements

on the visibility of their frontal surfaces, since their fundamental functionality is com-

promised if their fronts are blocked by another object. For every such object that must

be visible, we associate with it a viewing frustum (see Figure2.4). Similar to the acces-

sibility constraint, whenever another object moves into some object’s viewing frustum,

the cost increases in order to discourage the move. As discussed in Section2.4.1, for

an objectj with a viewing frustum we approximate the frustum by a seriesof rectan-

gles whose center coordinates are defined asvjk. If object i overlaps with the visibility

43



approximation rectanglek of objectj, the visibility cost is defined as

Cv(φ) =
∑

i

∑

j

∑

k

max

[

0, 1− ‖pi − vjk‖
bi + vdjk

]

. (2.5)

Note that it is similar to the accessibility costCa, where the accessible space of object

j is replaced by the viewing frustum.

Pathway Connecting Doors: Another important criterion involves pathways between

doors (Ching and Binggeli, 2005). The placement of furniture objects such that they

block doors should obviously be inhibited. However, a room configuration with cir-

cuitous and narrow pathways should also be avoided. To strike a balance, we assume

that a pathway in a typical living environment should be smooth, and we define its lo-

cus by a cubic Bezier curve, where the free space of the pathway is approximated by

a series of rectangular objects, as shown in Figure2.6. Thus, the movement of furni-

ture objects into the rectangles is penalized. Apart from moving furniture objects, the

pathway itself can be adjusted by translating the control points of the Bezier curve. Be-

cause a pathway should be free of obstacles and thus visible,the pathway costCpath can

be defined similarly asCv defined in Eq. (2.5), and applied to the series of rectangles

along the pathway.

Prior: The prior cost controls the similarity between the new configuration and con-

figurations seen in the examples. According to Section2.4.2, we extract for each fur-

niture object its prior distance and orientation to the nearest wall(d̄i, θ̄i). Alternatively,

for any new furniture object that is absent from the positiveexamples, the user can

manually assign the prior. Given a new room layout, the current furniture arrangement

will be compared with the prior by

Cd
pr(φ) =

∑

i

||di − d̄i|| (2.6)

Cθ
pr(φ) =

∑

i

||θi − θ̄i||, (2.7)
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wheredi and θi can be computed from the currentpi; i.e., finding the distance and

relative angle to the nearest wall.

Pairwise Constraint: The pairwise constraint is applied between two furniture ob-

jects with a specific pairwise relationship; e.g., the television should be facing the sofa

as shown in Figure2.6, and a bedside table should be close to a bed. It thus encodes

the natural affinity of certain furniture objects in the optimized result. We define the

pairwise constraintCd
pair(φ) andCθ

pair(φ) by simply replacing the distance and orientation

to the wall in the prior cost as defined by Eqs. (2.6) and (2.7), with the desired distance

and orientation between the pair of objects.

Given the above costs, we define the overall cost function as

C(φ) = waCa(φ) + wvCv(φ) + wpathCpath(φ)

+wd
prC

d
pr(φ) + wθ

prC
θ
pr(φ)

+wd
pairC

d
pair(φ) + wθ

pairC
θ
pair(φ). (2.8)

Thew coefficients determine the relative weighting between the cost terms; in practice,

we setwa = 0.1, wv = 0.01, wpath = 0.1, wd
pr = wd

pair = [1.0, 5.0], andwθ
pr = wθ

pair = 10.0.

The effect of omitting individual terms is depicted in Figure 2.7.

The optimization formulation can be readily extended to second-tier objects—optimization

is performed to move second-tier objects on the supporting surfaces provided by their

first-tier counterparts in the same way that furniture objects move over the floor space of

a room, which is regarded as the root in the hierarchy. However, second-tier objects will

attach to their first-tier parents if they are not already attached when the optimization

begins.
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Number of Number of Total Time

Objects Iterations (sec)

Living Room 20 20000 22

Bedroom 24 20000 48

Restaurant 54 25000 219

Resort 30 42000 126

Factory 51 42000 262

Flower Shop 64 22000 376

Gallery 35 18000 88

Table 2.1: Computation times are measured on a 3.33GHz Intel Xeon PC. Spatial and

hierarchical relationships are extracted automatically from positive examples.

2.6 Results

Figure 2.8 shows typical input exemplars that serve in extracting furniture relation-

ships. For each scene, we build five exemplars which cover themost common types

of furniture objects. The furniture objects used in the input exemplars for relationship

extraction may differ in appearance from those used in the synthesis, although they are

of the same type.

To demonstrate the efficacy of our optimization approach, wetested it on seven different

scenes, theLiving RoomandBedroomexamples shown in earlier figures, plus the five

additional scenes,Factory, Flower Shop, Gallery, Resort, andRestaurant, shown in

Figure2.9. Table2.1 tabulates the computational complexity, running time, andthe

number of iterations in each scene. Note that the respectivepositions and orientations of

the windows, doors, and ceiling fans are fixed and not updatedduring the optimization

unless otherwise stated.

For each scene, we synthesized three different furniture arrangements; the same view
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Living Room Bedroom Factory Flower Shop Gallery Resort Restaurant

Figure 2.8: Typical input examples for different scenes.

Synthesis 1 Synthesis 2 Synthesis 3

Figure 2.9: Selected views of our synthesized results. Top to bottom: Factory, Flower

Shop, Gallery, Resort, Restaurant.
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of each synthesized arrangement is shown in Figure2.9for comparison. Two additional

views of each synthesized arrangement are included in the perceptual study, which will

be detailed in the next section.

TheFactoryscene in the figure shows the efficacy of the pairwise constraint. By modi-

fying the weights of the pairwise distance and orientation terms, different groupings of

work desks and chairs are obtained. The accessibility and visibility constraints acting

together prevent the door and poster from being blocked. TheFlower Shopprovides

a striking example of the effect of the pathways constraint,which maintains a clear

path between the doors despite the dense coverage of the remainder of the room by

flowers. For this scene, we change the position of the main door in each synthesis to

illustrate different path generation solutions. The accessibility constraint also prevents

the cashier from being blocked. We modeled theGallery scene based on an image of

the Yale University Art Gallery. The scene consists of a non-rectangular room sup-

ported by numerous pillars. Our synthesis result suggests anew interior arrangement

for the gallery, where optimizing visibility and accessibility helps avoid obstruction of

the pictures and information counter. TheResortprovides another example of a non-

rectangular room. Using pairwise constraints between the easel and the stool, our sys-

tem automatically generated a area dedicated to painting. We choose a different mean

position for the sofa in Synthesis 2 so that the optimized location is farther from the

wall. TheRestaurantexample illustrates the significance of the pairwise relationship

on both first-tier and second-tier objects. With the use of a concentric spatial relation-

ship between the chairs and table extracted from the exemplars, different numbers of

chairs are correctly oriented and evenly distributed around their respective tables and

each dish-set is near and properly oriented to its corresponding chair.
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2.7 Perceptual Study

We performed a perceptual study to evaluate the realism and functionality of the furni-

ture arrangements synthesized by our interior design system. Our null hypothesisH0

was that users perceive no significant differences in the functionality of the synthesized

arrangements relative to those produced by a human designergiven the same rooms and

sets of furniture objects. The alternative hypothesisH1 was that users did perceive sig-

nificant differences. Our experiment was conducted using a subjective, two-alternative,

forced-choice preference approach patterned after the onereported in (Jimenez et al.,

2009).

2.7.1 Participants

25 volunteer participants were recruited who were unaware of the purpose of the per-

ceptual study. This number of participants was comparable with similar studies in

which 16 users were recruited (Jagnow et al., 2008; Jimenez et al., 2009). The par-

ticipants included 18 males and 7 females whose ages ranged from 20 to 60. All the

subjects reported normal or corrected-to-normal vision with no color-blindness and re-

ported that they are familiar with the indoor scenes to be tested in the study. 14 subjects

reported that they did not have any expertise in interior design.

2.7.2 Data

The synthesis results shown in Figure2.9 were compared against furniture arrange-

ments designed by humans. To assess the significance of priors and pairwise con-

straints, we produced two additional synthesis results by respectively settingwd
pr =

wd
pair = 0 andwθ

pr = wθ
pair = 0. Figure2.10shows selected views of the two additional

synthesized examples of the five scenes. Note that the positions of objects mounted on

the walls, such as paintings and posters, are fixed in the examples.
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Figure 2.10: Synthesis results obtained without enforcing a selected constraint. Left:

No distance constraint; e.g., in the Living Room, the couch is not placed against the

wall and, in the Factory, some work-chairs are placed far from their respective work

desks. Right: No orientation constraint; e.g., in the Living Room the television is

oriented at an awkward angle against the wall and, in the Factory, some work-chairs

are oriented arbitrarily.
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Figure 2.11: A screenshot used in our perceptual study. Each participantwas shown

70 pairs comprising a synthesized arrangement and an arrangement created by a hu-

man designer given the same room and set of furniture objects. Left: Overhead and 2

different views of a synthesized furniture arrangement. Right: Corresponding views of

a human-designed furniture arrangement.

2.7.3 Procedure

The study was conducted in a manner similar to the traditional practice adopted in

industry, where interior decorators present their design alternatives to customers and

request their preference. It involved static 2D image viewing rather than 3D scene

navigation so as to eliminate differences due to varying degrees of skill among the

participants in using navigation software. The viewing of video was avoided because,

as our preliminary experiments showed, repeated video viewing easily causes fatigue.

Figure2.11shows a screenshot used in our perceptual study for pairwisecomparison.

The left and right color plates respectively show three views of a furniture arrange-

ment, one synthesized by our system and the other created by ahuman designer. Each

participant viewed a total of 70 trials (5 paired comparisons× 7 scenarios× 2 trials).

Participants were encouraged to ask any questions prior to the study. After completing a

consent form and questionnaire, they were given a sheet indicating the task description:
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“This test is about selecting a color plate from a pair of color plates, and

there are 70 pairs in total. Each plate shows three views of a furniture

arrangement. You will be shown the plates side-by-side witha grey image

displayed between each evaluation.

Your task in each evaluation is to select the arrangement in which you

would prefer to live, stay, work, visit, etc., depending on the primary func-

tion of the room, by clicking on the color plate. You can view the test pair

for an unlimited amount of time, but we suggest that you spendaround 15

seconds on each set before making your selection.”

The color plates were presented to each participant in a different random order. Coun-

terbalancing was used to avoid any order bias—each paired comparison was assessed

twice by each participant, where in half of the trials the synthesized arrangement is

displayed as the left plate and as the right plate in the otherhalf.

2.7.4 Outcome and Analysis

The primary goal of the experiment was to validate the quality of the furniture arrange-

ments synthesized by our system relative to that of arrangements designed by humans.

If human-designed arrangements are not clear winners over the synthetic ones, then our

system may be considered successful.

The collected preference outcomes were analyzed to determine if any statistically sig-

nificant trend exists. To this end, we first adopted the Chi-square nonparametric analysis

technique. A one-sample Chi-square includes only one dimension, such as is the case

in our perceptual study. The obtained (AE /A1,AE /A2,AE /A3,AE/A4,AE/A5) frequen-

cies were compared to an expected 25/25 (50 for each comparison) result to ascertain

whether this difference is significant. The Chi-square values were computed and then

tested for significance. Table2.2tabulates the survey results. Overall, they indicate that
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the furniture arrangements created by humans arenotclearly preferred over the arrange-

mentsA1, A2, andA3, when all the cost terms participate in the optimization that syn-

thesizes the furniture arrangements. For theAE /A1,AE /A2 andAE /A3 pairs, among the

21 synthesized arrangements, only 3 showed a significant difference (p < 0.05) inas-

much as most of the participants were able to identify the human-designed arrangement

in these cases.

Second, we adopted a Bayesian analysis (Gallistel, 2009; Rouder et al., 2009) to deter-

mine whether the number of participants who selected the synthesized layout was what

would be expected by chance, or if there was a preference pattern. For each scene,

we assumed that the participant had a probabilityP of picking the human-designed ar-

rangement, and that the results of different trials of the same scene were independent of

each other. Based on these assumptions, we used a binomial distribution to model the

results, where the only parameter wasP . ThenH0 hasP = 0.5 andH1 hasP = [0, 1].

We computed the oddsO onH0 overH1. According to (Rouder et al., 2009), O > 3

shows evidence favoringH0 whereasO < 1/3 shows evidence favoringH1, while

other odds values are inconclusive.

Table2.3tabulates the odds computed. For theAE /A1,AE /A2, andAE /A3 pairs among

the 21 synthesis results, 10 favorH0 indicating the lack of a significant perceived dif-

ference between the furniture arrangements synthesized byour system and the human-

designed arrangements, 6 favorH1 indicating a significant difference, and 5 are incon-

clusive.

Orientation vs distance: Most users chose the human-designed arrangement when

the distance or orientation constraint was inhibited, and it was easier for users to de-

tect the difference when we inhibited the orientation term than when we inhibited the

distance term. Omitting orientation constraints yields bad results in practice, which

suggests that a greater weight can be applied in penalizing orientation deviation during
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AE/A1 AE/A2 AE/A3 AE/A4 AE/A5

Scene χ2-valuep-valueχ2-valuep-valueχ2-valuep-valueχ2-valuep-valueχ2-valuep-value

Living Room 1.210 0.271 0.010 0.920 0.010 0.920 5.290 0.021 10.89 0.001

Bedroom 0.810 0.368 7.290 0.007 0.010 0.920 4.410 0.036 20.09 0.000

Factory 0.490 0.484 1.690 0.194 0.810 0.368 13.69 0.000 20.25 0.000

Flower Shop 0.090 0.764 9.610 0.002 6.250 0.012 0.090 0.764 10.89 0.001

Gallery 0.250 0.617 3.610 0.057 0.090 0.764 1.690 0.194 3.610 0.057

Resort 0.010 0.920 2.890 0.089 0.090 0.764 9.610 0.002 12.25 0.000

Restaurant 3.610 0.057 0.250 0.617 1.690 0.194 8.410 0.004 2.890 0.089

Table 2.2: Chi-square analysis (degrees of freedom = 1, level of significance = 0.05).

AE , A1, A2, A3 are, respectively, the example arrangement and synthesis results 1,

2, and 3 in Figure2.8 and Figure2.9. A4 andA5 are the respective synthesis results

without distance and orientation considerations. Values shown in boldface indicate

significant differences.

optimization.

2.8 Summary, Discussion, and Future Work

In this chapter, we introduced a framework for the automaticsynthesis of furniture lay-

outs, avoiding manual or semi-automated interior design approaches that are impracti-

cal in graphics applications requiring full automation. Webelieve that our work is the

first to consider in a comprehensive manner human factors, among them accessibility,

visibility, pathway constraints, and so forth. We have demonstrated the effectiveness of

our automated interior design approach in generating arrangements for various scenar-

ios, and our results have been deemed by human observers to beperceptually valid in

functionality compared to arrangements generated by humandesigners.

Although our framework espouses optimization as a means of synthesizing realistic

furniture arrangements, it provides users the flexibility to control furniture placement
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AE/A1 AE/A2 AE/A3 AE/A4 AE/A5

Scene odds odds odds odds odds

Living Room (1.377) 5.506 5.506 0.016 0.000

Bedroom (2.135) 0.002 5.506 0.042 0.000

Factory 3.050 (0.818) (2.135) 0.000 0.000

Flower Shop 4.894 0.000 0.005 4.894 0.000

Gallery 4.020 0.102 4.894 (0.818) 0.102

Resort 5.506 0.223 4.894 0.000 0.000

Restaurant 0.102 4.020 (0.818) 0.000 0.223

Table 2.3: Odds on the null hypothesisH0 over the alternative hypothesisH1. Val-

ues shown in boldface favorH0, indicating no significant difference; values shown in

parentheses are inconclusive; other values favorH1.

that respects furniture functionality and interior designaesthetics. For instance, the

pairwise constraint promotes the even distribution of chairs around a circular table in

theRestaurantexample, which is a typical case of radial balance or symmetry (Ching

and Binggeli, 2005; Malnar and Vodvarka, 1992). Our framework also demonstrates

its effectiveness in a “tight fit” scenario, where many functional groupings of furniture

(e.g., work desks and chairs) are possible as in theFactory example, as well as in

a “loose fit” scenario, where the placement is more flexible and furniture types are

more diverse, as in theResortexample. The framework is also flexible enough to

cater to specific needs related to human factors, which may bereadily encoded into

the accessibility and pathway terms in order to generate livable furniture arrangements.

Note that we make the implicit assumption that the perimeterof a room is long enough

to accommodate all the furniture objects that ought to be placed against walls. Violating

this assumption may lead to local suboptima or failure cases, where in the resulting

layout some furniture objects that should be positioned against walls may be placed at

a distance from the nearest wall that is already occupied by another object.
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Given our automatic tool for synthesizing furniture arrangements plus existing methods

for synthesizing floor-plans, buildings, and cities, we canpotentially create and model

virtual worlds much faster and with much less human effort. The resulting interior

enrichment would enhance the level-of-detail and, therefore, the realism of large-scale

buildings in virtual worlds, which are becoming increasingly ubiquitous in motion pic-

tures and interactive games.

The future extension of our framework will focus on functional issues, including con-

sideration of interior lighting design and the acoustic qualities of a synthesized furniture

configuration, as well as on subjective, aesthetic issues, among them the selection of

furniture styles and colors consistent with design concepts such as balance, harmony,

and emphasis (Ching and Binggeli, 2005; Malnar and Vodvarka, 1992). Furthermore,

pairwise relationships between objects in exemplars should be analyzed in a more so-

phisticated manner from the perspective of unsupervised machine learning.

Future work can also investigate how sophisticated human factors, such as pathways

and the interaction of humans with their environment, can betaken into account in the

automatic generation of interior layouts. Other sophisticated factors, such as lighting

and aesthetics, can also be considered in the layout optimization process. This will

not only lead to higher realism of the generated layouts, butmay also help in creating

smart homes where the generated layouts may be employed by robots to automatically

arrange the given rooms into pleasant configurations.

56



CHAPTER 3

Virtual Character Modeling: DressUp

3.1 Introduction

As you awaken each day, there is a simple question that you mayneed to answer: How

should I dress today? Your wardrobe contains various kinds of clothes, such as dress

shirts, dress pants, jeans, sweaters, suits, and differenttypes of shoes. What combi-

nation of clothing will have you most appropriately dressedfor the day’s activities,

thereby making you most visually appealing? Perhaps you would like multiple sugges-

tions that best coordinate with the new tie that you receivedfrom your daughter as a

birthday gift. The outfit selection problem also occurs in computer graphics modeling,

especially in movie and game production: How should one appropriately dress a large

number of human characters with an eye to functionality while avoiding visual awk-

wardness and repetitiveness? The manual specification of clothing is obviously tedious

and it may be prohibitive on a large scale.

We demonstrate that the task at hand, of selecting appropriate subsets of clothing items

from a wardrobe, can be addressed formally as a combinatorial optimization problem.

Figure1.5 shows an overview of our approach. A suitable outfit requiresjointly com-

bining a variety of clothing items to satisfy functional andcertain visual criteria. We

do not generally wear a pair of sandals with dress pants to theoffice, nor do we wear a

red dress shirt with a green suit for a business meeting. In addition, to put a wardrobe

into full use, we would like to explore as many good solutionsas possible, so that we
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can exhibit sartorial variety. A similar, but much larger-scale problem comes up with

regard to online boutique websites, where shoppers can select among many clothing

items. Usually it is not difficult for a shopper to locate a desired clothing item; the non-

trivial question is how this clothing item should be matchedin terms of style and color

with other clothing items from the same or different shops orfrom one’s wardrobe at

home.

There is no single universal rule that satisfies both the relevant functionalandvisual

criteria. People generally categorize outfits intodress codes, which represent different

functionalities. These can range from strictly regulated ones such asWhite Tie, suitable

for formal events, to relatively unrestricted ones such asCasual, suitable for many ev-

eryday activities. Without restriction, one can define a particular clothing requirement

for an event and consider it a dress code. Different religions, societies, and cultural

practices adhere to different dress codes; for example, in some formal occasions, Scot-

tish men wear a kilt, a form of dress not commonly worn by men elsewhere. The visual

criteria involve numerous factors, from human body attributes such as skin color, eye

color, hair color, and body shape, which are model-specific,to aspects of the clothing

items such as the clothing color, cutting, style, and fabrictexture. The rules vary across

national and cultural boundaries and historic timelines. Even when one has satisfied

all the applicable rules, whether one is dressed in a visually pleasing manner is still a

rather subjective question.

In tackling the clothes matching problem, we enforce functional and visual criteria

through the two most important factors—dress codeandcolor. While color is an ob-

vious visual factor (Jackson, 1987; Zyla, 2010; Nicholson, 2003), to a certain extent it

is also related to functionality, which in turn depends on culture. For example, people

in China usually dress in red for festivals and in white for funerals. On the other hand,

the dress code is a broader guideline that pertains more to the combination of clothing

items. Some dress codes also have strict requirement for thecolors of particular items,
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but how different colors coordinate is not their main concern.

Given a specific dress code favoring various combinations ofclothing items and a hu-

man body, our outfit synthesis framework optimizes the colorcompatibility between

the human body and the suggested items in order to realize both the functional and

visual criteria. We employ four of the most common dress codes Sportswear, Casual,

Business-Casual, andBusiness, which cover the main functionalities of daily life in

much of the world. These dress codes are encoded in our systemwithin a probabilistic

framework, via a Bayesian network. The Bayesian network is trained on real image data

and it associates any particular clothing item combinationwith an observed probability

distribution under any specific dress code. Additional dress codes and other matching

criteria can be trained and included in the same manner. As iscommon practice in the

fashion industry (Jackson and Lulow, 1984; Jackson, 1987; Henderson and Henshaw,

2008), our system classifies the color type of the human subject as‘warm’ or ‘cool’

based on his or her skin, hair, and eye colors. This is automatically accomplished by

a classifier that is pre-trained on a database of images of people. After assigning the

user color type, our system will suggest a preferable color palette for the subject and

this color palette will serve as a soft constraint during theoptimization, which auto-

matically searches for clothing items guided by the dress code while satisfying color

compatibility criteria subject to the suggested color palette.

In summary, outfit selection is a common everyday problem; however, the nature of

this problem is very broad and it involves a considerable amount of visual and social

factors that can be implicit and abstract. Our main contributions are as follows:

1. The introduction of a novel topic area to computer graphics and a first attempt to

tackle the automatic outfit synthesis problem through a data-driven approach.

2. The encoding of implicit, probabilistic clothing matching relationships on real-

world data through Bayesian Networks that support conditional queries and in-
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Figure 3.1: Our optimization framework. Inputs include body color attributes, an input

dress code, and a wardrobe of clothing items. The optimizer generates optimal sugges-

tions according to cost terms defined by the dress code, the suggested color palette, and

color compatibility. In response to a user’s change of style, color preference, or speci-

fication of particular clothing items, our system automatically synthesizes new outfits.

corporate a Support Vector Machine classifier of body color tone that applies

subjective evaluation criteria common in the fashion industry.

3. The formulation of outfit synthesis as an optimization problem that takes into

account the style and color compatibility of clothing combinations, and that is

flexible and easily extensible through the modification of the Bayesian networks

and cost terms of the formulation.

4. The application of our novel approach in different practical scenarios; e.g., as an

outfit advisor, as a suggestion engine in shopping/boutiquewebsites, or as part of

the character modeling engine for games/virtual world applications.

5. The validation of the efficacy of our approach through a gender-specific percep-

tual study.
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3.2 Related Work

We will begin by discussing related work on clothing and virtual character modeling in

computer graphics and then review other relevant work on fashion and color.

3.2.1 Clothing in Computer Graphics

Modeling, animating, and rendering visually realistic clothing has been an area of inter-

est in computer graphics for decades (Terzopoulos et al., 1987; Terzopoulos and Fleis-

cher, 1988; Provot, 1995; Baraff and Witkin, 1998) and it has received much attention

in recent years in movies and games especially for dressing large numbers of human

characters. Researchers have been putting significant effort into the realistic modeling

(Kaldor et al., 2008; Volino et al., 2009; Kavan et al., 2011; Wang et al., 2011b; Umetani

et al., 2011; Guan et al., 2012) and/or animation (Kaldor et al., 2010; de Aguiar et al.,

2010; Wang et al., 2010; Feng et al., 2010) of clothing, and their efforts have enabled

computer animated clothing to blend seamlessly with the clothing worn by real actors.

Tools are now available to help artists interactively design virtual garments, which is

adequate for highly-detailed, small scale production, e.g., for motion pictures. How-

ever, manual approaches become too tedious on a large scale,such as when there is

a need to clothe numerous virtual humans in a virtual city. While our work does not

concern the physically-realistic deformation of clothes meshes over virtual bodies, we

are not aware of any research on automatic outfit synthesis incomputer graphics; i.e.,

given a set of clothing items and a human body model, automatically suggest a clothing

combination for a general or particular scenario.

Tsujita et al. (2010) conducted a user survey that pointed out the difficulty thatpeo-

ple have in selecting suitable outfits from their wardrobe. They proposed the simple

heuristic of not repeating outfits on consecutive days, and installed a camera system
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in a user’s wardrobe that can acquire and upload pictures of clothes to the internet so

that the user can solicit outfit selection advice from friends. Our data-driven approach

captures clothing combination “advice” implicit in example fashion images, but we

automate the suggestion and synthesis process.

3.2.2 Human Modeling

Human characters are an important aspect of creating virtual worlds (McDonnell et al.,

2006; Dobbyn et al., 2006; McDonnell et al., 2008, 2009; O’Sullivan, 2009). While

realistic human animation and rendering can be critical (Tecchia et al., 2002), variety

in human appearance is equally important when considering alarge group of people.

Ulicny et al. (2004) describe a system that enables the interactive creation ofvirtual hu-

mans with variety. The importance of appearance variation in realistic human percep-

tion is nicely summarized with an extensive perceptual study in the work of O’Sullivan

et al. (2008; 2009; 2009).

For the most part, existing human modeling software requires substantial manual in-

tervention. However, researchers have proposed approaches to mass-produce various

characters by automatically modifying the texture, color,and geometry of different

body parts in order to create crowds that exhibit some natural variation (McDonnell

et al., 2006; Dobbyn et al., 2006; Thalmann et al., 2007). However, the goal of prior

approaches is to enhance the realism of the crowd as a whole, rather than specific con-

cern as to whether any individual in the crowd is dressed properly or in a visually

pleasing manner. The lack of a fast, highly automated approach to this problem limits

variation in the style of human characters, leading, in particular, to repetitive sartorial

patterns that greatly reduce realism.
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Casual Sportswear Business-Casual Business

Figure 3.2: Example images of dress codes from Google Images.

3.2.3 Color in Clothing

Recently, techniques for combining colors in a scene to makeit look, say, “harmo-

nious” or “peaceful” have been gaining interest (Cohen-Or et al., 2006; O’Donovan

et al., 2011). Color coordination is a core consideration in clothes matching (Zyla,

2010; Gilchrist, 2011; Nicholson, 2003). Fashion and make-up professionals usually

regard color coordination as person-specific, mostly dependent on the person’s intrin-

sic color tones, in particular, the skin, eye, and hair colors (Jackson, 1987). A basic

approach is to first classify individuals as suited to a ‘warm’ or ‘cool’ color palette,

from which they should choose the colors for their clothes. As there is no definitive

classification rule, subjective evaluation is usually performed, and a common test is to

have observers evaluate whether the individual looks best wearing gold or silver acces-

sories, respectively (Jackson, 1987). There are other variations of classification which

are more subtle and abstract—e.g., in accordance with the season (Jackson and Lulow,

1984), or according to “light/deep/clear/soft” (Henderson and Henshaw, 2008). How-

ever, the basic principle is still the same—suggesting a color palette for clothing items

based on the classification result.
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3.2.4 Dress Codes

A dress code is a set of rules governing what garments may be worn together and in

what setting. Such rules are commonly agreed upon among people, usually depen-

dent on events and occasions. Common dress codes nowadays includeSportswear,

Casual, Business-Casual, Business, andFormal. Figure3.2shows typical example im-

ages. Some of the aforementioned dress codes also constrainthe color of the items; for

example,Businessclothing tends to be darker, while there is not much restriction in

Casualor Sportswear. Pattern, fabric weight, and texture are also relevant to the dress

code (Gilchrist, 2011).

The dress code is important in governing the functionality of the clothing (Schoeffler

and Gale, 1973; Fischer-Mirkin, 1995; Flusser, 2002; Sondag, 2011; Gilchrist, 2011).

However, the main objective of a dress code is to convey a message through the combi-

nation of various clothing items. For example, dressing without a tie for a job interview

will convey a less formal and more relaxed impression, whiledonning a suit, dress

shirt, and tie to the beach will create an unusual scene. Without a strict definition, the

perception of some dress codes can be ambiguous and personal; e.g., someBusiness

Casualoutfits may be regarded asBusinessor Casual.

3.3 Data-driven Approaches

Figure3.1shows an overview of our optimization approach for automatic outfit sugges-

tion. The inputs comprise a human body model, a specific dresscode, and a predefined

wardrobe. The output is one or more optimized outfit suggestions. Before present-

ing the technical details of our optimization framework anddeveloping the objective

function in the next section, let us consider the information required to define our cost

functions.
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Example node Example state

Dress Code Casual, Sportswear, Business-Casual, Business

Chest 1 t-shirt, dress shirt, sleeveless

Chest 2 tank, sweater, vest, long t-shirt

Chest 3 suit jacket, jacket, hoodie, open sweater

Hip jeans, shorts, dress pants

Foot slippers, dress shoes, boots

Neck necklace, scarf, tie, bow tie

Figure 3.3: Representing distributions of clothing items combinations with a Bayesian

network. Top: A table showing the major example nodes with some of their states.

Bottom: A part of an example Bayesian network for men, trained using labeled fashion

images. Refer to our supplementary materials for the complete graphs of the Bayesian

networks. Note that each node, except for the dress code node, has a state ‘none’.
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There are two preprocessing steps before the optimization process—encoding the cloth-

ing relationship and classifying the color tone of the subject body. We must quantify

the relationships among different clothing items so that wecan define compatible costs

among them; for example, what should or should not be worn based on the selected

dress code and some already selected clothing items. As we have discussed, the dress

code involves various factors and can change from time to time. For example, a dress

shirt usually goes with dress shoes if dress pants are worn, but there could be more

flexibility if jeans are worn.

An expedient way to generate outfit variety is to randomly select among predefined

rules to combine clothing items. However, the question of how to define the rules,

which is critical to synthesis quality, is susceptible to subjective bias. It is difficult to

consider all possible combinations, and the rules quickly become intractable to maintain

as the types of clothing items grow. Restricting to a small subset of possible outfits may

avoid awkward synthesis, but it will result in limited variety and common artifacts such

as “repeated” characters that are noticeable in virtual scenes. The lack of conditional

query support has also prohibited the use of such approachesin practical scenarios (e.g.,

shopping websites).

One possibility to encoding various relationships and defining compatible costs be-

tween clothing items is to adopt a data-driven approach based on observational data.

Data driven approaches have recently proven to be successful in problems involving

abstract semantic relationships; for example, in architectural design, furniture lay-

out, assembly-based 3D modeling, and color compatibility applications (Merrell et al.,

2010; Yu et al., 2011; Chaudhuri et al., 2011a; O’Donovan et al., 2011). Since our goal

is to match different clothing items in a sensible manner, and with natural variety con-

forming to real world observations, a probabilistic machine learning framework trained

by real world data is appropriate to encode the matching cost, such that the higher the

probability of a particular clothes combination, the loweris its matching cost.
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An important issue in establishing the probabilistic relationships between different

clothing items relates to theirconditional dependencies. For example, the frequent

occurrence in the data of a jeans-sandals combination and a dress shirt-jeans combina-

tion could lead to a dress shirt-jeans-sandals combinationstyle being generated, which

should have very low likelihood. Therefore, simply encoding the observed probability

of a clothing item and any combination between it with other items is prone to error.

Probabilistic graphical models, in particular, Bayesian networks, are an elegant and

efficient choice (Pearl, 1988; Koller and Friedman, 2009) for learning the implicit re-

lationships among different clothing items consistent with their conditional dependen-

cies. Our trained Bayesian networks effectively encode theprobability distributions in

the space of clothing combinations. An important feature ofthe Bayesian network is

its ability to support conditional query, which is frequently needed in clothes matching.

The values of any subset of a clothing combination can be fixedand the probabilities

of the remaining clothes can be calculated. For example, given theBusiness-Casual

dress code, one may constrain the upper body to be clothed in at-shirt and blazer and

query the probability of the lower body being clothed in jeans according to the trained

distribution. This allows better flexibility to recommend clothing items under different

user-specified conditions or scenarios.

3.3.1 Bayesian Networks for Clothing Relationships

To make the scope of our problem tractable, we train separateBayesian networks for

men’s and women’s wear and exclude color from the training process. In our current

system, we train these networks on four dress codes:Sportswear, Casual, Business-

Casual, andBusiness. Figure3.3 shows part of the Bayesian network for men. The

network for women is similar, with differences in some of thenode states; e.g., having

statedressin nodeChest 1. The complete networks can be found in our supplementary

materials.
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The nodes of the Bayesian networks correspond to different body regions on which a

clothing item can be worn, and each node state represents thetype of clothing item

being worn. For example, the nodefoot has statesdress shoes, slippers, boots, and so

on. Except for the nodedress code, each node also has a statenone, which is used

when the node does not carry any clothing item; e.g.,foot = nonewhen no shoe is

worn. While state choices can be easily modified to suit specific domain needs, as a

general case, we follow common classification in boutique websites such as “H&M”

and “eBay”.

To enable us to handle more complicated situations where there is layering of clothing,

we permit a body region to be represented by multiple nodes that correspond to multiple

clothing layers. For example, the chest has nodesChest 1, Chest 2, andChest 3, with

Chest 1corresponding to the innermost layer (e.g., a t-shirt),Chest 2to the middle layer

(e.g., a vest), andChest 3to the outer layer (e.g., a jacket).

Usually a reasonable quantity of input training data is required. For example, 120

architecture programs were used to train the networks in (Merrell et al., 2010). In

our case, we downloaded around 3000 images for the four dresscodes for men and

women from Google Images1. Since some of the downloaded images are not useful,

and determining whether the images belong to the dress code is a subjective process,

we hired three fashion school students to manually label theattributes of each instance

in the network, who used their judgment to disregard inappropriate images. In total,

around 2000 labeled data sets for men and women were used to train the Bayesian

networks. Labeling each image took about 15–20 sec, and the whole labeling process

took 4 hours. Example training images forBusinessand Sportswearare shown in

Figure3.4. Variety arises when multiple item combinations occur under the same dress

code. The images, labeling program, and labeled data are included in the supplementary

materials.
1Example keywords we used for the image search: ‘Casual wear for men’, ‘Sportswear for men’,

‘Business-Casual wear for men’, Business wear for men’, andsimilarly for women.
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Figure 3.4: The top row shows typical example images from Google Images.The bot-

tom row shows the corresponding labeled data used for Bayesian network training.

Note that some images may have occluded items (e.g., shoes are not visible in the sec-

ond image), but partially labeled data is still usable in training the Bayesian network.
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Figure 3.5: Top: An example fashion image and its corresponding 5-colorpalette.

(Image courtesy of COLOURLovers.)

Two attributes should be assigned to two different nodes if the corresponding two cloth-

ing items can coexist; e.g., shirt and suit jacket. Otherwise, they should be put under

the same node; e.g., sandals and lace-up shoes, since it is not possible to wear both

at the same time. The important point here is to capture the relationships among dif-

ferent clothing items and their conditional dependencies.Using the labeled data, we

learnt the Bayesian network structures for men and women respectively, by the Tree

Augmented Naive Bayes method (Friedman et al., 1997) which maximizes conditional

mutual information between attributes. The conditional probability tables are trained

by the Expectation-Maximization algorithm, which can learn the probabilities even if

some training data are only partially labeled. Notice that other methods such as maxi-

mum likelihood estimation could also be adopted. We found that the results generated

using the learnt networks faithfully reproduce our human perceptual requirement for

the four dress codes considered. Table3.1 shows some example queries based on the

probabilities captured.
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3.3.2 Body Color Tone Classifier

After encoding the probabilistic relationships among the clothing items, the next step is

to inform the optimization process of a color guide. It is a common practice in fashion

to first classify a person’s body color tone and then suggest asuitable color palette for

matching clothes for them. There are multiple ways for colortone classification such

as subjective evaluation tests (Jackson, 1987) or by “guidelines” or “rules”2. How-

ever, as shown in Table3.2, the classification “guidelines” can be very obscure and

cumbersome, arguably uninterpretable by a general user. There is obviously no unique

one-to-one correspondence between body color attributes and color tone classification

for users to follow.

To this end, we train a classifier to predict the body color tone of a target person consis-

tent with human preferences. This has two major advantages.First, we integrate sub-

jective evaluation tests commonly adopted in fashion (Jackson, 1987) into a machine

learning framework by capturing the subjective evaluationfrom a number of people.

Second, after the classifier is trained, it is intuitive at the user’s end—a user simply in-

puts his/her body colors (e.g., by a few clicks on his/her face photo) and automatically

obtains a color tone classification result, instead of interpreting obscure descriptions.

We acquired from Google Images a training dataset comprising 1000 facial images after

discarding images with strong illumination effect, including both males and females.

For each image, we manually extracted the RGB values of the eye, skin, and two loca-

tions in the hair (to encode hair color variation). In accordance with common practice

in the fashion industry, we matched each image with a set of silver accessories and then

with a set of gold accessories, from which a test subject was asked to choose which one

they preferred, thus indicating ‘cool’ and ‘warm’ color tone, respectively. We recruited

40 volunteer participants, including 20 males and 20 females whose ages ranged from

2http://www.askandyaboutclothes.com/Tutorials/CindyBuschColorAnalysis.htm
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20 to 60, to evaluate the 1000 face images. Evaluation took about 5-10 sec per image.

We trained a Support Vector Machine (SVM) classifier (Cristianini and Shawe-Taylor,

2000) and performed cross-validation by randomly choosing 900 data for training and

100 data for testing, achieving a prediction rate of about 77%. Given a previously

unseen human body model with specific skin, hair, and eye colors, the trained clas-

sifier predicts the body color tone, thereby recommending either a ‘cool’ or ‘warm’

color palette to be used in the optimization. Each suggestedcolor palette consists

of 40 colors, as in (Jackson, 1987). While the evaluation is by its nature subjective

and ambiguous, we find that in general people with brownish/reddish hair and brown-

ish/greenish eyes are usually classified as ‘warm’, whereasthose with light-colored

hair and dark/bluish eyes are classified as ‘cool’. The labeled training data and labeling

program are included in the supplementary materials.

3.3.3 Color Compatibility Predictor

Figure3.5 shows example images from fashion websites such as “Wear Palettes” and

“COLOURLovers”, which are usually accompanied by a representative 5-color palette

that supports the color matching idea. Akin to this practice, at each iteration of the

optimization, our optimizer extracts a representative 5-color palette from an outfit and

evaluates the color compatibility of the palette based on the regression model from

(O’Donovan et al., 2011), which is trained by a large number of user-rated color palettes.

The trained regression model can take a 5-color palette as input, and predict a user

preference rating (see (O’Donovan et al., 2011) for the details of the training dataset,

prediction result evaluation, and analysis).
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3.4 Outfit Optimization

In performing the optimization phase, our system exploits the trained Bayesian net-

works, body color tone classifier and color compatibility predictor described in the

above sections. Given a human model, a wardrobe of clothing items and a dress code

as inputs, our system suggests multiple outfits whose colorsare adjusted desirably such

that they are compatible to each other guided by the color palette.

To achieve our goals we must solve a combinatorial optimization problem. Denoting

the wardrobe asW , which is a set containing all clothing items, the state of our system

is a subset ofW , which we refer to as anoutfit, φ = {θi|i = 1, . . . , T}, where each

θi = (ci, ni, si) is a 5-value tuple representing a selected clothing item. The term

ci = (ri, gi, bi) contains the RGB values of the clothing item, which are quantized from

0 to 255, ni is the node of the Bayesian network to which this clothing item belongs,

andsi is the corresponding node state. For example,ni = foot andsi = dress shoes

means that selecting the clothing itemθi corresponds to setting the nodefoot of the

Bayesian network to statedress shoes.

Note that the total numberT of selected clothing items is a variable that can be changed.

Thus, the dimension of the input space is a variable. Our goalis to obtain an outfitφ

that minimizes an objective function described in the next section.

3.4.1 Objective Function

We now describe the cost terms constituting our overall objective function.

Style Cost: In order to obtain the matching cost between different clothing items, at

each iteration, we must determine every node state of the Bayesian network. Suppose

the network hasN nodes (excluding the root nodedress code) denoted byx1, . . . , xN .
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(a) 3.44 (b) 3.35 (c) 3.35 (d) 3.57 (e) 3.48 (f) 3.50

Figure 3.6: Results with specific clothing items being fixed. (a)–(c) fixed black sweater.

(d)–(e) fixed orange shoes. Color ratings are shown at the bottom.

Given an outfitφ, every nodexk is instantiated to stateS(xk) by:

S(xk) =







si xk = ni

none xk 6= ni, ∀i
(3.1)

The style cost term has two componentsC indv
style andC joint

style. Given

dress code= d ∈ {Casual,Sportswear,Business-Casual,Business}, thenC indv
style encodes

the conditional probability of each clothing item. It guides the optimizer by penalizing

the selection of clothing items that do not fit dress coded. On the other hand,C joint
style

defines the conditional joint probability of the clothing item combination:

C indv
style(φ) = 1− 1

N

∑

k

P (S(xk)|dress code =d). (3.2)

C joint
style(φ) = 1− P (S(x1), . . . , S(xN)|dress code =d). (3.3)

To evaluate these costs, our framework makes queries over the Bayesian network to
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provide the conditional and conditional joint probabilities in (3.2) and (3.3).3 In case

the user fixes one or multiple node states, the fixed node states will become the given

conditions. Figure3.6shows two examples with specific items being fixed.

Color Rating Cost: Similar to the convention in fashion images, we use a 5-color

palette to represent a clothing combinationφ which comprisesT selected clothing

items, based on a heuristic:

1. Each clothing item is represented by the color of its largest surface area.

2. Select 5 colors:

If T = 5, select colors from all clothing items.

If T > 5, sort clothing items by their surface areas. Select colors from the

5 clothing items with the largest surface areas.

If T < 5, sort clothing items by their surface areas. Duplicate colors of

the 5 − T clothing items with the largest surface areas. Select the5 − T

duplicated colors and the colors of theT clothing items.

3. Sort the 5 selected colors according to their physical position on the body, from

top to bottom.

In practice, we assume the outfit comprises at least 2 clothing items, i.e.,T >= 2.

Denoting these ordered 5 colors asλ1, . . . , λ5, this is the 5-color palette representing

outfit φ. The color compatibility cost is

Ccomp
color (φ) = 1− [R(λ1, . . . , λ5)− 1]/4. (3.4)

In (3.4), R ∈ [1, 5] is the regression model from (O’Donovan et al., 2011), which

3To illustrate the effectiveness ofC indv
style, suppose the dress code isBusiness, the initialized outfit is

“shirt, jeans, slippers” and another outfit “shirt, dress pants, slippers” is sampled. AlthoughC joint
style will

evaluate both outfits as unlikely,C indv
style will favor the latter, hence effectively guiding the synthesis towards

a Businessoutfit.
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Figure 3.7: Effects of omitting individual cost terms. Top left: No dress code and no

color optimization. Top right: Fixed dress code, no color optimization. Bottom left:

No dress code but with color optimization. Bottom right: Fixed dress code with color

optimization. The color ratings are shown at the bottom.
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Figure 3.8: Results with two different color palettes.

predicts the user rating of a 5-color palette, with a higher rating implying higher user

preference. The cost in (3.4) is normalized accordingly.

Color Palette Cost: To keep the clothing item colors close to the suggested color

palette, the system calculates the distance of each clothing item’s colorci to each color

cj in the suggested color palette, and penalizes it if the nearest distance is larger than a

thresholdh. The color palette cost term is defined as

Cpalette
color (φ) =

1

T
√
3Z2

∑

i

max(min
j

‖ci − cj‖ − h, 0) (3.5)

,whereZ = 255 is the maximum quantized RGB value.

The total cost function is the weighted sum of the above cost terms:

C(φ) = w indv
styleC

indv
style(φ) + w joint

styleC
joint
style(φ) +

wcomp
colorC

comp
color (φ) + wpalette

color C
palette
color (φ) (3.6)

Thew coefficients determine the relative weighting between the cost terms; in practice,

we setw indv
style = 1.0, w joint

style = [5.0, 10.0], wcomp
color = 1.0, andwpalette

color = 1.0. Figure3.7shows

the effect of omitting the style and color cost terms. Figure3.8 illustrates the effect of

using different color palettes.
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3.4.2 Reversible Jump Markov Chain Monte Carlo

Since our optimization problem is combinatorial and the number of combination items

can vary (e.g., a jacket can be added or removed), it is difficult to define a closed-form

solution. In fact, as in the real world, we wish to obtain multiple optimal solutions (out-

fits) from the same wardrobe instead of a single global optimum. This motivates the

generation of candidate solutions by sampling a density function defined over the space

of possible outfits. The density function is defined using idealized analytical formula-

tions. Sampling is performed using a Markov chain Monte Carlo sampler. Figure3.9

shows multiple optimal outfits generated.

One of the difficulties for our optimization problem is that its dimensionality may

change; i.e., the number of clothing items may be altered during the optimization pro-

cess. To deal with this complication, we adopt the Reversible Jump MCMC (RJM-

CMC) framework (Green, 1995) which can be considered a generalization of the orig-

inal Metropolis-Hastings (MH) algorithm (Metropolis et al., 1953; Hastings, 1970).

RJMCMC works by supplementing the parameter-changing diffusion moves of MH

with an additional set of dimension-altering jump moves, which allow the chain to

move between subspaces of different dimension. RJMCMC has been successfully ap-

plied to other graphics and vision problems such as procedural modeling (Talton et al.,

2011) and image segmentation (Tu and Zhu, 2002).

3.4.3 Annealing

To efficiently explore the solution space, we apply the simulated annealing technique

(Schneider and Kirkpatrick, 2006) in the optimization process. We define a Boltzmann-

like objective function:

f(φ) = exp(−βC(φ)), (3.7)
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whereβ is a constant inversely proportional to the temperature of the annealing process.

At the beginning of optimization,β is set to a low value, equivalent to setting a high

temperature, which allows the sampler to more aggressivelyexplore the solution space.

Thenβ is gradually increased throughout the optimization. Near the end,β attains

a large value, equivalent to setting the temperature near zero, thereby allowing the

sampler to refine the solution. Figure3.10shows the iterative optimization process.

3.4.4 Proposed Move

We adopt thedimension matchingstrategy to allow reversible jumps across subspaces

of different dimension or within the same subspace. At each iteration of our optimiza-

tion, a movem′ ∈ {ma, mr, ms, mm} is chosen with probabilitypm′ . Associated with

the move is a move-specific proposal distributionqm′(.), which is a function of an aux-

iliary variableU ′. As movem′ is chosen, a sample of the auxiliary variableU ′ is drawn

from qm′(U ′), which modifies the current outfitφ to a proposed new outfitφ′ by a deter-

ministic functionφ′ = h(φ, U ′). We also need to compute the reverse movem, which

revertsφ′ back toφ, by samplingU from qm(U) such thatφ = h∗(φ′, U). The proposed

outfit φ′ is then accepted with probability

α(φ′|φ) = min(1,
pm
pm′

qm(U)

qm′(U ′)

∣

∣

∣

∣

∂(φ′, U)

∂(φ, U ′)

∣

∣

∣

∣

f(φ′)

f(φ)
), (3.8)

where|∂(φ′, U)/∂(φ, U ′)| is the Jacobian of the diffeomorphism from(φ, U ′) to (φ′, U).

Definingφ′ = h(φ, U ′) = U ′ andφ = h∗(φ′, U) = U , the Jacobian is unity (Godsill,

2001). For further detail on RJMCMC, refer to (Green, 2003; Andrieu et al., 2003).

Based on the RJMCMC formulation, we follow the natural strategy to define the jump

moves as adding/removing a clothing item to/from the outfit,which induce a dimension

change, and diffusion moves as swapping items or modifying an item’s color, which

involve no dimension change, as follows:
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Figure 3.9: Multiple outfit recommendations. The dressed models and thecorrespond-

ing items. Top:Sportswear. Bottom:Business-Casual. The recommendations from left

to right are arranged in descending matching cost value.
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Initialization Iteration 20 Iteration 50 Iteration 100 Iteration 180 Iteration 250

Figure 3.10: Outfit optimization from a random initial configuration (left) for dress

codeBusiness. As the optimization process proceeds, the clothing items are iteratively

updated until the outfit converges to the desired clothing item combination with coordi-

nated color.
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Figure 3.11: Outfit synthesis results for the models, associated items, and the 5-color

palette. From top to bottom: “Mag” (Female, Cool), “Eddie” (Male, Cool), “Ce” (Fe-

male, Warm), “Jacen” (Male, Warm). From left to right:Casual, Sportswear, Business-

CasualandBusiness.
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(a) (b) (c) (d)

Figure 3.12: Close-up views of populated virtual scenes with and withoutoutfit con-

sideration. (a) Outfits synthesized randomly; (b)–(c) Outfits synthesized under dress

codeBusiness; (d) Outfits re-synthesized after changing dress code toSportswear. An

unnatural appearance clearly results in the absence of a proper dress code.

Adding an Item (ma): Randomly pick an available clothing itemθj from wardrobeW

and add it to outfitφ, so thatφ′ = φ
⋃{θj}.

Removing an Item (mr): Randomly remove a selected clothing itemθi from outfitφ,

so thatφ′ = φ \ {θi}.

Swapping Items (ms): Randomly pick a selected clothing itemθi from outfit φ, and

swap it with an available clothing itemθj from wardrobeW , so thatφ′ = φ\{θi}
⋃{θj}.

Modifying an Item Color ( mm): Randomly pick a selected clothing itemθi from

outfit φ and change its colorci. Hence,θi is updated as:θ′i = (ci + δci, ni, si), where

δci ∼ [N (0, σ2
c ) N (0, σ2

c ) N (0, σ2
c )]

T and, withN (µ, σ2) = (2πσ2)−1/2e−(x−µ)2/2σ2

, a

Gaussian distribution of meanµ and varianceσ2. The varianceσ2
c , which determines

the average magnitude of the change, is proportional to the temperature.

The acceptance probabilities of the proposed RJMCMC moves are:

Adding an Item (ma):

α(φ′|φ) = min(1,
pr
pa

1
|φ′|
1

|W\φ|

f(φ′)

f(φ)
) (3.9)

= min(1,
pr
pa

|W \ φ|
|φ′|

f(φ′)

f(φ)
). (3.10)
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Removing an Item (mr):

α(φ′|φ) = min(1,
pa
pr

1
|W\φ′|

1
|φ|

f(φ′)

f(φ)
) (3.11)

= min(1,
pa
pr

|φ|
|W \ φ′|

f(φ′)

f(φ)
). (3.12)

Swapping Items (ms):

α(φ′|φ) = min(1,
ps
ps

1
|φ′|

1
|W |

1
|φ|

1
|W |

f(φ′)

f(φ)
) (3.13)

= min(1,
f(φ′)

f(φ)
). (3.14)

Modifying an Item Color (mm):

α(φ′|φ) = min(1,
pm
pm

p(θi|θ′i)
p(θ′i|θi)

f(φ′)

f(φ)
) (3.15)

= min(1,
f(φ′)

f(φ)
). (3.16)

In our implementation, we simply set the prior distributionuniformly over the moves

aspa = pr = ps = pm = 0.25.

3.5 Results

To demonstrate the efficacy of our optimization approach, wetested it on six different

virtual human models, three males and three females. Figure3.11depicts two males

and two females. The remaining characters were used in our perceptual study and can

be found in the supplementary material. For the males, “Thor” has white skin and dark

brown hair, “Eddie” has yellow skin and black hair, and “Jacen” has black skin and

black hair. For the females, “Fiona” has white skin and blonde hair, “Mag” has yellow

skin and black hair, and “Ce” has dark brown skin and black hair.

We synthesized all four test dress codesSportswear, Casual, Business-CasualandBusi-

nessfor all the models. We optimized the male and female model outfits using the
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Bayesian networks learned for males and females, respectively. The clothing items are

also segregated into male and female wardrobes. Each wardrobe contains about 10

clothing items for each of the 40 states in the Bayesian network, so there are about 400

clothing items in total. We simply used a budget of 250 optimization iterations for each

outfit synthesis, which takes about 1-2 second per synthesison a 3.33GHz Intel Xeon

PC.

The final optimized outfits with the corresponding selected items are shown in Fig-

ure 3.11. We also show the corresponding 5-color palette alongside with the items.

Mag and Eddie are classified as ‘cool’ and a ‘cool’ color palette was assigned to them

prior to the optimization. Meanwhile Ce and Jacen are classified as ’warm’. The ‘cool’

and ‘warm’ color palettes are shown in Figure3.1. For all the generated results, the

color ratings are greater than 3.3.

The dress codeas the root node determines the style of synthesis; i.e. whatclothing

items should be chosen and how they should combine. For example, in the 3rd row

showing the synthesis for Ce, the same sweater is chosen forCasualand Business.

However, the sweater is worn alone inCasual, but with a suit jacket inBusiness.

When we designed our Bayesian networks, we defined more than one node for the

chest to permit the coexistence of different items. Severalgenerated results reflect this

property, which is important for creating variation. It happens more often for the dress

codeBusiness; for example, Eddie in the 2nd row wears a dress shirt, a vest,and a suit

jacket for his upper body outfit, a combination which is occasionally observed in the

Businesstraining data.

Our outfit optimization can lead to two potential applications:

Outfit Suggestion Engine: The outfit suggestions can readily assist shoppers in bou-

tique websites or fitting rooms, in which case the clothing items are those available in
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Figure 3.13: Populating virtual scenes. Our approach can automaticallysuggest ap-

propriate outfits to a large number of virtual characters. Dress codesSportswearand

Casualwere used in accordance with the virtual beach scene.

the store; or it can be used as a personal outfit advisor, in which case the clothing items

are those available in the user’s wardrobe. The support of efficient, arbitrary proba-

bilistic queries can handle scenarios commonly encountered in the clothes matching

process. For example, conditional queries allow one to fix one or multiple clothing

items and ask for multiple matching suggestions. Refer to Figure3.6for two examples.

One can also change the preferred color palette, after whichthe optimizer will update

the suggestion accordingly, as shown in Figure3.8. As a personal outfit advisor, given a

dress code, it can automatically suggest many decent outfitsout of the user’s wardrobe,

thereby making full use of it. Refer to Figure3.9for two examples.

Virtual Character Modeling: Our approach is also useful for dressing human-like

characters in large-scale virtual worlds, in which case theartist can specify dress codes

and allow the computer to synthesize coordinated clothing combinations for each char-
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acter in a fully automated manner. This can be readily incorporated on top of character

modeling engines in gaming applications, which commonly support automatic clothes

meshing on virtual characters,4 but lack support for reasoning about the many possible

outfits out of the massive amount of clothing items available.

Figure3.12shows virtual scenes with and without outfit consideration.One can easily

see that the scene appears unnatural if the characters are not properly dressed; e.g., don-

ning a suit jacket, or wearing a dress in a gym, or dressing in sportswear in the office.

Figure3.13shows a beach scene populated by approximately 100 virtual characters au-

tomatically dressed up inSportswearandCasualdress codes. With our optimization,

the characters are appropriately dressed in multiple ways to create variety suitable to

the scene.

While we demonstrated our approach based on the four dress codes that are common

nowadays, our framework offers the flexibility to cope with specific clothing styles

matching a theme. An interesting example is for a massively-multiplayer online game

featuring the Medieval Fantasy, in which case the node states can be replaced by me-

dieval clothes and specific nodes such as “weapon” may be added. In this case, training

examples may be collected directly from the player-createdgame characters, and our

trained framework can be used to provide outfit suggestions in the character modeling

engine used by new players, or for the automatic, realistic synthesis and dressing of

non-player characters.

3.6 Perceptual Study

We performed a perceptual study to evaluate the functional and visual appearance of our

outfit synthesis framework. Since comparisons of outfits areinherently subjective, one

4Examples include Playstation Home, XBox 360 Avatars (http://marketplace.xbox.com/en-
US/AvatarMarketplace), Second Life, etc.
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Business No Dress Code

Sportswear No Dress Code

Figure 3.14: Example images in Experiment 2 of the perceptual study. Left: Outfits

synthesized with the corresponding dress codes. Right: Outfits synthesized without

dress code consideration. Note that all syntheses considered the color cost terms.
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possible way is to evaluate our synthesis results against comparable results produced by

human fashion designers. However, assessing metrics and performing pairwise com-

parisons is very difficult when there are significant differences, and they may not lead

to meaningful conclusions. For example, a particular subject may be fond of some

particular skirt and be biased in favor of women wearing thisskirt.

The goal of our system is to synthesize visually reasonable or pleasing outfits under

certain dress codes. To evaluate the efficacy of our approach, we must demonstrate that

the clothing items enforce the selected dress code and that their colors are nicely coordi-

nated. Since color coordination was extensively evaluatedin (O’Donovan et al., 2011)

and crowd perception as such was studied comprehensively in(O’Sullivan, 2009), our

perceptual study was focused on whether the matched clothesare functionally sound

individually. We attempted to verify the following two conditions, by two experiments:

First, a classification experiment to testify the outfit recommendations that our system

produces successfully reflect the dress code and, hence, validate our Bayesian network

training. Second, a discrimination experiment to verify that the incorporated dress code

yields a benefit over outfit synthesis results obtained in itsabsence.

Similar to those of other authors (Jagnow et al., 2008; Jimenez et al., 2009; Yeung

et al., 2011a; Yu et al., 2011), our experiments were conducted using a subjective, five-

alternative/two-alternative, forced-choice preferenceapproach. In Experiment 1, our

null hypothesisH0 was that users cannot recognize the dress code of the syntheses

for each category; i.e., recognition rate is at chance level. In Experiment 2, our null

hypothesisH0 was that users show no preference among the syntheses with and without

dress code consideration.

Participants: 32 volunteer participants were recruited who were unaware of the pur-

pose of the perceptual study. This number of participants was comparable with similar

studies in which 16 users were recruited (Jagnow et al., 2008; Jimenez et al., 2009).

The participants included 16 males and 16 females whose agesranged from 20 to 60.
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All the subjects reported normal or corrected-to-normal vision with no color-blindness

and reported that they are familiar with the dress codes to betested in the study. 29

subjects reported that they did not have any expertise in fashion design.

Data: We picked 4 virtual models to cover both genders: Thor and Jacen are male,

Fiona and Mag are female. For each virtual model, we synthesized 20 outfits (5 per

dress code) with the complete objective function, and 20 outfits with an objective func-

tion lacking the style cost term. Figure3.11 depicts example matching results with

their associated items used in the user study. For the pairwise comparison, examples

are shown in Figure3.14. With multiple outfits per dress code we can create variety in

the comparisons. The images used in perceptual study are listed for visual inspection

in the supplementary materials.

Procedure: The study was conducted in two experiments. Participants were encour-

aged to ask any question prior to the study. After completinga consent form and ques-

tionnaire, they were given a sheet detailing the task descriptions.

Experiment 1 (Classification): The main goal was to test whether our generated re-

sults reflect the corresponding dress code faithfully and, hence, verify our Bayesian

network encoding. To achieve this, we asked the subject whether the synthesized cloth-

ing combinations fall into any of our encoded dress codes:

“This experiment involves selecting a dress code from an image of a dressed

model. There are 80 images.

Your task in each evaluation is to select one of the followingdress codes

which you feel best describes the outfit shown in the image:Sportswear,

Casual, Business-Casual, Business, andOtherif the image does not match

any of the previous four. You can view the test image for an unlimited

amount of time, but we suggest that you spend around 15 seconds on each

image before making your selection.”
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Experiment 2 (Discrimination): The main goal was to evaluate if incorporating the

style cost term really shows a significant preference on the functionality of the outfit

compared to outfits synthesized without consideration of a dress code:

“This experiment involves selecting a dressed model from a pair of images,

and there are 160 pairs in total. You will be shown the images side-by-side

with a grey image displayed between each evaluation.

Your task in each evaluation is to select the model based on their outfit in

which you would prefer to dress for a particular occasion which is depicted

in the top of the image pairs:Casual, Sportswear, Business-Casual, or

Business. You can view the test pair for an unlimited amount of time, but

we suggest that you spend around 15 seconds on each pair before making

your selection.”

Each participant viewed a total of 160 trials (4 models× 4 dress codes× 5 pairs× 2

trials). Each pair comprises a full objective result and a result randomly chosen among

those synthesized without considering the style cost term.The pairs were presented to

each participant in a different random order. Counterbalancing was used to avoid any

order bias—each paired comparison was assessed twice by each participant: In half of

the trials the full objective result was displayed on the left side and in the other half on

the right.

Results and Analysis:Figure3.15shows the correct recognition rates of Experiment 1.

We display the results by gender of the participants versus the gender of the syntheses.

Overall, the correct recognition rates are:Casual(83.125%),Sportswear(66.875%),

Business-Casual(67.969%),Business(76.25%). The detailed recognition rates tabu-

lated by gender can be found in the supplementary materials.

Figure3.15 also shows some interesting observations. While all correct recognition

rates were significantly above chance,Sportswearand Business-Casualhave lower
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Figure 3.15: Recognition rates of Experiment 1: Perceived dress code versus tested

dress code. “A/A”: All participants perceiving all syntheses. “M/F”: Male participants

perceiving female syntheses. Similar for “M/F”, “F/M” and “F/F”. All recognition

rates are significantly above chance level.

Figure 3.16: User’s preference of Experiment 2: Our syntheses versus random synthe-

ses. The rates of picking our syntheses are significantly above chance level.
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recognition rates. A certain portion ofSportswearwas perceived asCasual, while a

certain portion ofBusiness-Casualwas perceived asBusinessandCasual, respectively.

This is probably because in reality, the perception of different dress codes can be am-

biguous and may overlap; e.g., some people may regard a subset of Sportswearand

a subset ofBusiness-Casualalso as belonging toCasual, which tends to be more fre-

quently chosen as a result and received higher recognition rates. This also accounts

for the recognition rates ofBusinessthat have minor portions perceived asBusiness

Casual, which if added up together should give rates over 90% for both genders.

With respect to gender difference, we note that men’sBusinesstend to be more defini-

tive than women’sBusiness, with slightly higher correct recognition rates on men’s

Businesssyntheses and less men’sBusiness-Casualsyntheses being perceived asBusi-

ness. On the contrary, men’sCasualtend to have more overlap withSportswearper-

ceptually. TheCasualplot shows a certain portion of men’sCasualbeing perceived

asSportswear, while this is rarely the case for women’sCasual. Finally, we note that

male and female participants tend to give similar response trends in classification.

Figure3.16depicts the results of Experiment 2 by comparing the rates ofchoosing our

synthesized outfit and random syntheses. In all the cases oursyntheses are much more

preferable than random syntheses. Notice that the relatively lower recognition rates on

dress codeCasual, which is not surprising due to its less restrictive nature.To ascertain

that our results are significant, we performed t-tests against chance in both experiments.

Figure3.17summarizes the p-values. In all cases, we have p-values lessthan0.00001,

which are very small. Therefore, we reject the null hypothesisH0 in both experiments.

For Experiment 1, this concludes that subjects can correctly recognize the dress code

of the syntheses as one of the 4 encoded dress codes. For Experiment 2, this concludes

that subjects also prefer the syntheses that include dress code consideration.
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Figure 3.17: Results of t-tests against chance for Experiment 1 (left) and Experiment

2 (right) shown as log(p-value). Notations are the same as inFigure3.15. Test for A/A

hasd.f. = 31. Other tests haved.f. = 15. All tests have log(p-value)< −5 which is

equivalent to p-value< 0.00001.

3.7 Summary, Discussion, and Future Work

In this chapter, we introduced an automated framework for outfit synthesis, which is

a highly practical topic both in daily life and computer graphics. Our approach opti-

mizes outfits in a way similar to real-world situations. The body color tone classifier

automates the classification pre-process in fashion practices, avoiding cumbersome,

obscure, manual classification. From the user’s perspective, our framework is highly

intuitive in practical use. On the one hand, if one fixes item colors and permits only ad-

dition, removal, or swapping moves during optimization, one is mimicking the scenario

of a fixed wardrobe, and the optimizer jointly considers style and color when synthe-

sizing outfits out of the available clothing items. On the other hand, if one permits the

changing of certain clothing item colors, this is similar tobuying new clothes, and it

is particularly useful for populating virtual worlds with characters that exhibit realistic

sartorial variety.

Currently, we have incorporated four different dress codesinto our outfit synthesis sys-

tem, but our learning and synthesis framework is flexible enough to accommodate ad-
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ditional criteria such as season, texture pattern, clothing shape, age, body proportion, or

even the association of outfits with multiple dress codes during training. For simplicity,

we assumed that each clothing item is represented by its dominant color. More sophisti-

cated representations, such as representing each clothingitem with an arbitrary number

of colors (e.g., one color for a plain shirt and two colors fora checkered shirt), can be

readily handled by our RJMCMC formulation, which flexibly allows varying the num-

ber of dimensions. On the other hand, the color palette suggestion is motivated from

the fashion literature, and it is easy for users to change according to their own prefer-

ence; e.g., using a more colorful palette for a festive occasion, or replacing the color

palette with one tailor-made by a fashion professional for aspecific client, or trained by

large-scale commercial datasets. Our framework is novel inasmuch as it formulates the

seemingly abstract fashion matching problem as a combinatorial optimization problem

in which style and color are jointly considered. Speeding upthe automated outfit syn-

thesis process for crowds through parallel computation, and a comprehensive human

perceptual study on different outfits are additional interesting avenues for future work.
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(a)Conditional probabilities:

P(bracelet| dress code =Business) 0.0691

P(bracelet| dress code =Business Casual) 0.2456

P(bracelet| dress code =Casual) 0.4591

P(bracelet| dress code =Sportswear) 0.1023

(b) Joint conditional probabilities:

P(dress| dress code =Business Casual) 0.1706

P(dress| dress code =Business Casual,Foot = legging) 0.6710

P(sweater| dress code =Business Casual) 0.0504

P(sweater| dress code =Business Casual,Chest 1 =dress shirt) 0.1095

(c) Conditional joint probabilities:

P(sport pants, sport shoes, tank| dress code =Sportswear) 0.1181

P(sport pants, sport shoes, long t-shirt| dress code =Sportswear) 0.0353

P(shorts, sport shoes, sweater| dress code =Sportswear) 0.0007

Table 3.1: Example probabilistic queries supported by Bayesian Networks. (a) Simple

queries by conditional probabilities. (b) Increased jointconditional probabilities effec-

tively reflect common matching styles such as “legging, dress”, “dress shirt, sweater”

from the training data. (c) Conditional joint probabilities for more complicated com-

binations. The major advantage of Bayesian Networks is thatthey support instant,

arbitrary queries.
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Body Attribute Description Classification

(a) teal blue eyes, dirty blonde hair, peach skin Autumn

(b) dark brown eyes, oyster white hair, ivory skin Autumn

(c) black brown eyes, white hair, beige skin Winter

Table 3.2:Example classification guidelines for four-season body color tone. To obtain

a classification result, the user must first determine his/her body attributes according

to the description. The description and classification can be obscure to interpret: (a)

and (b) have different descriptions, but are classified as the same, while (b) and (c)

have similar descriptions, but are classified as different.(Courtesy of AskAndyAbout-

Clothes.com; refer to website for the full table.)
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CHAPTER 4

Interactive Scene Modeling: The Clutterbrush

4.1 Introduction

Visual realism is one of the defining goals of computer graphics. While realism is often

approached in terms of rendering fidelity, it is also a modeling problem (Newell and

Blinn, 1977). Realism calls for creating synthetic environments that display a convinc-

ing level of detail, on par with typical real-world scenes.

Consider the kitchens in Figure4.1. There is stark contrast between the real-world

scenes and the synthetic ones. Without the odds and ends thatpopulate real-world

scenes, the synthetic environments appear eerily barren, devoid of traces of life. This

lack of small-scale detail objects is characteristic of synthetic environments and com-

monly undermines their realism. As observed by Xu et al. (2002), “computer graphics

scenes are often unrealistically simple or overly tidy."

The difficulty of populating a scene with detail objects is due in part to the large number

of such objects that can appear in a typical scene. A realistic indoor environment can

easily contain over a hundred detail items: books, stationery, and computing equipment

in an office; dinnerware, cookware, and food items in a kitchen; clothes, bedding, and

decor in a bedroom. Searching for each individual item becomes tedious at this scale.

The mere identification of items that could fit well at a particular place in the scene

becomes a chore when it needs to be repeated hundreds of times.
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Real-world kitchens Synthetic kitchens

Figure 4.1: Real-world (left) and synthetic kitchens (right). The images of real-

world scenes were obtained by searching Flickr Creative Commons with the keyword

“kitchen"; the synthetic scenes were obtained by searchingthe Trimble 3D Warehouse

with the same keyword. The synthetic scenes appear barren incomparison.

To make the enhancement of synthetic indoor scenes with detail objects faster and eas-

ier, we have developed the Clutterbrush, an interactive tool that assists modelers in

enriching their scenes. When the user points to a location inthe scene, the Clutterbrush

suggests appropriate detail items for that location. The user thus retains control over

the content of the scene, but the laborious search for appropriate clutter objects is auto-

mated. The Clutterbrush identifies appropriate clutter items, which are presented to the

user. A scene can thus be rapidly populated by repeatedly pointing the Clutterbrush and

picking a suggested object until a sufficient level of detailis reached. As an example,

Figure1.6shows a virtual living room before and after Clutterbrushing.

In order to suggest appropriate objects, the Clutterbrush must be trained on data, since

manually codifying the dependencies between hundreds of types of clutter objects, fur-

niture objects, and scenes would be impractical. The need for data on which the Clutter-

brush can be trained presents us with a circular dependency:since creating realistically

detailed scenes using current modeling tools is tedious andtime-consuming, there are

few such scenes in the public domain. We overcome this difficulty by training the Clut-

99



terbrush on real-world imagery. Specifically, the Clutterbrush is trained on a dataset of

images of real-world indoor scenes, annotated with object types and support relations.

This yields a scalable training pipeline that transfers thesemantics of real-world scenes

to 3D modeling.

We evaluated the utility of the Clutterbrush in a set of experiments with participants

who modeled different types of indoor scenes, and independent evaluators who assessed

relative scene realism. The experimental results demonstrate that the suggestions pre-

sented by the Clutterbrush speed up modeling time, and that Clutterbrushing enhances

the realism of indoor scenes.

4.2 Related Work

The difficulty of modeling realistic indoor scenes has been recognized for some time.

Early work focused on assisted placement and arrangement ofobjects. Bukowski and

Séquin (1995) developed a system for assisted placement of furniture andother objects

in indoor scenes. The system helped align objects by associating them to each other:

keeping bookshelves against walls, for example, or tables on floors. The associations

between different types of objects were specified manually.Xu et al. (2002) described

a system for automatic placement of a large number of objectsin an indoor scene. The

system is guided by a set of manually specified constraints, which describe relationships

between different types of objects. Following this line of work, Merrell et al. (2011b)

described a system that assists furniture arrangement in indoor scenes. The system

relies on manually encoded interior design guidelines. Relationships between furniture

types are again specified manually. The reliance on manual constraint specification

limits the scalability of these approaches. For example, inorder to handle a new scene

type, such as a classroom or a hotel lobby, all relevant relationships between all types

of objects would need to be specified in detail. In contrast, our pipeline is designed to
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deal with the numerous small and diverse detail items that populate indoor scenes. As

we demonstrate, it is highly scalable.

Yu et al. (2011) described a procedural furniture arrangement system thatis trained on

data. For each type of scene, five example scenes were manually constructed to illus-

trate relationships between furniture types. This limits the scalability of approach in

dealing with new scene types and with a large number of clutter objects. Fisher and

Hanrahan (2010) described a context-aware search engine for 3D models thatis trained

on data. Given an incomplete indoor scene and a bounding box specified by the user,

the system retrieves objects that fit the scene and the bounding box, based on pair-

wise relationships and individual object descriptors extracted from the data. Fisher and

Hanrahan assume that the training data consists of complete3D scenes and rely on fine-

grained geometric properties of and spatial relationshipsbetween objects in the dataset.

In our setting, this assumption is unrealistic due to the dearth of realistically cluttered

scenes in publicly available 3D scene repositories. For this reason, our approach is

trained on images of real-world scenes.

Fisher et al. (2011) describe an approach to comparing synthetic 3D scenes based on

geometric properties of and spatial relationships betweenobjects in the scenes. As

with the prior work of Fisher and Hanrahan, this relies on theavailability of a dataset

of complete synthetic scenes that demonstrate proper relationships between objects.

In contrast, our approach decouples the dataset of clutter objects from the dataset of

images that demonstrate relationships between objects. This allows our two datasets to

scale independently: additional clutter instances broaden the range of objects available

to the modeler and additional training images broaden the system’s knowledge about

object relationships. Clutter instances and real-world training images can be added

independently.

Yeh et al. (2012) describe an optimization approach that procedurally arranges a large

number of objects in a scene. This approach relies on manually specified relationships
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Figure 4.2: An overview of our approach.

between objects. Fisher et al. (2012) present an approach that synthesizes complete

object arrangements that are similar to given input arrangements. Xu et al. (2013)

present a sketch-based modeling system for indoor scenes. These approaches are not

trained on real-world data and do not support interactive enhancement of scene detail.

Our interface builds on the idea of suggestive interfaces, proposed by Igarashi and

Hughes (2001). In such interfaces, the authoring tool reasons about operations that the

user is likely to undertake and presents suggestions that anticipate the user’s choices.

The user can pick one of the suggestions or disregard them. Inthis way, content cre-

ation is made faster and easier. Chaudhuri and collaborators (Chaudhuri and Koltun,

2010; Chaudhuri et al., 2011b) describe data-driven suggestive interfaces for modeling

individual 3D objects. Lee et al. (2011) develop a suggestive interface for freedhand

drawing. Chajdas et al. (2010) describe a suggestive interface for assigning textures to

surfaces in 3D scenes and Jain et al. (2012) present an interface for assigning materials

to parts of 3D objects. Umetani et al. (2012) develop a suggestive interface for design-

ing physically valid furniture and Bao et al. (2013b) describe an interface for exploring

building layouts. Our work develops a suggestive interfacefor enhancing the level of

detail of indoor scenes.
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4.3 System Overview

Figure4.2shows an overview of our approach.

4.3.1 Interaction

We assume that the user begins with a room in which basic furniture has been arranged.

This can be achieved with any of the existing approaches to furniture layout (Bukowski

and Séquin, 1995; Xu et al., 2002; Merrell et al., 2011b; Yu et al., 2011). The user

then enhances the scene with the Clutterbrush. When the userpoints to a location in the

scene, the Clutterbrush presents the types of objects that are most likely to appear there.

The likelihood computation is based on the type of the scene (kitchen, bedroom, office,

etc.), the type of the supporting object (floor, wall, desk, bed, etc.), and the clutter items

that are already present on this supporter. This computation uses statistics extracted

from a dataset of real-world images of indoor scenes. The dataset is described in the

second part of this section.

The most likely clutter types are presented in order, as shown in Figure4.3. For each

clutter type, a randomly chosen object of this type is shown in situ, in the context of the

scene. The user can quickly place the presented object in thescene by double-clicking

on it. To see additional instances of the presented type (e.g., other bottles, other jars,

other cups, etc.), the user can click on the corresponding object once: this brings up

a secondary panel that shows additional instances. This hierarchical selection scheme

affords greater flexibility in choosing a particular objectinstance of the suggested type,

for example out of personal preference for the object’s color or style.

Throughout the modeling process, the user can also freely reposition and delete objects,

after which the new scene setting will automatically be taken into account and appro-

priate new suggestions will be presented with the next stroke of the Clutterbrush. The
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Figure 4.3: Interaction with the Clutterbrush. Left: the user brushes the counter and

the Clutterbrush presents objects that fit the brushed location. Right: the same scene

after one of the suggested objects was selected.

interface is further demonstrated in the supplementary video.

4.3.2 Data

The suggestive functionality of the Clutterbrush relies onthe computation of the likeli-

hood of a given clutter type appearing at the brushed location. This likelihood computa-

tion is described in detail in Section4.4. It relies on conditional probabilities that relate

types and quantities of clutter objects to each other and to the type of the scene and the

type of the supporting object on which the clutter resides. In our approach, these prob-

abilities are estimated by extracting empirical statistics from real-world observations of

cluttered, lived-in indoor scenes. For the sake of scalability, we do not require these

observations to be detailed or complete. Each observation needs to provide only the

following information: the type of the scene (e.g., kitchen), a list of observed support-

ing objects (e.g., floor, wall, counter), and a list of clutter objects on each supporting
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object (e.g., bottle on counter, another bottle on counter,cup on counter, clock on wall,

garbage bin on floor).

As a source of observations of real-world scenes, we use the NYU Depth dataset (Sil-

berman et al., 2012). This is a dataset of 1449 RGBD images of 464 indoor scenes

from 3 cities. The scenes appear in their natural messy condition. To provide data for

training and evaluating scene understanding algorithms, Silberman et al. used Ama-

zon Mechanical Turk to annotate individual objects in the images as well as support

relationships between objects. We use this information fortraining the Clutterbrush.

Although the NYU dataset contains both color and range images, we do not use the

range data. The range data was also not used for obtaining theannotations: the Ama-

zon Mechanical Turk system was provided only with the color images. A dataset of

analogously annotated color images can thus be used to provide additional training

data for the Clutterbrush.

A sample image from the NYU dataset is shown in Figure4.4. We trained the Clutter-

brush on five scene types from the dataset: bedrooms, kitchens, living rooms, offices,

and classrooms. For each scene type, we identified the most common clutter types

(e.g., book, bottle, box, etc.). As shown in Table4.1, several dozen clutter types were

identified for each scene type. Some of the object types annotated in the NYU dataset

were not used due to lack of available 3D models. For each clutter type that was used,

we collected 4 or 5 object instances from the Trimble 3D Warehouse and from other

online sources of free 3D models. In total, our 3D object database contains 176 clutter

object types and 786 object instances.

4.4 Suggestion Generation

When the user brushes a location in the scene, the Clutterbrush needs to determine

which clutter types to suggest and in what order. In essence,it needs to answer the
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Figure 4.4: An image from the NYU dataset, with some of the annotated support rela-

tions.

following question: "If there was an additional clutter item at this location, what would

it be?" This is done by evaluating the likelihood that a givenclutter type would appear

at the identified location. The types with the highest likelihood are presented to the

user, in order.

The Clutterbrush evaluates the likelihood of a given clutter type conditioned on the type

of the scene, the type of the supporting object, and the clutter objects that are already

present on this supporter. Specifically, the brush evaluates the following probability for

each clutter typeY i:

P
(

x = Y i|w, s, {nj}
)

, (4.1)

wherex is the type of the hypothetical new clutter item,w is the scene type (‘kitchen’,

‘bedroom’, etc.),s is the type of the supporting object (‘floor’, ‘desk’, ‘wall’, etc.),

andnj is the number of clutter objects of typeY j that are already present ons, for

each typeY j for which nj > 0. Note thatj may be equal toi, for example when the
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model considers the probability of adding a second monitor on a desk. To evaluate the

probability (4.1) in terms of empirical statistics we can extract from the training data,

we use the naive Bayes model. Specifically,

P
(

x = Y i|w, s, {nj}
)

=
P (x = Y i)P (w, s, {nj}|x = Y i)

P (w, s, {nj}) (4.2)

∝ P (x = Y i)P (w, s, {nj}|x = Y i) (4.3)

= P (x = Y i)P (w|x = Y i)P (s|x = Y i)
∏

j

P (nj|x = Y i). (4.4)

(4.2) follows by Bayes’ theorem. (4.3) follows because we are only interested in the

relative ordering of the likelihoods for different cluttertypesY i, andP (w, s, {nj}) is

constant as a function ofi. (4.4) follows by the naive Bayes assumption. We now

describe how each of the probabilities in (4.4) is computed. All the estimates that are

based on the training data are computed during a preprocessing stage. We use uniform

small-sample correction in all empirical estimates to avoid zeroing out the probabilities.

Prior P (x = Y i). There are a number of ways to approximate the prior, the simplest

being a uniform approximation. We use a more informed empirical prior. To estimate

P (x = Y i), we enumerate all clutter instances from all classes in all input scenes and

take the fraction of these instances that belong to classY i.

# training images # clutter types # support relations

Bedroom 383 85 5843

Kitchen 225 67 4067

Living room 221 66 3712

Office 78 53 1245

Classroom 49 62 1315

Table 4.1: Real-world images used for training the Clutterbrush.
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Figure 4.5: The effect of scene probability. Brushing a shelf in a bedroom (top) and a

kitchen (bottom) brings up different suggestions.

Figure 4.6: The effect of supporter probability. Clutterbrushing three different support-

ers in the scene yields different supporter probabilities for the different clutter objects.

The speaker has a preference for floor, the bottle has a preference for desk, and the

book has a preference for shelves.
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Figure 4.7: The effect of co-occurrence probability. When the desk is first brushed

(top), paper and monitor are the most likely clutter types. After a monitor is placed

(bottom), mouse and keyboard become the most likely cluttertypes to be added.

Conditional scene probability P (w|x = Y i). We estimate the conditional scene

probability by enumerating all clutter instances from class Y i in the training set and

taking the fraction of these instances that occur in scenes of typew:

P (w|x = Y i) =
P (w, x = Y i)

P (x = Y i)
.

Figure4.5illustrates the effect of the scene probability on the presented suggestions.

Conditional supporter probability P (s|x = Y i). Similarly, we estimate the condi-

tional supporter probability by enumerating all clutter instances from classY i in the

training set and taking the fraction of these instances thatoccur on supporters of class

s:

P (s|x = Y i) =
P (s, x = Y i)

P (x = Y i)
.

Figure4.6illustrates the effect of the supporter probability.
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Co-occurrence probability P (nj|x = Y i). This is the probability that there are cur-

rently at leastnj instances of classY j on the given supporter, conditioned onx being

a new instance of classY i. Note thatj can equali. In this case, the instancex is not

included in the countni, thusni is the count of other instances from classY i on the

supporter. Note also thatP (nj|x = Y i) is interpreted as the probability that there are at

leastnj instances of classY j on the current supporter (not countingx), because when

we consider addingx to the scene, we do not know what other clutter objects will be

added by the user subsequently. Figure4.7 illustrates the effect of the co-occurrence

probability.

We can evaluateP (nj|x = Y i) by enumerating all supporters in which at least one

instance ofY i appears, and taking the fraction of these supporters in which at least

nj instances ofY j appear. In the special case ofj = i, we take the fraction of the

scenes in which at leastni + 1 instances ofY i appear. We use a distance threshold of

1.5 meters such that only pairs of clutter objects within this distance from each other

are considered in the co-occurrence estimation (both at runtime and during training).

This is to deal with larger supporters, such as floors, which can cover a large area with

numerous clusters of clutter.

To alleviate data fragmentation, we quantizenj to three possible values: ‘zero’, ‘some’,

and ‘many’. To determine the quantization boundaries we collect, in a preprocessing

step, the numbers of objects of classY j that occurred together on individual supporters

in all scenes in the training set. Letmj be the median of this set. We setnj to ‘zero’ if

there are no items of classY j on the current supporter, to ‘some’ if there are between

1 andmj such items, and to ‘many’ if the number of such items is strictly greater than

mj .
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4.5 Results and Evaluation

The Clutterbrush was implemented in C++ and experiments were performed on a 3.33GHz

Intel Xeon machine with 12GB of RAM. All empirical statistics were computed in a

preprocessing stage. At runtime, a probability of the form (4.1) is evaluated in less

than0.1 milliseconds. Suggestions were thus presented almost instantaneously when

the Clutterbrush was used.

To evaluate the utility of the Clutterbrush, we recruited 20university students and staff

to model indoor scenes. There were 12 male and 8 female participants. All participants

were frequent computer users and most reported some experience with using simple

visual authoring interfaces intended for the general public, such as those used in video

games or in photo editing applications.

Each participant was given a brief 5-10 minute tutorial on the modeling interface. We

then let the participants experiment freely with the interface until they felt comfortable

with the functionality. Our simple interface is demonstrated in the accompanying video:

it allows users to add, delete, move, and rotate clutter objects. All participants reported

being comfortable with the functionality within 15 minutes.

Each participant was assigned one of the scene types: bedroom, kitchen, living room,

office, or classroom. The participant was shown several images of real-world scenes of

this type, collected through Google Images. The participant was then asked to use the

modeling interface to create a realistic scene of the given type. For each scene type,

we manually created an initial scene with the basic furniture. The initial scenes are

shown in Figure4.8(a). These were given to the participants as input. The participants

then used the modeling interface to bring the scene to a levelof realism that they were

satisfied with. There was no time limit, each participant decided on their own when

they were done. Modeling times ranged from6 to 25 minutes.

111



B
ed

ro
o

m
K

itc
h

en
Li

vi
n

g
ro

o
m

O
ffi

ce
C

la
ss

ro
o

m

(a) Input scene (b) After Clutterbrushing

Figure 4.8: Modeling experiments. (a) Initial scenes given to the participants. (b)

Scenes produced by the participants using the Clutterbrush.
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Each participant was randomly and without their knowledge assigned to one of two

conditions. In the first condition, the Clutterbrush presented suggestions ranked ac-

cording to the model described in Section4.4. In a separate tab, the participants could

also browse an alphabetical list of available clutter typesand choose objects using that

list. The participants could easily toggle between the two tabs. In the second condition,

the Clutterbrush only presented the alphabetical list. In this condition, the suggestion

engine described in Section4.4was not used.

The participants were not aware of the different conditions. 10 scenes were produced

in each of the two conditions. The number of scenes of each type is the same in the two

sets. The scenes produced in the first condition (suggestions+alphabetical) are shown

in Figure4.8(b).

4.5.1 Usage Pattern and Modeling Time

In the first condition (suggestions+alphabetical), users added34.1 objects to the scene

on average. In the second condition (alphabetical only), users added30.8 objects on

average. In the first condition, the average time between object addition was22.25

seconds. In the second condition, the average time between object addition was 33.17

seconds. The suggestion engine thus resulted in a33% improvement in modeling speed.

Figure 4.9 provides a detailed analysis of the time spent using the adaptive sugges-

tions versus the time spent using the alphabetical list, foreach of the 10 users in the

suggestions+alphabetical condition. The analysis demonstrates that users had a strong

preference for the adaptive suggestions. On average, the suggestions were used87%

the time, while the alphabetical list was used only13% of the time.
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Figure 4.9: Time spent using the suggestions (blue) versus time spent using the al-

phabetical list (red), for each user in the first condition, in which both the adaptive

suggestions and the alphabetical list were available.

114



4.5.2 Scene Realism

We performed two experiments to evaluate the relative realism of the initial scenes, the

scenes produced by users in the first condition, and the scenes produced by users in the

second condition.

In the first experiment, our goal was to evaluate the relativerealism of the scenes before

and after Clutterbrushing. To this end, we recruited a separate group of25 evaluators.

This group was recruited through social media. The evaluators were shown pairs of

images. For each pair, the evaluator had to indicate which ofthe presented images is

more realistic, or to indicate lack of preference. The two images in each pair were

shown side by side and the left-right order was randomized. Each pair showed images

of the same scene type. One image was of the scene in its initial condition (Figure

4.8(a)). The other image was of one of the scenes produced by participants in the first

condition. The evaluators were not told how the scenes were produced and in what way

they were related to each other. In total,500 pairwise comparisons were performed.

Figure4.10summarizes the results of this experiment. The evaluators overwhelmingly

preferred the scenes produced by Clutterbrushing. For bedrooms, kitchens, and offices,

this preference was exclusive: all users voted that the scenes were more realistic after

Clutterbrushing. For living rooms, 97% of the comparisons were in favor of the clut-

tered scenes. For classrooms, three quarters of the votes were in favor of the cluttered

scenes. In informal exit interviews, the evaluators who voted for the uncluttered scenes

remarked that empty classrooms are often encountered in thereal world, for example

when class is not in session.

We also evaluated the relative realism of the scenes produced in the first condition

(suggestions+alphabetical) and scenes produced in the second condition (alphabetical

only). For this experiment, we recruited a separate group of32 evaluators, distinct from

the prior groups of participants and evaluators. This groupwas also recruited through
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Figure 4.10: Results of the first experiment. Independent evaluators compared the

realism of scenes before and after Clutterbrushing.

social media. In this experiment the evaluators also performed randomized pairwise

comparisons, akin to the first experiment. In each pair, one of the images was of a

scene created in the first condition and the other was of a scene created in the second

condition. (Each pair showed scenes of the same type.)1280 pairwise evaluations were

performed.

Figure4.11summarizes the results. For bedrooms, offices and classrooms, the evalu-

ators has statistically significant preference for the scenes created in the first condition

(p < 0.05), according to a two-tailedt-test. For kitchens and living rooms, there was

no significant preference for either of the two conditions.

4.6 Summary, Discussion, and Future Work

In this chapter, we presented the Clutterbrush, an interactive tool for enhancing the

level of detail of indoor scenes. Our experiments demonstrate that people find scenes

enhanced with detail objects to be substantially more realistic than scenes prior to detail
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Figure 4.11: Results of the second experiment. Independent evaluators compared the

realism of scenes created in each of the two conditions.

enhancement. The adaptive suggestion generation functionality of the Clutterbrush was

found to improve modeling time and to facilitate the creation of realistic scenes. We ex-

pect the Clutterbrush to be useful in a variety of scene modeling applications, including

level design interfaces in game engines, home modeling and remodeling applications,

and simulation games with user-generated content.

One of the key ideas in our work is the training of the Clutterbrush on real-world im-

ages. We expect this idea to have broader applications in settings where semantics of

real-world scenes and objects can be used to train intelligent visual authoring tools.

There are many possibilities for further advancing interactive tools for scene detail en-

hancement. Our approach operates on a purely semantic leveland does not take the

appearance of objects into account. It also does not reason about detailed placement of

objects. This enables our approach to be trained on sparselyannotated images, which

are easy to acquire for a broad range of domains. It would be interesting to investi-

gate scalable approaches to training models that reason about finer-grained geometric

properties.
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CHAPTER 5

Outdoor Photometric Stereo

5.1 Introduction

Photometric stereo is a technique for inferring 3D surface shape from pixel intensities

in ordinary 2D images (Woodham, 1980; Horn, 1986). In the conventional photometric

stereo setting, multiple images of an object are captured under different illumination

conditions. By fitting different reflectance models to the observed pixel intensities,

pixel-dense surface normals are estimated (Coleman and Jain, 1982; Tagare and de-

Figueiredo, 1991; Solomon and Ikeuchi, 1996; Barsky and Petrou, 2003; Basri et al.,

2007; Sunkavalli et al., 2010; Lu et al., 2010a; Yeung et al., 2011b; Chandraker et al.,

2011). The focus in the majority of prior photometric stereo workwas to tackle tech-

nical challenges such as reflectance model assumptions, self-shadowing, specularities,

noise and outliers, and so on; accordingly, experiments were normally conducted in

well-controlled laboratory environments, usually dark rooms with single localized light

sources, which facilitated empirical evaluation while minimizing uncertainties.

The objective of our work is to free photometric stereo from its laboratory confines

and help make it a useful tool for computational photography. To this end, we de-

velop an outdoor photometric stereo framework that can dealwith real-world objects

subject to natural illumination conditions. Figure1.7 illustrates the application of our

framework to a horse statuette in a sunlit outdoor environment. By analyzing the varia-

tion of pixel intensities among a set of input images (top row) acquired under different
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Method Surface Assumption Calibration Object Capturing Environment #Images

Ours Lambertian; varying albedo mirror sphere natural illumination 6-10 (theoretical: 4)

Johnson et al.

Lambertian; uniform albedo

same-material sphere natural illumination 1

(painted to match calibration sphere)

Basri et al. Lambertian; varying albedo none

dark room;

32-64 (theoretical:27)general unknown lighting,

fixed intensity

Ackermann et al.

mixtures of 2-3

none natural illumination

30-50 from more than

fundamental materials 20k over a year

Oxholm et al. isotropic BRDF mirror sphere natural illumination 1

Table 5.1: Comparisons between our work and previous works.

environmental illuminations whose associated environment maps are acquired using

a mirror sphere (middle row), our algorithms can estimate the surface normals using

our generalized reflectance model and reconstruct the 3D shape of the horse statuette

surface (bottom row). To deal with outliers such as shadows,highlights and/or small

misalignment errors across input images, we apply low rank matrix completion (Lin

et al., 2009) to preprocess the input images. Our shape estimation approach is then

formulated as an optimization method which alternates between normal estimation and

estimation of environmental illumination that contributes to pixel intensities. Finally,

total variation regularization (Rudin et al., 1992; Bresson and Chan, 2008) is applied to

refine the estimated normals by reducing ambiguities and noise in preparation for 3D

surface reconstruction.

After reviewing related prior work (Section5.2), we will present the generalized re-

flectance model employed in our outdoor photometric stereo framework along with

the key steps of its processing pipeline, including our acquisition system, preprocess-

ing step, main algorithm, and postprocessing step that yields high-quality pixel-dense
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surface normal estimation in natural environments (Sections 5.3–5.4). We will also

discuss implementation considerations relevant to these steps. Then, we will demon-

strate the effectiveness of our framework through a varietyof experiments including

synthetic data, different background scenes, indoor scenes with different combinations

of light sources, and outdoor scenes with varying sunlight (Section5.5). Finally, we

will present our conclusions and suggest avenues for futurework (Section5.6).

5.2 Related Work

There is a substantial amount of literature on photometric stereo, with representative pa-

pers including (Woodham, 1980, 1994; Horn, 1986; Coleman and Jain, 1982; Solomon

and Ikeuchi, 1996; Barsky and Petrou, 2003; Wu et al., 2006; Wu and Tang, 2010; Basri

et al., 2007; Wu et al., 2010; Shi et al., 2010; Sunkavalli et al., 2010; Lu et al., 2010a;

Yeung et al., 2011b; Chandraker et al., 2011).

Much of this prior work is based on the Lambertian surface reflectance model, which

requires at least three illumination directions to solve the surface normal estimation

problem (Woodham, 1980, 1994). For more than three input images, the surface nor-

mal vector at every pixel may be obtained using least squaresfitting (Wu et al., 2006;

Wu and Tang, 2010), robust low rank minimization (Wu et al., 2010), or subspace clus-

tering (Sunkavalli et al., 2010). Several authors have relaxed the Lambertian model

assumption; for instance, Tagare and deFigueiredo (1991) employed anm-lobed reflec-

tive map, Solomon and Ikeuchi (1996) used the Torrance-Sparrow reflectance model,

Hertzmann and Seitz (2003) used a reference object of the same material and a known

shape to compute surface normals through analogy, Nayaret al. (1990) used a hy-

brid reflectance model (Torrance-Sparrow and Beckmann-Spizzichino), Goldmanet

al. (2010) optimized the shape and the BRDFs alternatively by assuming a set of ba-

sis materials according to the isotropic Ward model, and Yeung et al. (2011b) applied
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orientation consistency to estimate normals for transparent objects.

To our knowledge, there are only a handful of papers that consider general/natural il-

lumination conditions. Johnson and Adelson (2011) describe a shape-from-shading al-

gorithm under natural illumination; however, their requirement of a calibration sphere

of the same material BRDF as the captured object limits its practicality. Oxholm and

Nishino (2012a) relax this restriction by using a mirror sphere to calibrate the illumi-

nation, while Yuet al.(2013a) utilize information obtained from depth cameras to con-

strain the problem. Since only a single input image is used, such shape-from-shading

methods share some common limitations, including the fact that the estimated surface

normals can easily be corrupted by outliers. Basriet al.(2007) used low-order spherical

harmonics to model general illumination, akin to the environment mapping representa-

tion (Ramamoorthi and Hanrahan, 2001a). Their model includes 27 variables and thus

requires significantly more input images compared to conventional photometric stereo.

The prior work that is most relevant to ours is by Ackermannet al.(2012) who captured

over twenty thousand outdoor webcam images throughout the year. The robustness of

their photometric stereo method can be attributed to the large amount of data and a

smart data selection process. However, acquiring this muchimage data is not an easy

task. Very recently, Abrams et al. (2012) proposes a variant of photometric stereo

which also works on a time lapse of outdoor images. The approach regards the sun as

a distant light source and estimates the lighting directionusing GPS information.

We offer an approach to outdoor photometric stereo that strikes an attractive balance

between the amount of image data required (about 6 to 10 inputimages) and the type of

calibration object needed (a mirror sphere). Compared to previous methods, our method

is both practical and accurate. Table5.1 compares our work to the aforementioned

efforts.
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5.3 Environment Light Photometric Stereo

In this section, we describe the basic model of our environment light photometric stereo

and our image data acquisition process.

5.3.1 Basic model

In the Lambertian surface model (assuming a linear camera response function), the

intensity of a pixelI depends on the surface albedoρ, the illumination directionl, and

the surface normaln according to

I(x) = ρ(x)l(x) · n(x), (5.1)

wherex is the image coordinate. The common photometric stereo setting presumes a

distant, directional light source. Thus,l is spatially invariant and it can easily be esti-

mated from the input images (Shi et al., 2010) or using a calibration object (Wu et al.,

2006). To solve the surface normaln in (5.1), we capture multiple images each taken

with a different illumination direction. Hence, we obtain more observations than un-

knowns in (5.1) andn can be solved effectively using methods presented in (Woodham,

1980; Wu et al., 2006, 2010; Sunkavalli et al., 2010).

When we have multiple directional light sources, we can extend (5.1) by summing the

contribution of each light source to the pixel’s intensity,as follows:

I(x) = ρ(x)

K
∑

i=1

cili · n(x), (5.2)

whereK is the number of light sources in the scene, andci is the strength of light source

i with directionli. In the case where the illumination comes from all directions, we can

describe the image intensity using (5.2) with K tending to infinity; i.e., an integral.

Note that in (5.2) the number of unknowns forn remains the same as in (5.1) and (5.2)

remains a linear equation whenρ andli are known.
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Figure 5.1: Left: Our simple setup for data acquisition. A mirror sphereis placed near

the object. Middle: From the image of the mirror sphere, we estimate the illumination

environment map using the method in (Debevec, 1998). Right: For each pixel, we must

estimate the illumination directions that contribute to the pixel intensity, which depends

on the orientation of the associated surface normal.

5.3.2 Data acquisition

In the conventional photometric stereo setting, images areacquired in a darkroom and

the light source directions can be well calibrated with fixedlight sources. By contrast,

we wish to use natural environmental illumination. Hence, amajor component in our

environment light photometric stereo approach is the estimation of the light source

directionsli in (5.2).

Figure5.1 shows our experimental setup for data acquisition. We use a mirror sphere

to capture the strength of the incoming light from all directions in the form of an en-

vironment map, a common method in graphics rendering for representing the effect of

distant light sources illuminating object surfaces (Debevec, 1998), and adopt it for sur-

face normal estimation in our environment light photometric stereo. We put the mirror

sphere near the object of interest and capture images of both.

Once we have acquired the environment map, we sample a numberof directions in the

illumination hemisphere using an icosahedron with sub-division (Ballard and Brown,

1982), and average the illumination environment map over these directions; i.e., ac-
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cording to (5.2),

I(x) =
ρ(x)

K

K
∑

i=1

cili · n(x), (5.3)

whereK is now the number of directions. In our implementation, we sample 2562

directions in the environment map to approximate the illumination. Note that when

li ·n(x) ≤ 0, thenli does not contribute to the image intensityI(x) in (5.3). Hence, we

also need to estimate the lighting directions (Figure5.1 (Right)) that contribute to the

pixel intensity, as described in the next section.

5.4 Normal Estimation Algorithm

We will now describe our surface normal estimation algorithm. We first present our

preprocessing step based on low-rank matrix completion. Then, we present our method

for normal and light contribution refinement. Finally, we describe how to include total

variation regularization (Rudin et al., 1992; Bresson and Chan, 2008) to postprocess

surface normals using spatial support.

5.4.1 Preprocessing via low-rank matrix completion

Our input data is subject to different sources of error—e.g., shadows, highlights, and

even pixel misalignment across different image captures—which can affect the per-

formance of our algorithm. To deal with these errors, we adopt the low-rank matrix

completion technique (Lin et al., 2009; Wu et al., 2010). We assemble ourn input

imagesIj for j = 1, · · · , n into a data matrix

D = [vec(I1) · · ·vec(In)], (5.4)

where vec(Ij) = [Ij(1), · · · , Ij(m)]T is the vectorized input image andm is the number

of pixels in the object mask. Since our environment light model in (5.2) is linear and the
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dimension ofn is 3, the rank of matrixD is in principle at most 3. However, due to the

various errors, we observe in practice that the rank ofD is greater than 3. As observed

in (Wu et al., 2010), the errors related to photometric stereo are usually sparse; hence,

we can isolate them by formulating the problem as a matrix rank minimization:

min
A,E

||A||∗ + λ||E||1 such that D = A+ E, (5.5)

whereA is a rank 3 matrix,E is the matrix of error residuals,|| · ||∗ and|| · ||1 are the

nuclear norm andL1-norm, respectively, andλ > 0 is a weighting parameter. We use

the Accelerated Proximal Gradient (Lin et al., 2009) to solve (5.5). The clean low-rank

matrixA, computed separately for each color channel, will be used asinput data in the

subsequent steps.

The above preprocessing step offers us three major advantages: First, by isolating the

errors, such as specular highlights and shadows, our normalestimation algorithm is

robust. Second, although we fix our captured object and camera physically, small mis-

alignment errors during image data capture are inevitable and the preprocessing step

makes our method robust to small misalignment errors by repairing the misaligned

pixels with proximal values, which ensures the rank 3 property of matrix A. Third,

the low-rank matrix completion allows us to relax the strictrequirement of a Lamber-

tian surface reflectance model in comparing with the method in (Johnson and Adelson,

2011), as long as the non-Lambertian aspect can be factorized into the sparse residual

matrixE. Figure5.2compares results without and with low-rank matrix completion.

5.4.2 Normal refinement using least squares

We will now present our method for normal refinement. We will first assume that

we know the lighting directions that contribute to the intensity of a pixel. In the next

subsection, we will describe how to refine the contribution of each lighting direction

given the surface normal. Hence, the steps for normal and lighting direction refinement
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will be performed in an alternating optimization fashion.

In order to deal with surface albedo, we follow the procedures in (Wu et al., 2006) to

choose a denominator imageId and to estimate the surface normals from ratio images

Ij

Id
=

∑K
i cji l

j
i · n

∑K
i cdi l

d
i · n

(5.6)

whereIj, j = 1, · · · , n− 1 are the input after low-rank matrix completion. From (5.6),

we can re-write (5.3) as

An = 0 (5.7)

whereA = [Ij
∑K

i cdi l
d
i − Id

∑K
i cji l

j
i ]. The least square solution ofn can be obtained

by singular value decomposition (SVD), which explicitly enforces||n|| = 1.

5.4.3 Illumination contribution refinement

Given the estimated normal direction, we now wish to refine the contribution of illu-

mination direction that affects the pixel intensity. Without self-occlusion, this can be

achieved by fitting a hemisphere of directions such thatl · n > 0 (Figure5.1 (Right)).

We propose a simple heuristic method to evaluate self-occlusion: If the normal direction

between neighboring pixels forms a concave shape and the current normal direction is

closer to[0, 0, 1]T , it is likely that the incoming light from the neighboring directions is

being occluded. Hence, we give a smaller weight to the light from that projected light-

ing direction. We evaluate self-occlusion for all directions within the local neighbor-

hood and finally obtain a weighted mask for the contribution of illumination directions,

which represents the relative contributions of the light from different directions.

We initialize the normal direction and the corresponding hemisphere of environment

illumination using exhaustive search, which minimizes theerrors from the input im-

ages. The exhaustive search algorithm generally provides agood initialization, but it is
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Figure 5.2: Self-comparisons of our results without (left) and with (right) low-rank

matrix completion.

slow if the search space is large. Therefore, we sample only 42 different normal direc-

tions for the exhaustive search initialization; i.e., an icosahedron subdivided once. This

yields a good balance between accuracy and efficiency for ouralternating optimization

(AO) approach.

5.4.4 Spatial refinement using TV regularization

Thus far, our normal estimation method processes each pixelindividually. As demon-

strated in several previous works (Wu et al., 2006; Goldman et al., 2010; Shi et al.,

2010), spatial regularization is useful in error correction as well as in improving the

overall accuracy of the estimated surface normals. In our postprocessing step, we em-

ploy L1-norm vectorial total variation (TV) regularization to refine the estimated sur-

face normalsn∗ obtained from the previous section, as follows:

n? = argmin
n

||n∗ − n||2 + λ|∇Ωn|, (5.8)
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Figure 5.3: Self-comparisons of our results without (left) and with (right) TV regular-

ization.

Figure 5.4: Input environments and images for the synthetic examples Sphere and

Bunny.

where∇Ωn is the vectorial first derivative ofn defined over a local neighborhood inΩ

andλ = 0.1 is the regularization weight (see (Bresson and Chan, 2008) for the details).

Figure5.6shows intermediate results during the AO iterations and Figure5.3compares

the result without and with spatial refinement with TV regularization. The TV regular-

ization postprocessing step produces our final normal estimation resultsn?, and we use

the technique from (Wu et al., 2008) to reconstruct the 3D surface fromn?.
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5.5 Results

We will now validate the efficacy of our proposed method in experiments using both

synthetic and real objects.

5.5.1 Quantitative evaluation with synthetic images

Our first experiment evaluates uses synthetic input images for which ground truth nor-

mal maps are available, and we analyze the effect of the number of input images and

the convergence of our AO.

Two synthetic examples Sphere and (Stanford) Bunny were used for quantitative evalu-

ation. We use the environment maps from (Debevec, 1998) to render the synthetic input

images as shown in Figure5.4. We show the color coded ground truth normal maps

and estimated normal maps in Figure5.5 for qualitative comparison. Our approach

faithfully estimates the surface normals, which closely approximate the ground truth

normals with RMS error of 0.0099 and 0.1051 for the Sphere andBunny, respectively.

To evaluate the robustness of our method, we plot the RMS error of the estimated nor-

mals with different numbers of input images in Figure5.6. As expected, the RMS error

decreases as the number of images increases, with less significant decreases forthcom-

ing after more than 5 input images. Figure5.6plots the RMS error against the number

of iterations, which shows that our approach converges in 4 to 5 iterations for both

examples.

5.5.2 Qualitative evaluation with real images

Next, we evaluate our framework on various real world examples under different il-

lumination conditions, including different background scenes, an indoor scene with
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(a) Ground truth (b) Result (c) Ground truth (d) Result

Figure 5.5: Comparison between ground truth and normal maps obtained using nine

environments. The results are obtained after four iterations of the AO process.

Iteration 0 Iteration 1 Iteration 2 Iteration 3

Figure 5.6: Convergence analysis of our alternating optimization framework. Top:

RMS error of the estimated normals versus the number of iterations, using different

numbers of input images. Bottom: qualitative illustrationof our intermediate results

for Bunny. Iteration 0 is the result after the exhaustive search initialization.
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#images size time (sec)

Sphere 9 200× 200 40.3

Bunny 9 200× 200 27.9

Couple 10 300× 420 450.0

Mother&Baby 10 230× 500 334.0

HorseHead (Indoor) 7 600× 600 575.7

Chef (Indoor) 7 371× 514 468.7

Shoe (Indoor) 7 496× 234 309.2

Horse (Sunlight) 8 260× 347 140.8

Chef (Sunlight) 8 371× 503 466.9

Table 5.2: The running times of our Matlab R2009b implementation were measured on

a 3.33GHz Intel Xeon PC.

Figure 5.7: Input environments and images for Couple and Mother&Baby
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different indirect light sources, and an outdoor scene withsunlight direction varying

throughout a day. The running times are indicated in Table5.2.

Different background scenes. Our first real-world experiment closely mimics the syn-

thetic experiments, by capturing the object in different illumination environments. We

used 10 input images for the examples Couple and Mother&Baby. The input images

are shown in Figure5.7 and Figure5.10 depicts the results. The reconstructed nor-

mal maps and surfaces appear faithful. We show thel · n images under two different

lighting conditions to reveal the shading, and we show the images of the real objects

alongside the reconstructed surfaces captured from a similar viewpoint. The corre-

sponding closeup view illustrates the details preserved inthe reconstructed surfaces.

For example, the arms and legs of the Couple are clearly estimated and we can clearly

see that the mother is holding her baby in Mother&Baby.

Indoor scene with different illumination conditions. Next, we consider in an indoor

scene with different illumination conditions, by turning on/off different light sources

in a room. Note the presence of ambient light and the use of indirect light sources

(e.g., table lamp, floor lamp). We captured illumination environments and images for

Shoe (Indoor), HorseHead (Indoor) and Chef (Indoor), some of which are shown in

Figure5.8. Figure5.10shows the results. As can be seen from the closeup image, our

results are very good under these conditions and subtle details such as the textures of

the shoe are faithfully reconstructed.

Outdoor scene with moving sunlight. Our final experiments were conducted in an

outdoor environment using sunlight for reconstruction, which is the main goal of this

project. We captured images of the Horse (Sunlight) and Chef(Sunlight) objects every

hour from 10am to 5pm, obtaining eight input images per object. The input images

and results are shown in Figure1.7, Figure5.9, and Figure5.10. The results of Chef

(Indoor) are shown alongside to facilitate comparisons. Wefind that although the results

for the outdoor environment are reasonably good, they are not as good as those for the
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Figure 5.8: Input environments and images for Shoe (Indoor), HorseHead(Indoor)

and Chef (Indoor)

Figure 5.9: Input environments and images for Chef (Sunlight).
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(a) (b) (c) (d) (e) (f) (g) (h)

Figure 5.10: Real-world results. (a) Color-coded normal map. (b–c) Normal map

shaded byl · n with l = [−1/
√
3, 1/

√
3, 1/

√
3]T and l = [1/

√
3, 1/

√
3, 1/

√
3]T , re-

spectively. (d) Novel view of the reconstructed surface. (e-h) Closeup view comparing

the reconstructed surface with the real object from a similar viewpoint.
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indoor environment. Part of the reason is the relatively modest variation in sunlight as

the sun moves along its trajectory, whereas the light sources in the indoor environment

are well distributed in different directions.

5.6 Summary, Discussion, and Future Work

In this chapter, we presented a photometric stereo framework that employs natural envi-

ronmental illumination, demonstrating the feasibility ofpractical outdoor photometric

stereo. Featuring a simple setup for data capture with an optimization framework for

dense object surface normal estimation, our system achieves high quality normal esti-

mation even for complex indoor and outdoor scenes with natural illumination.

By exploiting low-rank matrix completion and total variation regularization techniques,

our framework is robust to small object misalignment, shadows, and highlights. We

believe that our framework has effectively mitigated the limitations of conventional

photometric stereo algorithms, among them the need for a controlled environment for

image data capture.

In the future, we plan to extend our framework to incorporatenon-Lambertian surface

reflectance models. We also aim to integrate our framework with multi-view structure-

from-motion algorithms in order to reconstruct high quality models of 3D objects in

their entirety.
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CHAPTER 6

Shading-Based Shape Refinement of RGB-D Images

6.1 Introduction

Shape-from-shading (SfS) is a challenging problem becauseof the considerable ambi-

guity in its solution. For the simplest case of Lambertian reflectance and known albedo,

the derived solution suffers from bas-relief ambiguity (Horn and Brooks, 1989; Zhang

et al., 1999; Durou et al., 2008). When albedo is unknown, the range of possible solu-

tions expands significantly. To resolve these ambiguities,an obvious solution is to uti-

lize a set of input images under different lighting conditions, which transforms the SfS

problem into that of photometric stereo (Woodham, 1980; Yu et al., 2013b). However,

such additional input data is often inconvenient to obtain in practise. Recent techniques

for SfS (Johnson and Adelson, 2011; Oxholm and Nishino, 2012b) estimate shape from

a single input image under natural illumination, but deal with uniform-albedo objects

and require a special calibration target to measure lighting.

We propose a shading-based shape refinement algorithm that utilizes Microsoft Kinect

to address the ambiguities that exist among lighting, normals and albedo. The Kinect

records each RGB image together with a depth map. Although the depth map is noisy

and typically contains holes,1 we present a method that effectively utilizes this informa-

tion to improve the performance of SfS for scenes with unknown reflectance variation

1Depth map holes result from scene areas in a Kinect depth image outside the depth sensing range or
occluded from the infrared light projections, since the infrared projection and sensing directions are not
the same.
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Figure 6.1: Flowchart of our approach.

and lighting. The depth information not only helps to resolve bas-relief ambiguity,

but also aids in clustering pixels with similar normal directions. Such grouping allows

us to effectively estimate relative albedos and the environment illumination in terms

of spherical harmonics. To handle the holes in a depth map, weuse edges from the

RGB image to guide a structure-preserving hole filling process and create a reliable

depth map proxy for our shading-based shape refinement algorithm. The utilization of

a noisy, incomplete depth map in our approach leads to high-quality 3D scene recon-

struction, as exemplified in Figure1.8.

6.2 Related Work

Our work is related to SfS and depth map enhancement. Recent advances in SfS aim

to relax strict assumptions about lighting and reflectance.In (Johnson and Adelson,

2011), Johnson and Adelson show that the inherent complexity of natural illumina-

tion actually benefits shape estimation instead of introducing greater ambiguity. Their

work uses a reference sphere with the same reflectance properties as the target object

to model the object’s shading under the environment illumination (Ramamoorthi and

Hanrahan, 2001b). Instead of assuming Lambertian reflectance, Oxholm and Nishino

consider arbitrary isotropic BRDFs (Oxholm and Nishino, 2012b), with the illumina-

tion environment acquired using a reflective sphere. Recently, Barron and Malik (2012)

proposed an SfS approach that enforces multiple priors on shape, albedo and illumina-
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tion in estimating those properties. Our approach differs from these recent techniques

in that it employs an RGB-D camera, but does not require a calibration target, an as-

sumption of uniform albedo, or reliance on smoothness and entropy constraints which

may be unsuitable for the given scene. This makes our approach more general and ro-

bust in practice. For a more extensive review of SfS, we referreaders to various surveys

(Horn and Brooks, 1989; Zhang et al., 1999; Durou et al., 2008).

Apart from single image approaches, another direction is touse a shape prior to con-

strain the solution space of SfS. Huang and Smith (2011) interpolate the boundary nor-

mals of an object to obtain a rough shape prior to constrain SfS. Wu et al. (2011) use

multiview stereo to obtain rough but reliable geometry and use it to resolve the local

ambiguity of SfS. After that, the SfS solution is used to enhance the multiview stereo

geometry by integrating subtle details from SfS. Such a solution, however, cannot be

directly applied with an RGB-D image that contains substantial noise and holes. Their

method also does not handle objects with reflectance variation.

With regard to depth map enhancement, recent advances use anadditional RGB image

to denoise and upsample a depth map (Yang et al., 2007; Dolson et al., 2010; Park

et al., 2011). With an RGB image that has a higher resolution and signal-to-noise ratio

than the depth map, a direct approach is to apply a joint bilateral filter (Yang et al.,

2007; Dolson et al., 2010) using the RGB image to define a neighborhood smoothness

term. In (Park et al., 2011), Park et al. formulate this as an optimization problem

and show that with a small amount of user interaction, the depth map can be greatly

improved. But while these depth map enhancement methods canreduce noise and

increase resolution, they also lose fine depth details during the smoothing process. By

contrast, our approach recovers fine depth details even if they are not captured in the

initial noisy depth map, by making greater use of the RGB image through an analysis

of its shading.
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6.3 Depth-Assisted SfS Approach

To facilitate SfS, our approach utilizes partial depth information to separate shading

from albedo, aid illumination estimation, and resolve surface normal ambiguity. No

assumptions are made on the incident illumination or surface geometry, while the re-

flectance in the scene is taken to be Lambertian.

6.3.1 Overview

Figure6.1displays a flowchart of our algorithm. From the input RGB image and depth

map, our method first computes a normal map from the captured depth map and seg-

ments the RGB image into regions of piecewise smooth color. Through alternating

optimization (AO), the relative albedos among the different regions are calculated, and

the environment illumination is estimated from the albedo-normalized image. After

that, we estimate normals over the whole image using SfS withthe help of a normal

map computed from Kinect as a shape prior to resolve bas-relief ambiguity. For regions

that lack depth map values from Kinect, we use a constrained texture synthesis to fill in

the missing depth values prior to applying our normal estimation algorithm. As shown

in Figure1.8, the output of our method is a refined normal map without the shape and

reflectance ambiguities of SfS nor the noise and holes of the Kinect range data.

6.3.2 Relative Albedo and Lighting Estimation

The input from Kinect consists of an RGB imageI = {Ii}, Ii = [Ii,r, Ii,g, Ii,b]
T where

i is the pixel index, and a depth map. From the point cloud determined from the depth

map, we calculate a rough normal mapN = {ni}, whereni = [ni,x, ni,y, ni,z]
T is the

unit normal at pixeli, obtained by a simple cross-product of the neighboring points.

For pixels with missing depth values, or whose neighboring pixels have any missing
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depth values, no initial normal is computed.

6.3.2.1 Relative Albedo from Common Normals

We first perform a mean-shift clustering on the RGB image, with a minimum region

size of 500 pixels. Suppose this forms a set ofS clustersC = {Cu, u = 1, ..., S}. Each

cluster contains a set of pixels and a corresponding set of normals. Under consistent

environment lighting, any two pixelsa andbwith same normal direction in two different

clusters have the same shading, and thus the differences between their pixel values are

due only to differences in their relative albedos,pa,k andpb,k:

Ia,k
Ib,k

=
pa,k
pb,k

wherek = 1, 2, 3 respectively index the RGB channels. With this property, wesolve

for the relative albedos between different clusters using pixel-pairs of common normals

from different clusters. We note that intensity ratios havealso been used as an illu-

mination invariant for object recognition (Funt and Finlayson, 1995; Nayar and Bolle,

1996).

6.3.2.2 Data Structure

To facilitate normal direction comparisons among clusters, we quantize all possible

normal directions to vertices on an icosahedron, which provides a uniformly-distributed

set ofT = 642 normal directions over a sphere. The normals in an image are stored in

a data structureBu,j,k which we refer to asbins, whereu = 1, ..., S denotes the cluster

index,j = 1, ..., T denotes the normal directions as sampled from the icosahedron, and

k = 0, ..., 3 with Bu,j,0 as an indicator bit of whether thej-th normal direction exists

within clusterCu, and[Bu,j,1, Bu,j,2, Bu,j,3] store the RGB values corresponding to the

j-th normal direction in clusterCu.
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Figure 6.2: Graph of common-normal-direction relationships among clusters, with the

maximum spanning tree indicated by red edges.

All the bin values are initialized to zeros. Then, for each clusterCu, each normaln falls

into a binBu,t,k, wheren has the smallest dot-product with thet-th normal direction

among all theT normal directions on the icosahedron. We setBu,t,0 = 1 to indicate

that this bin is utilized. Then we fill inBu,t,k, wherek = 1, 2, 3, with the RGB values

of the pixel with normaln. If there are multiple pixels having normals that fall into the

same binBu,t,k, the median of their RGB values is used.

6.3.2.3 Graph Representation

After the data structure is built, we represent the common-normal-direction relation-

ships between different clusters as a graph,G = {C,E}. Each clusterCu is repre-

sented as a node. An edgeEu1,u2
exists between clusterCu1

andCu2
only if there are

more thanλ common normal directions between clustersCu1
andCu2

, with λ = 20

in our experiments. The edge is given a score equal to the number of common normal

directions. Refer to Figure6.2for an example graph.
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(a) (b) (c) (d) (e)

Figure 6.3: Relative albedos estimated by our alternating optimization. (a) Input im-

age, (b) & (c) Relative albedos estimated at the 1st and 5th iteration, (d) & (e) Corre-

sponding shading images at the 1st and 5th iteration. Clusters without relative albedos

in the 1st iteration are simply filled by original RGB values in (b).

In estimating a globally consistent set of relative albedos, we utilize the maximum

spanning tree (MST) algorithm to determine a cycle-free setof links that maximize

the number of common normal directions between clusters. Asthe graph may be dis-

connected, a forest of trees may be formed. After the MST is found, we calculate the

relative albedos between all of its clusters in a depth-firstsearch order along the tree.

The relative albedo between two clusters is computed by firstdetermining the common

bins (corresponding to common normals) utilized in clustersCu1
andCu2

, denoted by

Q = {q : Bu1,q,0 = 1 andBu2,q,0 = 1}. Then we obtain an estimate of relative albedo

of Cu2
overCu1

for each of the RGB channels:

pu2,k =
Bu2,q,k

Bu1,q,k
.

Among all common bins, we run RANSAC to obtain the relative albedo estimates in a

manner robust against outliers. Pseudocode of this relative albedo estimation procedure

is provided in the supplementary material.
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6.3.2.4 Lighting Estimation

The estimated relative albedos are highly useful. By normalizing the albedos in dif-

ferent regions, we can then jointly use their rich variety ofnormal directions to more

reliably estimate the environment lighting.

Suppose there areR pixels whose relative albedos are estimated from the MST, and let

n̂i = [nT
i 1]T . We estimate the lighting in terms of2nd order spherical harmonics (SH)

for each RGB channelk = 1, 2, 3:

n̂i
TMkn̂i =

Ii,k
pi,k

(6.1)

wherei = 1, ..., R andMk depends on the SH coefficients for thek-th RGB channel

(Ramamoorthi and Hanrahan, 2001b). Using the RGB imageI and initial normal map

N computed from Kinect,Mk in (6.1) can be estimated up to a scale factor by linear

least-squares minimization.

6.3.2.5 Refinement by Alternating Optimization

With the estimated lighting, we refine the relative albedos and calculate the relative

albedos of those clusters not yet estimated. For each cluster, an estimate of relative

albedo for each RGB channelk is obtained foreach normalni in the cluster as:

pi,k =
Ii,k

n̂i
TMkn̂i

. (6.2)

RANSAC is again run on these estimates to obtain an updated relative albedo for each

cluster. Using the updated relative albedos of the MST clusters, we re-estimate the SH

coefficients by (6.1). This alternating optimization process is repeated untilthe change

falls below a small value. In practice, convergence is obtained in 3-5 iterations. An

example of the improvements gained through iterative optimization is shown in Fig-

ure6.3. We note that despite the noisy normals of the depth map, the relative albedos
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Figure 6.4: Effect of prior normals on handling bas-relief ambiguity. Left: without

prior normals, the bed is roughly co-planar with the backboard. Right: by accounting

for prior normals, the bed normals are correctly pointing upward.

between two regions can be reliably determined when they have many normals in com-

mon, as is the case for connected nodes in the MST. Moreover, the environment lighting

can also be dependably recovered when the number and range ofnoisy normals is large,

as again is the case with the MST.

6.3.3 Geometry Estimation

6.3.3.1 Structure-Preserving Shape Prior

Shape-from-shading on a single image is an ill-posed problem that suffers from bas-

relief ambiguity (Belhumeur et al., 1999) (see Figure6.4) unless a shape prior is en-

forced. In our work, we exploit the Kinect RGB-D data to obtain a structure-preserving

shape prior, in the form of prior normals to be used later in a normal refinement step.

Kinect depth maps, however, frequently contain holes wherethere is no depth informa-

tion for directly computing surface normals. Rather than filling the holes by smooth

interpolation, which tends to lose sharp edges and corners (see Figure6.7), we estimate
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Figure 6.5: Illustration of patch-based repairing of a structural hole.

(a) (b) (c) (d) (e) (f) (g)

Figure 6.6: Example of repairing a depth map hole. (a) Input RGB, (b) Input depth,

(c) Depth gradient map, (d) Depth gradient map after patch repair, (e) Depth map after

patch repair and poisson integration, (f) Prior normal map,(g) Resulting normal map

after SfS.
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the missing data in a structure-preserving manner, similarin spirit to (Sun et al., 2005)

but with different considerations due to our different problem setting.

Though holes may exist in the depth image, they do not appear in the corresponding

RGB image. We thus take advantage of the RGB image as a guide for depth completion

in the hole region. First, a Canny edge detector is applied tothe RGB image. We then

identify RGB edges that pass through a hole, referred to as astructural hole, in the

depth image. Along the edge, we generatehole patcheswhich contain hole pixels

whose depths need to be obtained, andknown patcheswhich contain no hole and are

used for repairing the hole patches. Figure6.5shows an illustration.

The goal is to transfer the depth gradients from the known patches to the hole patches,

after which the depth of the hole can be filled in by poisson integration while preserving

the structure along the edge. This structural propagation is formulated as an MRF which

is solved by belief propagation. The MRF total cost functionfor the set of hole patches

H is defined as:

CBP (H) =wDrgb
CDrgb

(H) + wSrgb
CSrgb

(H) + (6.3)

wDdg
CDdg

(H) + wSdg
CSdg

(H)

whereCDrgb
(H), CSrgb

(H), CDdg
(H) andCSdg

(H) are respectively the RGB data cost,

RGB smoothness cost, depth gradient data cost and depth gradient smoothness cost.

We setwDrgb
= 1.0, wDdg

= 1.0, wSrgb
= 0.1 andwSdg

= 0.1 in our experiments. Each

cost term is detailed as follows.

Denote the set of hole patches asH = {Hl} and the set of known patches asK = {Km}.

Hl is itself a set containing all pixels that lie within the patch, with each pixel indexed

by local patch coordinatep. For notational convenience, we also defineHl(p) as the

pixel location in image coordinates, such thatI(Hl(p)) is the RGB intensity of the

pixel, and likewise forI(Km(p)). Also,H−1
l returns the corresponding known patch’s

index, such thatKH−1

l
is the patch that repairsHl.
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(a) (b) (c) (d)

Figure 6.7: Example of patch-based repairing versus smoothing to obtain a structure-

preserving shape prior for the example scene in Figure6.6. Patch-based repairing al-

lows propagation of existing structure to the hole region. (a) Shape prior using poisson

smoothing. (b) Shape prior using patch-based repairing. (c) & (d) Resultant normals

using shape prior from (a) & (b).

RGB Data Cost: Let ZDrgb
denote the number of pixels covered by hole patches. The

RGB data cost is defined so that the selected known patch closely matches the hole

patch in the RGB image:

CDrgb
(H) =

1

3ZDrgb

∑

l

∑

p∈Hl

‖I(Hl(p))− I(KH−1

l
(p))‖2. (6.4)

Depth Gradient Data Cost: Let ZDdg
be the number of non-hole pixels covered by

hole patches, andD′ as the depth gradient image. Since these pixels have depth values,

their depth gradients can be calculated. The depth gradientdata cost favors solutions in

which the computed depth gradients closely match the original depth gradients for the

non-hole pixels:

CDdg
(H) =

1

2ZDdg

∑

l

∑

p∈Hl

α(Hl(p))‖D′(Hl(p)) −D′(KH−1

l
(p))‖2 (6.5)

where

α(Hl(p)) =







1 Hl(p) has a depth gradient

0 otherwise.
(6.6)

RGB Smoothness Cost:Suppose{Hl1,Hl2} is a pair of overlapping hole patches, and
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KH−1

l1
andKH−1

l2
respectively denote their repairing known patches. Suppose also that

pixel pa of KH−1

l1
coincides with pixelpb of KH−1

l2
, whenKH−1

l1
andKH−1

l2
are pasted

ontoHl1 andHl2. With Zov being the number of pixels in the overlapping regions of

hole patches, we penalize solutions where the overlapping RGB values are inconsistent:

CSrgb
(H) =

1

3Zov

∑

{Hl1,Hl2}

∑

{pa,pb}
‖I(KH−1

l1
(pa))− I(KH−1

l2
(pb))‖2. (6.7)

Depth Gradient Smoothness Cost:Similar to the RGB smoothness cost, we have a

corresponding cost for the depth gradient image:

CSdg
(H) =

1

2Zov

∑

{Hl1,Hl2}

∑

{pa,pb}
‖D′(KH−1

l1
(pa))−D′(KH−1

l2
(pb))‖2. (6.8)

After belief propagation is performed to minimizeCBP (H), depth gradients of pixels

within hole patches are replaced by depth gradients from theassigned known patches.

With the transferred depth gradients and the known depth values along the hole bound-

ary as boundary conditions, poisson integration (Pérez et al., 2003) is used to fill in the

depth values of the hole. Figure6.6 illustrates this process.

6.3.3.2 Surface Normal Refinement

The estimated relative albedos, lighting and shape prior serve as useful inputs for nor-

mal refinement over the whole scene. Suppose there are in total Ztotal pixels. The

surface normal refinement is formulated as a non-linear optimization using the total

energy function:

E(N) = wsfsEsfs(N) + wpriorEprior(N) + (6.9)

wsmoothEsmooth(N) + wnormEnorm(N).
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Esfs(N) is the shape-from-shading cost represented using2nd order spherical harmon-

ics. It constrains the normal according to the shading observed in the RGB image:

Esfs(N) =
1

Ztotal

∑

i

∑

k={1,2,3}
(Ii,k − pi,kn̂i

TMkn̂i)
2 (6.10)

To resolve bas-relief ambiguity,Eprior(N) constrains the normals to be similar to the

prior normals computed from the repaired Kinect depth map (see Figure6.4). Denote

the prior normal asn′
i:

Eprior(N) =
1

Ztotal

∑

i

‖ni − n′
i‖2. (6.11)

Esmooth(N) is a smoothness term with respect to1st-order neighbors. For the set of

1st-order neighbors,{i1, i2}, we have:

Esmooth(N) =
1

Ztotal

∑

{i1,i2}
‖ni1 − ni2‖2. (6.12)

Finally,Enorm(N) is the norm regularization which constrains the normals to be of unit

length:

Enorm(N) =
1

Ztotal

∑

i

(nT
i ni − 1)2. (6.13)

The total energy functionE(N) is a weighted sum of the four energy terms, with the

weights fixed towsfs = 1.0, wprior = 0.1, wsmooth = 0.05 andwnorm = 0.05. The total

energy function, which is non-linear in terms of normalsni, is optimized by the trust-

region-reflective algorithm. We initialize the normals to[0, 0, 1]T , facing the camera.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(0.4407) (0.4179) (0.3206) (0.2451)

Figure 6.8: Light estimation experiment. (a) Input scene. (b) Clusterscolored for

illustration. (c) Ground truth environment map. (d) Groundtruth 2nd-order SH. (e)

Estimation by red cluster in (b). (f) Estimation by green cluster. (g) Estimation by blue

cluster. (h) Estimation by all regions in the MST. Bracketednumbers show RSME.

initialization iteration 2 iteration 3 iteration 4 iteration 5

(0.3416) (0.2465) (0.2458) (0.2454) (0.2451)

Figure 6.9: Iterative refinement of light estimation throughout AO. Bracketed numbers

show RMSE, which is converging.
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(a) (b) (c) (d) (e) (f)

Figure 6.10: Normal estimation of a Lambertian ball in the scene,jeans. (a) Input

image. (b) Ground-truth normal map. (c) Raw normal map. (d) Squared error map

of raw normals (RMSE=0.5178), (e) Estimated normal map, (f)Squared error map of

estimated normals (RMSE=0.1401).

6.4 Results

6.4.1 Lighting Estimation

In Figure6.8, we investigate our approach’s ability to estimate environment light in

an indoor scene, by comparing it to ground truth obtained using a mirrored sphere

convolved with 2nd-order spherical harmonics. It can be observed that using more

clusters and normals, which is made possible by the relativealbedo estimation, leads

to more accurate and robust light estimation. As the normalsthroughout the MST are

used, the major light directions and intensity resemble that obtained from the mirrored

sphere. Figure6.9 also shows iterative refinement of light estimation throughout the

alternating optimization process. We note that inconsistency in the environment light

across the scene due to non-distant light sources will contribute to error.

6.4.2 Ground Truth Comparison

Next we validate our approach by conducting an analytical experiment in which we esti-

mate normals of a Lambertian ball in an indoor scene (namedjeansin the supplement).
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Figure 6.11: Kinect scenes repaired by our approach.

Figure6.10shows the results of our approach in refining the raw normals computed

directly from the depth map. The RMSE is improved from 0.5718to 0.14012. The

more apparent error along the sphere boundary is due to the greater noise in Kinect

RGB images near object boundaries.

6.4.3 Repairing Kinect Scenes

We tested our approach on four indoor scenes captured by Kinect, namely,library,

bedroom, shoe cabinetandwardrobe. These are common indoor scenes with shading

detail that our approach can make use of to refine the reconstructed surface. Figure6.11

shows the results. Inlibrary, thestructural holeson the books and shelf are repaired

by the propagated patches, and the round surface of the stoolis well reconstructed by

2While the RMSE of relative light intensity is in the range[0, 1], the RMSE of normals is in the range
[0, 2], as the squared error of normals is in range[0, 4]. For example, normals[0, 0, 1]T and[0, 0,−1]T

result in a maximum squared error of 4.
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Figure 6.12: Zoom-in Views.
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shading despite the presence of noise and holes in the input depth and normal map.

In bedroom, details of the pillow are faithfully reconstructed, e.g.,the crease at the

top-right corner. Inshoe cabinet, structural propagation enables the proper repair of

the hole at the corner, which provides a correct shape prior compared to smoothing

(see also Figure6.7). To this, shading adds further details, e.g., the marks on the shoe.

Finally, inwardrobe, shape-from-shading significantly improves the surface where very

fine details such as the folded collar and button regions can be clearly seen. Please refer

to the supplementary materials for three additional results.

6.4.4 Comparison with Other Methods

To demonstrate the possible improvements obtainable with noisy Kinect depth data

in our method, we compare our depth-assisted approach with astate-of-the-art shape-

from-shading algorithm (Barron and Malik, 2012), which operates with only an RGB

image using generic albedo and illumination priors. As shown in Figure6.13, our

depth-assisted method achieves significantly better surface normal reconstructions. We

believe that the priors used in (Barron and Malik, 2012) may be more appropriate for

single objects than for full scenes that are captured by a Kinect. In this comparison, we

used the code provided in (Barron and Malik, 2012) with the default parameters. Our

approach uses only the regions with the highest-confidence relative albedos (from the

MST) for lighting estimation, rather than the entire image.Our supplement contains

additional results.

Figure6.14compares our albedo normalization result with the state-of-the-art intrinsic

image separation technique of (Lee et al., 2012), which also makes use of Kinect depth

data. The result of (Lee et al., 2012) was provided to us by the authors. Their work

assumes the input to be a nearly flawless depth map obtained from video streams of

a moving Kinect, and does not operate as well with a noisy depth map available from

a single Kinect image. In contrast, our technique performs more effective albedo nor-
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(a) (b) (c) (d) (e) (f) (g)

Figure 6.13: Comparison to SfS technique of (Barron and Malik, 2012). (a) Input RGB

image. (b-d) Our recovered normals and two normal mapsN shaded asN · L with

L = (− 1√
3
, 1√

3
, 1√

3
)T andL = ( 1√

3
, 1√

3
, 1√

3
)T . (e-g) Recovered normals and shaded

images of (Barron and Malik, 2012) using generic albedo and illumination priors.

malization because the relative albedos are obtained with the help of estimated lighting.

This results in more refined shading details, e.g., on the bed.

High-quality normals are vital prerequisites for different practical applications. Fig-

ure6.15shows a point cloud significantly refined with our resultant normals using the

method of (Lu et al., 2010b). In addition, the resultant normals enable realistic re-

lighting and high-quality 3D surface reconstruction.

6.5 Summary, Discussion, and Future Work

In this chapter, we presented a useful postprocessing method to improve the quality of

surface normals obtained from Kinect. When used with the latest Kinect, which has

higher resolution in RGB than in depth, the proposed method could also be utilized for

the problem of depth map denoising and upsampling (Yang et al., 2007; Dolson et al.,
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Figure 6.14: Left: albedo normalization result of Figure6.8 by (Lee et al., 2012).

Right: our result.

Figure 6.15: Left: raw point cloud. Right: point cloud refined with our resultant

normals.
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2010; Park et al., 2011), since the geometry is solved at the RGB image resolution and

its use of shading significantly reduces the effects of depthsensor noise.

Like other patch-based image completion methods, the effectiveness of our patch-based

hole repairing step is subject to the quality and compatibility of the surrounding known

patches. While the RGB data is in general of higher quality than the depth data, its noise

can still affect the quality of shape-from-shading. For scenes with local light sources,

the environment light may differ significantly in differentparts of the scene. This issue

could potentially be addressed by solving for the environment light separately among

local regions.

In future work, we plan to consider the lighting visibility of scene points based on

the depth map, as this should improve the estimation of lighting, relative albedos, and

shape-from-shading.
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CHAPTER 7

Conclusion

7.1 General Summary

This dissertation has demonstrated how data-driven optimization approaches can be ap-

plied to tackle the modeling problem. From the graphics perspective, novel approaches

have been proposed for virtual world modeling, virtual character modeling, and interac-

tive indoor scene modeling. The proposed approaches share the advantage that useful

relationships are learnt from real-world or human-annotated data, which can then be

used to guide the optimization, or provide useful suggestions in the user interface, in

order to accomplish the modeling task. This results in the generation of different realis-

tic models that can be used for 3D graphics applications. From the vision perspective,

novel approaches were proposed to enable accurate 3D surface reconstruction from

real-world data. The approaches enable photometric stereoto be performed outdoors,

and the use of a single RGB-D image captured with a low-cost depth camera to obtain

a high quality 3D surface showing subtle details through shading analysis.

7.2 Future Trends in Data-Driven 3D Modeling

Recent R&D advances in 3D scanning, 3D display, and 3D printing have made these

technologies increasingly accessible to the general public. Through data-driven mod-

eling approaches, such data can be readily utilized to create high-quality 3D models
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for various applications. With a 3D display, one can visualize 3D models like real-

world physical objects. Advances in haptic devices may evenallow us to touch and

feel these virtual 3D objects. Furthermore, one can often easily fabricate physical 3D

objects using a 3D printer, so that everyone can become a product designer as well as

a manufacturer. This possibility is very exciting as it willopen up many opportunities

for research into and applications of data-driven 3D modeling.

Low-cost depth cameras (e.g., Microsoft’s Kinect, which comes with the Xbox game

console) have already become widely available. Equipped with such devices, one can

readily acquire 3D data at home. In the near future every household will likely be

equipped with a 3D scanner, a 3D display, and a 3D printer as well. This will probably

transform human-computer interaction, as well as home entertainment and manufactur-

ing.

These trends foretell an even stronger future role for data-driven 3D modeling. The

widespread popularity of 3D data acquisition devices meansthat we will have more

and more 3D data, analogous to how we now have copious quatities of 2D image data

thanks to the widespread availability of digital cameras. This provides good grounds

for data-driven modeling approaches. On the other hand, thecreated 3D models will no

longer reside solely in the 2D display screen. The demand to visualize, touch, and feel

the created 3D objects will lead to a higher expectation on the quality of the 3D mod-

els and additional factors to be considered. For example, the fabrication of 3D models

must satisfy important physical, material, and mechanicalproperties to sustain physical

and usability requirements in the real-world, which are notnormally considered in con-

ventional 3D geometric modeling. This is exciting as it opens up many opportunities

for research (Prévost et al., 2013; Skouras et al., 2013; Coros et al., 2013; Zhu et al.,

2012). Our research on data-driven modeling interfaces intended for general users,

which ease the 3D modeling process, also closely aligns withthe trend of personalized

product design and home manufacturing. Such promising trends will also give impetus
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to more sophisticated creative activities at the householdand small business levels; e.g.,

to create video games, movies, products, and other 3D applications.
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