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#### Abstract

This report gives a thorougin and complete account of the mathenatical problens involved in the determination of the electronagnetic field components generated by a horizontal electric dipole embedded in a conducting half-space whose plane boundary is also horizontal. The problen is formulated by introducing the Hertzian vectors or polarization potentials and employing the tecinique of triple Fourier transforms in Cartesian coordinates, in configuration space as well as in transform space. Suitable integral representations are obtained for the components of tiie Hertzian vectors.

It is shown that this formation is fundamental in the sense that it contains 'per se' all other lnown formations of the problern. Thus, by suitable transformations of the variable or variables of integration one readily obtains the formulations of Sommerfeld (1909), Weyl (1919), Ott (19112), etc. Further, by correctly specifying the original path of integration in Soimerfeld's formulation of the problem and by carefully analyzing the class of permissible deformations of the original path, the whole moot question of poles and residues is clarified in a straightforward manner.

The report also presents the complete independent solution of the static problem and it is shown that all solutions for tie alteinating case converge uniforiny to the static solutions as the frequency is made to vanish. Further, the static solution is applied to an extended source pointing out the way for a sinilar extension of the altemating dipolar solution.

The Cartesian components of the Hertzian vectors and tile cylindrical components of tine field vectors ( $E$ and $H$ ) are given, for both nedia, in terms of four fundanental integrals, which are expanded in asymptotic series by sadale point ethods, two of these integrals belonging to tie concucting nediun and the otier two to thie free space above. It is show, in the treatrent of each or the four integrals mentioned, that there are two distinct asmptotic contributions arising iron two sadile points and the notable feature of the results is that one of the saddle points yields a solution which is not exponentially attenuated in the horizontal direction in accordance with mown experimental results. Thus, the possibiljity of large ranges of the field in the horizontal direction at depths which are not too great is clearly established.
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## NOTATION

$A_{2 m} \quad$ Coefficient in the power series expansion of $\Phi(x), \mathrm{Eq}$ ．（5．11）．
$A_{2}^{2 m}(n-m)$ Coefficient in the double power series expansion of $\Phi(x, y)$ ，Eq．（5053）．
$\alpha_{2 n} \quad$ Coefficient in the power series expansion of $w(x), E q \cdot(5.22) 。$
$B_{2(n \sim m)}^{2 m}$ Coefficient in the double power series expansion of $g(x, y)$ ，Eq．（5．72）．
$c_{2 n}$ Coefficient in the power series expansion of $x^{2} / 2$ qua function of $w$ ， Eq．（5．21）．
h Depth of dipole source and height of dipole image（Fig．1）．
$K\left(n, \theta_{2}\right)$ A function introduced for convenience in notation，Eq．（6．67）．
$\mathrm{k}_{\mathrm{o}}$
Value of the transform variable $\lambda$ associated with the zeros of the Sormerfeld denominator， $\mathbb{N}(\lambda)$ ，Eq．（2．96）．
$\mathrm{k}_{1} \quad$ Propagation constant for plane homogeneous waves in medium（1）； $k_{1}^{2}=\omega^{2} \mu_{0} \varepsilon_{1}+i \omega \mu_{0} \sigma_{1} \approx i \omega \mu_{0} \sigma$.
$\mathrm{k}_{2} \quad$ Propagation constant for plane homogeneous waves in nedium（2）； $k_{2}^{2}=\omega^{2} \mu_{0} \epsilon_{0}+i \omega \mu_{0} \sigma_{2} \approx \omega^{2} \mu_{0} \epsilon_{0}$.
$M_{1} \quad$ Fundamental integral for medium（1），Eq．（3．18）．
$M_{1}^{(1)} \quad$ Fundamental integral $M_{1}$ evaluated over path $C_{1}$（Fig．4）。
$M_{1}^{(2)} \quad$ Fundamental integral $M_{1}$ evaluated over path $C_{2}$（Fig．4）．
$N(\lambda) \quad$ The Sommerfeld denominator，Eq．（2．94）．
$n \quad$ Complex index of refraction；$n=k_{2} / k_{1}$ 。
$Q(n) \quad A$ function introduced for convenience in notation，Eqs．（6．133），（6．134）．
$\mathrm{R}_{1} \quad$ Distance from dipole source to point of observation（Fig．1），Eq．（2．1）．
$\mathrm{R}_{2} \quad$ Distance from dipole image to point of observation（Fig．1），Eq．（2．1）．
U Fundamental integral for（ $h=z$ ）$=0$ ，Eq．（2．72）．
$\mathrm{U}_{1} \quad$ Fundamental integral for medium（1），Eq．（2．57）．
$\mathrm{U}_{2} \quad$ Fundamental integral for medium (2), Eq. (2.69).
$U_{1}^{(1)} \quad$ Fundamental integral $U_{1}$ evaluated over path $C_{I}$ (Fig. 4). $U_{1}^{(2)} \quad$ Fundamental integral $U_{1}$ evaluated over path $C_{2}$ (Fig. 4). $V \quad$ Fundamental integral for $(h-z)=0$, Eq. (2.73).
$V_{1} \quad$ Fundamental integral for medium (1), Eq. (2.68).
$\mathrm{V}_{2} \quad$ Fundamental integral for medium (2), Eq. (2.70).
$\mathrm{V}_{1}^{(1)}$ Fundamental integral $\mathrm{V}_{1}$ evaluated over path $C_{1}$ (Fig. 4).
$V_{1}^{(2)}$ Fundamental integral $V_{1}$ evaluated over path $C_{2}$ (Fig. 4).

# Component of $\mathrm{V}_{\mathrm{I}}^{(2)}$ representing the contribution from the pole, Eq. (6.125). 

$W^{(s)}$ Component of $V_{1}^{(2)}$ representing the passage tirough the saddle point, Eq. (5.125).
$\propto \quad$ Transform variable, variable of integration, parameter.
$\alpha_{1} \quad$ Variable of integration introduced in the conformal transformation $\lambda=k_{1} \sin \alpha_{1} \quad$ (Section 6.1a).
Variable of integration introduced in the conformal transfomation $\lambda=\mathrm{k}_{2} \sin \alpha_{2}$ (Section 6.2 a ).

Transform variable, variable of integration, paraneter.
Attenuation factor associated witin $k_{1}$, Eqs. (2.32), (2.58).
Attenuation factor associated with $\mathrm{k}_{2}$, Eqs. (2.35), (2.58).
Transform variable, variable of integration.
$\zeta_{I}$ Intrinsic impedance for medium (I).
$\zeta_{2}$ Intrinsic impedance for medium (2).
$\eta \quad$ Transform variable, variable of integration.
$\eta_{I} \quad$ Intrinsic admittance for medium (I).
$\eta_{2}$ Intrinsic admittance for medium (2).
$\theta_{1}$ Angle between positive $z$ direction and $R_{1}$ (Fig. 1), Eq. (2.1).
$\theta_{2}$ Angle between negative $z$ direction and $R_{2}$ (Fig. I), Eq. (2.1).
$\lambda$ Transform variable, variable of integration.
$\xi \quad$ Transform variable, variable of integration.
$\Psi_{1} \quad$ Source function, Eq. (2.65).
$\Psi_{2}$ Image function, Eq. (2.66).

## I. INTRODUCTION

The problem originally proposed to us has to do with the complete determination of the electromagnetic field generated by a horizontal antenna embedded in a conducting half-space, the antenna consisting of an insulated wire terminated by bare electrodes (Fig. 2). We were asked to determine the near field, the far field, the current distribution along the antenna wire and the input impedance of such a device submerged in a conducting half-space and located close to the horizontal boundary. It soon became clear to us that the problem of determining the input impedance and the current distribution along the wire was in essence tied up with the solution of an extremely difficult antenna problem and we abandoned all efforts to answer these two questions.

There remained for us the alternative of considering the current distribution along the wire as prescribed; and, granting that the Green's function for an elementary, horizontal electric dipole, embedded in the conducting halfspace, had been obtained, the problem of the extended source with prescribed current distribution could then be solved by integrating over the source using Green's theorem. Thus, it looked to us that a necessary step towards the complete solution of this complicated antenna problem was the determination of
the electromagnetic field of a horizontal electric dipole in a conducting halfspace (Fig. 1), which is precisely the problem that we have undertaken in a lengthy investigation covering nearly two years and culminating in the present report which covers the most essential details of our calculations.

As is well known, the problem in question was first discussed in a brilliant memoir by Arnold Sormerfeld ${ }^{*}$ in 1909 and since then a considerable number of papers have appeared on various aspects of the problem as studied by several authors. In attacking this problem we have been led to examine some of the pertinent references and, thus, this report contains also a comprehensive review of such papers. In this Introduction we wish to stress those results of ours which are new or which go beyond the work of all our predecessors.

In Chapter II we undertake the complete formulation of the two-medium problem for a dipolar source by employing the technique of Fourier integral representations using Cartesian coordinates in both transform and configuration spaces; and, by introducing suitable transformations of the variables of integration we obtain the known formulations of Sommerfeld (1909), Weyl (1919), Ott (19142), and others. We examine in particular the Cartesian components of the Hertzian vectors or polarization potentials and we exhibit them in terms of four fundamental integrals, two of which correspond to points of observation in air and the other two to points of observation in the conducting medium. Because of the magnitude of the present project this report is concerned mainly with the evaluation of the integrals for points of observation in the conducting medium, and we reserve the evaluation of the integrals for points of observation in air to a future publication. None of the results presented in Chapter II are essentially new, except our complete treatment

[^0]of the triple Fourier integral representations and our discussion of the regions of analiticity for the transform variables which has an important bearing on the whole question of poles and residues. In addition, we give a detailed description of the Riemann surface of four sheets in the $\lambda$-plane (Sommerfeld's plane of integration) showing how to draw the branch cuts and indicating clearly how to determine the nature of the poles of the integrand, whether real or virtual, on the various sheets of the Riemann surface.

In Chapter III we deduce the electric and magnetic field components in cylindrical coordinates, expressing our results in terms of the Cartesian components of the Hertzian vectors which in turn are given in terms of the fundamental integrals and their derivatives as mentioned in the preceding para= graph. Making use of certain differential equations which connect the various fundamental integrals among themselves; we are able to exhibit the cylindrical components of the field vectors in various forms more suitable for computational purposes. For example, the Cartesian components of the Hertzian vector and the cylindrical components of the field vectors for points of observation in the conducting medium can all be expressed in terms of a single fundamental integral and its derivatives, and similarly for points of observation in air.

Chapter IV contains the solution of the two-medium dipolar problem in the static limit $(\omega \rightarrow 0)$. We find that all of our integral representations converge uniformily to the static solution (as obtained independently by elementary methods) for $\omega \rightarrow 0$, which affords an important partial check on our formulation of the problem. Thus, we present the independent solution for the electric field based on the method of images which in turn allows the determination of the current distribution everywhere. From a knowledge of this current distribution we then determine the complete magnetic field and we discover that the major contribution (to the magnetic field) comes from
the surface layer discontinuity in $\nabla \times J$ which exists at the interface separating the two media. We believe that the independent solution for the magnetic field is being presented here for the first time.

In Chapter $V$ we undertake a general discussion of the saddle point method of integration which we apply in this report to the asymptotic evaluation of the fundamental integrals and their derivatives. First, we consider the saddle point method for a single integral and we discuss the necessary and sufficient conditions for the application of Watson's lemma. It is clearly pointed out that the "asymptotic convergence" of the resulting series is governed by the radius of convergence of the power series expansion of the integrand about the origin in the complex plane of integration, which is the distance from the origin to the nearest singularity. And we discovered that, when the nearest singularity is a simple pole (or a pole of any order), the "asymptotic convergence" of the series could be greatly enhanced by the removal of the pole from the integrand, a process which was discovered independently by van der Waerden, but which we feel we have developed in the simplest possible fashion. We wish to call attention to this achievement, for we feel that it constitutes one of our major original contributions.

In addition, we have developed the saddle point method for a double integral which arose when we replaced the Hankel function appearing in the integrand by a suitable integral representation (thus leading to a double integral), in turn to be treated by the saddle point method of integration. We believe that it was this extension of the method to a double integral that allowed us to determine the asymptotic expansions of the fundamental integrals and their derivatives to three terms, which had never been attained by any of the previous authors and which proved absolutely necessary in order to clearly delimit the range of applicability of various approximations undertaken later.

In Chapter VI we present the evaluation of the fundamental integrals $U_{1}$ and $V_{I}$ and their derivatives for points of observation in the conducting medium. As shown in Chapter II, each typical integral can be resolved into the sum of two integrals, $I=I_{1}+I_{2}$, by a suitable deformation of the original path of integration. Integrals of the type $I_{1}$ are evaluated asymptotically by the saddle point method for single integration and, because they are shown later to be of negligible magnitude in comparison with the contributions of the integrals of type $I_{2}$, we present only the leading terms of the asymptotic expansions for the fundamental integrals. on the other hand, integrals of the type $I_{2}$ and their derivatives are evaluated by the saddle point method for a double integral employing the technique of the removal of the pole from the integrand whenever necessary. The reason for the independent evaluation of the higher order derivatives is cleaw asymptotid series can not in general be differentiated term by term to jield the asymptotic series of the derivative as we confirmed by actual comparison. Thus, we feits all along that it was not sufficient to undertake the asymptotic evaluation of the Cartesian components of the Hertzian vectors, from which the field components can be obtained by applying differential operators, but that to obo tain accurate results it was necessary to examine the asymptotio expansion of each derivative. We feel that in this respect we have again gone beyond all of our predecessors, for in all the papers that we have studied the authors content themselves with the asymptotic evaluation of the fundamental integrals, which they then proceed to differentiate obtain, sometimes in error, the electric and magnetic field components.

Chapter VII contains the results for the conducting medium and represents the culmination of the present research project. First of all, we undertake in this Chapter to give a clearocut and unambiguous definition of
the various ranges in which it is possible to obtain much simpler formulas than the ones presented in Chapter VI. We consider the asymptotic range $\rho \rightarrow \infty$ and we present the Cartesian components of the Hertzian vector and the cylindrical components of the electric and magnetic field vectors in this linit. We recognize that this range is of no practical value at low frequencies, but the results given, which are new, are used here to describe completely the nature of the electromagnetic field as $\rho \rightarrow \infty$. Next, we take up the range of parameters for which the horizontal range is large in comparison with a wavelength in air but for which, at the same time, we have the condition that Sommerfeld's numerical distance is very small in comparison with unity. This range is of interest because it applies to the well-known Sommerfeld - van der Pol "attenuation formulas" with which we have compared our asymptotic results with complete agreement. And, finally, we consider the range or parameters which is of practical value in the low frequency case; namely, when the horizontal range is small in comparison with one wavelength in air but large in comparison with one wavelength in the conducting medium. For this important range of parameters we present again the simpler forms assumed by the components of the Hertzian vector and by the electric and magnetic field components.

Next, we take up the study of the limiting forms of our results when the source dipole and the point of observation both lie on the surface separating the two media. In this manner we are able to compare directly our results with those of Sommerfeld and van der Pol. Furthermore, we undertake a thorough review of the various papers published on Sommerfeld's electromagnetic surface wave and by a critical analysis of the errors committed by several authors we are able, we trust, to reinstate the work of Sommerfeld to the esteem and respect which it deserves. We point out that the Zenneck type surface wave first encountered by Sommerfeld in his 1909 solution of
the problem is a legitimate part of the solution in the range of parameters for which it is valid, but that the contribution of this surface wave is of negligible magnitude in all cases of practical interest, e.g., the low frequency case.

Next, we discuss the limiting form of our results when we assume that the wavelength in air is infinite. This case was treated by Lien and we examine in detail Lien's approximation with the conclusion that it constitutes an excellent approximation in the low frequency case. In fact, we are able to justify Lien's approximation, which he failed to do, and in so doing we are able to show the exact nature of the approximation and the magnitude of the errors incurred.

Finally, we take up a numerical example to illustrate the application of our formulas in the low frequency case. Considering realistic data we obtain approximate expressions for the electric and magnetic field components which are valid, at a frequency of $900 \mathrm{c} \cdot \mathrm{p} . \mathrm{s}$. , for horizontal ranges between 50 and 5000 meters. It is shown that the field vectors vary as the inverse cube of the horizontal range and are exponentially attenuated with the aggregate depth of source and point of observation.

## II. FORMULATION OF THE TWO-MEDIUM PROBLEM FOR A DIPOLAR SOURCE

In this Chapter we are concerned with the problem of setting up suitable integral representations for the Cartesian components of the Hertzian vectors which will be employed in Chapter III in the computation of the electric and magnetic field components. It will be assumed that the sole source of the electromagnetic field is an oscillating dipole embedded in a conducting halfspace and oriented parallel to its plane boundary. It is shown that the most convenient formulation of the problem is based on the application of triple Fourier transforms employing Cartesian coordinates in both configuration and transform spaces.

### 2.1 STATEMENT OF THE PROBLEM

As shown in Fig. 1, we shall assume that the horizontal plane $z=0$ coincides with the interface between two homogeneous and isotropic media of different conductivities. In the present instance, medium (I) is a conducting half-space with conductivity $\sigma_{I}=\sigma$, and medium (2) is the air above with conductivity $\sigma_{2}=0$. However, for the sake of symmetry which
facilitates the discussion of the static limit (Chapter IV), and to secure the convergence of the integrals for points or observation in air (cf. post, Section 2.3), it will be assumed that both conductivities are finite with $\sigma_{2}$ as small as desired. It will be further assumed that both media have the magnetic inductive capacity of free space, $\mu_{1}=\mu_{2}=\mu_{0} ;$ and that, as regards electric inductive capacity, we can put $\epsilon_{I}=K \epsilon_{0}$ and $\epsilon_{2}=\epsilon_{0}$, where $K$ is the dielectric constant of the conducting medium and $\epsilon_{0}$ is the electric inductive capacity of free space.

The source, consisting of a horizontal electric dipole, is located at the point $(0,0,-h)$ in medium (I) and is oriented parallel to the x axis. It will be convenient to introduce here, as shown in Fig. l, the image point located symmetrically in medium (2) at ( $0,0, \mathrm{~h}$ ). As shown below, the whole problem can be formulated in terms of functions which exhibit axial symmetry about the $z$ axis passing through the source point and its image. Therefore, it will be convenient to identify points of observation by their cylindrical coordinates ( $\rho, 6, z$ ). Figure I displays a point of observation in medium (I), which lies on the plane of the paper ( $x=0$ ), illustrating the distances $R_{工}$ and $R_{2}$, from the point of observation to the source point and its image respectively, and the angles $\theta_{1}$ and $\theta_{2}$ which these distances make with the $z$ axis. As here defined,

$$
\begin{array}{ll}
R_{1}=\left[\rho^{2}+(h+z)^{2}\right]^{\frac{1}{2}}, & \tan \theta_{1}=\rho /(h+z) ; \\
R_{2}=\left[\rho^{2}+(h-z)^{2}\right]^{\frac{1}{2}}, & \tan \theta_{2}=\rho /(h-z), \tag{2.1}
\end{array}
$$

from which it is clear that, with finite depth of source ( $h>0$ ), we have $0 \leqslant \theta_{1}<\pi / 2$ for points of observation in medium (2) and $0 \leqslant \theta_{2}<\pi / 2$ for points of observation in medium (1).


Fig. 1.- Coordinate system showing the position and orientation of the source and its image and a point of observation in medium (1), chosen for convenience on the $y z$-plane.

### 2.2 FUNDAMENTAL EQUATIONS

The formulation of the present two-medium problem implies the solution of Maxwell's equations for each medium subject to the classical boundary conditions at the interface. The solution of this problem is facilitated by the introduction of the Hertz vectors or polarization potentials from which the field components are readily computed. The imposition of the boundary conditions at the interface then furnishes the necessary relations which render the solution determinate and unique.
2.2a. The field equations.- Consider first a homogeneous and isotropic conducting medium of infinite extent which is fully characterized by the macroscopic parameters $\mu, \in$, and $\sigma_{0}$ Assume next that the source function and all the field variables exhibit the common time dependence $e^{-i \omega t}$, where $\omega$ is the fixed angular frequency of the driving source. In terms of the propagation constant $k$ for plane homogeneous waves, which is defined by

$$
\begin{equation*}
k^{2}=\omega^{2} \mu \epsilon+i \omega \mu \sigma, \tag{2.2}
\end{equation*}
$$

and in terms of the intrinsic impedance $\zeta$ and intrinsic admittance $\eta$ of the medium, as given by the relations

$$
\begin{equation*}
k \zeta=\omega \mu ; \quad k \eta=\omega \epsilon+i \sigma, \tag{2.3}
\end{equation*}
$$

the set of Maxwellian equations, when expressed in rationalized mok.s. units, assume the form

$$
\begin{array}{ll}
\text { I. } \nabla \times E=i k \zeta H & \text { III. } \nabla \cdot H=0  \tag{2.4}\\
\text { II. } \nabla \times H=-i k \eta E+J^{\circ} & \text { IV. } \nabla \cdot E=\frac{\nabla \cdot J^{\circ}}{i k \eta}
\end{array}
$$

in which $J^{0}$ denotes the vector of prescribed current density distribution which characterizes the source function.

As is well known, the set I - IV given by Eqs. (2.14) admits a solution in terms of the Hertzian vector or electric polarization potential $\pi$ as follows:

$$
\begin{equation*}
E=\nabla \nabla \cdot \Pi+k^{2} \Pi ; \quad H=-i k \eta \nabla \times \Pi, \tag{2.5}
\end{equation*}
$$

where the Hertzian vector $\pi$ is a particular integral of the inhomogeneous, vector Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \Pi=-i J \circ / k \eta \tag{2.6}
\end{equation*}
$$

2.2b. The nature of the source.- In general, the prescribed current density distribution $J^{\circ}$ appearing in the inhomogeneous term of Eq. (2.6) is assumed to be confined within a finite region at a finite distance from the origin. In this case, the so-called radiation condition demands that the solution of Eq. (2.6) consist of outgoing waves on the surface of the sphere at infinity. In the present instance, the source consists essentially of an insulated horizontal wire of length $2 \ell$ (Fig. 2), terminated by suitable bare electrodes at the extremities of the wire, and located in the conducting medium at a depth $h$ below the horizontal interface. The generator leads are assumed to be inserted at some suitable point along the wire, e.g., between one electrode and the immediate extremity of the wire, thus driving a current $\mathrm{Ie}^{-i \omega t}$ along the length of the wire.

It is recognized at the outset that the amplitude factor $I$ is an unknown function of position along the length of the wire which depends on the nature of the insulation and on the complicated propagation characteristics along the wire as affected by its finite length and its proximity to
the boundary surface separating the two media. As a first approximation we have assumed, as indicated in Fig. 2, that the amplitude current $I$ is a constant, independent of position along the wire. Thus, the prescribed current density vector $\mathrm{J}^{\circ}$, corresponding to this idealized source, may be conveniently written as

$$
\begin{equation*}
J^{0}=e_{x} I\{u(x+l)-u(x-l)\} \delta(y) \delta(z+h) \tag{2.7}
\end{equation*}
$$

where $e_{\mathbf{x}}$ is the unit vector in the direction of the $\mathbf{x}$ axis and where $u(x)$ denotes the unit step function, which is defined as identically zero for negative argument and unity for positive argument, while $\delta(x)$ is Dirac's $\delta$-function which we here regard as the derivative of the unit step function.

In this report we are mainly concerned with points of observation at distances which are large compared with the length of the extended source. In this case we may regard the source as a dipole which is generated from the extended source by letting $\ell \rightarrow 0$. Thus, defining the electric moment* of the dipole as

$$
\begin{equation*}
p=\operatorname{Lim}(2 l I) \text { as } l \rightarrow 0 \text { and } I \rightarrow \infty \text {, } \tag{2.8}
\end{equation*}
$$

we readily obtain for the prescribed source function the compact expression

$$
\begin{equation*}
J^{\circ}=e_{x} p \delta(x) \delta(y) \delta(z+h) \tag{2.9}
\end{equation*}
$$

which corresponds to a Hertzian dipole located on the $z$ axis, at a depth $h$, and oriented in the direction of the positive $\mathbf{x}$ axis (Fig. 1).
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Fig. 2.- Diagram of an extended source.

Besides the assumption of a dipole source being an accurate approximation to the problem at hand, it is a logical first step in obtaining a completely rigorous solution to the problem of an extended source; since, as is well known, the rigorous solution of the problem of a prescribed extended source may be given as the superposition of properly weighted solutions of the dipole problem by the application of Green's theorem.
2.2c. Formulation of solution in terms of $\Pi$-vectors.- We have shown that the source vector $J^{0}$ may be regarded as a dipole singularity in the $x$ direction; therefore, in accordance with Eq. (2.6), the $\Pi$-vectors for both media must have at least an x component. It will be proved later (Section 4.5) that the interface $z=0$ separating the two media is in fact a surface singularity for $\nabla \times J$ (where $J=\sigma E$ denotes the conduction current) which acts as a secondary source; therefore, we must also have the $z$ components of the $\pi$-vectors. The boundary conditions and the symmetry of the problem clearly point out that no $y$ components are needed. In consequence, we exhibit at once the $\pi$-vectors for both media as

$$
\begin{array}{ll}
\pi^{(1)}=e_{x} \Pi_{x 1}+e_{z} \Pi_{z 1}, & z \leqslant 0, \\
\pi^{(2)}=e_{x} \Pi_{x 2}+e_{z} \Pi_{z 2}, & z \geqslant 0 ; \tag{2.10}
\end{array}
$$

furthermore, because the source singularity is embedded in medium (1), it will be convenient to exhibit $\pi_{x l}$ as the sum of two components,

$$
\begin{equation*}
\pi_{x l}=\pi_{x l}^{0}+\pi_{x l}^{1}, \quad z \leqslant 0 \tag{2.11}
\end{equation*}
$$

where $\pi_{x l}^{0}$, in accordance with Eq. (2.6), is a particular integral of the inhomogeneous, scalar Helmholtz equation

$$
\begin{equation*}
\left(\nabla^{2}+k_{l}^{2}\right) \pi_{x l}^{0}=-\left(i p / k_{1} \eta_{1}\right) \delta(x) \delta(y) \delta(z+h) \tag{2.12}
\end{equation*}
$$

and $\pi_{x l}^{l}$ is a solution of the corresponding homogeneous equation, namely

$$
\begin{equation*}
\left(\nabla^{2}+k_{1}^{2}\right) \pi_{x-1}^{1}=0, \quad z \leqslant 0 \tag{2.13}
\end{equation*}
$$

The remaining components, $\Pi_{z 1}, \Pi_{x_{2}}$ and $\Pi_{z 2}$, likewise satisfy identical homogeneous, scalar Helmholtz equations in their respective media; that is,

$$
\begin{array}{ll}
\left(\nabla^{2}+k_{1}^{2}\right) \Pi_{z 1}=0, \quad z \leqslant 0 \\
\left(\nabla^{2}+k_{2}^{2}\right) \pi_{x 2}=0, \quad z \geqslant 0,  \tag{2.14}\\
\left(\nabla^{2}+k_{2}^{2}\right) \pi_{z 2}=0, \quad z \geqslant 0
\end{array}
$$

The boundary conditions imposed on the Cartesian components of the $\Pi$-vectors, as defined by Eqs. (2.10), are readily deduced from the continuity of the tangential components of $E$ and $H$, at the interface $z=0$, which are computed for each medium in accordance with Eqs. (2.5). Thus, omitting details, we obtain at $z=0$ the boundary, conditions

$$
\begin{array}{ll}
k_{1}^{2} \pi_{x l}=k_{2}^{2} \pi_{x 2}, & k_{l}^{2} \frac{\partial \pi_{x l}}{\partial \pi_{2}}=k_{2}^{2} \frac{\partial \pi_{x 2}}{\partial s} ; \\
k_{1}^{2} \pi_{z 1}=k_{2}^{2} \pi_{z 2}, & \frac{\partial \pi_{x l}}{\partial x}+\frac{\partial \pi_{z l}}{\partial m}=\frac{\partial \pi_{x 2}}{\partial x}+\frac{\partial \pi_{z 2}}{\partial p_{2}} . \tag{2.16}
\end{array}
$$

In consequence, we are to choose solutions of the homogeneous Eqs. (2.13) and (2.14) which, when combined through Eqs. (2.10) and (2.11) with a particular integral of Eq. (2.12), satisfy simultaneously the four boundary conditions given above.

## 2. 3 FOURIER INTEGRAL REPRESENTATIONS IN CARTESIAN COORDINATES

The formulation of the present boundary value problem and the satism faction of the boundary conditions are more readily effected by expressing the Cartesian components of the $\pi$-vectors in terms of their triple Fourier intem gral representations displayed in Cartesian coordinates in transform space as well as in configuration space. According to Fourier integral theory such a representation necessarily yields a complete and unique solution; therefore, as shown in Section 2.4, all proper formulations of the problem may be obtained by merely making suitable coordinate transformations in one or both configuration and transform spaces. Furthermore, the triple Fourier integral representation in Cartesian coordinates, after performing two integrations, allows the unequiva ocal determination of the path of integration in the complex plane of the third transform variable which must lie within a certain strip of analiticity o Thus, the choice of the path of integration in the third transform variable is quite independent of the boundary conditions of the problem and, once chosen, dice tates the proper interpretation to be ascribed to partial results deduced from certain permissible deformations of the original path. This matter is intio mately connected with the correct interpretation of Sommerfeld's electromagnetic surface wave to which we return in Section 7.3.
2.3a. The particular integral corresponding to the source:- The component $\Pi_{\mathrm{xl}}^{\circ}$, which is a particular integral of Eq 。 (2.12), can be conveniently chosen as the Green's function for a horizontal dipole embedded in the unbounded conducting medium; that is,
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$$
\begin{equation*}
\pi_{x 1}^{0}=\frac{i p}{4 \pi k_{1} \eta_{1}} \frac{e^{i k_{1} R_{1}}}{R_{1}}, \tag{2.17}
\end{equation*}
$$

\]

where $R_{l}$ is the distance from the point of observation to the source dipole as defined by Eq. (2.1) and where, in accordance with Eqs. (2.2) and (2.3), we have for the conducting medium

$$
\begin{equation*}
k_{1}^{2}=\omega^{2} \mu_{1} \epsilon_{1}+i \omega \mu_{1} \sigma_{1}=\omega^{2} \mu_{0} k \epsilon_{0}+i \omega \mu_{0} \sigma \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{1} \eta_{1}=\omega \epsilon_{1}+i \sigma_{1}=\omega k \epsilon_{0}+i \sigma \tag{2.19}
\end{equation*}
$$

For the purpose at hand, we now seek the triple Fourier integral representation of the particular integral (2.17), which is most readily obtained by going back to the original differential equation (2.12). First, we define the triple Fourier transform

$$
\begin{equation*}
F(\xi, \eta, \zeta)=\iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \pi_{x 1}^{0}(x, y, z) e^{-i(\xi x+\gamma y+\zeta, z)} d x d y d z \tag{2.20}
\end{equation*}
$$

which represents an analytic function of the three transform variables ( $\xi, \eta, \zeta$ ) for limited domains of their respective complex planes as pointed out below. To compute $F(\xi, \eta, \zeta)$, one multiplies both sides of Eq. (2.12) by the exponential factor $e^{-i\left(\xi x+r y \not L_{z}\right)}$ and integrates with respect to the real variables $x, y$ and $z$ between $\infty \infty$ and $+\infty$. The right hand side of Eq. (2al2) yields at once

$$
\begin{equation*}
\iint_{-\infty}^{\infty} \int_{-\infty} \delta(x) \delta(y) \delta(z+h) e^{-i(\xi x+\eta y+\zeta z)} d x d y d z=e^{i \zeta h} \tag{2.21}
\end{equation*}
$$

while the term $k_{1}^{2} \pi_{x l}^{\circ}$ on the left hand side yields simply $k_{1}^{2} F(\xi, \eta, y)$ in accordance with Eq. (2.20).

The remaining terms on the left of Eq. (2.12) involve the three second order partial derivatives of the Laplacian operator in Cartesian coordinates. Each of the three terms must be treated separately. Thus, for example, consider the first integral,


$$
\begin{equation*}
-\xi^{2} \iint_{-\infty}^{\infty} \int_{x 1} \pi^{-i(\xi x+W 4 z z)} d x d y d z \tag{2.22}
\end{equation*}
$$

Where we have twice carried out an integration by parts in the $x$ variable。 It is clear that the vanishing of the integrated part at the upper and lower limits in the double integral on the right of Eq. (2.22) is guaranteed for all real values of the transform variable $\xi$ by the asymptotic behavior of the function $\Pi_{x l}^{\circ}$ itself; for we know from Eq. (2.17) that, with $y$ and $z$ fixed,

$$
\begin{equation*}
\pi_{x I}^{0} \rightarrow \frac{1}{|x|} e^{i k_{l}|x|} \text { as }|x| \rightarrow \infty \tag{2.23}
\end{equation*}
$$

and, thus, with $k_{1}=\beta_{1}+i \alpha_{1} \quad\left(\alpha_{1}>0\right), \pi_{\mathrm{xl}}^{0}$ vanishes exponentially at the upper and lower limits. In consequence, the right hand side of Eq. (2.22) becomes merely $-\xi^{2} F(\xi, \eta \nvdash)$ under the sufficient condition that $\xi$ be real.

Identical considerations applied to the two remaining terms of the Laplacian operator yield similar results, whence we obtain from the original Helmholtz equation the analytic expression

$$
\begin{equation*}
F(\xi, \eta, \zeta)=\frac{i p}{k_{1} \eta_{I}} \frac{e^{i \zeta h}}{\xi^{2}+\eta^{2}+\zeta^{2}-k_{1}^{2}} \tag{2.24}
\end{equation*}
$$

for the triple Fourier transform defined by Eq. (2.20). Hence, we have established that a sufficient condition for the existence of the transform $F\left(\xi, \eta, y_{0}\right)$, defined by the triple integral (2.20) as an analytic function of the three complex variables $\xi, \eta$ and $\zeta$, is that these variables be rigorously real.

We now propose to show that this condition is too stringent. To this end, we transform to spherical coordinates in both transform and configuration spaces. Writing, with reference to Fig. l,

$$
\begin{aligned}
\mathrm{x} & =\mathrm{R}_{1} \sin \theta_{1} \cos \phi & \xi & =K \sin \alpha \cos \beta \\
\mathrm{Y} & =R_{1} \sin \theta_{1} \sin \varphi & \eta & =K \sin \alpha \sin \beta \\
\mathrm{z}+\mathrm{h} & =R_{1} \cos \theta_{1} & & \zeta
\end{aligned}
$$

we obtain, instead of (2.21),

$$
\begin{equation*}
F(K, \alpha, \beta)=\frac{i p}{k_{I} \eta_{1}} \frac{e^{i K h} \cos \alpha}{K^{2}-k_{1}^{2}} \tag{2.25}
\end{equation*}
$$

Applying the inversion theorem to the transform (2.25) we have

$$
\begin{equation*}
\pi_{x 1}^{o}\left(R_{1}, \theta_{1}, \varphi\right)=\frac{i p}{8 \pi^{3} k_{1} \eta_{1}} \int_{0}^{\infty} \int_{0}^{\pi} \int_{0}^{2 \pi} \frac{e^{i K R_{1} \cos \alpha}}{k^{2}-k_{1}^{2}} K^{2} d K \sin \alpha d x d e, \tag{2.26}
\end{equation*}
$$

which can be written in this form by merely rotating the polar axis in transm form space until it coincides with the direction of $R_{1}$ 。

Carrying out the integrations with respect to the angular variables $\alpha$ and $\beta$ and extending to negative values the range of integration in the K variable, we deduce

$$
\begin{equation*}
\pi_{x 1}^{0}=\frac{p}{4 \pi^{2} k_{1} \eta_{1}} \frac{1}{R_{1}} \int_{-\infty}^{\infty} \frac{e^{i K R_{1}}}{K^{2}-k_{1}^{2}} K d K=\frac{i p}{4 \pi k_{1} \eta_{1}} \frac{e^{i k_{1} R_{1}}}{R_{1}} \tag{2.27}
\end{equation*}
$$

in which the last result, obtained by the method of residues, is in full accord with Eq. (2.17). The essential point to observe is that the path of integration in (2.27) need not coincide with the real axis in the K-plane, but that it is sufficient for the path to lie entirely within the strip

$$
\begin{equation*}
-\alpha_{1}<\operatorname{Im}\{K\}<\alpha_{1} \tag{2.28}
\end{equation*}
$$

where $\alpha_{I}=\operatorname{Im}\left\{k_{I}\right\}>0$. We have then shown that the triple integral (2.20), regarded as an analytic function of the complex variable $K$ and the rigorously real variables $\alpha$ and $\beta$, as expressed by Eq. (2.25), is so defined only so long as $K$ remains within the so-called "strip of analiticity"defined by Eq. (2.28). This means, returning to our original trans form variables $\xi, \eta$ and $\zeta$, that the triple integral (2.20) defines an analytic function of the three complex variables $\xi, \eta$ and $\zeta$, as given by Eq. (2.24), only so long as

$$
\begin{equation*}
K=\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)^{\frac{1}{2}} \tag{2.29}
\end{equation*}
$$

remains within the strip defined by Eq. (2.28). Thus, for example, if we
choose to keep the variables $\xi$ and $\eta$ rigorously real, then the third variable $\zeta$ may be allowed to wander off its real axis but just so long as

$$
\begin{equation*}
-\alpha_{1}<\operatorname{Im}\{\zeta\}<\alpha_{1} \tag{2.30}
\end{equation*}
$$

which now defines the strip of analiticity in the $\zeta$ variable when $\xi$ and $\eta$ and both real.

Applying next the inversion theorem to the transform (2.24) we obtain for the particular integral $\pi_{\mathrm{xI}}^{\circ}$ the representation

$$
\begin{equation*}
\pi_{x]}^{0}=\frac{i p}{8 \pi^{3} k_{1} \eta_{1}} \iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{e^{i\left[\xi x+\pi \psi^{\zeta} \zeta(z+h)\right]}}{\xi^{2}+\eta^{2}+\zeta^{2}-k_{1}^{2}} d \xi d \eta j \zeta, \tag{2.31}
\end{equation*}
$$

in which the path of integration for each of the three complex variables $\xi$, $\eta$ and $\zeta$ is the corresponding real axis. Introducing the attenuation factor

$$
\begin{equation*}
r_{1}=\left(\xi^{2}+\eta^{2}-k_{1}^{2}\right)^{\frac{1}{2}} \xrightarrow[\xi_{9} \eta \rightarrow 0]{ }-i k_{1} \tag{2.32}
\end{equation*}
$$

where the sign of the radical is so chosen that $\operatorname{Re}\left\{\Upsilon_{I}\right\}>0$ for all real values of $\xi$ and $\eta$, and carrying out the integration with respect to $\zeta$ in (2.31) by the method of residues, we obtain the desired representation in the form of a double integral,

$$
\begin{equation*}
\pi_{x 1}^{0}=\frac{i p}{8 \pi^{2} k_{1} \eta} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{r_{1}} e^{-\infty \gamma_{1}|z+h|+i(\xi x+\eta y)} d \xi d \eta \tag{2.33}
\end{equation*}
$$

where, in accordance with the final conclusions of the last paragraph, the
paths of integration in the $\xi$ and $\eta$ variables are taken along their respective real axes.

Comparison of Eqs. (2.17) and (2.33) shows that we have established the following integral representation for the source function,

$$
\begin{equation*}
\frac{e^{i k_{1} R_{1}}}{R_{1}}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{r_{1}} e^{-\gamma_{1}|z+h|+i(\xi x+\tau v)} d \xi d \eta, \tag{2.34}
\end{equation*}
$$

where $\gamma_{1}\left(\xi, \eta ; k_{1}\right)$ has the unique definition given by Eq. (2.32). The form of the integral representation (2.34) is clear: it represents the superposition of elementary harmonic waves in the $x$ and $y$ directions, exponentially attenuated in the $\mathbf{z}$ direction away from the source and so combined through the "amplitude" factor $l / \Upsilon_{1}$ that the double integral over all real values of $\xi$ and $\eta$ yields the elementary spherical wave on the left of Eq. (2.314). That we have indeed a superposition of elementary solutions of the homogeneous Helmholtz equation is seen at once by noting that $\gamma_{1}-\xi^{2}-\eta^{2}=-k_{1}^{2}$, which states that the integral representation (2.34) is a solution of the homogeneous Helmholtz equation in the unbounded conducting medium except at the point occupied by the source, $R_{1}=0$ or ( $0,0,-h$ ), at which point the integral diverges as $1 / R_{1}$ 。
2.3b. Representation of the $x$ components of the \#-vectors. ${ }^{\text {- }}$ The double Fourier integral representation (2.314) for the source function suggests at once the form of similar representations for the remaining x components, $\Pi_{x I}^{1}$ and $\Pi_{x 2}$, which satisfy the homogeneous Helmholtz equation in their respective media in accordance with Eqs. (2.13) and the second of (2.14). First, we introduce, as in Eq。(2.32), the second attenuation
factor

$$
\begin{equation*}
r_{2}=\left(\xi^{2}+\eta^{2}-k_{2}^{2}\right)^{\frac{1}{2}} \xrightarrow[\xi, \eta \rightarrow 0]{ }-i k_{2} \tag{2.35}
\end{equation*}
$$

where again the sign of the radical is chosen in such a way that $\operatorname{Re}\left\{\mu_{2}\right\}>0$ for all values of $\xi$ and $\eta$ on their paths of integration and where $k_{2}$, the propagation constant for medium (2), is deduced in accordance with Eq. (2.2) from

$$
\begin{equation*}
k_{2}^{2}=\omega^{2} \mu_{2} \epsilon_{2}+i \omega \mu_{2} \sigma_{2}=\omega^{2} \mu_{0} \epsilon_{0}+i \omega \mu_{0} \sigma_{2}, \tag{2.36}
\end{equation*}
$$

with $\sigma_{2}$ as small as desired. Similarly, making use of (2.3), we put

$$
\begin{equation*}
k_{2} \eta_{2}=\omega \epsilon_{2}+i \sigma_{2}=\omega \epsilon_{0}+i \sigma_{2} \tag{2.3.7}
\end{equation*}
$$

Then, following the pattern set by Eq. (2.33), the desired integral representations may be written down at once,
and

$$
\begin{equation*}
\pi_{i 2}=\frac{i p}{4 \pi^{2} k_{2} \eta_{2}} \int_{-\infty}^{\infty} \int_{2} f_{2}(\xi, \eta) e^{-\gamma 2 z-M_{1} h+i(\xi x+\eta)} d \xi d \eta, \quad z \geqslant 0 \tag{2.39}
\end{equation*}
$$

where in each case the paths of integration for the $\xi$ and $\eta$ variables are taken along their respective real axes. The amplitude functions appearing in the proposed integral representations contain the common convergence factor
$e^{-\Upsilon_{1} h}$, introduced here for convenience, and the unknown functions $f_{1}$ and $f_{2}$ which are to be determined from the boundary conditions. It is seen by inspection that the proposed expansions for $\pi_{\mathrm{x} 1}^{1}$ and $\pi_{\mathrm{x} 2}$ satisfy the homogeneous Helmholtz equation in their respective media.
2.3c. Imposition of the boundary conditions satisfied by the $x$
components.- The $x$ components of the $\pi$-vectors, $\pi_{x I}=\pi_{x l}^{0}+\pi_{x I}^{1}$ and $\Pi_{x 2}$, as given by the integral representations (2.33), (2.38) and (2.39), must comply at $z=0$ with the boundary conditions given by Eqs. (2.15). Differentiating with respect to $z$ under the signs of integration, as called for by the second of Eqs. (2.15), putting $z=0$ and recalling that both media are assumed to have the same magnetic inductive capacity, which means that we are allowed to write, by virtue of Eq. (2.3),

$$
\begin{equation*}
k_{1} \eta_{1}=k_{1}^{2} / \omega \mu_{0} \quad \text { and } \quad k_{2} \eta_{2}=k_{2}^{2} / \omega \mu_{0} \tag{4}
\end{equation*}
$$

we obtain the equality of two pairs of double Fourier integral representations. Naking use of the uniqueness property of such expansions, we are allowed to equate the corresponding double Fourier transforms, obtaining, after dropping common factors,

$$
\begin{align*}
1+\Upsilon_{1} f_{1} & =\Upsilon_{1} f_{2} ; \\
-1+\Upsilon_{1} f_{1} & =-\Upsilon_{2} f_{2}, \tag{4}
\end{align*}
$$

as a pair of simultaneous equations in the unknown functions $f_{1}$ and $f_{2}$ 。 The solution of Eqs. (2.41) yields readily

$$
\begin{equation*}
f_{1}=\frac{\gamma_{1}-\gamma_{2}}{\gamma_{1}\left(\gamma_{1}+\gamma_{2}\right)}=-\frac{1}{\gamma_{1}}+\frac{2}{\gamma_{1}+\gamma_{2}} ; \quad f_{2}=\frac{2}{\gamma_{1}+\gamma_{2}}, \tag{2.42}
\end{equation*}
$$

in which $\Upsilon_{1}$ and $\Upsilon_{2}$ have the definitions given by Eqs. (2.32) and (2.35) respectively.

Substituting the above results into the corresponding integral representations, we obtain for the $x$ components of the $\pi$-vectors the expressions which we set out to establish,
$\Pi_{x I}=\frac{i p}{8 \pi^{2} k_{1} \eta_{1}} \int^{\infty} \int_{-\infty}^{\infty}\left\{\frac{e^{-\gamma_{1}|z+h|}}{\gamma_{1}}=\frac{e^{\varphi_{1}(z-h)}}{\gamma_{1}}+\frac{2 e^{\varphi_{1}(z-h)}}{\gamma_{1}+\gamma_{2}}\right\} e^{i\left(\xi x+\gamma_{\eta}\right)} d \xi d \eta, z \leqslant 0$
$\pi_{x 2}=\frac{i p}{8 \pi^{2} k_{2} \eta_{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\mu_{1}+\gamma_{2}} e^{-\gamma_{2} z-\gamma_{1} h+i(\xi x+\eta y)} d \xi d \eta, \quad z \geqslant 0$,
in which an essential point to remember is that the paths of integration in the $\xi$ and $\eta$ variables are their respective real axes.
2.3d. Representation of the $\mathbb{Z}$ components of the $\pi$-vectors.- The $z$ components of the $\pi$-vectors, $\pi_{z 1}$ and $\pi_{z 2}$, satisfy in accordance with the first and last of Eqs. (2.11) the homogeneous Helmholtz equation in their respective media and have Fourier integral representations of a form analogous to Eqs. $(2.38)$ and (2.39). Thus, we propose at once the representations

$$
\begin{equation*}
\pi_{z 1}=\frac{i p}{4 \pi^{2} k_{1} \eta_{1}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \xi_{1}(\xi, \eta) e^{\gamma_{1}(z \infty h)+i(\xi x+\pi y)} d \xi d \eta, \quad z \leqslant 0 ; \tag{2.45}
\end{equation*}
$$

$$
\pi_{z 2}=\frac{i p}{4 \pi^{2} k_{2} \eta_{2}} \int_{-\infty}^{\infty} \int_{-\infty} i \xi_{2}(\xi, \eta) e^{-\gamma_{2} z-\gamma_{1} h+i(\xi x+\pi y)} d \xi d \eta, \quad z \geqslant 0
$$

in which the only new feature is the explicit factor ig in both integrands, introduced here for convenience, and in which $g_{1}$ and $g_{2}$ denote the unknown amplitude functions to be determined from the boundary conditions. It is seen by inspection that the proposed expansions for $\pi_{z 1}$ and $\pi_{z 2}$ satisfy the homogeneous Helmholtz equation in their respective media.
2.3e. Imposition of the boundary conditions satisfied by the $z$ com-
ponents.- Proceeding as before, we now substitute the integral representations (2.45) and (2.46) into the boundary conditions given by Eqs. (2.16). Carrying out under the signs of integration the differentiations with respect to $x$ and $z$, as called for by the second of Eqs. (2.16), and evaluating at $z=0$, we obtain the pair of simultaneous equations

$$
\begin{equation*}
g_{1}=g_{2} ; \quad \frac{1}{k_{1}^{2}}\left\{\frac{2}{\gamma_{1}+r_{2}}+r_{1} g_{1}\right\}=\frac{1}{k_{2}^{2}}\left\{\frac{2}{r_{1}+r_{2}}-r_{2} g_{2}\right\}, \tag{4}
\end{equation*}
$$

from which, noting from Eqs. (2.32) and (2.35) that $\gamma_{1}^{2}-\gamma_{2}^{2}=k_{2}^{2}-k_{1}^{2}$, we readily obtain

$$
g_{1}=g_{2}=-2\left(\gamma_{1}-\gamma_{2}\right) /\left(k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}\right)
$$

which exhibits the famous Sormerfeld denominator, $N=k_{2}^{2} \Upsilon_{1}+k_{1}^{2} \Upsilon_{2}$, about which we have a great deal more to say in this report.

Substituting the above results into the proposed integral representations, Eqs. (2.45) and (2.1.6), and noting that the explicit factor ig in
both integrands can be made implicit through the partial differential operator $\partial / \partial x$ outside the integral signs, we obtain finally

$$
\begin{align*}
& \pi_{z 1}=-\frac{i p}{8 \pi^{2} k_{1} \eta_{1} \partial x} \frac{\partial}{\partial \int_{-\infty}^{\infty}} \frac{2\left(\gamma_{1}-\gamma_{2}\right)}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}} e^{\Upsilon_{1}(z-h)+i(\xi x+\eta v)} d \xi d \eta, \quad z \leqslant 0 ;  \tag{2.1+9}\\
& \pi_{z 2}=-\frac{i p}{8 \pi^{2} k_{2} \eta_{2}} \frac{\partial}{\partial x} \iint_{-\infty}^{\infty} \frac{2\left(\gamma_{1}-\gamma_{2}\right)}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}} e^{-\gamma_{2} z-\gamma_{1} h+i(\xi x+\eta v)} d \xi d \eta, \quad z \geqslant 0, \tag{2.50}
\end{align*}
$$

in which once again an essential point to remember is the fact that the paths of integration in the $\xi$ and $\eta$ variables are their respective real axes.
2.3f. Transformation to cylindrical coordinates in configuration and transform spaces: Sommerfeld's formulationo- All four integral representations derived above are surface integrals over the entire $\xi-\eta$ plane of a form which lends itself readily to a transformation to cylindrical coordinates in configuration space as well as in transform space. Thus, putting

$$
\begin{equation*}
x=\rho \cos \varphi, \quad y=\rho \sin \varphi, \quad \rho=\left(x^{2}+y^{2}\right)^{\frac{1}{2}} \tag{2.51}
\end{equation*}
$$

for the space coordinates and

$$
\begin{equation*}
\xi=\lambda \cos \beta, \quad \eta=\lambda \sin \beta, \quad \lambda=\left(\xi^{2}+\eta^{2}\right)^{\frac{1}{2}}, \tag{2.52}
\end{equation*}
$$

for the (real) transform variables, $\boldsymbol{\xi}$ and $\eta$, and replacing the element of area $d \xi d \eta$ by $\lambda d \lambda d \beta$, we note that all the double integrals appearing in Eqs. (2.43), (2.44), (2.49) and (2.50) are of the general form

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} f\left(\xi^{2}+\eta^{2} ; z\right) e^{i(\xi x+\eta y)} d \xi d \eta & =\frac{1}{2 \pi} \int_{0}^{\infty} f\left(\lambda^{2} ; z\right) \lambda d \lambda \int_{-\pi}^{\pi} e^{i \lambda \rho \cos (\beta-\varphi)} d \beta \\
& =\int_{0}^{\infty} f\left(\lambda^{2} ; z\right) J_{0}(\lambda \rho) \lambda d \lambda \tag{2.53}
\end{align*}
$$

in which we have made use of a well-known integral representation for the Bessel function of order zero. It may be noted that this transformation proves advantageous because the function $f\left(\xi^{2}+\eta^{2} ; z\right)$ contains the variables $\xi$ and $\eta$ in the form $\lambda=\left(\xi^{2}+\eta^{2}\right)^{\frac{1}{2}}$ in all the instances encountered.

Applying the result embodied in Eq. (2.53) to our four integral representations and noting that in transforming to cylindrical coordinates, the operator $\partial / \partial \mathrm{x}$ is to be replaced by $\cos \varphi(\partial / \partial \rho)$, we obtain finally the integral representations

$$
\pi_{x I}=\frac{i p}{4 \pi k_{1} \eta_{I}} \int_{0}^{\infty}\left\{\frac{1}{\gamma_{1}} e^{-\gamma_{1}|z+h|}-\frac{1}{\gamma_{1}} e^{\gamma_{1}(z-h)}+\frac{2}{\gamma_{1}+\gamma_{2}} e^{\gamma_{1}(z-h)}\right\} J_{0}(\lambda \beta \lambda d \lambda, z \leqslant 0, \quad \text { (2.54) }
$$

$$
\begin{equation*}
\pi_{x 2}=\frac{i p}{4 \pi k_{2} \eta_{2}} \int_{0}^{\infty} \frac{2}{\gamma_{1}+\gamma_{2}} e^{-\Upsilon_{2} z-\Upsilon_{1} h} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \geqslant 0 ; \tag{2.55}
\end{equation*}
$$

$\pi_{z 1}=-\frac{i p \cos \varphi}{4 \pi k_{1} \eta_{1}} \frac{\partial}{\partial \rho} \int_{0}^{\infty} \frac{2\left(\gamma_{1}-\gamma_{2}\right)}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}} e^{\gamma_{1}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0$,
$\pi_{z 2}=-\frac{i p \cos \varphi}{4 \pi k_{2} \eta_{2}} \frac{\partial}{\partial \rho} \int_{0}^{\infty} \frac{2\left(\gamma_{1}-\alpha_{2}\right)}{k_{2}^{2} \gamma_{1}+k_{1} \gamma_{2}^{2}} e^{-\gamma_{2} z-\gamma_{1} h} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \geqslant 0$,
where an essential point to remember is that the variable of integration $\lambda=\left(\xi^{2}+\eta^{2}\right)^{\frac{1}{2}}$ is a positive definite quantity and, thus, the path of integration is rigorously along the positive half of the real axis in the complex $\lambda$-plane. The parameters $\Psi_{1}$ and $\gamma_{2}$, originally introduced by Eqs. (2.32) and (2.35) respectively, are now defined as

$$
\begin{equation*}
\Upsilon_{I}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}} \xrightarrow[\lambda \rightarrow 0]{ }-i k_{1} ; \quad \gamma_{2}=\left(\lambda^{2}-k_{2}^{2}\right)^{\frac{1}{2}} \xrightarrow[\lambda \rightarrow 0]{ }-i k_{2}, \tag{2.58}
\end{equation*}
$$

in which the sign of the square roots is to be chosen in such a way that $\operatorname{Re}\left\{r_{1}\right\}>0$ and $\operatorname{Re}\left\{r_{2}\right\}>0$ along the entire path of integration, $0 \leqslant \lambda<\infty$ 。

The above integral representations, Eqs. (2.54) to (2.58), embody the results contained in Sommerfeld's formulation of the problem. Originally, Sommerfeld considered only the problem of the vertical electric dipole located at the boundary surface separating the two media. ( $h=0$ ) in a classical memoir ${ }^{l}$ which even today remains as the fundamental basis of all subsequent investigations. The horizontal electric dipole was first considered by HBrschelmann ${ }^{2}$ in his doctoral dissertation dealing with the theoretical in vestigation of the directional properties of the original Marconi antenna. The horizontal electric dipole located at the interface between the two media
${ }^{1}$ A. Sommerfeid, Ann. Physik 28, 665-737 (1909).
2 H . von HBrschelmann, Jahrb. drahto Telegr. u. Teleph. 5, I) 4 - 34 , 188-211 (1911).
is discussed by Sommerfeld in his excellent summary of the whole problem of propagation of radio waves over the surface of the earth in Riemann-Weber ${ }^{3}$ and, finally, the case of the horizontal dipole located at a height $h$ above the surface of the conducting medium is again treated by Sommerfeld in a more recent book, ${ }^{4}$ where he gives substantially the same integral representations that we derived above. We feel that our approach, starting with Cartesian coordinates in both configuration and transform spaces, is fundamentally simpler, for it embodies all known formulations of the problem which can now be derived by merely imposing suitable coordinate transformations. In the present instance, we attain Sommerfeld's form of the integrals in the $\lambda$-plane by merely going over to cylindrical coordinates.

### 2.4 VARIOUS FORMS OF THE FUNDAMENTAL INTEGRALS

So far we have established, in Eqs. (2.54) to (2.58), the proposed integral representations for the Cartesian components of the $\Pi$-vectors for the two media, which satisfy the requisite boundary conditions at $z=0$ and which represent solutions of their respective Helmholtz equations. Then, making use of Eqs. ( 2.5 ), we deduce in Chapter III the electric and magnetic field components which involve the application of various differential operators under the sign of integration. To facilitate the operations indicated and to give a systematic presentation of the results, it is desirable at this time to give a tabulation and discussion of the minimum number of fundamental

3 Philipp Frank and Richard von Mises, "Die Differential- und Integralgleichungen der Mechanik und Physik," (Friedr. Vieweg, Braunschweig, 1935), 2nd edition, Vol. II, p. 943.

4 A. Sommerfeld, "Partial Differential Equations in Physics," (Academic Press, Inc., New York, 1914), p. 257.
integrals in terms of which the Cartesian components of the $\pi$-vectors and the cylindrical components of the field vectors can be expressed.
2.4a. Tabulation of essential integrals.- It is readily seen from Eqs. (2.54) to (2.58) that our integral representations involve under the sign of integration two distinct factors,

$$
\begin{equation*}
f=\frac{2}{r_{1}+r_{2}} \quad \text { and } \quad g=-\frac{2\left(r_{1}-r_{2}\right)}{k_{2}^{2} \Upsilon_{1}+k_{1}^{2} r_{2}}, \tag{2.59}
\end{equation*}
$$

in terms of which we now define a number of functions which prove useful later,

$$
\begin{align*}
& v_{1}=f+\gamma_{1} g=\frac{2 k_{1}^{2}}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}},  \tag{2.60}\\
& v_{2}=f-\Upsilon_{2} g=\frac{2 k_{2}^{2}}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \Upsilon_{2}},  \tag{2.61}\\
& k_{1}^{2} g / \gamma_{1}=-v_{1}\left(1-\gamma_{2}{\gamma_{1}}_{-1}\right)=-\left(1+n^{2}\right) v_{1}+2 \gamma_{1}^{-1},  \tag{2.62}\\
& k_{2}^{2} g / \gamma_{2}=\nabla_{2}\left(1-\gamma_{1} \gamma_{2}^{-1}\right)=\left(1+n^{-2}\right) v_{2}-2 \uparrow_{2}^{-1}, \tag{2.63}
\end{align*}
$$

in which

$$
\begin{equation*}
n=k_{2} / k_{1} \tag{2.64}
\end{equation*}
$$

is the so-called complex index of refraction.
The integral representation (2.54) for $\pi_{x l}$ is seen to consist of three distinct integrals, the first two of which are readily identified with the source and its image. With $\mathrm{R}_{1}$ and $\mathrm{R}_{2}$ as defined by Eqs. (2.1), we denote the source and image integrals respectively by

$$
\begin{equation*}
\Psi_{1}=\frac{e^{i k_{1} R_{1}}}{R_{1}}=\int_{0}^{\infty} \frac{1}{r_{1}} e^{-\gamma_{1}|z+h|} J_{0}(\lambda \rho) \lambda d \lambda, \quad-\infty<z<\infty, \tag{2.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{2}=\frac{e^{i k_{1} R_{2}}}{R_{2}}=\int_{0}^{\infty} \frac{1}{r_{1}} e^{r_{1}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0 . \tag{2.66}
\end{equation*}
$$

The last integral in Eq. (2.54) and the remaining integral representations, (2.55), (2.56) and (2.57), can all be expressed, as shown in Section 3.1, in terms of the following four fundamental integrals:

$$
\begin{align*}
& U_{1}=\int_{0}^{\infty} f(\lambda) e^{\gamma_{1}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0,  \tag{2.67}\\
& v_{1}=\int_{0}^{\infty} v_{1}(\lambda) e^{\gamma_{1}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0,  \tag{2.68}\\
& U_{2}=\int_{0}^{\infty} f(\lambda) e^{-\gamma_{2} z-\gamma_{1} h_{J_{0}}(\lambda \rho) \lambda d \lambda, \quad z \geqslant 0,}  \tag{2:69}\\
& v_{2}=\int_{0}^{\infty} v_{2}(\lambda) e^{-\gamma_{2} z-\Upsilon_{1} h_{J_{0}}(\lambda \rho) \lambda d \lambda, \quad z \geqslant 0,} \tag{2.70}
\end{align*}
$$

in which the functions $f, V_{1}$ and $v_{2}$ have the definitions given in the preceding paragraph. As indicated, the integrals $U_{1}$ and $V_{1}$ are defined only for $z \leqslant 0$ and, therefore, correspond to points of observation in the
conducting medium; whereas the integrals $\mathrm{U}_{2}$ and $\mathrm{V}_{2}$ are defined only for $z \geqslant 0$ and, therefore, pertain to points of observation in the air above, medium (2).

The fundamental character of the integrals listed above is more forcefully brought to attention by noting that, as first shown by Sommerfeld, ${ }^{5}$ the integrals $V_{1}$ and $V_{2}$ are the only integrals appearing in the solution for a vertical electric dipole; while the integrals $U_{1}$ and $U_{2}$, as first shown by Elias ${ }^{6}$ and later by Sommerfeld ${ }^{7}$ correspond in the same manner to the vertical magnetic dipole or frame antenna. Thus, the solution of the problem for the horizontal electric dipole combines, in effect, the solutions for the vertical electric dipole and the vertical magnetic dipole.

The major portion of this investigation is devoted to the evaluation of the fundamental integrals $U_{1}$ and $\nabla_{1}$ for the conducting medium, since we are primarily interested in the electric and magnetic field components as observed in the conducting medium. As it happens in all but the simplest diffraction problems, the real difficulties arise when an effort is made to reduce the formal solution to a form suitable for numerical computations. The evaluation of the integrals $U_{1}$ and $V_{1}$ has proved a major undertaking, as evinced by the fact that more than a dozen investigators have published upward of thirty papers over a period of forty years, mainly on the mathematical aspects of the reduction of the integrals by approximate methods.* We feel that the asymptotic expansions presented here go beyond the work of all our predecessors

[^3]in that we have considered second and third order terms that are essential for the correct estimate of the errors involved in our asymptotic solutions.

As a further point of interest, it should be remarked that the integrals $U_{1}$ and $V_{1}$, Eqs. (2.67) and (2.68), are not really independent of each other. In fact, it can be shown that $U_{1}$ can be expressed in terms of $V_{1}$, thus

$$
\begin{equation*}
\nabla_{1}-U_{1}=\frac{2}{k_{1}^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}-\frac{1+n^{2}}{k_{1}^{2}} \frac{\partial^{2} V_{1}}{\partial z^{2}}, \quad z \leqslant 0 \tag{2.71}
\end{equation*}
$$

which is readily deduced by making use of Eqs. (2.59), (2.60) and (2.62). This would appear to indicate that all our results for the conducting medium could be expressed in terms of $V_{1}$ and its derivatives, which is true but unfortunately not useful for practical computational purposes, for it is still easier to deal with the integral $U_{1}$ on its own merits. A similar relationship between $U_{2}$ and $V_{2}$ may be deduced from Eqs. (2.69), (2.70), (2.59) and (2.61) if one introduces derivatives with respect to $h$, namely

$$
\begin{equation*}
U_{2}=V_{2}+\frac{l}{k_{2}^{2}} \frac{\partial}{\partial z}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right) V_{2}, \quad z \geqslant 0 \tag{2.71a}
\end{equation*}
$$

Finally, it should be noted that the distinction between the integrals belonging respectively to either medium disappears in the important practical case when the source is placed at the interface between the two nedia, $h=0$, and the points of observation are confined to the surface, $z=0$. In this case we have merely, instead of $U_{1}$ and $U_{2}$,

$$
\begin{equation*}
U(\rho, 0)=\int_{0}^{\infty} \frac{2}{\gamma_{1}+\psi_{2}} J_{0}\left(\lambda_{1}\right) \lambda d \lambda, \tag{2.72}
\end{equation*}
$$

and，instead of $V_{1}$ and $V_{2}$ ，

$$
\begin{equation*}
V(\rho, 0)=\int_{0}^{\infty} \frac{2 k_{1}^{2}}{k_{2}^{2} \Upsilon_{1}+k_{1}^{2} \gamma_{2}} J_{0}(\lambda \rho) \lambda d \lambda \tag{2.73}
\end{equation*}
$$

These integrals have received the attention of many investigators among which B．van der $\mathrm{Pol}^{8}$ deserves special mention for his ingenious method of attack， which consists of replacing the amplitude functions in（2．72）and（2．73）by suitable elementary definite integrals and，then，eliminating the Bessel function $J_{0}(\lambda p)$ by inverting the order of integrations．This procedure yields for $U(\rho, 0)$ an exact expression which we rededuce in Section 7．2a as a check on our asymptotic treatment of the more general integral $U_{1}(p, z)$ ； and，for $V(\rho, 0)$ ，van der Pol obtains an approximate（asymptotic）result which is identical to Sommerfeld＇s original formula ${ }^{9}$ obtained by a considerably more elaborate method．Similarly，as a check on our asymptotic treatment of the more general integral $V_{1}(\rho, z)$ ，we rededuce in Section $7.2 b$ the approxi－ mate Sommerfeld－van der Pol result．${ }^{10}$ Finally，Wise ${ }^{11}$ and Rice ${ }^{12}$ treated the integral（2．73）by expanding the integrand into two distinct power series

8 B．van der Pol，Z．Hochfrequenz－Tech．37，152－157（1931）．
9 A．Sommerfeld，Ann．Physik 28，665－737（1．909）。 Eq．（47），pe 711， of this classical paper，gives essentially the formula deduced by van der Pol except for the famous error in sign that has been so often refer－ red to in the literature and which was corrected by Sommerfeld in Ann． Physik 81，1135－1153（1926）。

10 This result was also obtained，using substantially the method of van der Pol，by L．H．Thomas，Proc．Cambridge Phil．Soc．26，123－126 （1929）；F．H．Nurray，Proc．Cambridge Phil．Soc．28，433－ 422 （1932），and K．Fo Niessen，Ann．Physik 16，810－820（1933）．

11 W．H．Wise，Bell System Pech．J．16，35m44（1937）。
12 S．O．Rice，Bell System Tech．J．16，101－109（1937）．
and integrating term by term to obtain asymptotic expansions.
2.4b. Weyl's formulation.- It was originally recognized by Sommerfeld ${ }^{13}$ that the source function, Eq. (2.34), can also be interpreted as a bundle of plane waves whose wave normals are characterized by complex direction cosines. This point of view was taken up by Weyl ${ }^{14}$ who based his whole formulation on
a fundamental integral which, for our source function, becomes

$$
\begin{equation*}
\Psi_{1}=\frac{e^{i k_{1} R_{1}}}{R_{1}}=\frac{i k_{1}}{2 \pi} \int e^{i k_{1}(\ell x+\pi y+n|z+h|)_{d \Omega}}, \tag{2.74}
\end{equation*}
$$

where $\ell, m, n$ denote the (complex) direction cosines of the elementary plane wave normals and where $d \Omega=\sin \alpha d \alpha d \beta$ is the element of solid angle in which $\alpha$ represents the (complex) colatitude and $\beta$ the (real) longitude, the direction of the polar axis being wholly arbitrary.

To establish the integral representation (2.74) and to define more precisely the ranges of integration in the angular variables $\alpha$ and $\beta$, we note first of all that our integral representation (2.34) can be written in the form

$$
\begin{equation*}
\Psi_{1}=\frac{e^{i k_{1} R_{1}}}{R_{1}}=\frac{1}{2 \pi} \int_{0}^{\infty} \frac{1}{\gamma_{1}} e^{-\gamma_{1}|z+h|} \lambda d \lambda \int_{-\pi}^{\pi} e^{i \lambda(x \cos \beta+y \sin \beta)} d \beta \tag{2.75}
\end{equation*}
$$

by changing to cylindrical coordinates in transform space in accordance with

13 Loc. cit., reference 1 , Section 11.
14 H. Weyl, Ann. Physik 60, 481-500 (1919).

Eqs. (2.52). Next we introduce the conformal transformation

$$
\begin{gather*}
\lambda=k_{1} \sin \alpha, \quad d \lambda=k_{1} \cos \alpha d \alpha \\
r_{1}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}=-i k_{1} \cos \alpha \tag{2.76}
\end{gather*}
$$

from which we deduce that the path of integration in the $\lambda$-plane, along the positive half of the real axis $(0 \leqslant \lambda<\infty)$, transforms into the curve shown in the $\alpha$-plane in Fig. 3, from $\alpha=0$ to $\alpha=(\pi / 2)-K_{1}-i \infty$, where $K_{1}=\arg \left\{k_{1}\right\}, 0 \leqslant K_{1}<\pi / 4$ 。 Thus, making the indicated change of the variable of integration in (2.75), we obtain for the function $h_{o}^{(1)}\left(k_{1} R_{1}\right)$ the representation ${ }^{15}$

$$
\begin{equation*}
h_{0}^{(1)}\left(k_{1} R_{1}\right)=\frac{e^{i k_{1} R_{1}}}{i k_{1} R_{1}}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi / 2-k_{1}-i \infty} e^{i k_{I}(\ell x+m y+n \mid z+h l)} \sin \alpha d \alpha d \beta, \tag{2.77}
\end{equation*}
$$

which is identical to Eq. $(2.74)$ and where the complex direction cosines $\ell, m$ and $n$ are given by

$$
\begin{equation*}
l=\sin \alpha \cos \beta, \quad m=\sin \alpha \sin \beta, \quad n=\cos \alpha \tag{2.78}
\end{equation*}
$$

The particular advantage of the integral representation (2.77), as pointed out by Weyl, is that the direction of the polar axis in transform space is wholly arbitrary; and, thus, one has the freedom to rotate the transform coordinate axes into an orientation that may facilitate the evaluation of the integrals. For example, if the polar axis in transform space is

15
See, for example, J. A. Stratton, "Electromagnetic Theory," (MicGrawHill Book Co., New York, 1941), p. LiO, Eq. (66).


Fig. 3.- Path of integration in the $\alpha$-plane corresponding to the positive half of the real axis in the $\lambda$-plane, $0 \leqslant \lambda<\infty$.
rotated until it coincides with the vector $\vec{R}_{l}$ in configuration space, we have that the exponent in Eq. $(2.77)$ can be written as

$$
\begin{equation*}
i \overrightarrow{k_{1}} \cdot \overrightarrow{R_{1}}=i k_{1} R_{1} \cos 9=i k_{1}(l x+m y+n|z+h|), \tag{2.79}
\end{equation*}
$$

where $\mathcal{\vartheta}$ is the (complex) colatitude of the elementary wave normal referred to the direction of the position vector of the point of observation. Thus, if $\psi$ denotes the longitude angle associated with the colatitude $\mathscr{V}$, we have for $h_{0}^{(l)}\left(k_{1} R_{1}\right)$ the simpler form

$$
\begin{equation*}
h_{0}^{(1)}\left(k_{1} R_{1}\right)=\frac{e^{i k_{1} R_{1}}}{i k_{1} R_{1}}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \int_{0}^{\pi / 2-k_{1}-i \infty} e^{i k_{1} R_{1} \cos \lambda} \sin \vartheta d \theta d \psi, \tag{2.80}
\end{equation*}
$$

in which, one notes, the limits of integration are still the same as in (2.77), though the variables of integration are not.

Finally, to illustrate the form that our fundamental integrals assume in Weyl's formulation, consider, for example, the integral $V_{1}$ as given by Eq. (2.68). Restoring the integral representation of the Bessel function and changing the variable of integration from $\lambda$ into $\alpha$, in accordance with the conformal transformation (2.76), the integral in question assumes the form, with $\nabla_{1}(\lambda)$ as in Eq. (2.60),
$\nabla_{1}=\frac{i k_{1}}{\pi} \int_{-\pi}^{\pi} \int_{0}^{\pi / 2-k_{1}-i \infty} \frac{\cos \alpha}{n^{2} \cos \alpha+\left(n^{2}-\sin ^{2} \alpha\right)^{\frac{1}{2}}} e^{i k_{1} R_{1} \cos \lambda} \sin \alpha d \alpha d \beta, z \leqslant 0$,
in which $n=k_{2} / k_{1}$ and, as in Eq. (2.79),

$$
\begin{equation*}
\cos \vartheta=\sin \theta_{2} \sin \alpha \cos (\beta-\varphi)+\cos \theta_{2} \cos \alpha, \tag{2.82}
\end{equation*}
$$

which is readily deduced by reference to Fig. 1 making use of Eqs. (2.1); that is, $\vartheta$ denotes here the (complex) angle between the elementary wave normal and the direction of $\mathrm{R}_{2}$ from the image to the point of observation in medium (l). According to Weyl's method, one would rotate the polar axis in transform space until it coincides with the direction of $R_{2}$, using $\mathcal{\vartheta}$ and $\mathcal{\psi}$ as new variables of integration, replacing the element of solid angle $\sin \alpha \mathrm{d} \alpha \mathrm{d} \beta$ by the new element $\sin \uparrow \mathrm{d} 9 \mathrm{~d} \psi$ and noting that in the remainder of the integrand one must express $\alpha$ in terms of $\Omega$ and $\psi$ by means of the relation

$$
\begin{equation*}
\cos \alpha=\cos \theta_{2} \cos \lambda-\sin \theta_{2} \sin \lambda \cos \psi, \tag{2.83}
\end{equation*}
$$

which results from the rotation of axes.
This procedure was carried out successfully by Weyl in his treatment of Sommerfeld's classical problem of the vertical electric dipole located at the interface between the two media. Other investigators, notably Strutt ${ }^{16}$ and Krueger, ${ }^{17}$ have endeavored to extend Weyl's method to more general situations and have obtained alternative asymptotic expansions for the fundamental integrals. In the opinion of the present writers, however, the method of Weyl does not lend itself readily to further extension, mainly because there are still two integrations to be performed as against only one integration in Sommerfeld's formulation. We believe that this difficulty completely offsets the advantage accruing from the possibility of rotating the polar axis at will in transform space.

16 M. J. O. Strutt, Ann. Physik 1, 721-772 (1929); Ann. Physik 4, 1-16 (1930), and Ann. Physik 2, 67-91 (19931).

17 M. Krueger, Z. Physik 121, 377-438 (1943).
2.4c. Ott's formulation.- To overcome the above difficulty, H. Ott ${ }^{18}$ undertook a formulation of the problem which combines the methods of Weyl and Sommerfeld. In effect, Ott adopted the conformal transformation (2.76) and applied it to Sommerfeld's original form of the integrals. Thus, to illustrate Ott's method of attack consider again the source function (2.65) which we rewrite as follows:

$$
\begin{equation*}
\Psi_{1}=\frac{e^{i k_{1} R_{1}}}{R_{I}}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{1}{\gamma_{1}} e^{-\gamma_{1}|z+h|} H_{0}^{1}(\lambda p) \lambda d \lambda, \tag{2.84}
\end{equation*}
$$

where the path of integration has been extended to the negative real axis in the $\lambda$-plane by making use of the formula ${ }^{19}$

$$
\begin{equation*}
2 J_{0}^{7}(z)=H_{0}^{I}(z)-H_{0}^{I}(-z) \tag{2.85}
\end{equation*}
$$

and changing the variable of integration from $\lambda$ into $-\lambda$ in the second integral. Applying Weyl's conformal transformation (2.76), one obtains the following integral representation for the function $h_{0}^{(1)}\left(k_{1} R_{1}\right)$,

$$
\begin{equation*}
h_{0}^{(1)}\left(k_{1} R_{1}\right)=\frac{e^{i k_{1} R_{1}}}{i k_{1} R_{1}}=\frac{1}{2} \int_{-\pi / 2+k_{1}+i \infty}^{\pi / 2-k_{1}-i \infty} H_{0}^{1}\left(k_{1} \rho \sin \alpha\right) e^{i k_{1}|z+h| \cos \alpha} \sin \alpha d \alpha, \tag{2.86}
\end{equation*}
$$

in which the path of integration corresponding to the positive $\lambda$-axis is

18 H. Ott, Ann. Physik 41, 443-467 (1942), Ann. Physik 43, 393-404 (1943).
19 G. N. Watson, "A Treatise on the Theory of Bessel Functions," (The MacMillan Company, New York, 1944), 2nd edition, p. 75, Eq. (5).
again as in Fig. 3, while for negative $\lambda$ it is merely the curve symmetric about the origin in the $\alpha$-plane. Here $K_{1}=\arg \left\{k_{1}\right\}$, with $0 \leqslant K_{1}<\pi / 4$ in general.

To illustrate the form assumed by our fundamental integrals in Ott's method, consider again, as an example, the integral $V_{1}$ given by Eq. (2.68). Extending the path of integration to negative values of $\lambda$, as above, and changing the variable of integration from $\lambda$ into $\alpha$, in accordance with $(2.76)$, one obtains the integral
$V_{1}=i k_{1} \int_{-\pi / 2+k_{1}+i \infty}^{\pi / 2-k_{1}-i \infty} \frac{\cos \alpha \sin \alpha d \alpha}{n^{2} \cos \alpha+\left(n^{2}-\sin ^{2} \alpha\right)^{\frac{1}{2}}} H_{0}^{1}\left(k_{I} \rho \sin \alpha\right) e^{-i k_{I}(z-h) \cos \alpha}, z \leqslant 0$
which may be compared with Weyl's form, Eq. (2.81). Ott next applies the saddle point method of integration to permissible deformations of the path in Eq. (2.87) and thereby obtains the leading terms for the asymptotic expressions of the integrals. We have adopted Ott's formulation and have extended his methods in this investigation. We have also computed second and third order terms which are necessary for the correct interpretation of the asymptotic results obtained.
2.ld. Other forms of the integrals.- In the preceding sections we have shown that our formulation of the problem, employing Cartesian coordinates in configuration and transform spaces, contains per se all other known formulations of the problem. Thus, by suitable transformations of the variables of integration we have easily derived the formulations of Sommerfeld (1909), Weyl (1919) and Ott (1942). Another formulation of the general problem which
deserves special mention is due to $B$. van der Pol, ${ }^{20}$ who starts from the integral representations of Sommerfeld and Weyl and, by making use of rather ingenious though intricate transformations of the variables of integrations, is able to express the fundamental integrals $U_{1}$ and $V_{1}$, Eqs. (2.67) and (2.68), in the form of volume integrals extended over a certain domain in real space which are susceptible of heuristic interpretation. Further, by making permissible approximations in the case of high conductivity for medium (1), van der Pol obtains in a physical way the purely mathematical approximation obtained by Sommerfeld and Weyl. The reader is referred to the original paper by van der Pol for details of these interesting transformations.

Finally, the form of the fundamental integrals which we have adopted in the present investigation is obtained from Eqs. (2.67) through (2.70) by merely extending the path of integration to negative values of $\lambda$, making use of Eq. (2.85) as in Ott's formulation. Thus, we have

$$
\begin{align*}
& U_{I}=\frac{1}{2} \int_{-\infty}^{\infty} f(\lambda) e^{\gamma_{1}(z-h)} H_{0}^{I}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0,  \tag{2.88}\\
& V_{1}=\frac{1}{2} \int_{-\infty}^{\infty} \nabla_{1}(\lambda) e^{\mu_{1}(z-h)_{H}^{1}}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0,  \tag{2.89}\\
& U_{2}=\frac{1}{2} \int_{-\infty}^{\infty} f(\lambda) e^{-\gamma_{2} z-\gamma_{1} h_{H} \frac{1}{0}(\lambda \rho) \lambda d \lambda, \quad z \geqslant 0, ~} \tag{2.90}
\end{align*}
$$

${ }^{20}$ B. van der Pol, Physica 2, 843-854 (1935).
where the functions $f, v_{1}$ and $v_{2}$ are defined by Eqs. (2.59), (2.60) and (2.61) respectively and where the path of integration is along the real axis in the $\lambda$-plane.

### 2.5 THE RIEMANN SURFACE OF FOUR SHEETS IN THE $\lambda$-PIANE

As stated in the Introduction, we confine our attention in this Report to the evaluation of the integrals $U_{I}$ and $V_{I}$ which correspond to points of observation in the conducting medium; and we obtain in Chapter VI, using the saddle point method of integration, asymptotic expansions in a form suitable for numerical computations. The method of attack, as already indicated, is an extension of Ott's formulation involving the approximate (asymptotic) evaluation of the contour integrals around the branch cuts in the upper half of the $\lambda$-plane which are deduced from a study of the permissible deformations of the original path of integration. Thus, the integrals in question, (2.88) and (2.89), are both of the form
where $v(\lambda)$ stands for $f(\lambda)$ in the case of $U_{1}$ and for $v_{1}(\lambda)$ in the case of $\nabla_{1}$. In either case, $v(\lambda)$ is a function of $\gamma_{I}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}$ and $\tau_{2}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}$ as defined in Eqs. (2.58), whereas the exponential function
contains only $\Upsilon_{1}$, but not $\Upsilon_{2}$. Hence, the integrand in (2.92) exhibits the following singularities: (I) a pair of branch points at $\lambda= \pm \mathrm{k}_{1}$ arising from $\gamma_{1} ;(2)$ a pair of branch points at $\lambda= \pm \mathrm{k}_{2}$ arising from $\gamma_{2}$; (3) branch points at $\lambda=0$ and $\lambda=\infty$ arising from $H_{\rho}^{l}(\lambda \beta)$; and (4) a possible pair of poles in the case of the function $v_{1}(\lambda)$ which we discuss below.

The original path of integration in (2.92) is taken along the real axis in the $\lambda$-plane from $-\infty$ to $+\infty$. Before discussing permissible deformations of the original path, it will be necessary to choose a cut $\lambda$-plane in which the integrand of (2.92) is defined as a single-valued, regular, analytic function of the variable of integration which vanishes exponentially as $z \rightarrow \infty$. Furthermore, because of the presence of the Hankel function, $H_{o}^{I}(\lambda \rho)$, in the integrand of (2.92), it is seen that all permissible deformations of the original path are then confined to the upper half plane in order to guarantee the convergence of the integrals as $\rho \rightarrow \infty$.
2.5a. Range of parameters in the low frequency case.- With the view in mind of possible applications of our results to low frequencies, it is pertinent to introduce at this point some numerical values for the essential parameters of the problem, $k_{1}, k_{2}$ and the ratio $n=k_{2} / k_{1}$. We take for the conductivity of medium (1) the representative value $\sigma_{1}=\sigma=4 \mathrm{mhos} / \mathrm{meter}$ and for medium (2) we take $\sigma_{2}=0$, except when mathematical expediency demands that we ascribe to medium (2) a finite though arbitrarily small conductivity. If we confine our attention to frequencies under $10^{5}$ c.p.s., then, in consequence of the high conductivity assumed for medium (1), we have from Eq. (2.18) that $k_{1}^{2} \approx i \omega \mu_{0} \sigma$ to an extremely high degree of approximation. Thus, we put

$$
\begin{align*}
& k_{1}=\left(i \omega_{0} \sigma\right)^{\frac{1}{2}}=\left|k_{1}\right| e^{i \pi / 4},\left|k_{1}\right|=\left(\omega \mu_{0} \sigma\right)^{\frac{1}{2}} ; \\
& k_{2}=\omega\left(\mu_{0} \epsilon_{0}\right)^{\frac{1}{2}}=\omega / c(\text { real }) ;  \tag{2.93}\\
& n=k_{2} / k_{1}=\ln / e^{-i \pi / 4},|n|=\left(\omega \epsilon_{0} / \sigma\right)^{\frac{1}{2}} .
\end{align*}
$$

In Table I we give, with the aid of (2.93), the values of the wavelengths $\lambda_{1}$ and $\lambda_{2}$ in the two media, respectively, and of the parameters $|n|$ and $|n|^{2}$ for a selected set of frequency values within the specified range. It is shown in this study that our asymptotic formulas are valid at distances from the source which exceed a few wavelengths in the conducting medium; hence, the importance of the second column in Table $I$ is apparent. Furthermore, the parameter $|n|^{2}$, given in the last column, plays a prominent part in all of our results; and the fact that in the frequency range of interest $|n|^{2}<10^{-6}$ implies considerable simplificalion in numerical results at low frequencies.

Table I.- Range of Essential Parameters at Low Frequencies

2.5b. Choice of cuts for $Y_{1}$ and $Y_{2} \cdot$ As deduced from the exponential factor in the integrand of (2.92), in which ( $\mathrm{z}-\mathrm{h}$ ) $<0$, we must choose the branch cut for $\gamma_{1}$ in the $\lambda$-plane in such a way that $\operatorname{Re}\left\{\gamma_{1}\right\}>0$ for all values of $\lambda$ on the original path of integration, $-\infty<\lambda<\infty$, and on the corresponding sheet of the Riemann surface. This is achieved, as shown in Fig. 4 , by drawing the cuts for $\kappa_{1}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}$ from $\lambda=k_{1}$ to $\lambda \rightarrow i \infty$ along the half-branch of an equilateral hyperbola and from $\lambda=-\mathrm{k}_{1}$ to $\lambda \rightarrow-i \infty$ along the symmetric half-branch. This procedure guarantees that $\operatorname{Re}\left\{\Upsilon_{1}\right\}>0$ everywhere on the cut $\lambda$-plane and $\operatorname{Re}\left\{\Upsilon_{1}\right\}=0$ along the branch cuts, witil $\arg \left\{A_{1}\right\}=-\pi / 2$ on the side of the branch cuts facing the axis of imaginaries and $\arg \left\{r_{1}\right\}=\pi / 2$ on the opposite side. Furthermore, it is clear that the locus, $\arg \left\{\Upsilon_{1}\right\}=0$, is given by the dotted halfbranches of the equilateral hyperbola in Fig. L. Finally, the straight line through the origin passing through the points ${ }^{I_{\text {N }}}$ has the property that, for points lying on this line between $+k_{1}$ and $-k_{1}$, $\arg \left\{r_{1}\right\}=-\pi / 4$, while for points lying outside of this segment, $\arg \left\{\kappa_{1}\right\}=+\pi / 4$. Thus it is seen that, as $\lambda$ varies from 0 to $\infty$ along the positive real axis, tine phase of $\gamma_{I}$ varies between $-\pi / 4$ and 0 , with a completely symmetric behavior for negative values of $\lambda$.

Since $\gamma_{2}=\left(\lambda^{2}-k_{2}^{2}\right)^{\frac{1}{2}}$ does not enter into the exponential factor in the integrand of (2.92), but only in the amplitude function $v(\lambda)$, we are not required to draw the cuts for $\Upsilon_{2}$ as in the case for $\Upsilon_{1}$, though we must still adhere to the agreement, called for by Eq. (2.58), that $\operatorname{Re}\left\{\Upsilon_{2}\right\}>0$ over the original path of integration along the real axis in the $\lambda$-plane. In this case it proves convenient to choose the cuts in such a way that $\operatorname{Im}\left\{\Upsilon_{2}\right\}<0$ everywhere on the cut $\lambda$-plane with $\operatorname{Re}\left\{r_{2}\right\}>0$ along the real axis. This is achieved, as depicted in Fig. 4, by drawing


Fig. 4.- The $\lambda$-plane showing the cuts for $\Upsilon_{1}$ and $\Upsilon_{2}$ and the deformed path of integration for the conducting medium.
the cuts for $\Upsilon_{2}$ in precisely the converse situation as regards $\Upsilon_{1}$; that is, from $\lambda=k_{2}$ (where $k_{2}$ is assumed to have an arbitrarily small positive imaginary part) to $\lambda \rightarrow \infty$ along the half-branch of an equilateral hyperbola in the upper half-plane and from $\lambda=-k_{2}$ to $\lambda \rightarrow-\infty$ along the symmetric half-branch in the lower half-plane. Because $\operatorname{Im}\left\{k_{2}\right\}$ is arbitrarily small, the branch cuts for $Y_{2}$ in Fig. 4 are undistinguishable from the corresponding segments of the real axis: $-\infty<\lambda \leqslant-\operatorname{Re}\left\{k_{2}\right\}$ for the left hand cut and $\operatorname{Re}\left\{k_{2}\right\} \leqslant \lambda<\infty$ for the right hand cut. This procedure guarantees that $\operatorname{Im}\left\{r_{2}\right\}<0$ everywhere on the cut $\lambda$-plane and $\operatorname{Im}\left\{r_{2}\right\}=0$ along the branch cuts, with $\arg \left\{\Upsilon_{2}\right\}=0$ on the side of the branch cuts facing the real axis and $\arg \left\{r_{2}\right\}=-\pi$ on the opposite side. Furthermore, as in the case of $\Upsilon_{1}$, the straight line through the origin passing through the points $\pm \mathrm{k}_{2}$ has the property that, for points lying on the segment between $-\mathrm{k}_{2}$ and $+k_{2}$, $\arg \left\{\gamma_{2}\right\}=-\pi / 2+K_{2}$, where $K_{2}=\arg \left\{k_{2}\right\}$, while for points lying outside of this segment, arg $\left\{r_{2}\right\}=-\pi+K_{2}$. Thus it is seen that, as $\lambda$ varies from 0 to $\infty$ along the positive real axis, the phase of $\gamma_{2}$ varies between ( $-\pi / 2+K_{2}$ ) and 0 , with a completely symmetric behavior for negative values of $\lambda$ 。

Surmarizing, we have chosen in Fig. 4 a sheet of the Riemann surface, which henceforth will be referred to as Sheet I, on which we have $-\pi / 2<\arg \left\{r_{1}\right\}<\pi / 2$, as regards $r_{1}$, and $-\pi<\arg \left\{r_{2}\right\}<0$ or, better, $-\pi / 2<\arg \left\{\mathrm{i} \gamma_{2}\right\}<\pi / 2$, as regards $r_{2}$. Furthermore, we have guaranteed by the present choice of cuts that $\operatorname{Re}\left\{r_{1}\right\}>0$ and $\operatorname{Re}\left\{r_{2}\right\}>0$ over the original:path of integration along the real axis in the cut $\lambda$-plane, in accordance with the demands imposed by the present boundary value problem which requires that all our Fourier-Bessel transforms have a common region of analiticity, namely, the strip $|\operatorname{Im}\{\lambda\}|<\operatorname{Im}\left\{k_{2}\right\}$ 。

It is clear that the presence of two pairs of branch points in the integrand of (2.92) implies that the Riemann surface in the $\lambda$-plane consists of four sheets as indicated schematically in Fig. 5. Sheet I corresponds to the sheet described above and depicted in Fig. 4. Access from one sheet to another can be effected by crossing the branch cuts as indicated in Fig. 5, with the consequent changes in the signs of the real parts of $\gamma_{1}$ and $i \gamma_{2}$ as listed in Table II.

Table II.- Arguments of $\gamma_{1}$ and $i \gamma_{2}$ and nature of poles on the various sheets of the Riemann surface

| Sheet | $\frac{\operatorname{Re}\left\{\gamma_{1}\right\}}{\text { I }}$ | + | $\frac{\operatorname{Re}\left\{i \gamma_{2}\right\}}{+}$ |
| :---: | :---: | :---: | :---: |$\quad \frac{\text { Poles of } \mathrm{v}_{1}(\lambda)}{\text { II }}$

It is seen from Fig. 5 and Table II that to guarantee the convergence of the integrals (2.88) and (2.89) as $z \rightarrow-\infty$ all permissible deformations of the original path of integration must remain on Sheets I and III, thus allowing the crossing of the cuts for $\Upsilon_{2}$, but not the cuts for $\Upsilon_{1}$ 。 Furthermore, to guarantee the convergence of the integrals as $\mathcal{\rho} \rightarrow \infty$, the permissible deformations must be confined to the upper half-planes on Sheets I and III. Because the original path of integration coincides with the real axis on Sheet $I$, any proposed deformation of the path must start and end on Sheet I at $\lambda \rightarrow \pm \infty$.


Fig. 50- The Riemann surface of four sheets in the $\lambda$-plane.
2.5c. Discussion of the poles of $v_{1}(\lambda) \cdot$ In addition to the branch points discussed above, the integrand of $\mathrm{V}_{1}$, Eq. (2.89), may exhibit a pair of first order poles depending on the choice of cuts and on the particular sheet of the Riemann surface under consideration. This is due to the fact that the amplitude function $\mathrm{v}_{1}(\lambda)$, as defined by Eq. (2.60), contains the famous Sormerfeld denominator

$$
\begin{equation*}
N(\lambda)=k_{2}^{2} \gamma_{I}+k_{1}^{2} r_{2}, \tag{2.94}
\end{equation*}
$$

which may vanish, depending on the arguments of $\gamma_{1}$ and $\gamma_{2}$, for $\lambda= \pm k_{0}$ where

$$
\begin{equation*}
k_{0}^{2}=\frac{k_{1}^{2} k_{2}^{2}}{k_{1}^{2}+k_{2}^{2}}=\frac{k_{2}^{2}}{1+n^{2}} \tag{2.95}
\end{equation*}
$$

is given as a symmetric function of $k_{1}$ and $k_{2}$.
It is important, first of all, to locate on the various sheets of the Riemann surface the correct positions of the poles, real or virtual, as the case might be. To this end we define from Eq. (2.95)

$$
\begin{equation*}
k_{0}=k_{2} /\left(1+n^{2}\right)^{\frac{1}{2}}, \tag{2.96}
\end{equation*}
$$

as a complex number in the first quadrant with $k_{2}$ essentially real and $n=k_{2} / k_{1}$ as given by the last equation in (2.93). It is clear from (2.96) that we have for the phase of $k_{0}$,

$$
\begin{equation*}
K_{2}<\arg \left\{k_{0}\right\}<\pi / 4 ; \tag{2.97}
\end{equation*}
$$

and because $|n|^{2} \ll 1$, it turns out that $\arg \left\{k_{0}\right\}$ is extremely sman with $\left|k_{0}\right|<\left|k_{2}\right|$. Thus, the roots of (2.94) are located, as shown in

Fig. 4, just above and to the left of $+\mathrm{k}_{2}$ and just below and to the right of $-\mathrm{k}_{2}$.

To determine whether $N\left( \pm k_{0}\right)$ vanishes or not on the various sheets of the Riemann surface, it is necessary to examine carefuily the arguments of $r_{1}$ and $r_{2}$ at $\lambda= \pm k_{0}$. To this end, let us first compute $r_{1}\left(k_{0}\right)=\left(k_{0}^{2}-k_{1}^{2}\right)^{\frac{1}{2}}$. Making use of Eq. (2.96) we have
$r_{1}\left(k_{0}\right)=\left(\frac{k_{2}^{2}}{I+n^{2}}-k_{1}^{2}\right)^{\frac{1}{2}}=k_{1}\left(\frac{n^{2}}{I+n^{2}}-I\right)^{\frac{1}{2}}=\frac{ \pm i k_{1}}{\left(I+n^{2}\right)^{\frac{1}{2}}}= \pm \frac{i k_{0}}{n}$,
where the choice of sign depends on the particular sheet of the Riemann surface in which we wish to operate. Thus, from the discussion of the equiphase curves for $\gamma_{1}(\lambda)$, as given in Section 2.5 b , we deduce that the phase of $\gamma_{1}\left(k_{0}\right)$, by virtue of (2.97), is subject to the inequalities

$$
\begin{array}{ll}
-\pi / 4<\arg \left\{\varphi_{1}\left(k_{0}\right)\right\}<0 & \text { on Sheets I and III; }  \tag{2.99}\\
3 \pi / 4<\arg \left\{\varphi_{1}\left(k_{0}\right)\right\}<\pi & \text { on Sheets II and IV, }
\end{array}
$$

from which we conclude that, in Eq. (2.98), the choice of sign yieids

$$
r_{I}\left(k_{0}\right)= \begin{cases}-i k_{0} / n, & \text { Sheets I and III }  \tag{2.100}\\ +i k_{0} / n, & \text { Sheets II and IV }\end{cases}
$$

where $k_{o}$ has been defined as a complex number in the first quadrant. In fact, if we write $k_{0}=\left|k_{0}\right| e^{i \delta}$ where $\delta \approx|n|^{2} / 2$ when $K_{2} \approx 0$, then $\arg \left\{r_{1}\left(k_{0}\right)\right\}= \begin{cases}-\pi / 4+\delta, & \text { Sheets I and III } \\ 3 \pi / 4+\delta, & \text { Sheets II and IV }\end{cases}$
as called for by the inequalities (2.99).
Proceeding similarly, we now compute $\gamma_{2}\left(k_{0}\right)=\left(k_{0}^{2}-k_{2}^{2}\right)^{\frac{1}{2}}$ and, again making use of Eq. (2.96), we have
$r_{2}\left(k_{0}\right)=\left(\frac{k_{2}^{2}}{I+n^{2}}-k_{2}^{2}\right)^{\frac{1}{2}}=k_{2}\left(\frac{1}{1+n^{2}}-1\right)^{\frac{1}{2}}=\frac{ \pm i n k_{2}}{\left(1+n^{2}\right)^{\frac{1}{2}}}= \pm i n k_{0}$,
where once more the choice of sign depends on the sheet of the Riemann surface. From an analysis of the equiphase curves for $\gamma_{2}(\lambda)$, as given above, we deduce that the phase of $\Upsilon_{2}\left(k_{0}\right)$ is subject to the inequalities

$$
\begin{gather*}
-\pi+K_{2}<\arg \left\{Y_{2}\left(k_{0}\right)\right\}<-\pi / 2 \text { on Sheets I and II ; }  \tag{2.103}\\
K_{2}<\arg \left\{\mu_{2}\left(k_{0}\right)\right\}<\pi / 2 \text { on Sheets III and IV , }
\end{gather*}
$$

where $k_{2}=\arg \left\{k_{2}\right\}$ is arbitrarily small, but finite. Thus we conclude that, in. Eq. (2.102), the choice of sign yields

$$
Y_{2}\left(k_{0}\right)= \begin{cases}- \text { ink }_{0}, & \text { Sheets I and II }  \tag{2.104}\\ + \text { ink }_{0}, & \text { Sheets III and IV ; }\end{cases}
$$

and, hence, with $k_{0}=\left|k_{0}\right| e^{i \delta}$ as above, we have

$$
\arg \left\{r_{2}\left(k_{0}\right)\right\}=\left\{\begin{align*}
-3 \pi / 4+\delta, & \text { Sheets I and II }  \tag{2.105}\\
\pi / 4+\delta, & \text { Sheets III and IV }
\end{align*}\right.
$$

as called for by the inequalities (2.103).

With the values of $\gamma_{1}\left(k_{0}\right)$ and $\gamma_{2}\left(k_{0}\right)$, as given in Eqs. (2.100) and (2.104) respectively, we now quickly ascertain that the Sommerfeld denominator $N(\lambda)=k_{2}^{2} \Upsilon_{1}+k_{l}^{2} \Upsilon_{2}$, when evaluated at $\lambda= \pm k_{0}$, assumes the values

$$
N\left( \pm k_{0}\right)=\left\{\begin{array}{cl}
-2 i k_{0} k_{1} k_{2}, & \text { Sheet I }  \tag{2.106}\\
0, \text { Sheets } & \text { II and III } \\
+2 i k_{0} k_{1} k_{2}, & \text { Sheet IV }
\end{array}\right.
$$

Hence, we have established that $v_{l}\left(k_{0}\right)$ remains finite on Sheets $I$ and $I V$ and, tnerefore, the points $\lambda= \pm k_{0}$ are not singuiarities of the integrand of $V_{l}$, Eq. (2.89). On the other hand, on Sheets II and III the integrand of $V_{l}$ exhibits a pair of first order poles at $\lambda= \pm k_{0}$. As indicated in the last column of Table II, we denominate these points, $\lambda= \pm \mathrm{k}_{0}$, "virtual" poles on Sheets I and IV to distinguish them from the "real" or actual poles that do occur on Sheets II and III.
2.5d. Deformation of the original path of integration.- It has been shown that on Sheet I the only singularities of the integrand in (2.92), apart from the branch points which the Hankel function $H_{0}^{l}(\lambda \rho)$ exhibits at the origin and at infinity, are the two pairs of branch points associated with the functions $\gamma_{1}$ and $\gamma_{2}$ and that, even in the special case of the function $v_{1}(\lambda)$ in the integrand of (2.89), we have no further singularities on the chosen sheet. Thus, we may now proceed to discuss permissible deformations of the original path of integration.

In an effort to evaluate (2.92) by contour integration, we first deform the original path as indicated in Fig. 4. Starting on the real axis at $\lambda \rightarrow-\infty$, just above the left branch cut for $\Upsilon_{2}$, the proposed path follows, first, the semi-circle at infinity in the second quadrant, then the
contour $C_{1}$ completely around the upper branch cut for $\gamma_{1}$, thence along the semi-circle at infinity in the first quadrant and, finally, the contour $C_{2}$ completely around the right hand branch cut for $\Psi_{2}$, terminating on the real axis at $\lambda \rightarrow+\infty$, just below the branch cut. By Cauchy's theorem, the proposed path of integration is completely equivalent to the original path along the real axis, for there are no singularities of the integrand between the two paths. Furthermore, it can readily be shown that the contribution over the semi-circle at infinity in the upper half-plane vanishes, with the result that we can express our original integral (2.92) as the sum of two integrals,

$$
\begin{equation*}
I=I_{1}+I_{2}, \tag{2.107}
\end{equation*}
$$

where $I_{I}$ is the integral along the contour $C_{I}$ around the upper branch cut for $\gamma_{1}$ and $I_{2}$ denotes the integral along the contour $C_{2}$ around the right hand branch cut for $\gamma_{2}$.

This resolution into two contour integrals differs from Sommerfeld's original resolution in that he writes ${ }^{21}$

$$
\begin{equation*}
I=I_{1}+I_{2}^{\prime}+P \tag{2.108}
\end{equation*}
$$

where $P$ stands for the contribution from the real pole at $\lambda=+k_{0}$ which his integrand exhibits by virtue of a different choice of cuts; thus,

$$
\begin{equation*}
I_{2}=I_{2}^{\prime}+P \tag{2.109}
\end{equation*}
$$

The value of $P$ is readily computed as the residue of the integrand at $\lambda=+k_{0}$ and is seen to exhibit the characteristics of the Zenneck ${ }^{22}$ surface

21 A. Sonmerfeld, Ann. Physik 28, (1909), p. 649, Eq. (23).
22 J. Zenneck, Ann. Physik 23, 81,6-866, (1907).
wave. Much has been written in the last twenty years on the existence or non-existence of these so-called surface waves, and it appeared to us that this unfortunate confusion should be cleared once and for all. This we have achieved in Section 7.3 by showing that our resolution (2.107) is completely equivalent to Sommerfeld's and that there is a contribution from the pole quite irrespective of the choice of cuts.

## III. FIEID COMPONENTS IN CYLINDRICAL COORDINATES

In the preceding Chapter we have given the complete formulation of the two-medium boundary value problem for a horizontal electric dipole embedded in the conducting medium. In Section 2.La we indicated that the Cartesian components of the $\pi$-vectors as well as the cylindrical components of the field vectors can be expressed in terms of a minimum number of fundamental integrals, which we now propose to establish in this Chapter.

### 3.1 CARTESIAN COMPONENTS OF THE HERTZIAN VECTORS

The Cartesian components of the Hertzian vectors, as first introduced by Eqs. (2.10), are given by the integral representations (2.54) through (2.57) which were obtained by a transformation into cylindrical coordinates in configuration and transform spaces. We now wish to exhibit these representations in terms of the fundamental integrals tabulated in Section 2.1a.
3.1a. The components $\pi_{x I}$ and $\pi_{z 1}$ and their derivatives.- The component $\pi_{x I}$ for the conducting medium has the integral representation
(2.54) which can be compactly written as

$$
\begin{equation*}
\pi_{x I}=\frac{i p}{4 \pi k_{1} \eta_{1}}\left\{\Psi_{1}-\Psi_{2}+U_{1}\right\}, z \leqslant 0 \tag{3.1}
\end{equation*}
$$

by making use of Eqs. (2.65), (2.66) and (2.67). Similarly, the component $\pi_{z I}$, which has the integral representation (2.56), can ve rewritten as
$\pi_{2 I}=\frac{i p \cos \phi}{4 \pi k_{I} \eta_{I}} \frac{\partial}{\partial \rho} \int_{0}^{\infty} g e^{\gamma_{I}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda=\frac{i p \cos \phi}{4 \pi k_{i} \eta_{I}} \frac{\partial}{\partial \rho} \int_{h}^{\infty}\left\{v_{I}-U_{I}\right\} \operatorname{dn}, z \leq 0$
in which we have made use of Eqs. (2.59), (2.60), (2.67) and (2.68). Eq. (3.1) exhibits $\pi_{x I}$ in terms of the source function $\Psi_{1}$, the image function $\Psi_{2}$ and the fundamental integral $U_{1}$; while Eq. (3.2) gives $\Pi_{21}$ in terms of the two fundemental integrals $U_{1}$ and $V_{1}$ integrated with respect to $h$ from the position of the image at $z=h$ to infinity. Thus, this latter integral may be interpreted as giving, for points of observation in the conducting medium, the contribution of a continuous distribution of images oi strength pdh located in medium (2) along the $z$-axis from $z=h$ to $z \rightarrow \infty$.

Other important representations are similarly obtained. Thus, from (3.2) we have at once for the derivative

$$
\begin{equation*}
\frac{\partial \pi_{z 1}}{\partial z}=\frac{i p \cos \phi}{4 \pi k_{1} \eta_{1}} \frac{\partial}{\partial \rho}\left\{v_{1}-U_{1}\right\}, z \leqslant 0 \tag{3.3}
\end{equation*}
$$

By making use of the important connection between the fundamental integrals $U_{1}$ and $V_{I}$, given in Eq. (2.71), we obtain from (3.2) the alternative form

$$
\begin{equation*}
k_{I}^{2} \pi_{z I}=\frac{i p \cos b}{4 \pi k_{I} \eta_{I}} \frac{\partial^{2}}{\partial \rho z z}\left\{2 \Psi_{2}-\left(1+n^{2}\right) v_{I}\right\}, z \leqslant 0 \tag{3.4}
\end{equation*}
$$

wherein we note that in (3.3) and (3.4) we have made use of the fact that $\partial / \partial h=-\partial / \partial z$ when operating upon the factor $\exp \left\{\varphi_{1}(z-h)\right\}$ which is common to all the integrals for the conducting medium. Finally, with the aid of (3.1) and (3.3) we construct the divergence of the $\pi$-vector in medium (I),

$$
\begin{equation*}
\nabla \cdot \pi^{(1)}=\frac{\partial \pi_{x I}}{\partial x}+\frac{\partial \pi_{z I}}{\partial z}=\frac{i p \cos \phi}{4 \pi k_{I} \eta_{I}} \frac{\partial}{\partial \rho}\left\{\Psi_{I}-\Psi_{2}+V_{I}\right\}, z \leqslant 0 \tag{3.5}
\end{equation*}
$$

which completes our presentation as regards medium (I).
3.1b. The components $\pi_{x 2}$ and $\pi_{z 2}$ and their derivatives.Proceeding similarly for the non-conducting medium, we have at once from Eqs. (2.55), (2.59) and (2.69)

$$
\begin{equation*}
\pi_{x 2}=\frac{i p}{4 \pi k_{2} \eta_{2}} U_{2}, \quad z \geqslant 0 \tag{3.6}
\end{equation*}
$$

and from Eq. (2.57), making use of (2.61), (2.69) and (2.70), we obtain

$$
\begin{align*}
\pi_{z 2} & =\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}} \frac{\partial}{\partial \rho} \int_{0}^{\infty} g e^{-\gamma_{2} z-\gamma_{1} h_{J}}(\lambda \rho) \lambda d \lambda \\
& =-\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}} \frac{\partial}{\partial \rho} \int_{z}^{\infty}\left\{v_{2}-U_{2}\right\} d z, \quad z \geqslant 0 \tag{3.7}
\end{align*}
$$

in complete analogy with Eq. (3.2). From (3.7) we have for the derivative

$$
\begin{equation*}
\frac{\partial \pi_{z 2}}{\partial z}=\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}} \frac{\partial}{\partial \rho}\left\{v_{2}-U_{2}\right\}, z \geqslant 0 . \tag{3.8}
\end{equation*}
$$

Proceeding as in the case of Eq. (3.4), we have the alternative form for the $z$ component,

$$
\begin{equation*}
k_{2}^{2} \pi_{z 2}=-\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}} \frac{\partial}{\partial \rho}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right) v_{2}, \quad z \geqslant 0, \tag{3.9}
\end{equation*}
$$

which is deduced from (3.7) by writing
and then making use of Eq. (2.63). Finally, resorting to Eqs. (3.6) and (3.8) we construct the divergence of the $\Pi$-vector in medium (2), obtaining

$$
\begin{equation*}
\nabla \cdot \pi^{(2)}=\frac{\partial \pi_{x 2}}{\partial x}+\frac{\partial \pi_{z 2}}{\partial z}=\frac{i p \cos \phi 0 \partial \nabla_{2}}{4 \pi k_{2} \eta_{2}} \frac{\partial \rho}{\partial \geqslant} \geqslant 0 \tag{3.11}
\end{equation*}
$$

thus completing our presentation for medium (2).

### 3.2 VARIOUS FORMS OF THE ELECTRIC FIELD COMPONENTS

The electric field components are readily derived from Eqs. (2.5) with the aid of the results presented in the last Section. Thus, exhibiting the $\pi$-vector in terms of its components we have, in general

$$
\begin{equation*}
\vec{\pi}=e_{x} \pi_{x}+e_{z} \pi_{z}=e_{r} \pi_{x} \cos \phi-e \not \pi_{x} \sin \phi+e_{z} \pi_{z} \tag{3.12}
\end{equation*}
$$

the last form of which expresses the $\Pi$-vector in terms of its cylindrical components. Accordingly, from the first of Eqs. (2.5), we have for the cylindrical components of the electric field intensity the general expressions

$$
\begin{align*}
& E_{\beta}=\frac{\partial}{\partial \rho}(\nabla \cdot \pi)+k^{2} \pi_{\rho}=\frac{\partial}{\partial \rho}(\nabla \cdot \pi)+k^{2} \pi_{x} \cos \phi ; \\
& E_{\phi}=\frac{1}{\rho} \frac{\partial}{\partial \phi}(\nabla \cdot \pi)+k^{2} \pi_{\phi}=\frac{1}{\rho} \frac{\partial}{\partial \phi}(\nabla \cdot \pi)-k^{2} \pi_{x} \sin \phi ;  \tag{3.13}\\
& E_{z}=\frac{\partial}{\partial z}(\nabla \cdot \pi)+k^{2} \pi_{z}
\end{align*}
$$

3.2a. Electric fila components for medium (1).- The electric field components for the conducting medium, $z \leqslant 0$, are now written down from (3.13) by making use of Eqs. (3.1), (3.14) and (3.5),

$$
\begin{align*}
& E_{\rho I}=\frac{i p \cos \phi}{4 \pi k_{1} \eta_{I}}\left\{\frac{\partial^{2}}{\partial \rho^{2}}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]+k_{I}^{2}\left[\Psi_{1}-\Psi_{2}+U_{I}\right]\right\} ;\left(3.1 M_{1}\right)  \tag{3.14}\\
& E_{\phi I}=-\frac{i p \sin \phi}{4 \pi k_{I} \eta_{I}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]+k_{I}^{2}\left[\Psi_{I}-\Psi_{2}+U_{I}\right]\right\} ;(3.15) \\
& E_{z I}=\frac{i p \cos \phi}{4 \pi k_{I} \eta_{I}}\left\{\frac{\partial^{2}}{\partial z \partial \rho}\left[\Psi_{I}+\Psi_{2}-n^{2} V_{I}\right]\right\}, \tag{3.16}
\end{align*}
$$

which exhibit the electric field components in medium (l) in terms of the source function $\Psi_{1}$, the image function $\Psi_{2}$ and our fundamental integrals $U_{1}$ and $V_{1}$.

Other forms of the electric field components can be readily derived from
the above equations by making various transtormations. Thus, for example, a usefui transformation consists of eiiminating entirely the integral $U_{I}$ by making use of the important connection given in Eq. (2.71) between our fundamental integrals $U_{I}$ and $V_{I}$. In this way we obtain for the transverse components of electric intensity,
$E_{\rho_{I}}=-\frac{i p \cos \phi}{4 \pi k_{1} \eta_{1}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]+\frac{\partial^{2}}{\partial z^{2}}\left[\Psi_{1}+\Psi_{2}-n^{2} V_{I}\right]\right\} ;$
$E_{\phi 1}=-\frac{i p \sin \phi}{L \pi k_{1} \eta_{1}}\left\{\left(\frac{1}{\rho} \frac{\partial}{\partial \rho}+k_{1}^{2}\right)\left[\Psi_{1}-\Psi_{2}+V_{I}\right]+\frac{\partial^{2}}{\partial z^{2}}\left[\left(1+n^{2}\right) V_{I}-2 \Psi_{2}\right]\right\},(3 \cdot 15 a)$
in which use has been made of the fact that $V_{1}, \Psi_{1}$ and $\Psi_{2}$ are axially symmetric solutions of the scalar Helmholtz equation, while recognizing that $\Psi_{I}$ is otherwise singular at the source.

Another useful transformation is obtained by noting that our fundamental integral $U_{1}$, Eq. (2.67), can be resolved as follows:

$$
\begin{equation*}
k_{I}^{2} U_{I}=k_{I}^{2}{ }_{1}-\frac{2}{I-n_{1}^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}, z \leqslant 0 \tag{3.17}
\end{equation*}
$$

in terms of a new integral, ${ }^{1} 1$, which is defined as

$$
\begin{equation*}
M_{I}=\frac{2}{k_{I}^{2}-k_{2}^{2}} \int_{0}^{\infty} Y_{2} e^{\gamma_{1}(z-h)} J_{0}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0 \tag{3.18}
\end{equation*}
$$

The resolution (3.17) is quickly obtained by noting that the amplitude function $f(\lambda)$ in Eq. $(2.67)$ can be written as

$$
\begin{equation*}
f(\lambda)=\frac{2}{\gamma_{1}+\gamma_{2}}=\frac{2\left(\gamma_{2}-\gamma_{1}\right)}{\gamma_{2}^{2}-\gamma_{1}^{2}}=\frac{2\left(\gamma_{2}-\gamma_{1}\right)}{k_{1}^{2}-k_{2}^{2}}, \tag{3.19}
\end{equation*}
$$

where use has been made of Eqs. (2.58). Replacing $k_{I}^{2} U_{I}$ by (3.17), we now obtain for the transverse components of electric intensity for $z \leqslant 0$,

$$
\begin{align*}
& E_{\rho_{1}}=-\frac{i p \cos \phi}{4 \pi k_{1} \eta_{1}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\Psi_{1}-\Psi_{2}+V_{1}\right]\right. \\
& \left.+\frac{n^{2} k_{1}^{2}}{1+n^{2}}\left[V_{1}-H_{1}\right]+\frac{\partial^{2}}{\partial z^{2}}\left[\Psi_{1}+\frac{1+n^{4}}{1-n^{4}} \Psi_{2}\right]\right\} ; \\
& E_{\phi 1}=-\frac{i p \sin \phi}{4 \pi K_{1} \eta_{1}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]\right. \\
& \left.+k_{1}^{2}\left[\Psi_{1}-\Psi_{2}+\Psi_{1}\right]-\frac{2}{1-n^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}\right\} \text {, } \tag{3.15b}
\end{align*}
$$

in which, as before, use has been made of the fact that $\Psi^{\prime} I_{2}$ is an axially symmetric solution of the scalar Helmholtz equation.
3.2b. Electric field components for medium (2).- The electric field components for the non-conducting medium, $z \geqslant 0$, are likewise written dow from $(3.13)$. Waking use of Eqs. $(3,6),(3.9)$ and (3.11) we have

$$
\begin{align*}
& E_{\rho 2}=\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}}\left\{\frac{\partial^{2} V_{2}}{\partial \rho^{2}}+k_{2}^{2} U_{2}\right\} ; \\
& E_{\phi 2}=-\frac{i p \sin \phi}{4 \pi k_{2} r_{2}}\left\{\frac{1}{\rho} \frac{\partial V_{2}}{\partial \rho}+k_{2}^{2} U_{2}\right\} ;  \tag{3.2I}\\
& E_{z 2}=\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}} \frac{\partial^{2} V_{2}}{\partial h \partial \rho}, \tag{3.22}
\end{align*}
$$

which express the electric field components for medium (2) in terms of our fundamental integrals $U_{2}$ and $V_{2}$.

Making use of Eq. (2.7la) and noting that $V_{2}$ is an axially symmetric solution to the scalar Helmholtz equation, we obtain for the transverse components of the electric intensity, similar to Eqs. (3.14a) and (3.15a),

$$
\begin{align*}
& E_{\rho_{2}}=-\frac{i p \cos \phi}{4 \pi k_{2} \eta_{2}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}+\frac{\partial^{2}}{\partial z \partial h}\right\} V_{2} ; \\
& E_{\phi 2}=-\frac{i p \sin \phi}{4 \pi k_{2} \eta_{2}}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}+k_{2}^{2}+\frac{\partial}{\partial z}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right)\right\} V_{2}, \tag{3.21a}
\end{align*}
$$

thus indicating that besides the source and image functions it is possible in theory to express the electric field in both medium (1) and medium (2) in terms of just two functions, $V_{1}$ and $V_{2}$ 。 In the next Section it will be shown that these same two functions together with the source and image functions are also sufficient to determine the magnetic field everywhere; thus, the entire field is determined by $V_{1}, V_{2}, \Psi_{1}$, and $\Psi_{2}$.

### 3.3 VARIOUS FORMS OF THE MAGNETIC FIELD COMPONENTS

The magnetic field components are likewise computed from Eqs. (2.5) with the aid of the results presented in Section 3.1. Accordingly, we have in general from Eq. (3.12),

$$
\begin{align*}
& H_{\rho}=-i k \eta\left\{\sin \phi \frac{\partial \pi_{z}}{\partial z}+\frac{1}{\rho} \frac{\partial \pi_{z}}{\partial \phi}\right\} ; \\
& H_{\phi}=-i k \eta\left\{\cos \phi \frac{\partial \pi_{x}}{\partial z}-\frac{\partial \pi_{z}}{\partial \rho}\right\} ;  \tag{3.23}\\
& H_{z}=\quad i k \eta \sin \phi \frac{\partial \pi_{x}}{\partial \rho}
\end{align*}
$$

which exhibit the cylindrical components of magnetic field intensity.
3.3a. Magnetic field components for medium (1).- The magnetic field components for the conducting medium are now written down from Eqs. (3.23) by making use of Eqs. (3.1) and (3.4). We thus have for $\mathrm{z} \leqslant 0$,

$$
\begin{align*}
& H_{\rho I}=\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\Psi_{1}-\Psi_{2}+U_{1}+\frac{1}{k_{1}^{2} \rho} \frac{\partial}{\partial \rho}\left[\left(1+n^{2}\right){v_{1}}_{1}-2 \Psi_{2}\right]\right\} ;(3.24) \\
& H_{61}=\frac{p \cos \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\Psi_{1}-\Psi_{2}+U_{1}+\frac{1}{k_{1}^{2}} \frac{\partial^{2}}{\partial \rho^{2}}\left[\left(1+n^{2}\right){V_{1}}_{1}-2 \Psi_{2}\right]\right\} ;(3.25) \\
& H_{z 1}=-\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial \rho}\left\{\Psi_{1}-\Psi_{2}+U_{1}\right\}, \tag{3.26}
\end{align*}
$$

which exhibit the magnetic field components in medium (1) in terms of the source function $\Psi_{1}$, the image function $\Psi_{2}$ and our fundamental integrals $U_{I}$ and $V_{I}$.

As in the case of the electric field components for the conduction medium, it is possible to express the above results exclusively in terms of $\Psi_{1}, \Psi_{2}$ and $V_{1}$, by eliminating $\Psi_{1}$ with the aid of Eq. (2.71),
tills obtaining for $z \leqslant 0$,

$$
\begin{align*}
& H_{\rho I}=\frac{p \sin \phi}{4 \pi k_{I}^{2}} \frac{\partial}{\partial z}\left\{\left(\frac{1}{\rho} \frac{\rho}{\partial \rho}+\frac{\partial^{2}}{\partial z^{2}}\right)\left[\left(1+n^{2}\right) V_{I}-2 \Psi_{2}\right]+k_{1}^{2}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]\right\} ;(3 \cdot 24 a) \\
& H_{\phi I}=\frac{p \cos \phi}{4 \pi k_{I}^{2}} \frac{\partial}{\partial z}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[2 \Psi_{2}-\left(I+n^{2}\right) V_{I}\right]+k_{I}^{2} \cdot\left[\Psi_{1}+\Psi_{2}-n^{2} V_{I}\right]\right\} ;  \tag{3.25a}\\
& H_{z I}=-\frac{p \sin \phi}{4 \pi k_{I}^{2}} \frac{\partial}{\partial \rho}\left\{\frac{\partial^{2}}{\partial z^{2}}\left[\left(1+n^{2}\right) V_{I}-2 \Psi_{2}\right]+k_{I}^{2}\left[\Psi_{1}-\Psi_{2}+V_{I}\right]\right\}, \tag{3.26a}
\end{align*}
$$

in the derivation of which we have made use of the fact that the functions $\Psi_{2}$ and $V_{1}$ satisfy the homogeneous Helmholtz equation for $z \leqslant 0$. Finally, making use of Eq. (3.17), which expresses the fundamental integral in terms of the new integral $\mathrm{H}_{1}$, Eq. (3.18), we obtain still another useful form for the magnetic field components for $z \leqslant 0$, namely,

$$
\begin{array}{r}
H_{p_{1}}=\frac{p \sin \phi}{4 \pi k_{1}^{2}} \frac{\partial}{\partial z}\left\{\frac{I}{\rho} \frac{\partial}{\partial \rho}\left[\left(1+n^{2}\right) V_{I}-2 \Psi_{2}\right]+k_{1}^{2}\left[\Psi_{1}-\Psi_{2}+M_{1}\right]\right. \\
\\
\left.-\frac{2}{1-n^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}\right\}
\end{array}
$$

$H_{\phi I}=\frac{p \cos \phi}{4 \pi k_{1}^{2}} \frac{\partial}{\partial z}\left\{\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[2 \Psi_{2}-\left(I+n^{2}\right) V_{I}\right]+k_{I}^{2}\left[\Psi_{1}+\Psi_{2}-n^{2} V_{I}\right]\right\} ;$
$H_{z I}=-\frac{p \sin \phi}{4 \pi k_{1}^{2}} \frac{\partial}{\partial p}\left\{k_{I}^{2}\left[\eta \Psi_{I}-\Psi_{2}+i_{I}\right]-\frac{2}{I-n^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}\right\}$,
in which again use has been made of the fact that the function $\Psi_{2}$ is
an axially symmetric solution of the scalar Helmholtz equatione
3.3b. Viagneicic field components fior hedium (2)- - The magnetic fieid components for the non-conducuing mediun are similarly written down from (3.23). Haking use of Eqs. (3.6) and (3.9) we have for $z \geqslant 0$,

$$
\begin{align*}
& H_{p_{2}}=\frac{p \sin \phi}{4 \pi}\left\{\frac{\partial U_{2}}{\partial z}+\frac{1}{k_{2}^{2} \rho} \frac{\partial}{\partial \rho}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right) V_{2}\right\} ; \\
& H_{\phi 2}=\frac{p \cos \phi}{4 \pi}\left\{\frac{\partial U_{2}}{\partial z}+\frac{1}{k_{2}^{2}} \frac{\partial^{2}}{\partial \rho^{2}}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right) V_{2}\right\} ;  \tag{3.28}\\
& H_{z 2}=-\frac{p \sin \phi}{4 \pi} \frac{\partial U_{2}}{\partial \rho}, \tag{3.29}
\end{align*}
$$

whicil exhioit the nagnetic fiejd components for nedium (2) in terms of our fundamentai invegrals $U_{2}$ and $V_{2}$.

As in the case of the electric field components for the non-conducting medium, it is possible to obtain the magnetic field components for medium (2) in terms of the single fundamental integral $V_{2}$ by using Eq. (2.7.a) and vine fact that $V_{2}$ is an axialiy symnetric solution of the scalar Heimholtz equation; thus,

$$
\begin{align*}
& H_{\rho 2}=\frac{p \sin \phi}{4 \pi k_{2}^{2}}\left\{k_{2}^{2} \frac{\partial}{\partial z}+\left(\frac{1}{\rho} \frac{\partial}{\partial \rho}+\frac{\partial^{2}}{\partial z^{2}}\right)\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial \mathrm{h}}\right)\right\} \mathrm{V}_{2} ;  \tag{3.27a}\\
& H_{\phi 2}=\frac{p \cos \phi}{4 \pi k_{2}^{2}}\left\{\mathrm{k}_{2}^{2} \frac{\partial}{\partial \mathrm{~h}}-\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial \mathrm{h}}\right)\right\} \mathrm{V}_{2} ; \tag{3.28a}
\end{align*}
$$

$$
\begin{equation*}
H_{z 2}=-\frac{p \sin \phi}{4 \pi k_{2}^{2}} \frac{\partial}{\partial \rho}\left\{k_{2}^{2}+\frac{\partial}{\partial z}\left(\frac{\partial}{\partial z}-\frac{\partial}{\partial h}\right)\right\} \nabla_{2}, \tag{3.29a}
\end{equation*}
$$

which completes our demonstration that the entire solution may be given in terms of $\Psi_{1}, \Psi_{2}, I_{2}$ and $V_{2}$.

## IV. SOLUTION OF DIPOLAR PROBLEM IN THE STATIC LIHIT

An inportant special case of the present two-inedium problem arises when we consicier the static limit $(\omega \rightarrow 0)$ of the preceding results. It is sinow that our integral representations converge uniformly to the static solution as $\omega \rightarrow 0$, tinus affording a partial check on the whole formulation since the static problem can be solved independently by elementary methods. Furtinermore, the study of the static case has clarified the role played by the interface separating the two media which, as shown below, constitutes a source of secondary waves. In this Chapter we deduce the limiting form of our fundamental integrals by letting $\omega \rightarrow 0$, process which is simplified by assuming tinat $\sigma_{2}$ is finite. Finally, we consider the independent solution of the static problem which is elementary as far as tie electric field is concerned, but which is considerably more involved in tine case of tine magnetic field.

### 4.1 STATIC LIwIt OF RHE FUNDAMENTAL INTEGRALS

Referring to Section $2 \cdot 1 \mathrm{a}$, we establish readily by letting $\omega \rightarrow 0$, which implies $k_{1} \eta_{I} \rightarrow i \sigma_{1}$ and $k_{2} \eta_{2} \rightarrow i \sigma_{2}$ with $k_{1}=k_{2}=0$, the following limiting forms:

$$
\begin{align*}
& \Psi_{1}=U_{2}=\frac{1}{R_{1}} ; \\
& \Psi_{2}=U_{1}=\frac{I}{R_{2}} ; \\
& V_{I}=\frac{2 \sigma_{I}}{\sigma_{I}+\sigma_{2}} \frac{1}{R_{2}} ; \\
& V_{2}=\frac{2 \sigma_{2}}{\sigma_{I}+\sigma_{2}} \frac{1}{R_{1}}, \tag{404}
\end{align*}
$$

all of which follow immediately from the corresponding integral representations.

> L.2 CARTESIAN COMPONENTS OF THE HERTZIAN VECTORS

We now proceed to establish tine limiting forms in the static case for the Cartesian components of the $\Pi$-vectors. Considering first the conducting medium, we obtain immediately from Eq. (3.1)

$$
\begin{equation*}
\pi_{x 1}=\frac{p}{4 \pi \sigma_{1}} \frac{1}{R_{1}}, z \leqslant 0 \tag{1.5}
\end{equation*}
$$

where we have made use of Eqs. (4.I) and (4•2). Similarly, making use
of ( 4.2 ) and ( 1.03 ), we have at once from the second integral in ( 3.2 )

$$
\begin{equation*}
\pi_{z I}=\frac{p \cos \phi}{4 \pi \sigma_{1}} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\partial}{\partial \rho} \int_{h}^{\infty} \frac{d h^{\prime}}{\left[\rho^{2}+\left(z-h^{\prime}\right)^{2}\right]^{\frac{1}{2}}}, z \leqslant 0, \tag{4.6}
\end{equation*}
$$

which, after carrying out the integration, may be written in the convenient form

$$
\begin{equation*}
\pi_{z I}=-\frac{p \cos \phi}{4 \pi \sigma_{I}} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{I}+\sigma_{2}} \frac{\partial}{\partial z}\left\{\frac{R_{2}+(z-h)}{\rho}\right\}, z \leqslant 0 . \tag{4.7}
\end{equation*}
$$

Then, either from ( 1.7 ) or else taking the limiting form of (3.3), we have

$$
\begin{equation*}
\frac{\partial \pi_{z I}}{\partial z}=\frac{p \cos \phi}{4 \pi \sigma_{1}} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\partial}{\partial \rho} \frac{1}{R_{2}}, z \leqslant 0, \tag{4,8}
\end{equation*}
$$

with the aid of which, together with (1.5), we have for the divergence

$$
\begin{equation*}
\nabla \cdot \pi^{(I)}=\frac{\partial \pi_{x I}}{\partial x}+\frac{\partial \pi_{z I}}{\partial z}=\frac{p \cos \phi}{4 \pi \sigma_{1}} \frac{\partial}{\partial \rho}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2} I}{\sigma_{1}+\sigma_{2}} \frac{R_{2}}{}\right\}, z \leq 0, \tag{4.9}
\end{equation*}
$$

which completes our presentation of the static limit for the components of the $\Pi$-vector and their derivatives in the conducting medium.

Proceeding similarly for the non-conducting medium, we have at once from Eqs. (3.6) and (4.1)

$$
\begin{equation*}
\pi_{x 2}^{-}=\frac{p}{4 \pi \sigma_{2}} \frac{I}{R_{1}}, z \geqslant 0 ; \tag{4010}
\end{equation*}
$$

and, in complete analogy with (1.7), making use of Eqs. (3.7), (4.1)
and ( 1.4 ),

$$
\pi_{z 2}=\frac{p \cos \phi}{4 \pi \sigma_{2}} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\partial}{\partial z}\left\{\frac{R_{1}-(z+h)}{\rho}\right\}, z \geqslant 0
$$

from which we compute the derivative

$$
\frac{\partial \Pi_{z 2}}{\partial z}=-\frac{p \cos \phi}{4 \pi \sigma_{2}} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\partial}{\partial \rho} \frac{1}{R_{1}}, z \geqslant 0
$$

Combining the preceding results we have, finally, for the divergence

$$
\nabla \cdot \pi^{(2)}=\frac{\partial \pi_{x 2}}{\partial x}+\frac{\partial \pi_{z 2}}{\partial z}=\frac{p \cos \phi}{l_{4} \pi \sigma_{2}} \frac{2 \sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\partial}{\partial \rho} \frac{1}{R_{1}}, z \geqslant 0
$$

with which we complete our presentation of the static limit for the components of the $\Pi$-vector and their derivatives in the non-concucting medium.

### 1.3 FIELD COMPONENTS IN CYLINDRICAL COORDINATES

We have already obtained in Section 3.2 various forms of the electric field components in cylindrical coordinates in terms of our fundamental integrals whose limiting forms in the static case are listed in Section 4.I. Inserting these limiting forms in lieu of the fundamental integrals in the corresponding equations, we have for $z \leqslant 0$

$$
\begin{equation*}
E_{p I}=\frac{p \cos \phi}{4 \pi \sigma_{1}} \frac{\partial^{2}}{\partial \rho^{2}}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{R_{2}}\right\} ; \tag{4}
\end{equation*}
$$

$$
\begin{align*}
& E_{\phi I}=-\frac{p \sin \phi}{4 \pi \sigma_{1}} \frac{1}{\rho} \frac{\partial}{\partial \rho}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{I}{R_{2}}\right\} ;  \tag{4015}\\
& E_{z I}=\frac{p \cos \phi}{4 \pi \sigma_{I}} \frac{\partial^{2}}{\partial z \partial \rho}\left\{\frac{1}{R_{I}}+\frac{\sigma_{I}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{R_{2}}\right\},
\end{align*}
$$

which exhibit the static limit of the cylindrical components of the electric field intensity in the conducting medium. It may be seen from the first of Eqs. (2.5) that in the static limit

$$
E=\nabla \nabla \cdot \pi=-\nabla \psi ; \quad \psi=-\nabla \cdot \pi
$$

where $\psi$ is the scalar potential. Clearly, then, we see from the above equations that for $z \leqslant 0$ the electrostatic potential becomes

$$
\psi_{1}=-\nabla \cdot \pi^{(1)}=-\frac{p \cos \phi}{4 \pi \sigma_{1}} \frac{\partial}{\partial \rho}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{R_{2}}\right\}
$$

which yields directly, using (4.17), the cylindrical components listed above 。
Proceeding likewise for $z \geqslant 0$, we have for the cylindrical components of the electric field intensity in the nonconducting medium the limiting expressions

$$
\begin{align*}
& E_{\rho_{2}}=\frac{2 p \cos \phi}{4 \pi\left(\sigma_{1}+\sigma_{2}\right)} \frac{\partial^{2}}{\partial \rho^{2}} \frac{1}{R_{1}} ; \\
& E_{\phi 2}=-\frac{2 p \sin \phi}{4 \pi\left(\sigma_{1}+\sigma_{2}\right)} \frac{1}{\rho} \frac{\partial}{\partial \rho} \frac{1}{R_{1}} ;
\end{align*}
$$

$$
E_{z 2}=\frac{2 p \cos \phi}{4 \pi\left(\sigma_{I}+\sigma_{2}\right)} \frac{\partial^{2}}{\partial z \partial \rho} \frac{I}{R_{I}}
$$

which are seen to remain finite as $\sigma_{2} \rightarrow 0$, tine actual case for the non-conuucting medium. Finaily, as in the preceding paragraph, we deduce from the above equations or directiy from (4-13) that the electrostatic potential in medium (2) is given by

$$
\psi_{2}=-\nabla \cdot \pi^{(2)}=-\frac{2 p \cos \phi}{4 \pi\left(\sigma_{1}+\sigma_{2}\right)} \frac{\partial}{\partial \rho} \frac{1}{R_{1}}
$$

The computation of the static linit for the electric fieid components given in the preceding paragrapins can be carried out either by substituting the liniting forms of the fundamental integrals in the expressions of the electric field components deduced in the general aiternating case or eise by computing the components anew from Eqs. (3.13) and making use of the limiting forms for the Cartesian components of the $\Pi$-vectors dispiayed in Section $4 \cdot 2 \cdot$ The sane two possibilities do not occur, however, in the case of the transverse magnetic fieid components; for, as seen by Eqs. (3.24), (3.25), (3.27) and (3.28), there are terms containing $k_{1}^{-2}$ or $k_{2}^{-2}$ winicn makes it necessary to examine tive suatic inait nore carefuly.

In consequence, as far as the stacic limit of the magnetic field components is concerned, it is more expedient to make use of Eqs. (3.23) to compute the magnetic fiela components directily in terms of the static limiting forms for the Cartesian components of the $\pi$-vectors as exhibited in Section l.2. Thus we have for the conducting medium, $z \leq 0$, whe iiniting forms

$$
\begin{align*}
& H_{\rho I}=\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{R_{2}+(z-h)}{\rho^{2}}\right\} ; \\
& H_{\phi I}=\frac{p \cos \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}}\left[\frac{1}{R_{2}}-\frac{R_{2}+(z-h)}{\rho^{2}}\right]\right\} ; \\
& H_{z I}=-\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial \rho} \frac{1}{R_{1}} ; \tag{4.25}
\end{align*}
$$

and for the non-conducting medium, $z \geqslant 0$, the corresponding limiting forms are

$$
\begin{align*}
& H_{\rho 2}=\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{1}{R_{1}}-\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{R_{1}-(z+h)}{\rho^{2}}\right\} ;  \tag{1.25}\\
& H_{\phi 2}=\frac{p \cos \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{1}{R_{1}}-\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}}\left[\frac{1}{R_{1}}-\frac{R_{1}-(z+h)}{\rho^{2}}\right]\right\} ; \\
& H_{z 2}=-\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial \rho} \frac{1}{R_{1}} .
\end{align*}
$$

Putting $\sigma_{2}=0$ in the above equations leads to considerable simplification in our results. In this important practical case, we have for the electric field components in the conducting medium for $z \leqslant 0$

$$
E_{\rho_{I}}=\frac{p \cos \phi}{4 \pi \sigma} \frac{\partial^{2}}{\partial \rho^{2}}\left\{\frac{I}{R_{1}}+\frac{I}{R_{2}}\right\} ;
$$

$$
\begin{align*}
& E_{\phi 1}=-\frac{p \sin \phi}{4 \pi \sigma} \frac{1}{\rho} \frac{\partial}{\partial \rho}\left\{\frac{1}{R_{I}}+\frac{1}{R_{2}}\right\} ;  \tag{4.15a}\\
& E_{z I}=\frac{p \cos \phi}{4 \pi \sigma} \frac{\partial^{2}}{\partial z \partial \rho}\left\{\frac{1}{R_{I}}+\frac{1}{R_{2}}\right\},
\end{align*}
$$

where we have written $\sigma_{1}=\sigma$ for the conductivity of medium (1). Similarity we have for the electric field components in the non-conducting medium for $\mathbf{z} \geqslant 0$

$$
\begin{align*}
& E_{\rho 2}=\frac{2 p \cos \phi}{4 \pi \sigma} \frac{\partial^{2}}{\partial \rho^{2}} \frac{1}{R_{1}} ; \\
& E_{\phi 2}=-\frac{2 p \sin \phi}{4 \pi \sigma} \frac{1}{\rho} \frac{\partial}{\partial \rho} \frac{1}{R_{1}} ; \\
& E_{z 2}=\frac{2 p \cos \phi}{4 \pi \sigma} \frac{\partial^{2}}{\partial z \partial \rho} \frac{1}{R_{1}} . \tag{1+21a}
\end{align*}
$$

The magnetic field components become for the conducting medium, $z \leq 0$, with $\sigma_{1}=\sigma$ and $\sigma_{2}=0$,

$$
\begin{align*}
& H_{\rho I}=\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{1}{R_{1}}+\frac{R_{2}+(z-h)}{\rho^{2}}\right\} ; \\
& H_{\phi I}=\frac{p \cos \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{I}{R_{1}}+\frac{I}{R_{2}}-\frac{R_{2}+(z-h)}{\rho^{2}}\right\} ;
\end{align*}
$$

$$
\begin{equation*}
H_{z 1}=-\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial \rho_{\rho}} \frac{I}{R_{1}} ; \tag{1-25a}
\end{equation*}
$$

and for tine non-concucting medium, $z \geqslant 0$, the corresponding magnetic field components are

$$
\begin{align*}
& H_{\rho 2}=\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{I}{R_{1}}-\frac{R_{I}-(z+h)}{\rho^{2}}\right\} ;  \tag{1,26a}\\
& H_{\phi 2}=\frac{p \cos \phi}{4 \pi} \frac{\partial}{\partial z}\left\{\frac{R_{I}-(z+h)}{\rho^{2}}\right\} ;  \tag{4}\\
& H_{z 2}=-\frac{p \sin \phi}{4 \pi} \frac{\partial}{\partial \rho} \frac{I}{R_{I}} .
\end{align*}
$$

It is important to note that the magnetic field conponents, as given above, are independent of the conductivity $\sigma$, which of course is not true of the electric field. This incicates that the body curents that filow throughout tise conucting mediun do not contribute to the observec magnetic pield in the present case of $\sigma_{1}=\sigma$ and $\sigma_{2}=0$. The proot of this ciatenent is given in Section 1.5

## 

In the preceding sections we have eanineu the static lint of the results for the dipolar problew in the general alternating case as $c \rightarrow 0$. As a check on tine previous work and because it proves iliuminating, we now consider the indepencent solution of the static prowlem. We ouserve, first,
that in the scatic case the electric anc magnetic fiefos are uncoupled; that is, we can decermine tile electric field everywhere independentiy on any knowledge of tie magnetic field. Thus, consicier our isotropic and iomogeneous conductor of infinite extent for which the riaxweliian equations (2.4) become in the static limit $(k=0, k \eta=i \sigma)$

$$
\begin{array}{ll}
\text { I. } \nabla \times E=0 & \text { III. } \nabla \cdot H=0 \\
\text { II. } \nabla \times H-\sigma E=J^{0} & \text { IV. } \nabla \cdot E=-\left(\nabla \cdot J^{0}\right) / \sigma
\end{array}
$$

wiere $j^{0}$ denotes the prescribed current density distribution cinaracterizing the source. In tine present instance, the static dipolar source is stili expressed as in Eq. (2.9); that is,

$$
J^{0}=e_{x} p \delta(x) \delta(y) \delta(z+n),
$$

Which describes an elementary current element in tine $x$ direction located at ( $0,0,-h$ ) and wheme $p$, thie dipole moment of the current source, is still deffined by Eq. (2.ठ).

We now introunce tile scaiar potentiai $\mathscr{Y}$ and tine fertzian vector $T$, reiated to each otier by tine somailed Lorentz condition,

$$
\begin{equation*}
\psi=-\nabla \cdot \pi \tag{1.31}
\end{equation*}
$$

Whicin we already referred to in Eq. (1.27). In terms of (l.31), we have from I and III of (1.29)

$$
\begin{equation*}
E=-\nabla \psi=\nabla \nabla \cdot \pi \quad \text { and } \quad H=\sigma \nabla \times \pi \text {. } \tag{1.32}
\end{equation*}
$$

liaing use of tile expressions for the electric and magnetic field vectors in II and IV of Eqs. ( $14 \cdot 2 y$ ), we deduce readily that the Herizian vector $\pi$ and tise scaiar poteritial $\psi$ sailsfy respectively tine following
vector and scalar Poisson's equations:

$$
\nabla^{2} \pi=-J^{0} / \sigma \quad \text { and } \quad \nabla^{2} \psi=\left(\nabla \cdot J^{0}\right) / \sigma
$$

In the present instance $J^{0}$ is given by (4.30), from which $\nabla \cdot J^{0}$ becomes simply

$$
\begin{equation*}
\nabla \cdot J^{0}=p \delta^{\prime}(x) \delta(y) \delta(z+h), \tag{4.34}
\end{equation*}
$$

where $\delta^{\prime}(x)$ denotes the derivative of Dirac's delta function. Taus, in this case the scalar potential satisfies the Poisson's equation

$$
\begin{equation*}
\nabla^{2} \psi=(p / \sigma) \quad \delta^{\prime}(x) \delta(y) \delta(z+h) \tag{4.35}
\end{equation*}
$$

which admits the particular integral

$$
\begin{equation*}
\psi=-\frac{p}{4 \pi \sigma} \frac{\partial}{\partial x} \frac{1}{R_{1}}, \tag{1.35}
\end{equation*}
$$

where $R_{\perp}$ denotes the distance from the elementary current dipole at $(0,0,-h)$ to the point of observation (Fig. 1). It is seen that Eq. (4.36) has precisely the structure of the electrostatic potential of a dipole oriented in the $x$ direction.

Restricting our attention to the electric field, we now have for the two-medium problem the following fundamental equations:
$J_{1}=\sigma_{1} E_{1}, \quad E_{1}=-\nabla \psi_{1}, \quad \nabla^{2} \psi_{1}=(p / \sigma) \delta(x) \delta(y) \delta(z+h),(4037)$
which apply in medium (1) for $z \leqslant 0$, and
$J_{2}=\sigma_{2} E_{2}, \quad E_{2}=-\nabla \psi_{2}, \quad \nabla^{2} \psi_{2}=0$,
which apply in medium (2), $z \geqslant 0$, with finite conductivity $\sigma_{2}$. We note that, according to ( 4.36 ), the electrostatic potential $\Psi_{1}$ can be written for $z \leqslant 0$ as

$$
\psi_{1} \psi_{1}^{0}+\psi_{1}^{1}
$$

where $\psi_{I}^{0}$ is a particular integral of Poisson's equation ( $4 \cdot 37$ ), for winch we take the solution given in (4.36), and $\psi_{1}^{1}$ is a solution of Laplace's equation For $z \geqslant 0$ the electrostatic potential $\psi_{2}$ is Merely a solution of Laplace's equation.

The boundary conditions in the present instance require the continuity of tile tangential components of $E$ and of tine normal components of $J$ upon crossing the interface at $z=0$ separating the two media. In terms of the potentials, the boundary conditions read

$$
\psi_{1}=\psi_{2} \quad \text { and } \quad \sigma_{1} \frac{\partial \psi \sigma_{1}}{\partial z}=\sigma_{2} \frac{\partial \psi_{2}}{\partial z} \text { at } z=0
$$

Next, resorting to the method of images, we postulate for the potentials $\psi_{1}$ and $\psi_{2}$, according to $E q \cdot(4.39)$, the expressions

$$
\begin{align*}
& \psi_{1}=-\frac{1}{4 \pi \sigma_{1}} \frac{\partial}{\partial x}\left\{\frac{p}{R_{1}}+\frac{p^{\prime}}{R_{2}}\right\}, z \leqslant 0 ; \\
& \psi_{2}=-\frac{1}{4 \pi \sigma_{2}} \frac{\partial}{\partial x} \frac{p^{m}}{R_{1}}, z \geq 0 \tag{1,142}
\end{align*}
$$

where $p^{\prime}$ and $p^{\prime \prime}$ are the dipole moments of image current sources located at $(0,0, h)$ and $(0,0,-h)$ respectively (see Fig. 1) and whose values are to be determined from the boundary conditions at $z=0$. Thus, in this way
we obtain

$$
p^{\prime}=\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} p \quad \text { and } \quad p \prime=\frac{2 \sigma_{2}}{\sigma_{1}+\sigma_{2}} p \text {, }
$$

with which the solution of the electrostatic problem ylelds for the potentials

$$
\psi_{1}=-\frac{p}{4 \pi \sigma_{1}} \frac{\partial}{\partial x}\left\{\frac{1}{R_{1}}+\frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{R_{2}}\right\}, z \leqslant 0,
$$

and

$$
\begin{equation*}
\psi_{2}=-\frac{2 p}{4 \pi\left(\sigma_{1}+\sigma_{2}\right)} \frac{\partial}{\partial x} \frac{1}{R_{1}}, z \geqslant 0, \tag{1.145}
\end{equation*}
$$

which are seen to be identical to Eqs. (4.18) and (4.22), respectively, after putting $\partial / \partial x=\cos \phi(\partial / \partial \rho)$. Thus, we have shown that the static solution for the electric field obtained independently by the method of images coincides exactiy, as it should, with the limiting forms of the alternating solution obtained by letting $\omega \rightarrow 0$.

The special case $\sigma_{2}=0$ offers no difficulty, for it is readily appreciated that in Eq. (4.42) the ratio $\mathrm{p}^{m} / \sigma_{2}$ is independent of the conductivity of medium (2). In this important case, $\sigma_{2}=0$, the electric field may be deduced from the potentials

$$
\begin{equation*}
\psi_{1}=-\frac{p}{4 \pi \sigma} \frac{\partial}{\partial x}\left\{\frac{1}{R_{1}}+\frac{1}{R_{2}}\right\}, z \leq 0 \tag{4.44a}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{2}=-\frac{p}{4 \pi 0} \frac{\partial}{\partial x} \frac{2}{R_{I}}, z \geq 0 \tag{4045a}
\end{equation*}
$$

where we have written $\sigma_{I}=\sigma$. These results admit the following interpretation: the potential in the conducting medium, $z \leqslant 0$, is that due to the source current dipole at $(0,0,-h)$ and an equal current dipole located at the image point ( $0,0, \mathrm{~h}$ ) in medium (2), whereas the potential in the non-conducting medium is that of a current source of twice the dipole moment of the source located at ( $0,0,-\mathrm{h}$ ) in medium ( 1 ). The electric fields deduced from Eqs. ( $4 \cdot 14 \mathrm{~L}$ ) and ( $4 \cdot 145 \mathrm{a}$ ) have the cylindrical components listed in Eqs. ( $4 \cdot 14 \mathrm{l}$ a), (4.19a) et seq. The structure of the electric field in a vertical plane containing the source dipole is readily deduced from the above considerations. It is seen that, in accordance with ( $1.4 / 4 \mathrm{La}$ ) and the boundary conditions, the lines of electric intensity in medium (I) and, hence, the lines of current density are purely tangential at the interface $z=0$; while the lines of electric intensity in medium (2) have a normal as weil as a tangential component at $z=0$, the normal component terminating on the surface charge density appearing at the interface between the two media.

### 4.5 INDEPENDENT SOLUTION FOR THE MAGNETIC FIELD

The solution for the electric field in the static limit has furnisned us the complete current distribution set up throughout both media by the elementary dipole current embedded in medium (1); and, in principle, we should be able to compute the magnetic field directiy from the knowiedge of the current distribution. To this end we note that it is more convenient to deal with the vector potential A which we define from (1.31) and (4.32) in terms of "our old Hertzian vector as follows:

$$
A=\sigma \Pi, \quad \nabla \cdot A=-\sigma \psi, \quad H=\nabla \times A
$$

In consequence of this definition, we note from Eqs. (4.5) and (4.10) that the $x$ components of the vector potential in each medium become merely

$$
\begin{equation*}
A_{x I}=\sigma_{1} \Pi_{x 1}=p / 4 \mathrm{mR}_{1}, \quad z \leqslant 0, \tag{1+147}
\end{equation*}
$$

and

$$
A_{x 2}=\sigma_{2} \pi_{x 2}=p / 4 \pi R_{1}, \quad z \geq 0,
$$

which are one and the same expression for both media. Therefore, we conclude that, irrespective of the presence of the boundary separating the two media of different conductivities, we can write tine $x$ component of the vector potential everywhere as

$$
\begin{equation*}
A_{x}=p / 4 \pi R_{2}, \tag{4.49}
\end{equation*}
$$

where $R_{1}$ is the distance from the point of observation to the source dipole in medium (1). Noting that (4.49) is the particular integral of the Poisson's equation

$$
\begin{equation*}
\nabla^{2} A_{x}=-p \delta(x) \delta(y) \delta(z+h) \tag{4.50}
\end{equation*}
$$

for the unbounded medium, we conclude from (4.49) and (4.50) that the elementary current dipole gives rise, all by itself, to the magnetic field derived from $A_{x}$.

It follows, therefore, that the remainder of the magnetic field which we associate with the $z$ components of the $\Pi$-rectors and, nence, with $A_{z}$ must be due to the current distribution set up tinrougnout the two conducting media. In fact, we have from Eqs. ( 4.7 ) and (4.11) that the $z$ components
of the vector potential in each medium can be written as

$$
\begin{equation*}
A_{z 1}=\sigma_{1} \pi_{z 1}=-\frac{p \cos \phi}{4 \pi} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{p}{\rho}\left\{1-\frac{n-z}{R_{2}}\right\}, \quad z \leqslant 0, \tag{4.51}
\end{equation*}
$$

and

$$
A_{z 2}=\sigma_{2} \pi_{z 2}=-\frac{p \cos \phi}{4 \pi} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{1}{p}\left\{1-\frac{h+z}{R_{1}}\right\}, z \geqslant 0
$$

where $R_{1}$ and $R_{2}$ are defined by Eq. (2.1). It is noted that the two preceding results can be combined into a single expression for $A_{z}$, valid everywhere, by merely writing

$$
\begin{equation*}
A_{z}=-\frac{p \cos \phi \sigma_{1}-\sigma_{2}}{1} \frac{h+|z|}{\sigma_{1}+\sigma_{2} \rho}\left\{1-\frac{h}{\left[\rho^{2}+(h+|z|)^{2}\right]^{\frac{1}{2}}}\right\} \tag{4.53}
\end{equation*}
$$

which says that $A_{z}$ is an even function of $z$ completely symmetric about the plane $z=0$ separating the two media.

We now propose to derive $A_{2}$, as given by $E q .(1.53)$, directly from the current distribution. To this end we observe first that the two media may be conveniently regarded as a single medium of discontinuous conductivity $\sigma(z)$ which is expressed by

$$
\sigma(z)=\sigma_{1}-\left(\sigma_{1}-\sigma_{2}\right) u(z) \quad \begin{cases}\sigma_{1}, & z \leq 0  \tag{4.54}\\ \sigma_{2}, & z \geq 0\end{cases}
$$

where $u(z)$ denotes the unit step function defined as zero for negative argument and unity for positive argument. Thus, we have

$$
\begin{equation*}
\nabla \sigma=-\left(\sigma_{1}-\sigma_{2}\right) \delta(z) e_{z} \tag{4.55}
\end{equation*}
$$

as a surface vector singularity occurring at the interface $\mathbf{z}=0$ as a result of the sudden discontinuity in the conductivity of the medium. We observe, next, that the magnetostatic field everywhere, in accordance with II and III of Eqs. ( $4 \cdot 29$ ), is governed by the equations

$$
\begin{equation*}
\nabla \times H=J+J^{\circ}, \quad \nabla \cdot H=0, \quad J=\sigma E, \tag{4.56}
\end{equation*}
$$

in which $J^{0}$ is the source current dipole in medium (1), Eq. (4.30), and $J=\sigma E$ is the known current distribution set up throughout the infinite medium of discontinuous conductivity; that is,

$$
\text { for } \quad z \leqslant 0, \quad J=\sigma_{1} E_{1}=-\sigma_{1} \nabla \psi_{1},
$$

and

$$
\text { for } \quad z \geq 0 ; \quad J=\sigma_{2} E_{2}=-\sigma_{2} \nabla / / 2,
$$

where $\Psi_{1}$ and $\Psi_{2}$ are the known electrostatic potentials already given in Eqs. (4-44) and (4-45).

To obtain a solution of the first of Eqs. ( 1.56 ), we note that the total magnetic field may be resolved into the sum of two components, $H=H^{\circ}+H^{\text {章, }}$,

$$
\begin{equation*}
\nabla \times H^{\circ}=J^{\circ} \text { and } \nabla \times H^{1}=J \tag{1.58}
\end{equation*}
$$

The first of Eqs. (4.58) has already been solved for $J^{0}$ as given by Eq. (4.30); whence, placing $H^{0}=\nabla \times A^{\circ}, V \cdot A^{0}=0$, we note at once that $A^{\circ}=e_{x} A_{x}$ where $A_{x}$ is given by (4.49); that is, $H^{0}=\nabla x\left(e_{x} A_{x}\right)$ $=-e_{x} \times \nabla A_{X}$, and the magnetic field due to the source dipole is everywhere
perpendicular to the $x$ axis. The second of Eqs. (4.58) may now be solved by putting, from (4.46),

$$
H^{t}=\nabla \times A^{4}, \nabla \cdot \boldsymbol{A}^{q}=-\sigma \psi=\left\{\begin{array}{l}
-\sigma_{1} \psi_{1}, z \leqslant 0 \\
-\sigma_{2} \psi_{2}, z \geqslant 0
\end{array}\right.
$$

from which we deduce that the vector potential $A^{\prime}$ must satisfy the vector Poisson's equation

$$
\begin{equation*}
\nabla \times \nabla \times A^{*}=J=-\sigma \nabla \psi \tag{1.60}
\end{equation*}
$$

or, making use of the vector identity $\nabla \times \nabla \times \boldsymbol{\Lambda}^{4}=\nabla \nabla \cdot \boldsymbol{\mu}^{2}-\nabla^{2} \boldsymbol{\Lambda}^{i}$ and of the divergence condition in ( 1.59 ), we see that the vector potential $A^{\prime}$ becomes $A^{\prime}-e_{z} A_{z}$ where $A_{z}$ is a solution of the scalar Poisson's equation

$$
\begin{equation*}
\nabla^{2} A_{z}=\left(\sigma_{1}-\sigma_{2}\right) \delta(z) \psi \tag{1.61}
\end{equation*}
$$

which was derived by noting from the divergence condition that

$$
\begin{equation*}
\mathbb{Y} \cdot \mathbb{A}^{\prime}=\nabla(-\sigma \psi)=-\sigma \nabla \psi+\psi \nabla \sigma \tag{4.62}
\end{equation*}
$$

where $\nabla \sigma$ is given by Eq. ( 4.55 ). We may note that the above procedure is permissible because $\mathcal{F}$ is a continuous function of position defined by Eqs. (4.44) and (4.45).

Thus we have, from ( 4.51 ), that $A_{z}(\rho, \phi, z)$ satisfies the equation

$$
\begin{equation*}
\frac{1}{\rho} \frac{\partial}{\partial \rho_{1}}\left(\rho \frac{\partial A_{z}}{\partial ;}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} A_{z}}{\partial \phi^{2}}+\frac{\partial^{2} A_{z}}{\partial z^{2}}=\frac{2 p \cos \phi}{4 \pi} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} \frac{\rho \delta(z)}{\left(\rho^{2}+h\right)^{3 / 2}}, \tag{4.63}
\end{equation*}
$$

where we have made use of either (4.4.4) or (4.45) to evaluate $\psi(\beta, \phi, 0)$. To solve Eq. (4.63) we first write

$$
A_{z}(\rho, \phi, z)=\frac{p \cos \phi}{4 \pi} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{1}+\sigma_{2}} F(\beta, z),
$$

in which the function $F(\rho, z)$ is seen, from Eq. (4.63), to be a solution of

$$
\begin{equation*}
\frac{I}{\partial} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial F}{\partial \rho}\right)-\frac{F}{\rho^{2}}+\frac{\partial^{2} F}{\partial z^{2}}=\frac{2 \rho \delta(z)}{\left(\rho^{2}+h\right)^{3 / 2}} \tag{4.65}
\end{equation*}
$$

In order to obtain a solution of Eq. (4.65), we first eliminate the $\mathbf{z}$ variable by introducing the Fourier transform

$$
G(\rho, \zeta)=\int_{-\infty}^{\infty} F(\rho, z) e^{-i \zeta z} d z, \quad F(\rho, z)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} G(\rho, \zeta) e^{i \zeta z} d \zeta,
$$

with the aid of which, using standard procedures winich will not be detailed here, one deduces that the transform $G(\rho, \zeta)$ must satisfy the inhomogeneous Bessel's equation of order one,

$$
\begin{equation*}
\frac{1}{\partial} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial G}{\partial O}\right)-\left(\zeta^{2}+\frac{1}{\rho^{2}}\right) G=\frac{2}{\left(p^{2}+h^{2}\right)^{3 / 2}} . \tag{4.67}
\end{equation*}
$$

A particular integral of Eq. (4.67) is most readily deduced with the aid of the Fourier-Bessel transform

$$
\begin{equation*}
H(\lambda, \zeta)=\int_{0}^{\infty} G(, \nu, \zeta) J_{1}(\lambda, 0) \rho d, \quad G(, \zeta, \zeta)=\int_{0}^{\infty} H(\lambda, \zeta) J_{1}\left(\lambda_{i}\right) \lambda d \lambda, \tag{1.58}
\end{equation*}
$$

according to which we obtain for the right hand term of (4.67)

$$
\int_{0}^{\infty} J_{I}(\lambda \rho) \frac{\rho^{2} d \rho}{\left(\rho^{2}+h^{2}\right)^{3 / 2}}=e^{-\lambda h}
$$

by using a formula in Watson, ${ }^{23}$ and for the left hand terms of Eq. (4.67), using again standard procedures, we obtain merely $-\left(\lambda^{2}+\zeta^{2}\right) H(\lambda, \zeta)$, whence there results the double transform

$$
\begin{equation*}
H(\lambda, \zeta)=-\frac{2 e^{-\lambda h}}{\lambda^{2}+\zeta^{2}} . \tag{4.69}
\end{equation*}
$$

Inverting this expression for $H(\lambda, \xi)$ with the aid of the corresponding inversion formulas in Eqs. (4.66) and (4.68), we obtain for the function $F(\rho, z)$ the double integral

$$
\begin{equation*}
F(\rho, z)=-\frac{1}{\pi} \int_{-\infty}^{\infty} e^{i \zeta^{\prime} z} d \zeta \int_{0}^{\infty} J_{1}(\lambda \rho) \frac{\lambda d \lambda}{\lambda^{2}+\zeta \zeta^{2}}, \tag{1.70}
\end{equation*}
$$

from which, by inverting the order of integrations and carrying out the integration with respect to $\zeta$ by the method of residues, we have finally
$F(\rho, z)=-\int_{0}^{\infty} e^{-\lambda(h+|z|)} J_{1}(\lambda \rho) d \lambda=-\frac{1}{\rho}\left\{1-\frac{h+|z|}{\left[\rho^{2}+(h+|z|)^{2}\right]^{\frac{1}{2}}}\right\}$,
where again we have evaluated the last integral by making use of a formula in Watson. ${ }^{24}$

23 G. N. Watson, WA Treatise on the Theory of Bessel Functions," (The Macmillan Company, New York, 1944), second edition, p. 434, Eq. (2), with $w=1$ and $\mu=1 / 2$, and then $p .80$, Eq. (13).

24 Loc. cit., p. 38́, Eq. (8) and further algebraic reductions. .

Substituting the above result into (4.64), we have at last for the component $A_{z}$ the expression

$$
A_{z}=-\frac{p \cos \phi}{4 \pi} \frac{\sigma_{1}-\sigma_{2}}{\sigma_{I}+\sigma_{2}} \frac{I}{i}\left\{1-\frac{h+|z|}{\left[\rho^{2}+(h+|z|)^{2}\right]^{\frac{1}{2}}}\right\}
$$

which, of course, is identical to Eq. (4.53), thus proving our contention that the magnetic field derived from $z$ components of the $\Pi$-vectors is indeed due to the current distribution set up throughout both media and can, in fact, be computed directly from the current distribution. The above computation is illuminating on many counts, for it shows that the magnetic field due to the current distribution is a "surface" phenomenon, having its source at the interface between the two media, $z=0$, where $\nabla \times J$ is discontinuous.

To prove that the body of the current distribution itself gives rise to no magnetic field, we first note that our vector potential A can be expressed in general, in terms of the current distribution, by means of the Poisson's integral

$$
\begin{equation*}
A(r)=\frac{1}{4 \pi} \int \frac{J\left(r^{\prime}\right)}{R} d v^{2}, \quad R=\left|r-r^{\prime}\right|, \tag{1.73}
\end{equation*}
$$

where $r$ denotes the position vector of the point of observation and $r^{2}$ denotes the position vector of the variable point of integration. Computing the magnetic field from (4.73), we have

$$
\begin{equation*}
H=-x A=-\frac{1}{4 \pi} \int_{V!} J\left(r^{l}\right) \times V^{\frac{1}{R}} d v^{\prime}=\frac{1}{4 \pi} \int_{V^{\prime}}^{\prime} J\left(r^{\prime}\right) \times \Gamma \cdot \frac{\perp}{\pi} d v^{\prime}, \tag{14074}
\end{equation*}
$$

in which,$\quad$ denotes differentiation with respect to the primed variables. Naking use of the vector identity

$$
V^{\prime} \times \frac{J}{R}=\frac{y^{\prime} \times J}{R}-J \times V^{\prime} \frac{I}{R}
$$

and assuming that the voiume of integration $V^{*}$ is for the moment restricted to the finite region enclosed by a bounding surface $s^{\dagger}$, we have from ( $4 \cdot 74$ )

$$
H=\frac{I}{4 \pi} \int_{V^{2}} \frac{x^{t} x J}{R} d v^{\prime}-\frac{I}{4 \pi} \int_{S^{2}}^{n} \frac{n^{t} x J}{R} d a^{\prime},
$$

Where $\mathrm{n}^{\prime}$ denotes the outward normal to the bounding surface $\mathrm{S}^{\mathrm{t}}$. Eq. (4.75) shows that if the current distribution is such that ${ }^{\prime} \times J=0$, whicil is tie situation in our present problen except at $z=0$ where $\because$. $x ~ J$ is a surface singuiarity, then the oniy contribution to the magnetic field cones from the surface integral of the tangential component of current on the bounding surface $S^{\prime}$ 。

It is clear, then, from Eq. (1.75) that to compute the magnetic field due to the current distribution in medium (i) we need oniy appiy the above result to a voiume consisting of a hemisphere with center at the origin of coordinates and with its equatorial piane coinciding with the interface at $z=0$, the hemisphere being drawn into medium (i). Aliowing the radius of the hemisphere to become infinite, we have, because $x^{t} \times J=0$ everywhere except at $z=0$, that

$$
\begin{equation*}
H_{I}=-\frac{I}{4 \pi} \frac{e_{z} \times J_{I}}{\bar{R}} d a^{\prime} \tag{1.76}
\end{equation*}
$$

where the surface of integration is the plane $z=0$ and $J_{1}$ denotes the current density in medium (I) evaluated at the interface. A similar computation for the current distribution in mediwn (2) gives rise to an identical result,

$$
H_{2}=+\frac{1}{4 \pi} \int_{S^{1}} \frac{e_{z} \times J_{2}}{R} d a^{\prime},
$$

where the change in sign arises from the change in direction of the outward normal. Combining the above results, we have finally for the total magnetic field anywhere due to the totality of the current distribution throughout both media the surface integral

$$
H=-\frac{1}{4 \pi} \int_{S^{\prime}} \frac{e_{z} x\left(J_{1}-J_{2}\right)}{R} d a^{\prime \prime}
$$

whicin proves that this is a surface phenomenon, tine magnetic field being due to the discontinuity in the tangential component of $J$ which occurs at the interface $z=0$ and which results in a surface layer singularity for $X \times J$, the sole source of the magnetic field component presently discussed. It is clear tinat the magnetic field given by Eq. (4079) must be identical to the magnetic field component $H^{*}$ defined earlier in (4.59) and which is given by $H^{\prime}=\nabla \times e_{z} A_{z}=-e_{z} \times \nabla A_{z}$ where $A_{z}$ is given by Eq. (4.64)。 The above analysis has given a physical explanation for the necessity of postulating tie $z$ components of the $\Pi$-vectors in the static as well as in tile generai aiternating case. It is true that they were needed to satisfy the boundary conditions, .,but their real physical significance was only made
clear after we understood that the fields derived froin the $\mathbf{z}$ components $0 \hat{0}$ the $T$-vectors have as a source the surfiace singularity of $\gamma x J$ which occurs at the interface separating the two media.

## V. ON THE SADDIE POINT IETHOD OF IVTEGRATION

The deformation of the original path of integration proposed in Section 2.5 d has reduced the problem to the evaluation of the typical integrals $I_{1}$ and $I_{2}$ defined by Eq. (2.107) along the contours $C_{1}$ and $C_{2}$ illustrated in Fig. 4. As stated in the Introduction, we have succeeded in evaluating these integrais asymptotically by the saddle point method of integration; and, because it was found necessary to introduce several new elements into the theory, we have collected in this Chapter a number of theorens and formulas whicin facilitate tine systematic evaluation of tine integrais discussed in Chapter VI. In addition, it is perinent to present at this juncture some concepts winch nelp to clarify the foillowing tiree points that are frequentily neglected or improperiy treated in the literature:

1. The asymptotic evaluation of antegral by means of the saddie point method of integration is independent of the choice of path tinrough the saddle point, the only restriction being that tine path be so chosen as to guarantee the convergence of the original integral for all allowable vaiues of the parameters. The somailed path of steepest descents is not
at all necessary, ${ }^{25}$ though it ofiers some distinct tineoretical advantages.
2. The order of magnitude of the remainder after a fixed number of terms in the asymptotic expansion is either omitted or else erroneousiy estimated.
3. The first few terms of the asymptotic expansion may not be dropping off $\overline{\text { ior }}$ a given range of parameters and snould then be grouped together for computational purposes.

### 5.1 SADDLE POINT METHOD FOR SINGLE INTEGRATION

For points of observation in the conducting medium both integrals $I_{1}$ and $I_{2}$, as defined by Eq. (2.107), are of the general form

$$
I=\frac{1}{2} \int_{C} v(\lambda) e^{\gamma_{1}(z-h)} H_{0}^{1}(\lambda, \rho) \lambda d \lambda, \quad z \leqslant 0,
$$

where the patin oi integration in the $\lambda$-plane becomes eitiner $C_{1}$ or $C_{2}$ as illustrated in Fig. 4. In both cases, however, it is possible to introduce a transformation of the variable of integration winich reduces tine typical integral (5.1) to the form

$$
I=\int_{C} F(w) e^{\phi(w)} d w,
$$

where $C$ denotes a symmetric path in the $w-p l a n e$ which originates at infinity, passes through the saddle point $w=0$, deîined by

25 See, for example, B. L. van der Waerden, Applied Sci. Res. B2, 33-46 (1951).

$$
\phi^{\prime}(0)=0,
$$

and terminates at infinity, altogether within the strip

$$
\begin{equation*}
|\arg \{\phi(0)-\phi(w)\}|<\pi / 2, \tag{5.4}
\end{equation*}
$$

which guarantees the convergence of the integral for all allowable values of the parameters. In particular, the path $C$ becomes the path of steepest descents when the condition

$$
\begin{equation*}
\arg \{\phi(0)-\phi(w)\}=0 \tag{5.5}
\end{equation*}
$$

is satisfied on C.
In the present instance it turns out that $\phi(w)$ is an even function of $w$,

$$
\begin{equation*}
\phi(-\mathrm{w})=\phi(\mathrm{w}), \tag{5.6}
\end{equation*}
$$

with the result that, introducing the new variable of integration defined by

$$
\begin{equation*}
x^{2 / 2}=\phi(0)-\phi(w), \tag{5.7}
\end{equation*}
$$

and considering only paths of integration $C$ which are symmetric about the origin in the w-plane, we obtain for the integral (5.2) the expression

$$
\begin{equation*}
e^{-\phi(0)} I=\int_{0}^{\infty \exp (i \beta)} \bar{f}(x) e^{-x^{2} / 2} d x \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi(x)=\{F(w)+F(-w)\} \frac{d w}{d x}, w=w(x) \tag{5.9}
\end{equation*}
$$

and in which $|\beta|<\pi / 4$ and $|\arg \{x\}|<\pi / 4$ on the entire path of integration in the $x$-plane. In particular, $\overline{\text { ior }}$ the path of steepest descents we iave from Eq. (5.5) that

$$
e^{-\phi(0)} I=\int_{0}^{\infty} \Phi(x) e^{-x^{2} / 2} d x
$$

in which the path of integration is rigorously along the positive half of the real axis in the $x$-plane. It is clear that the integrals (5.8) and (5.10) lead to precisely the same asymptotic expansion; for, by hypothesis, there are no singularities of the integrand between the path of steepest descents and any other permissible path within the circle of convergence of the power series expansion for $\Phi(x)$ about the saddle point $x=0$.
5.la. Watson's lemma as applied to the present problem.- To evaluate the integral (5.10) asymptotically, we note first that, by virtue of (5.6) and $(5 \cdot 7)$, the function $\Phi(x)$ defined by Eq. (5.9) is an even function of $\mathbf{x}$ and, therefore, admits the power series expansion

$$
\begin{equation*}
\Phi(x)=\sum_{m=0}^{\infty} A_{2 m} x^{2 m} \tag{5.11}
\end{equation*}
$$

which is valid for $|x|<\lambda^{\frac{1}{2}}$ where $\dot{M}^{\frac{\pi}{3}}$ denotes the radius of convergence; that is, the function $\Phi(x)$ exhibits its nearest singularity to the origin at $x=x_{0}$ where $\left|x_{0}\right|=\lambda^{\frac{1}{2}}$. Further, to bring the integral (5.10) within the domain of Watson's lemma, ${ }^{26}$ it is necessary to make a change of scale in the variable of integration by putting

26
G. N. Watson, ${ }^{\text {A }}$ Treatise on the Theory of Bessel Functions, (The Macmillan Company, New York, 1914), 2nd ed., p. 236.

$$
\begin{equation*}
x=\lambda^{\frac{1}{2} u} \quad \text { and } \quad \Phi(x)=\Psi(u) \tag{5.12}
\end{equation*}
$$

Our typical integral (5.10) then becomes

$$
\begin{equation*}
e^{-\phi(0)} I=\lambda^{\frac{1}{2}} \int_{0}^{\infty} \Psi(u) e^{-\lambda u^{2} / 2} d u \tag{5.13}
\end{equation*}
$$

in which, by virtue of (5.11) and (5.12), $\Psi(u)$ has the power series expansion

$$
\begin{equation*}
\ddot{\Psi}(u)=\sum_{m=0}^{\infty} A_{2 m} \lambda^{m} u^{2 n} \tag{5.14}
\end{equation*}
$$

which is valid for $|u|<1$. In terms of this new variable of integration Watson's lemma as applied to the problem at hand may be phrased as follows:

Lemma:- Let $\Psi(u)$ be analytic within the unit circle $|u|<1$, ie., let $\Psi(u)$ have the power series expansion (5.14); further, assume that

$$
\begin{equation*}
|\Psi(u)|<A u^{2 p} \tag{5.15}
\end{equation*}
$$

where $A$ is a positive number independent of $u$ and $p$ is a positive integer or zero, when $u$ is real and $u \geqslant 1$. Then the asymptotic expansion

$$
\begin{equation*}
e^{-\phi(0)} I=\lambda^{\frac{1}{2}} \int_{0}^{\infty} \Psi(u) e^{-\lambda u^{2} / 2} d u \sim \sum_{m=0}^{\infty} 2^{m-\frac{1}{2}} T\left(m+\frac{1}{2}\right) \Delta_{2 m} \tag{5.16}
\end{equation*}
$$

is valid in the sense of Poincare when $\lambda$ is sufficiently large, ie., $\lambda>1$.

Note that the asymptotic expansion (5.16) may also be conveniently written as

$$
e^{-\phi(0)} I \sim\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \sum_{m=0}^{\infty} \frac{(2 m)!}{2^{m} m!} A_{2 m}=\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left(A_{0}+A_{2}+3 A_{4}+15 A_{6}+\ldots\right)
$$

in terms of the expansion coefficients $A_{2 m}$ which, of course, are themselves functions of $\lambda$. In fact, as shown in the sequel, it turns out that in the present study we need only consider two cases characterized by the fact that the functions
(a) $\lambda^{m} A_{2 m}$
and
(b) $\lambda^{m+1} A_{2 m}$
remain bounded as $\lambda \rightarrow \infty$.
To establish the above expansion we note from Eqs. (5.14) and (5.15) that, if $M \geqslant p$ is a fixed integer, a constant $B$ can be found such that

$$
\begin{equation*}
\left|\Psi(u)-\sum_{m=0}^{M-I} A_{2 m} \lambda^{m} u^{2 m}\right| \leqslant B u^{2 M} \tag{5.18}
\end{equation*}
$$

whenever $u \geqslant 0$, whether $u \leqslant 1$ or $u \geqslant 1$; and therefore

$$
\lambda^{\frac{\pi}{2}} \int_{0}^{\infty} \Psi(u) e^{-\lambda u^{2} / 2} d u=\sum_{m=0}^{M-1} A_{2 m} \lambda^{-m+\frac{1}{2}} \int_{0}^{\infty} u^{2 \pi u} e^{-\lambda u^{2} / 2} d u+R_{M}
$$

where $R_{M}$, the remainder after $M$ terms, is bounded as follows:

$$
\begin{equation*}
\left|R_{M}\right| \leqslant \lambda^{\frac{\pi}{2}} B \int_{0}^{\infty} u^{2 M} e^{-\lambda u^{2} / 2} d u=B\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \frac{(2 M)!}{2^{M} M!} \lambda^{-M}=0\left(\lambda^{-M}\right) \tag{5.19}
\end{equation*}
$$

The analysis remains valid even when the path of integration in the $x$-plane does not coincide with the path of steepest descents and so we have proved that, with $|\beta|<\pi / 4$ and $|\arg \{x\}|<\pi / 2$ on the path of integration,

$$
\int_{0}^{\infty \exp (i \beta)} \Phi(x) e^{-x^{2} / 2} d x=\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left\{\sum_{m=0}^{M-1} \frac{(2 m)!}{2^{m} m!} A_{2 m}+0\left(\lambda^{-M}\right)\right\}
$$

whenever the expansion coefficients satisfy the condition (5.17a), or else, that

$$
\left.\int_{0}^{\infty} \Phi(x) e^{-x^{2} / 2} d x=\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\right)_{m=0}^{M-1} \frac{(2 m)!}{2^{m} m!} A_{2 m}+o\left(\lambda^{-M-1}\right)
$$

whenever the expansion coefficients satisfy the condition (5.17b). This last result is readily established from the foregoing analysis by merely carrying the summation in Eq. (5.18) to one more term and then grouping the last term with the remainder, since both are now of the same order of magnitude.

It is of interest to remark that the form of the remainder as given by Eq. (5.19) has been established for $\mathbb{M} \geqslant$ p. This is a sufficient condition only, for it can be readily seen that Eq . ( 5.19 ) is valid for $M \geqslant 1$ regardless of the value of $p$. However, it turns out that, for moderately small values of $\lambda>1$, it is sometimes necessary to group the first $p$ terms in order to guarantee that the remainder is sufficiently small and, in fact, the first $(p+1)$ terms must be computed before there can be any assurance that the remainder has the proper order of magnitude.
5.1b. Inversion of the power series expansion for $x^{2} / 2$.- The practical application of the results embodied in Eqs. (5.20) require the evaluation of the expansion coefficients $A_{2 m}$ in Eq. (5.11). This in tum necessitates the inversion of Eq. (5.7) to express $w$ qua function of $x$, and in many cases this inversion and the evaluation of the coefficients $A_{2_{m}}$ constitute the most laborious part of the computation. To facilitate the inversion of Eq. (5.7), it is noted that, by virtue of (5.3) and (5.6), the function $x^{2} / 2$ admits the power series expansion

$$
x^{2 / 2}=w^{2}\left(c_{0}+c_{2} w^{2}+c_{4} w^{4}+\ldots \cdot\right)
$$

which is certainly valid for sufficiently small values of $w$. Inverting the power series expansion ( 5.21 ), we obtain

$$
w=a_{0} x+\frac{1}{3} a_{2} x^{3}+\frac{1}{5} a_{4} x^{5}+\cdots
$$

and

$$
\begin{equation*}
\frac{d w}{d x}=a_{0}+a_{2} x^{2}+a_{1} x^{4}+\ldots \tag{5.23}
\end{equation*}
$$

where the coefficients $a_{2 n}$ are given, according to Watson, ${ }^{27}$ by the expressions

$$
\begin{align*}
& a_{0}=\left(2 c_{0}\right)^{-\frac{1}{2}} \\
& a_{2}=\left(2 c_{0}\right)^{-3 / 2}\left\{-\frac{3}{2} \frac{c_{2}}{c_{0}}\right\}, \\
& a_{4}=\left(2 c_{0}\right)^{-5 / 2}\left\{-\frac{5}{2} \frac{c_{4}}{c_{0}}+\frac{35}{8}\left(\frac{c_{2}}{c_{0}}\right)^{2}\right\}
\end{align*}
$$

Thus, in practice, one first determines the coefficients $c_{2 n}$ in Eq. (5.21) by expanding the function on the right of Eq. (5.7) into a power series in $w$, which of course is valid only within its own circle of convergence as determined by the nearest singularity of $\phi(w)$. Once in possession of the c's, the computation of the a's in the inverted power series (5.22) is effected by applying the formulas given in Eqs. (5.24). In the present instance we found it unnecessary to go beyond the coefficient

## 5.1c. Calculation of the coefficients $\mathrm{A}_{2 \mathrm{~m}}$ - - According to Eq. (5.9)

 the function $\Phi(x)$ may be regarded as the product of two functions, $\{F(w)+F(-w)\}$ and $d w / d x$, which are themselves even functions of $x$. Thus, expanding each factor into a power series in $x^{2}$ and multiplying out the two series, we obtain, in accordance with (5.11),$$
\Phi(x)=\{F(w)+F(-W)\} \frac{d w}{d x}=A_{0}+A_{2} x^{2}+A_{1} x^{4}+A_{6} x^{6}+\ldots,
$$

where, making use of (5.23), the coefficients of the power series expansion about the saddle point become
$A_{0}=2 a_{0} F(0)$
$A_{2}=\frac{2 a_{0}^{3}}{2!}\left\{F^{I I}(0)+2 F(0) \frac{a_{2}}{a_{0}^{3}}\right\}$
$A_{4}=\frac{2 a_{0}^{5}}{4!}\left\{F^{I V}(0)+20 F^{I I}(0) \frac{a_{2}}{a_{0}^{3}}+24 F(0) \frac{a_{1}}{a_{0}^{5}}\right\}$
$A_{6}=\frac{2 a_{0}^{7}}{6!}\left\{F^{V I}(0)+70 F^{I V}(0) \frac{a_{2}}{a_{0}^{3}}+50 L_{0} F^{I I}(0) \frac{a_{4}}{a_{0}^{5}}+280 F^{I I}(0) \frac{a_{2}^{2}}{a_{0}^{6}}+720 F(0) \frac{a_{6}}{a_{0}^{7}}\right.$
where the primes over the F's denote differentiation with respect to $W$ and subsequent evaluation at $w=0$.

Thus, by virtue of Eqs. $(5.20)$, the asymptotic evaluation of our primitive integral (5.2) has been reduced to the evaluation of the expansion coefficients $A_{2 m}$, given by Eqs. (5.26), which in turn are expressed in terms of the coefficients $a_{2 n}$ in the power series expansion (5.22) and in terms of the function $F(w)$ and its higher derivatives of even order, evaluated at the saddle point $w=0$.
5.ld. Subtraction of a first order pole in the neighborhood of the saddle point.- It is clear from the foregoing analysis and in particular from Eqs. ( 5.20 ) that the magnitude of the remainder, as given by Eq. (5.19), limits the applicability of our asymptotic expansions to fairly large values of $\lambda$, where $\lambda^{\frac{1}{2}}$ represents the radius of convergence of the power series expansion of the function $\Phi(x)$, defined by Eq. ( $5 \cdot 9$ ), about the origin in the $x$-plane. Expressed otherwise, it is the singularity occurring nearest to the origin in the x -plane which governs the nature of the asymptotic expansion. If it happens, however, that the nearest singularity of $\Phi(x)$ is a pole of the first order (or of higher order), then it turns out that the radius of convergence can be enlarged to the next nearest singularity by the subtraction of the pole, thus improving the range of applicability of the asymptotic expansion which now exhibits a remainder $R_{M I}$ with a lower upper bound. This method was employed by van der Waerden ${ }^{28}$ in a paper which was not available to us at the time that we developed independently the method of subtraction of a first order pole presented here and which, we believe, has the merit of greater simplicity。

Thus, we assume that the function $\Phi(x)=\{F(w)+F(-w)\} d w / d x$ has a pair of simple poles at $x= \pm x_{0}$, where $\left|x_{0}\right|=\lambda^{\frac{1}{2}}$ denotes the radius of
convergence of the power series expansion (5.11) and that the next nearest singularity of $\Phi(x)$, presumably an algebraic singularity and not a pole, occurs at $x=x_{1}$ with $\left|x_{1}\right|=\mu^{\frac{1}{2}}$ and $\mu>\lambda$ by hypothesis. Then, the function

$$
\Psi(x)=\Phi(x)-\frac{2 x_{0}^{C}}{x^{2}-x_{0}^{2}}
$$

where $C$ is defined as

$$
c=\operatorname{Lim}_{x \rightarrow x_{0}}\left\{\left(x-x_{0}\right) F(w) \frac{d w}{d x}\right\},
$$

is analytic for $|x|<\mu^{\frac{1}{2}}$. Hence, in accordance with (5.11), If ( $x$ ) admits the power series expansion

$$
\begin{equation*}
\tilde{F}(x)=\sum_{m=0}^{\infty}\left\{A_{2 m}+\frac{2 C}{x_{0}^{2 m+1}}\right\} x^{2 m} \tag{5.29}
\end{equation*}
$$

which converges for $|x|<p^{\frac{1}{2}}$ 。
Solving for $H(x)$ in $E q \cdot(5 \cdot 27)$ and substituting into Eq. (5.10), we obtain

$$
e^{-b(0)_{I}}=\int_{0}^{\infty}\left\{Y(x)+\frac{2 x_{0} c}{x^{2}-x_{0}^{2}}\right\} e^{-x^{2} / 2 d x}=w_{s}+w_{p},
$$

where $W_{p}$, the contribution arising from the pole, is given by

$$
\begin{equation*}
W_{p}=2 x_{0} c \int_{0}^{\infty} \frac{e^{-x^{2} / 2}}{x^{2}-x_{0}^{2}} d x, \tag{5.31}
\end{equation*}
$$

while $W_{S}$, the contribution over the path through the saddle point, now becomes, with $|\beta|<\pi / 4$ and $|\arg \{x\}|<\pi / 4$ along the entire path of integration,

$$
W_{s}=\int_{0}^{\infty \exp (i \beta)} \Psi(x) e^{-x^{2} / 2} d x=\left(\frac{\pi}{2}\right)^{\frac{7}{2}}\left\{\sum_{m=0}^{M-1} \frac{(2 m)!}{2^{m} m!}\left[A_{2 m}+\frac{2 C}{x_{0}^{2 m+1}}\right]+R_{M}\right\},
$$

where the order of magnitude of the remainder after $M$ terms, $R_{M}$, is given by

$$
\text { (a) }\left|R_{M}\right|<O\left(p^{-M}\right) \quad \text { or } \quad \text { (b) }\left|R_{M}\right|=O\left(\mu^{-\mathrm{Mi}-1}\right)
$$

in accordance with Eqs. (5.20).
5.le. Evaluation of the contribution from the pole.- It is to be noted that the path of integration in the integral (5.3I) for $W_{p}$, the contribution from the pole, must be specified without ambiguity in relation to the pole occurring at $x=x_{0}$ and that it must not go through the pole in order to avoid the necessity of computing principal value integrals. ${ }^{\circ}$ In the present case we have chosen the path of integration along the positive real axis in the $x$-plane; and, as it turns out, the pole at $x=x_{0}$ occurs in the first quadrant with $0<\arg \left\{x_{0}\right\} \ll \pi / 4$. This precaution concerning the choice of path is necessary because, as shown below, the value of the integral itself depends on whether the pole is above or below the path of integration.

The integral (5.31) may be expressed in closed form in terms of the error function defined by

$$
\begin{equation*}
\operatorname{erf}(z)=\frac{2}{(\pi)^{\frac{t}{2}}} \int_{0}^{2} e^{-t^{2}} d t \tag{5.33a}
\end{equation*}
$$

To this end, consider the associated integral

$$
\begin{equation*}
W(\lambda)=2 x_{0} C \int_{0}^{\infty} \frac{e^{-\lambda x^{2} / 2}}{x^{2}-x_{0}^{2}} d x, \tag{5.34}
\end{equation*}
$$

in which $\lambda$ is a parameter that we will eventuaily set equal to unity. It is readily shown that $W(\lambda)$ satisfies the following first order, inhomogeneous differential equation:

$$
\begin{equation*}
\frac{d W}{d \lambda}+\frac{x_{0}^{2}}{2} W=-x_{0} C(\pi / 2 \lambda)^{\frac{1}{2}}, \tag{5.35}
\end{equation*}
$$

which admits a particular integral of the form

$$
W(\lambda)=f(\lambda) e^{-\lambda x_{0}^{2} / 2} .
$$

Substituting (5.36) into (5.35), we find for $f^{\prime}(i)$ the expression

$$
\begin{equation*}
f^{\prime}(\lambda)=-x_{0} c(\pi / 2 \lambda)^{\frac{1}{2}} e^{i x_{0}^{2} / 2}, \tag{5.37}
\end{equation*}
$$

from which we deduce by integration that

$$
\begin{align*}
f(1) & =f(0)-x_{0} c(\pi / 2)^{\frac{1}{2}} \int_{0}^{1} \lambda^{-\frac{1}{2}} e^{\lambda x_{0}^{2} / 2} d \lambda \\
& =f(0)-i \pi C \operatorname{erf}\left[-i x_{0} /(2)^{\frac{1}{2}}\right] \tag{5.38}
\end{align*}
$$

whence, from Eqs. (5.31) and (5.36).

$$
\begin{equation*}
W_{p}=W(1)=f(1) e^{-x_{0}^{2} / 2}=e^{-x_{0}^{2} / 2}\left\{f(0)-i \pi C \operatorname{erf}\left[-i x_{0} /(2)^{\frac{1}{2}}\right]\right\} \tag{5.39}
\end{equation*}
$$

there remaining for us only the evaluation of the constant of integration $f(0)$.

To compute $f(0)$ we note from (5.34) and (5.36) that

$$
f(0)=W(0)=2 x_{0} c \int_{0}^{\infty} \frac{d x}{x^{2}-x_{0}^{2}}=\left.c \ln \frac{x-x_{0}}{x+x_{0}}\right|_{0} ^{\infty}
$$

in which the evaluation at the lower limit $x=0$ must be performed with due regard to the phase of the logarithmic argument, $\left(x-x_{0}\right) /\left(x+x_{0}\right)$, as $x \rightarrow 0$. In this way we find

$$
f(0)=\left\{\begin{array}{r}
i \pi C, \text { when } \pi / 4>\arg \left\{x_{0}\right\}>0 \\
-i \pi C, \text { when }-\pi / 4<\operatorname{are}\left\{x_{0}\right\}<0
\end{array}\right.
$$

In the present instance, as already stated, the path of integration in (5.34) is along the positive real axis in the $x$-plane and we have assumed that the pole at $x=x_{0}$ occurs in the first quadrant with $0<\arg \left\{x_{0}\right\} \ll \pi / 4$. In consequence, the final evaluation of $W_{p}$, making use of (5.39) and (5.40a), yields

$$
\begin{align*}
W_{p}=2 x_{0} c \int_{0}^{\infty} \frac{e^{-x^{2} / 2}}{x^{2}-x_{0}^{2}} d x & =i \pi C e^{-x^{2} / 2}\left\{1-\operatorname{erf}\left[\operatorname{ix} d(2)^{\frac{1}{2}}\right]\right\} \\
& =\frac{1}{2} T\left\{1-\operatorname{erf}\left[-i x_{0} /(2)^{\frac{7}{2}}\right]\right\}
\end{align*}
$$

where

$$
\pi=2 x_{0} c \int^{\left(x_{0}+\right)} \frac{e^{-x^{2} / 2}}{x^{2}-x_{0}^{2}} d x=2 \pi i C e^{-x_{0}^{2} / 2}
$$

represents simply the contribution from the residue of the first order pole at $\mathrm{x}=\mathrm{x}_{\mathrm{o}}$.

It now becomes of interest to investigate the effect of deforming the path of integration in (5.31) from the positive real axis in the $x$-plane to, say, a straight line in the first quadrant starting at the origin and inclined at an angle $\beta$ with respect to the real axis and such that

$$
0<\arg \left\{x_{0}\right\}<\beta<\pi / 4
$$

That is, we would like to evaluate directly the new integral defined by

$$
\begin{equation*}
W_{P}^{W}=2 x_{0} C \int_{0}^{\infty \exp (i \beta)} \frac{e^{-x^{2} / 2}}{x^{2}-x_{0}^{2}} d x \tag{4}
\end{equation*}
$$

in which the path of integration, in accordance with (5.14), now lies above the pole at $x=x_{0}$. To evaluate $W_{p}^{\mathrm{j}}$, we first rotate the real axis until it coincides with the new path of integration by introducing the new variable of integration

$$
\xi=x e^{-i \beta}, \quad \xi_{0}=x_{0} e^{-i \beta}=\left|x_{0}\right| e^{-i(\beta-\delta)}
$$

where $\delta=\arg \left\{x_{0}\right\}$, and obtain

$$
w_{p}=2 \xi_{0} c \int_{0}^{\infty} \frac{e^{-\exp \left(2 i(\beta) \xi^{2 / 2}\right.}}{\xi^{2}-\xi_{0}^{2}} d \xi,
$$

where now the path of integration is the positive real axis in the $\xi$-plane. Proceeding as before, we readily conclude from Eqs. (5.34), (5.36) and (5.46) that

$$
W_{p}^{1}=W\left(e^{2 i \beta}\right)=f\left(e^{2 i \beta}\right) e^{-x_{0}^{2} / 2}=e^{-x_{0}^{2} / 2}\left\{f(0)-i \pi C \operatorname{erf}\left[-i x_{0} /(2)^{\frac{i}{2}}\right\},(5047)\right.
$$

where, in accordance with (5040a), noting that $\arg \left\{\xi_{0}\right\}$ now is negative, $f(0)$ becomes $-i \pi C$ and we obtain finally

$$
\begin{equation*}
W_{p}^{\dagger}=-\frac{1}{2} \pi\left\{1+\operatorname{erf}\left[\operatorname{mix} d(2)^{\frac{7}{2}}\right]\right\}, \tag{501,8}
\end{equation*}
$$

where $\pi$ denotes the contribution from the residue of the pole at $\xi=\xi_{0}$ as given by (5.42).

This last expression for $W_{p}^{\dagger}$ differs, of course, from the original expression for $W_{p}$. To reconcile the above results one merely observes that, according to Cauchy's theorem, we ought to have

$$
\begin{equation*}
W_{p}-W_{p}^{l}=\pi \quad \text { or } \quad W_{p}=\Pi+W_{p}^{I} \tag{50149}
\end{equation*}
$$

which is certainly verified by Eqs. (5041) and (5.48). The essential point to observe is that, if we have once computed the contribution due to the pole by evaluating the integral (5.31) over the positive real axis in the $x \propto p l a n e$, and then we undertake a deformation of the path of integration which weeps ${ }^{\text {" }}$ past the pole picking up its residue, we still come out with the same result,
namely $\Pi+W_{p}^{+}=W_{p}$, showing that the complete contribution from the pole integral is certainly independent of the choice of path starting from the origin, so long as $|\beta|<\pi / 4$ and $|\arg \{x\}|<\pi / 4$ along the path; that is, so long as due care is taken to include the contribution from the residue of the pole when such accrues.

Since $W_{s}$, as given by Eq. $(5.32)$, is likewise independent of the choice of path in the $x$-plane, subject only to the restrictions already annotated, we conclude, as already stated, that the original integral (5.1) in the w-plane may be taken over by any (symmetric) path passing through the saddle point at $w=0$ and extending to infinity in both directions away from the origin, the only restriction being that the path be permissible in the sense that it guarantees the convergence of the original integral for all allowable values of the parameters. This important point has a definite bearing on the whole question of the existence or non-existence of the socalled Zenneck surface waves, which we take up again in Section 7.3 where we settle the whole debate, we trust, in a definitive manner.

### 5.2 SADDIE POINT METHOD FOR DOUBLE INTEGRATION

The introduction of the Hankel function in our typical integral (5.1) has made it possible to resort to contour integration, but it has also introduced the branch point of the Hankel function at $\lambda=0$. The application of the saddle point method of integration discussed in the preceding section is therefore limited by the presence of this additional singularity at $\lambda=0$, particularly in the case of the integrai $I_{2}$ which is to be evaluated over the contour $C_{2}$ (Fig. 4). In this case the singularity nearest
to the origin in the $x$-plane, save for the possible pair of first order poles at $\mathrm{x}= \pm \mathrm{x}_{\mathrm{o}}$ which we know how to subtract (Section 5.ld), is precisely the branch point of the Hankel function occurring at $\lambda=0$ in tine $\lambda$-piane and it is the presence of this singularity that fixes the radius oi convergence of the expansion (5.11) and consequently dictates the character of the ensuing asymptotic expansions (5-20). Notwithstanding this limitation, we expanded asymptotically the Hankel function and its derivatives, appearing in the expansion coefficients (5.26), and discovered that the resulting asymptotic series seemed to correspond to a function $\Phi(x)$ with a power series expansion having a larger radius of convergence as dictated by the next nearest singularity. In other words, the process of expanding the Hankel function and its derivatives asymptotically is tantamount to the removal of the branch point at $\lambda=0$.

To justify the above interpretation, to obtain the correct estimate for the remainder of the asymptotic series and to further facilitate the asymptotic evaluation of our integrals, not in terms of Hankel functions anci their derivatives, but in terms of their corresponding asymptotic expansions, we replaced the Hankel functions appearing in (5.1) and similar integrals by the integral representation ${ }^{29}$

$$
\begin{equation*}
H_{\nu}^{I}(z)=\frac{4 e^{i(z-\nu \pi)}}{(\pi)^{\frac{1}{2}} 2^{3 \nu} \Gamma\left(\nu+\frac{1}{2}\right) z^{\nu}} \int_{0}^{\infty \exp (i \alpha)} y^{2 \nu}\left(4 i z-y^{2}\right)^{\nu-\frac{1}{2}} e^{-y^{2} / 2} d y \tag{5.50}
\end{equation*}
$$

which is valid when $|\alpha|<\pi / 4$ and $-\frac{\pi}{4}+\alpha<\frac{1}{2} \arg \{z\}<\frac{3 \pi}{4}+\alpha$,

29 G. iv. Watson, loc a cit., paragraph 7.2, p. 196, after making the substitution $u=y^{2} / 2$ for the variable of integration.
provided that $\operatorname{Re}\left\{2 \left\lvert\,+\frac{7}{2}\right.\right\}>0$. Thus, replacing the Hankel function which is implicit in the integrand of (5.8) by its corresponding integral representation, there results the double integral

$$
\begin{equation*}
e^{-\phi(0)} I=\int_{0}^{\infty \exp (i \beta)} \int_{0}^{\infty \exp (i \alpha)} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y \tag{5.51}
\end{equation*}
$$

which we now propose to evaluate asymptotically by the double saddle point method of integration. In particular, if the paths of integration in the $x$ and $y$ planes are made to coincide with their respective positive real axes, then we obtain

$$
\begin{equation*}
e^{-\phi(0)} I=\int_{0}^{\infty} \int_{0}^{\infty} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y \tag{5.52}
\end{equation*}
$$

wherein $0 \leqslant x<\infty$ and $0 \leqslant y<\infty$, which means that in each plane we are using the path of steepest descents. It is clear that both integrals (5.51) and (5.52) lead to the same asymptotic expansion for, by hypothesis, one goes from the paths of steepest descents in (5.52) to the permissible paths in (5.51) through a continuous set of allowed deformations without encountering additional singularities within the domain of allowable complex values of $x$ and $y$ for which the function $\Phi(x, y)$ is analytic and, therefore, has a valid double power series expansion.
5.2a. Extension of Watson's lemma to a double integral.- To evaluate the double integral (5.52) asymptotically, we note first that, by virtue of (5.9) and $(5.50)$, the function $\bar{T}(x, y)$ appearing in the integrand of (5.52) is an
even function of botin $x$ and $y$ and, therefore, admits the double power series expansion

$$
\begin{equation*}
\Phi(x, y)=\sum_{n=0}^{\infty} \sum_{m=0}^{n} A_{2(n-n)}^{2 m} x^{2(n-m) y^{2 n}} \tag{5.53}
\end{equation*}
$$

which we shall assume is valid for $|x|<\lambda^{\frac{1}{2}}$ and $|y|<v^{\frac{1}{2}}$ in the sense explained below. For example, the trivial case in which the extension of Watson's lerma to a double integral is immediate is obtained when $\Phi(x, y)$ is of the form

$$
\begin{equation*}
\Phi(x, y)=f(x) g(y) \tag{5.54}
\end{equation*}
$$

where

$$
\begin{equation*}
f(x)=\sum_{s=0}^{\infty} A_{2 s} x^{2 s}, \quad|x|<\lambda^{\frac{1}{2}}, \tag{5.55}
\end{equation*}
$$

and

$$
\begin{equation*}
g(y)=\sum_{r=0}^{\infty} A_{2 r} y^{2 r},|y|<v^{\frac{1}{2}} ; \tag{5.56}
\end{equation*}
$$

so tiat maltiplying out the two series (5.55) and (5.50) and collecting terms of the same power, we obtain a series of the form (5.53) with coefficients $A_{2(n-m)}^{2 n}=A_{2(n-m)} B_{2 m}$. To bring the integral (5.52) within the domain of Watson's lemma (extended to a double integral), it is necessary to change the variables of integration as follows:

$$
\begin{equation*}
x=\lambda^{\frac{1}{2}} u, \quad y=\nu^{\frac{1}{2}} v, \quad \text { whence } \Phi(x, y)=\Psi(u, v) \tag{5.57}
\end{equation*}
$$

with which the double integral (5.52) vecomes

$$
\begin{equation*}
e^{-\phi(0)} I=(\lambda \nu)^{\frac{1}{2}} \int_{0}^{\infty} \int_{0}^{\infty} \Psi(u, v) e^{-\left(\lambda u^{2}+\nu v^{2}\right) / 2} d u d v, \tag{5.58}
\end{equation*}
$$

where, by virtue of Eqs. $(5.53)$ and (5.57), $\Psi(u, v)$ has the double power series expansion

$$
\begin{equation*}
\Psi(u, v)=\sum_{n=0}^{\infty} \sum_{m=0}^{n} A_{2(n-m)}^{2 m}\left(\lambda u^{2}\right)^{n-m}\left(\nu v^{2}\right)^{m} \tag{5.59}
\end{equation*}
$$

which is valid for $|u|<1$ and $|v|<1$. In terms of these new variables of integration, $u$ and $v$, Watson's lemma as extended to a double integral now reads:

Lemma:- Let $\Psi(u, v)$ be analytic for both $u$ and $v$ when $|u|<1$ and $|v|<1 ;$ ioe., let $I(u, v)$ have the power series expansion (5.59). Assume further that

$$
\begin{equation*}
|\Psi(u, v)|<A u^{2 p} v^{2 q} \tag{5.60}
\end{equation*}
$$

where $A$ is a positive number independent of $u$ and $v$ and $p$ and $q$ are positive integers or zero, when both $u$ and $v$ are real and such that $u \geqslant l$ and $v \geqslant l$. Then, the asymptotic expansion

$$
\begin{align*}
e^{-\phi(0)} I & =(\lambda \nu)^{\frac{1}{2}} \int_{0}^{\infty} \int_{0}^{\infty} \Psi(u, v) e^{-\left(\lambda u^{2}+\nu v^{2}\right) / 2 d u d v} \\
& \sim \frac{\pi}{2} \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{(2 m)![2(n-m)]!}{2^{n} m!(n-m)!} A_{2(n-m)}^{2 m} \tag{5.61}
\end{align*}
$$

is valid in the sense of Poincaré provided $\lambda$ and $\nu$ are sufficiently large, i.e., provided $\lambda>1$ and $\nu>1$.

To establish the above expansion we note that, if $N$ is a fixed integer such that $N \geqslant(p+q)$, a constant $B$ can be found for which

$$
\begin{equation*}
\left.\mid \Psi(u, v)-\sum_{n=0}^{N-1} \sum_{m=0}^{n} A_{2(n-m)}^{2 m}\left(\lambda u^{2}\right)^{n-m}(\nu) v^{2}\right)^{m} \mid \leqslant B\left(u^{2}+v^{2}\right)^{N} \tag{5.62}
\end{equation*}
$$

whenever $u$ and $v$ are real and positive, whether less or greater than unity; and, therefore, reverting to the original variables of integration in (5.61), we have by limiting the summation

$$
\begin{equation*}
e^{-b(0)} I=\sum_{n=0}^{N-1} \sum_{m=0}^{n} A_{2(n-m)}^{2 m} \int_{0}^{\infty} x^{2(n-m)} e^{-x^{2} / 2} d x \int_{0}^{\infty} y^{2 m} e^{-y^{2} / 2} d y+R_{N}, \tag{5.63}
\end{equation*}
$$

where $R_{N}$, the remainder after $N$ (grouped) terms, is bounded as follows:

$$
\begin{aligned}
\left|R_{N}\right| & \leqslant(\lambda \nu)^{\frac{1}{2}} B \int_{0}^{\infty} \int_{0}^{\infty}\left(u^{2}+v^{2}\right)^{N} e^{-\left(\lambda u^{2}+\nu \nabla^{2}\right) / 2 d u d v} \\
& =B \frac{\pi}{2} \sum_{s=0}^{N} \frac{N!}{(N-s)!s!}\left\{\frac{(2 s)![2(N-s)]!}{2^{N} s!(N-s)!}\right\} \lambda^{-N+s} \nu^{-s}
\end{aligned}
$$

from which, replacing the bracket by its largest value attained when $s=0$ or $s=\mathbb{N}$, we obtain

$$
\begin{equation*}
\left|R_{N}\right|<B \frac{\pi}{2} \frac{(2 N):}{2^{N} N!}\left(\frac{1}{\lambda}+\frac{I}{\nu}\right)^{N}=0\left(\frac{I}{\lambda}+\frac{I}{\nu}\right)^{N} \tag{4}
\end{equation*}
$$

Thus, we have established the asymptotic expansion

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y=\frac{\pi}{2}\left\{\sum_{n=0}^{N-1} \sum_{m=0}^{n} \frac{(2 m)![2(n-m)]!}{2^{n} m!(n-m)!} A_{2(n-m)}^{2 m}+R_{N}\right\} \tag{5.65}
\end{equation*}
$$

where, in accordance with the discussion leading to Eqs. (5.20), we are to write
(a) $\left|R_{N}\right|=0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{N} \quad$ or $\quad$ (b) $\left|R_{N}\right|=0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{N+1}$
depending upon which of the conditions (5.17) is satisfied by the grouped expansion terms.

For convenience in tabulating our results we write the asymptotic series (5.61) in the form

$$
\begin{equation*}
e^{-\phi(o)} I=\int_{0}^{\infty} \int_{0}^{\infty} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2 d x d y} \sim \frac{\pi}{2} \sum_{n=0}^{\infty} \Phi^{(n)} \tag{5.67}
\end{equation*}
$$

by introducing the expansion terms

$$
\begin{equation*}
\Phi^{(n)}=\sum_{m^{=0}}^{n} \frac{(2 m)![2(n-m)]!}{2^{n} m!(n-m)!} A_{2(n-m)}^{2 m} \tag{5.68}
\end{equation*}
$$

from which the first five terms become

$$
\begin{align*}
& \Phi^{(0)}=A_{0}^{0}, \\
& \Phi^{(1)}=A_{2}^{0}+A_{0}^{2}, \\
& \Phi^{(2)}=3 A_{4}^{0}+A_{2}^{2}+3 A_{0}^{4},  \tag{5.69}\\
& \Phi^{(3)}=15 A_{6}^{0}+3 A_{4}^{2}+3 A_{2}^{4}+15 A_{0}^{6}, \\
& \Phi^{(1)}=105 A_{8}^{0}+15 A_{6}^{2}+9 A_{4}^{4}+15 A_{2}^{6}+105 A_{0}^{8}
\end{align*}
$$

It should be remarked that the above treatment leading to the asymptotic expansion (5.67) was based on rather stringent conditions. We assumed that the paths of integration were along the positive real axes in both the $x$ and $y$. planes and we assumed that the function $\Phi(x, y)$ was analytic in the region defined by $|x|<\lambda^{\frac{1}{2}}$ and $|y|<2)^{\frac{1}{2}}$. It will be shown in Section 6.3, when we come to the actual application of the present theory, that these conditions, although sufficient, are not necessary.
5.2b. Calculation of the terms $\Phi(n)$ in the asymptotic
expansion of a double integral.- The asymptotic series (5.6́7), expressed in terms of the expansion coefficients $A_{2(n-m)}^{2 m}$ as listed in Eqs. (5.69), constitutes, so far, a purely formal solution. In the practical applicatrons of the theory discussed in Section 6.3 we encounter two types of functions $\Phi(x, y)$. In the first type we have

$$
\Phi(x, y)=f(x) g(x, y),
$$

where $f(x)$ is an even function of $x$ which happens to vanish at the origin and, therefore, has an expansion of the form (5.25) with $A_{0}=0$, that is,

$$
f(x)=A_{2} x^{2}+A_{4} x^{4}+A_{6} x^{6}+\ldots,
$$

and where $\mathrm{g}(\mathrm{x}, \mathrm{y})$, as deduced from (5.50), is likewise an even function of both $x$ and $y$ and, therefore, may be expanded in the vicinity of $x=0$ and $y=0$ in a double power series of the form

$$
\begin{equation*}
g(x, y)=B_{o}^{0}+\left(B_{2}^{0} x^{2}+B_{0}^{2} y^{2}\right)+\left(B_{L}^{0} x^{4}+B_{2}^{2} x^{2} y^{2}+B_{o}^{4} y^{4}\right)+\ldots \tag{5.72}
\end{equation*}
$$

Thus, multiplying out the series (5.71) and (5.72) and collecting terms of the same power in the manner of (5.53), we obtain

$$
\begin{align*}
\Phi(x, y)=A_{2} B_{o}^{0} x^{2} & +\left[\left(A_{2} B_{2}^{0}+A_{4} B_{o}^{0}\right) x^{4}+A_{2} B_{o}^{2} x^{2} y^{2}\right]  \tag{5.73}\\
& +\left[\left(A_{2} B_{4}^{0}+A_{4} B_{2}^{0}+A_{6} B_{o}^{0}\right) x^{6}+\left(A_{2} B_{2}^{2}+A_{4} B_{o}^{2}\right) x^{4} y^{2}+A_{2} B_{0} x^{2} x^{2} y^{4}\right]+\ldots,
\end{align*}
$$

which upon comparison with (5.53) allows the immediate identification of the expansion coefficients $A_{2(n-m)}^{2 m}$. Hence, finally, noting that all coefficients with a subscript zero are missing, we obtain directly from (5.69) for the terms $\Phi^{(n)}$ of the asymptotic expansion corresponding to the function $\Phi(\mathrm{x}, \mathrm{y})$ defined by Eq. $(5 \cdot 70)$ the expressions

$$
\begin{align*}
& \Phi^{(0)}=0, \\
& \Phi^{(I)}=A_{2} B_{o}^{O}, \\
& \Phi^{(2)}=3\left(A_{2} B_{2}^{o}+A_{4} B_{o}^{O}\right)+A_{2} B_{o}^{2}, \\
& \Phi^{(3)}=15\left(A_{2} B_{4}^{O}+A_{4} B_{2}^{O}+A_{6} B_{o}^{O}\right)+3\left(A_{2} B_{2}^{2}+A_{4} B_{o}^{2}\right)+3 A_{2} B_{o}^{4} .
\end{align*}
$$

The second type of function $\Phi(x, y)$ in which we are interested is of the form

$$
\begin{equation*}
\Phi(x, y)=y^{2} f(x) g(x, y) \tag{5.75}
\end{equation*}
$$

where again $f(x)$ and $g(x, y)$ admit, respectively, power series expansions of the form (5.71) and (5.72). In consequence, we can write at once for $\Phi(x, y)$ in this case the double power series expansion

$$
\begin{align*}
\Phi(x, y)= & A_{2} B_{0}^{0} x^{2} y^{2}+\left[\left(A_{2} B_{2}^{0}+A_{4} B_{0}^{0}\right) x^{4} y^{2}+A_{2} B_{0}^{2} x^{2} y^{4}\right]  \tag{5.76}\\
& +\left[\left(A_{2} B_{4}^{0}+A_{4} B_{2}^{0}+A_{6} B_{0}^{0}\right) x^{6} y^{2}+\left(A_{2} B_{2}^{2}+A_{4} B_{0}^{2}\right) x^{4} y^{4}+A_{2} B_{0}^{4} x^{2} y^{6}\right]+\ldots,
\end{align*}
$$

which upon comparison with (5.53) allows the immediate identification of the coefficients $A_{2(n-m)}^{2 m}$ that abide in this case. Thus, finally, noting that all coefficients with subscript or superscript zero are now missing, we obtain directly from (5.69) for the expansion terms $\Phi^{(n)}$ corresponding to the function $\Phi(x, y)$ defined by Eq. (5.75) the expressions

$$
\begin{align*}
& \Phi^{(0)}=0, \\
& \Phi^{(1)}=0, \\
& \Phi^{(2)}=A_{2} B_{0}^{0},  \tag{5.77}\\
& \Phi^{(3)}=3\left(A_{2} B_{2}^{0}+A_{4} B_{0}^{0}\right)+3 A_{2} B_{o}^{2}, \\
& \Phi^{(4)}=15\left(A_{2} B_{4}^{0}+A_{4} B_{2}^{0}+A_{6} B_{0}^{0}\right)+9\left(A_{2} B_{2}^{2}+A_{4} B_{0}^{2}\right)+15 A_{2} B_{0}^{4}
\end{align*}
$$

502c. Subtraction of a first order pole in the neighborhood of the saddle point for a double integral.- As indicated in Eqs. (5.66), tine order of magnitude of the remainder $R_{T V}$ depends on the parameters $\lambda$ and $\nu$. When it happens that $\Phi(x, y)$ has a pair of first order poles at $x= \pm x_{0}$ where
$\left|x_{0}\right|=\lambda^{\frac{1}{2}}$, independent of $y$, and this pair of poles is very close to the origin in the $x$-plane, then the resulting asymptotic expansion (5.65) is worthless for all practical purposes. It happens, however, that we can remove these singularities by extending the methods of Section 5.1d to the present double integral. Thus, if the next nearest singularity in the $x$-plane, independent of $y$, occurs at $x=x_{1}$ where $\left|x_{1}\right|=\mu^{\frac{1}{2}}$ and (by hypothesis) $\mu>\lambda$, then the removal of the first order poles improves the behavior of the resulting asymptotic series by replacing $\lambda$ with $\mu$ in the form of the remainder $(5.66)$. To this end we note that the function

$$
\begin{equation*}
\Psi(x, y)=\Phi(x, y)-\frac{2 x_{0} C(y)}{x^{2}-x_{0}^{2}} \tag{5.78}
\end{equation*}
$$

where $C(y)$ is defined by

$$
\begin{equation*}
c(y)=\frac{1}{2 x_{0}} \operatorname{Lim}_{x \rightarrow x_{0}}\left\{\left(x^{2}-x_{0}^{2}\right) \Phi(x, y)\right\}, \tag{5.79}
\end{equation*}
$$

no longer has first order poles at $x= \pm x_{0}$. Hence, in accordance with (5.53) and noting that $C(y)$ is an even function of $y$,

$$
\begin{equation*}
C(y)=\sum_{m=0}^{\infty} B_{2 m} y^{2 m},|y|<\nu^{\frac{1}{2}} \tag{5.80}
\end{equation*}
$$

we see that $\Psi(x, y)$ admits the double power series expansion

$$
\begin{equation*}
\Psi(x, y)=\sum_{n=0}^{\infty} \sum_{m=0}^{n}\left\{A_{2(n-m)}^{2 m}+\frac{2 B_{2 m}}{x_{0}^{2(n-m)+I}}\right\} x^{2(n-m)} y^{2 m} \tag{5.81}
\end{equation*}
$$

which we may assume valid for $|x|<\mu^{\frac{1}{2}}$ and $|y|<2^{\frac{1}{2}}$.

In consequence, solving for $\Phi(x, y)$ in Eq. (5.78) and substituting into Eq. (5.52) we obtain as before

$$
\begin{equation*}
e^{-\phi(0)} I=\int_{0}^{\infty} \int_{0}^{\infty}\left\{\Psi(x, y)+\frac{2 x_{0} c(y)}{x^{2}-x_{0}^{2}}\right\} e^{-\left(x^{2}+y^{2}\right) / 2 d x d y=w_{s}+w_{p}, ~} \tag{5.82}
\end{equation*}
$$

where $W_{p}$, the contribution arising from the pole, ts now given by

$$
\begin{equation*}
W_{p}=2 x_{0} \int_{0}^{\infty} \frac{e^{-x^{2} / 2}}{x^{2}-x_{0}^{2}} d x \int_{0}^{\infty} C(y) e^{-y^{2} / 2} d y, \tag{5.83}
\end{equation*}
$$

and where $W_{S}$, the contribution over the path through tine saddle point in the $x$-plane becomes, according to (5.65),

$$
\begin{align*}
W_{S} & =\int_{0}^{\infty} \int_{0}^{\infty} \Psi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y \\
& =\frac{\pi}{2}\left\{\sum_{n=0}^{1 v-1} \sum_{m=0}^{n} \frac{(2 m)![2(n-m)]!}{2^{n} m_{0}^{!}(n-n)!}\left[A_{2(n-m)}^{2 m}+\frac{2 B_{2 m}}{\left.x_{0}^{2(n-i n)+I}\right]+R_{N}}\right\}\right. \tag{5.84}
\end{align*}
$$

where $R_{\mathrm{iv}}$, tine remainder after iv grouped terms, is bounded as indicated by Eq. (5.60). That is, briefly,

$$
\begin{equation*}
W_{S} \sim \frac{\pi}{2} \sum_{n=0}^{\infty} \Psi^{(n)}, \tag{5.85}
\end{equation*}
$$

Where tine terms of tie asymptotic expansion, in accordance within (5.00) and (5.84), are given by

$$
\begin{equation*}
\Psi^{(n)}=\sum_{m^{m} 0}^{n} \frac{(2 m)![2(n-m)]!}{2^{n} m!(n-m)!}\left\{A_{2(n-m)}^{2 m}+\frac{2 B_{2 m}}{x_{0}^{2(n-m)+1}}\right\}, \tag{5.86}
\end{equation*}
$$

from which, with the aid of Eqs. (5.69), one readily computes the first few terms.

The evaluation of the integral (5.83), at least insofar as the $x$ variable is concermed, has already been carried out in Section 5.le. Thus, assuming as before that $\arg \left\{x_{0}\right\}>0$ so that the path of integration in the $x$-plane runs below the pole at $\mathbf{x}=\mathrm{x}_{0}$, we have immediately from Eq. (5.41) that

$$
\begin{equation*}
W_{p}=i \pi e^{-x x_{0}^{2} / 2}\left\{1-\operatorname{erf}\left[-i x_{0} /(2)^{\frac{1}{2}}\right]\right\} \int_{0}^{\infty} c(y) e^{-y^{2} / 2} d y, \tag{5.87}
\end{equation*}
$$

or simply

$$
\begin{equation*}
W_{p}=i \pi C e^{-x_{0}^{2} / 2}\left\{1-\operatorname{erf}\left[-i x_{0} /(2)^{\frac{1}{2}}\right]\right\}, \tag{5.88}
\end{equation*}
$$

exactly as in (5.41) and where the constant $C$ is given by

$$
\begin{equation*}
c=\int_{0}^{\infty} c(y) e^{-y^{2} / 2} d y \tag{5.89}
\end{equation*}
$$

The actual evaluation of the constant $C$ is deferred until Section 6.3e where we discuss the specific instance of the subtraction of a first order pole.

[^4]The fundamental integrals corresponding to points of observation in the conducting medium, $z \leq 0$, have been defined as $U_{I}$ and $V_{I}$ by Eqs. (2.88) and (2.89) respectively, and are here rewritten for convenience as

$$
\begin{equation*}
U_{1}(\rho, z)=\int_{-\infty}^{\infty} \frac{1}{\gamma_{1}+\gamma_{2}} e^{r_{1}(z-h)_{H_{0}^{1}}(\lambda \rho) \lambda d \lambda} \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{1}(\rho, z)=\int_{-\infty}^{\infty} \frac{k_{1}^{2}}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \gamma_{2}} e^{\gamma_{1}(z-h)_{H}} H_{0}(\lambda \rho) \lambda d \lambda \tag{6.2}
\end{equation*}
$$

According to Eq. (3.17), however, the fundamental integral $U_{1}$ can be resolved into two terms, as follows:

$$
\begin{equation*}
k_{I}^{2} U_{1}=k_{1}^{2} M_{1}-\frac{2}{1-n^{2}} \frac{\partial^{2} \Psi_{2}}{\partial z^{2}}, z \leqslant 0, \tag{6.3}
\end{equation*}
$$

where $\mathcal{E}_{2}(\rho, z)$ is given Dy Eq. (2.66) and where $\mathrm{F}_{1}$, according to Eq. (3.18), is defined as a new fundamental integral from

$$
\begin{equation*}
\left(i_{l}^{2}-k_{2}^{2}\right) i_{M_{1}}(p, z)=\int_{-\infty}^{\infty} \gamma_{2} e^{i_{1}(z-h)} H_{0}^{1}\left(\lambda_{j}\right) \lambda_{1} d \lambda, \quad z \leqslant 0, \tag{1}
\end{equation*}
$$

which is actually more convenient to deal within tina $U_{I}$.
Botin integrals oi f interest, $\mathrm{in}_{1}$ and $\mathrm{V}_{1}$, as already indicated in
Eq. (2.92) are of the general form

$$
\begin{equation*}
I(\beta, z)=\frac{\frac{1}{2}}{} \int_{-\infty}^{\infty} V(\lambda) e^{\gamma_{I}(z-h)} H_{0}^{I}(\lambda, \infty) \lambda d \lambda, \quad z \leqslant 0, \tag{6.5}
\end{equation*}
$$

where, in tins case

$$
v(\lambda)= \begin{cases}\frac{2 \gamma_{2}}{k_{1}^{2}-k_{2}^{2}} & \text { for }  \tag{6.6}\\ M_{1}(\rho, z) \\ \frac{2 k_{1}^{2}}{k_{2}^{2} \hat{\jmath}_{1}+k_{1}^{2} \hat{\imath}_{2}} & \text { for }\end{cases}
$$

Furthermore, it was shown in Section 2.5 d and illustrated in Fig. 4 tint the typical integral ( 6.5 ) can be resolved by a suitable deformation of tire original path of integration into the sum of two integrals,

$$
\begin{equation*}
I=I_{1}+I_{2}, \tag{0.7}
\end{equation*}
$$

where $I_{1}$ is the integral along tine contour $C_{1}$ around the upper branch cut
for $K_{1}$ and $I_{2}$ denotes the integral along the contour $C_{2}$ around the right hand branch cut for $\gamma_{2}$. In this Chapter we apply the metinods developed in the preceding one to the evaluation of the integrals $I_{I}$ and $I_{2}$, corresponding to $K_{1}$ and $V_{1}$, by the saddle point metinod of integration. It will be show that the contribution from $I_{I}$ is generally negligible as compared with $I_{2}$ due to the fact that $I_{1}$, at low frequencies, is of the order of magnitude of the uncertainty in the asymptotic evaluation of $I_{2}$. Notwitinstanding, we present in the next section the asymptotic evaluation of $I_{1}$ for completeness sake and because the results may prove of interest to other workers.

### 6.1 EVAIUATION OF $I_{1}$ BY THE SADDIE POINI IETHOD

According to Section 5.1 , to evaluate $I_{1}$ asymptotically we must transform the variable of integration in such a way that the integral assumes the form given in Eq. $(5 \cdot 2)$, that is,

$$
\begin{equation*}
I_{1}=\int_{C_{I}^{I}} F(w) e^{\phi(w)} d w \tag{6.8}
\end{equation*}
$$

where $C_{l}^{j}$ is the path passing through the saddie point $w=0$ and is obtained by a permissible deformation from the transformed path corresponding to $C_{1}$ in the $\lambda$-plane. This transformation to the $w$-plane is obtained by considering first the conformal transformation

$$
\begin{equation*}
\lambda=k_{1} \sin \alpha_{1} \tag{6.9}
\end{equation*}
$$

already introduced in Section 2. 1 b , Eqs. (2.75), which we discuss at greater length in the next section.
6.Ia. Transformation to the $\alpha_{1}$-plane,- The conformal iransformation (0.9) takes us from the $\lambda$-plane depicted in Fig. 4 to the $\alpha_{1}$-plane shown in Fig. 6. It is seen that the entire Sheet $I$ of the $\lambda$-plane maps into the nalf-period strip of width $\pi$ in the $\alpha_{1}$-plane with curvilinear boundaries passing tiarough the points $\alpha_{1}= \pm \pi / 2$ corresponding to the branch points at $\lambda= \pm k_{1}, k_{1}=\left|k_{1}\right| e^{i \pi / 4}$, in the $\lambda$-plane. To determine the equations oif tine boundaries of the half-period strip we note from ( 0.9 ), making use of the first of Eqs. (2.58), that

$$
\begin{equation*}
\gamma_{1}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}=-i k_{1} \cos \alpha_{1}, \tag{6.10}
\end{equation*}
$$

whence, recailing that $\gamma_{I}$ is pure imaginary along the corresponding branch cuts, we see that the equation of the boundaries is given by demanding that

$$
\begin{equation*}
\operatorname{Re}\left\{-i k_{1} \cos \alpha_{1}\right\}=0 \tag{6.11}
\end{equation*}
$$

Writing $\quad \alpha_{I}=u+i v$ and recalling that $\arg \left\{k_{l}\right\}=\pi / 4$, the above condition results in the equation

$$
\begin{equation*}
\cos u \cosh v-\sin u \sinh v=0, \tag{6.12}
\end{equation*}
$$

from which, solving for $v$, one readily deduces

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan [u+(\operatorname{lm}-1) \pi / 4], m=0, \pm_{1}, \pm_{2}, \ldots, \tag{6.13}
\end{equation*}
$$

as the equations for the denumerable infinite set of periodic boundaries which divide the $\alpha_{1}$-plane into alternate strips corresponding to Sheets $I$ and III. In particular, putting $m=0$ in (6.13) yields

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan \left(u-\frac{\pi}{4}\right) \tag{6.14}
\end{equation*}
$$



Fig. 6.- The $\alpha_{1}$-plane illustrating the half-period strip corresponding to Sheet I in the i-plane and the paths of integration $C_{1}$, $\mathrm{C}_{1}^{*}$ and $\mathrm{C}_{1 s}$ 。
as the equation for the boundary $C_{l}$ corresponding in the $\lambda$-plane to the upper branch cut for $M_{I}$. It is readily seen from (6.14) that, as $v \rightarrow \pm \infty, u \rightarrow \pi / 4,3 \pi / 4$, respectively, and that the slope of the curve, as it crosses the real axis at $\alpha_{1}=\pi / 2$, is -1 as indicated by the symmetric curve sketched in Fig. 6. Likewise, putting $m=1$ in (6.13) yields

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan \left(u+\frac{3 \pi}{4}\right) \tag{6.15}
\end{equation*}
$$

as the equation for the left boundary of the (principal) half-period strip corresponding to the contour around the lower branch cut for $\Upsilon_{1} \cdot$ It is seen that the curve given by ( 6.15 ) is identical to the contour $C_{1}$ except that it crosses the real axis at $\alpha_{1}=-\pi / 2$.

To examine further the mapping of Sheet $I$ of the $\lambda$-plane unto the principal half-period strip in the $\alpha_{1}$-plane, it is of interest to study how the real and imaginary axes in the $\lambda$-plane map into the $\alpha_{1}$-plane. The equation of the real axis, $\operatorname{Im}\left\{\mathrm{k}_{1} \sin \alpha_{1}\right\}=0$, deduced by the identical methods indicated above becomes

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan \left(u+\frac{\pi}{4}\right), \tag{6.16}
\end{equation*}
$$

which corresponds to a symmetric curve passing through the origin, of exactly the same shape as the boundaries as indicated in Fig. 6; that is, we have from (6.16) that, as $v \rightarrow \pm \infty, u \rightarrow \mp \pi / 4$ and the curve crosses the origin $\alpha_{1}=0$ with a slope of -1 . Similarly, the equation of the axis of imaginaries, $\operatorname{Re}\left\{k_{1} \sin \alpha_{1}\right\}=0$, becomes

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan \left(\frac{\pi}{4}-u\right), \tag{6.17}
\end{equation*}
$$

which is obtained from (6.16) by merely changing $u$ into $-u$. Thus, the mapping into the $\alpha_{\mathcal{L}}$-plane of the real and imaginary axes in the $\lambda$-plane results in two curves which are symmetric about the $u=0$ axis as indicated in Fig. 6.

It is clear from the discussion of Section 2.5 that crossing the boundaries passing through $\alpha_{1}= \pm \pi / 2$ in Fig. 6 is equivalent to crossing the branch cuts for $\Upsilon_{1}$ onto Sheet II which according to Section 2.5 d is not accessible to us. Furthermore, the presence of the Hankel function in the integrands under discussion forbids any excursion or the path of integration into the lower half of the $\lambda$-plane, which means that in the $\alpha_{1}$-plane the permissible deformations of the original path of integration $C_{1}$ must be confined to the quarter period strip lying between the mapping of the real axis, $\operatorname{Im}\left\{k_{1} \sin \alpha_{1}\right\}=0$, and the mapping of the contour $C_{1}$ itself; that is, the region between the shaded boundaries in Fig. 6. It is recalled that these limitations are inposed by the requirement that our integrals vanish in the limits $\rho \rightarrow \infty$ and $(z-h) \rightarrow-\infty$.

$$
\text { Finally, naking the substitution (6.9) into the integrand of ( } 6.5 \text { ) }
$$ and writing for convenience

$$
\begin{equation*}
v\left(k_{1} \sin \alpha_{1}\right)=\frac{2 i}{k_{1}} G\left(\alpha_{1}\right), \tag{6.18}
\end{equation*}
$$

we obtain for the integral $I_{1}$ along the contour $C_{I}$ tine expression

$$
\begin{equation*}
I_{1}=\frac{1}{2} i k_{1} \int_{C_{1}} G\left(\alpha_{1}\right) \sin 2 \alpha_{1} H_{0}^{I}\left(k_{1} \rho \sin \alpha_{1}\right) e^{-i k_{1}(z-h) \cos \alpha_{1}} \alpha_{1}, \tag{6.19}
\end{equation*}
$$

in which, making use of Eqs. (6.6) and (6.18), and noting that

$$
\begin{equation*}
\gamma_{2}=\left(\lambda^{2}-k_{2}^{2}\right)^{\frac{1}{2}}=-i k_{1}\left(n^{2}-\sin ^{2} \alpha_{1}\right)^{\frac{1}{2}}, \tag{6.20}
\end{equation*}
$$

we obtain for $G\left(\alpha_{1}\right)$ the two expressions

$$
G\left(\alpha_{1}\right)=\left\{\begin{array}{l}
-\frac{\left(n^{2}-\sin ^{2} \alpha_{1}\right)^{\frac{1}{2}}}{1-n^{2}} \text { for } M_{1}^{(1)}  \tag{6.21}\\
{\left[n^{2} \cos \alpha_{1}+\left(n^{2}-\sin ^{2} \alpha_{1}\right)^{\frac{1}{2}}\right]^{-1} \text { for } V_{1}^{(1)}}
\end{array}\right.
$$

where the superscripts ( 1 ) on $M_{1}$ and $V_{1}$ denote the evaluation of the corresponding integrals along the contour $\mathrm{C}_{1}$.
6.1b. Path of integration through the saddle point.- To bring the integral (6.19) into the required form (6.8) we first rewrite it in the form

$$
\begin{equation*}
I_{1}=\frac{1}{2} i k_{1} \int_{C_{1}} G\left(\alpha_{1}\right) \sin 2 \alpha_{1}\left\{H_{0}^{I}\left(k_{1} \rho \sin \alpha_{1}\right) e^{-i k_{1} p \sin \alpha_{1}}\right\} e^{i k_{1} R_{2} \cos \left(\alpha_{1}-\theta_{2}\right)} d \alpha_{1}, \tag{6.22}
\end{equation*}
$$

where $R_{2}$ and $\theta_{2}$ are defined by Eq. (2.1). This form, which is obtained from (6.19) by merely extracting from the Hansel function $H_{0}^{l}\left(k_{1} \rho \sin \alpha_{1}\right)$ its asymptotic exponential behavior, now has an exponential factor which exhibits a saddle point at $\alpha_{1}=\theta_{2}$, for which the derivative vanishes. Thus, from the discussion leading to Section 5.la and from our knowledge of the permissible deformations of the original path of integration $C_{l}$, discussed in the preceding Section, we may take for the path of integration $C_{l}^{1}$ through the saddle point $\alpha_{1}=\theta_{2}$ any curve lying within the permissible quarter-period strip defined above. In particular, we choose $C_{1}^{\prime}$ as the
path of integration, given by $\operatorname{Im}\left\{k_{1} \sin \left(\alpha_{1}-\theta_{2}\right)\right\}=0$, as shown in Fig. 6, which is obtained by translating the path $C_{I}$ parallel to the axis of reais in the $\alpha_{1}$-plane until it crosses the real axis at the saddle point $\alpha_{1}=\theta_{2}$. Thus, either from ( 6.14 ) or from (6.16), one readily deduces that the equation of the chosen path of integration through the saddle point, $C_{1}^{\prime}$, becomes

$$
\begin{equation*}
v=-\frac{1}{2} \log \tan \left(u-\theta_{2}+\frac{\pi}{4}\right) \tag{6.23}
\end{equation*}
$$

which is seen to cross the saddle point at $\alpha_{1}=\theta_{2}$ with a slope of -1 and which has asymptotes $u \rightarrow \theta_{2} \mp \pi / 4$ as $v \rightarrow \pm \infty$, respectively. This path of integration has the virtue that, for $0 \leqslant \theta_{2} \leqslant \pi / 2$, the entire path lies within the admissible quarter-period strip.

The path of steepest descent, however, which was employed by ott ${ }^{30}$ in similar calculations is obtained from (6.22) by demanding that

$$
\begin{equation*}
\operatorname{Im}\left\{i k_{1} R_{2} \cos \left(\alpha_{1}-\theta_{2}\right)\right\}=\operatorname{In}\left\{i k_{1} R_{2}\right\}, \tag{6.24}
\end{equation*}
$$

which leads to the path labelled $C_{l s}$ in Fig. 6 and which exhibits the same vertical asymptotes as $C_{l}^{1}$ in Eq. (6.23), the only difference being that the slope at the saddle point now corresponds to an angle of $-3 \pi / 8$ instead of $-\pi / 4$. It is seen that, as a consequence of this steeper slope, the entire length of the path $C_{l s}$ does not lie within the permissible region for all values of $\theta_{2}$.

To complete the picture in the $\alpha_{1}$-plane we inust indicate the branch points $\lambda= \pm k_{2}$ and the corresponding branch cuts for $\Upsilon_{2}$. Futting $\lambda= \pm k_{2}$ in ( 6.9 ), we obtain for the branch points

$$
\begin{equation*}
\alpha_{1}= \pm \sin ^{-1} n \tag{6.0.5}
\end{equation*}
$$

Winere $n=k_{2} / k_{1}$ is, in general, very smail. As indicated in Fig. 6, the brancir points occur on the curve $\operatorname{Im}\left\{k_{I} \sin \alpha_{1}\right\}=0$ which corresponds to tine real axis in the $\lambda$-plane ( $k_{2}$, real); and, because $|n| \ll 1$, they appear very close to the origin. The corresponding brancin cuts for $\gamma_{2}$ coincide with the aoove curve except for the portion between the branch points. It is clear from Fig. 6 that crossing this set of cuts takes us onto Sheet III which in this problem is still accessible to us. More explicitly, the $\alpha_{1}$-plane is a Riemann surface of two sheets, the top sheet depicted in Fig. 6 corresponding by alternate half-period strips to Sheets I and II of the $\lambda$-plane, while the bottom sheet similarly corresponds to Sheets III and IV (see Fig. 5) .

Finally, to exhibit our integral in the required form (6.8), we transform the origin to the saddle point by the substitution

$$
\begin{equation*}
\mathrm{w}=\alpha_{1}-\theta_{2}, \quad \alpha_{1}=\theta_{2}+\mathrm{w}, \tag{6.26}
\end{equation*}
$$

whence ( 0.22 ) becomes

$$
\begin{equation*}
I=\frac{1}{2} i k_{I} \int_{C_{I}^{1}} F(w) e^{\phi(w)_{d w}} \text {, } \tag{6.27}
\end{equation*}
$$

where $C_{l}^{\prime}$ denotes the symmetric path of integration through the saddle point $\mathrm{w}=0$, as chosen above, and where

$$
\begin{equation*}
\phi(w)=i k_{1} R_{2} \cos w \tag{6.28}
\end{equation*}
$$

and

$$
F(w)=G\left(\theta_{2}+w\right) \sin 2\left(\theta_{2}+w\right)\left\{H_{0}^{1}\left[k_{1} p \sin \left(\theta_{2}+w\right)\right] e^{-i k_{1} p \sin \left(\theta_{2}+w\right)}\right\}
$$

witil $G\left(\theta_{2}+w\right)$ as prescribed by Eqs. ( 6.21$)$.
6.Ic. Transformation to the $x$-plane.- In accordance with the prescriptions of Section 5.1, as embodied in Eq. (5.7), we introduce the new variable of integration $x$ defined, in the present instance, by

$$
\begin{equation*}
\frac{1}{2} x^{2}=\phi(0)-\phi(w)=i k_{1} R_{2}(1-\operatorname{cosw})=2 i k_{1} R_{2} \sin ^{2} \frac{w}{2} \tag{6.30}
\end{equation*}
$$

which, in this case, can be inverted att once without resorting to the procedure outlined in Section 5.1b. Thus, we have from (6.30)

$$
\begin{equation*}
w=2 \sin ^{-1}\left[x /\left(4 i k_{1} R_{2}\right)^{\frac{1}{2}}\right] \tag{6.31}
\end{equation*}
$$

which, for $|x|<2\left(\left|i k_{1} R_{2}\right|\right)^{\frac{1}{2}}$ can be expanded into a power series as in Eq. (5.22),

$$
\begin{equation*}
w=a_{0} x+\frac{1}{3} a_{2} x^{3}+\frac{1}{5} a_{1} x^{5}+\cdots, \tag{6.32}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{0}=\left(i k_{1} R_{2}\right)^{-\frac{1}{2}}, \quad a_{2}=a_{0}^{3} / 8, \quad a_{4}=3 a^{5} / 128 \tag{6.33}
\end{equation*}
$$

In consequence of the transformation (o.30) and making use of Eqs. (5.10) and (6.27), the integral $I_{1}$ may now be expressed as

$$
\begin{equation*}
I_{1}=\frac{1}{2} i k_{1} e^{i k_{1} R_{2}} \int_{0}^{\infty} \Phi(x) e^{-x^{2} / 2} d x \tag{5.34}
\end{equation*}
$$

where $\Phi(x)$ is defined by (5.9) in terms of the function $F(w)$, with $w=w(x)$, as given in the present case by Eqs. $(6.29)$ and $(6.30)$. The path of integration in (6.34), as already pointed out (Section 5.1), coincides with the positive half of the real axis in the $x$-plane for the
path of steepest descents $C_{1 s}$; however, our chosen path of integration $C_{l}^{i}$ which has the same termini as the path of steepest descents (Fig. 6) no longer coincides with the real axis except at $\mathrm{x}=0$ and $\mathrm{x} \rightarrow \infty$. In either case, according to Eq. (5.20b), the integral $I_{1}$ admits the asymptotic expansion

$$
\begin{equation*}
I_{1}=\frac{1}{2} i k_{1} e^{i k_{1} R_{2}} \cdot\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left\{\sum_{m=0}^{M-1} \frac{(2 m)!}{2^{m} m!} A_{2 m}+O\left(\lambda^{-M-1}\right)\right\} \tag{6.35}
\end{equation*}
$$

in terms of the expansion coefficients $A_{2 m}$ and in which $\lambda^{\frac{1}{2}}=\left|x_{1}\right|$, where $\mathrm{x}_{1}$ corresponds to the singularity nearest to the origin in the power series expansion (5.11).

In the present instance, except for values of $\theta_{2}$ near zero, when the singularity of the Hankel function must be considered, the nearest singularity of the integrand in (6.34) arises from the function $G\left(\alpha_{1}\right)$, Eq. (6.2l), and occurs at the branch point corresponding to $\lambda=\mathrm{k}_{2}$ or $\alpha_{1}=\sin ^{-1} n_{1}$. Since we are here concerned with the order of magnitude of the remainder in (6.35) and because $|n| \ll 1$, we incur little error by assuming that the nearest singularity occurs at $\alpha_{1}=0$. Thus from (6.30), putting $w=-\theta_{2}$, we have approximately

$$
\begin{equation*}
\lambda \approx 4\left|k_{1}\right| R_{2} \sin ^{2}\left(\theta_{2} / 2\right) \xrightarrow[\theta_{2} \rightarrow \pi / 2]{ } 2\left|k_{1}\right| R_{2}, \tag{6.36}
\end{equation*}
$$

which is valid provided only that $\theta_{2} \gg\left|\sin ^{-1} n\right|$, as is certainly true in practice.
S.Id. Evaluation of the expansion coefficients.- Limiting the
asymptotic expansion (5.35) to two terms (M $=2$ ), we have

$$
\begin{equation*}
I_{1}=\frac{1}{2} i k_{1} e^{i k_{1} R_{2}} \cdot\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left\{A_{0}+A_{2}+O\left(\lambda^{-3}\right)\right\} \tag{5.37}
\end{equation*}
$$

where $\lambda$ is given by ( 0.36 ). Thus, the problem has been reduced to the evaluation of tine expansion coefficients $A_{0}$ and $A_{2}$ as taken from Eqs. ( 5.26 ) in winch the coefficients $a_{0}$ and $a_{2}$ are given by ( 6.33 ) in the present case; and we still need to evaluate $F(0)$ and $F^{\prime \prime}(0)$ where $F(w)$ is here given by Eq. ( 6.29 ) . To this end we note that $F(w)$ can be written as

$$
\begin{equation*}
F(w)=G\left(\theta_{2}+w\right) \sin 2\left(\theta_{2}+w\right) g(w), \tag{6.38}
\end{equation*}
$$

where

$$
\begin{equation*}
g(w)=H_{o}^{I}\left[k_{1} \rho \sin \left(\theta_{2}+w\right)\right] e^{-i k_{1} \rho \sin \left(\theta_{2}+w\right)} \tag{6.39}
\end{equation*}
$$

from which one obtains readily

$$
\begin{align*}
& F(0)=G\left(\theta_{2}\right) \sin 2 \theta_{2} g(0), \\
& F^{\prime \prime}(0)= G\left(\theta_{2}\right) \sin 2 \theta_{2}\left\{\left[\frac{G^{\prime \prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}+4 \frac{G^{\prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)} \cot 2 \theta_{2}-4\right] g(0)\right. \\
&\left.+\left[2 \frac{G^{\prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}+4 \cot 2 \theta_{2}\right] g^{\prime}(0)+g^{w}(0)\right\},
\end{align*}
$$

where $g(0), g^{\prime}(0)$ and $g^{\prime \prime}(0)$ are to be computed from Eq. (ón39). Carrying out tie differentiations in (6.39) and replacing the Hansel fundtons and their derivatives by their asymptotic expansions which are valid for $\left|k_{1} \rho^{\circ} \sin \theta_{2}\right| \gg 1$, we obtain

$$
\begin{align*}
& g(0)=\left(2 / i \pi k_{1} \rho \sin \theta_{2}\right)^{\frac{1}{2}}\left\{1+\frac{1}{8 i k_{1} \rho \sin \theta_{2}}+0\left(k_{1} \rho \sin \theta_{2}\right)^{-2}\right\}, \\
& g^{\prime}(0)=-\frac{1}{2} \cot \theta_{2}\left(2 / \pi i k_{1} \rho \sin \theta_{2}\right)^{\frac{1}{2}}\left\{1+0\left(k_{1} \rho \sin \theta_{2}\right)^{-1}\right\},  \tag{6.4I}\\
& g^{\prime \prime}(0)=\left(2 / \pi i k_{1} \rho \sin \theta_{2}\right)^{\frac{1}{2}}\left\{\frac{1}{2}+\frac{3}{4} \cot ^{2} \theta_{2}+0\left(k_{1} \rho \sin \theta_{2}\right)^{-1}\right\},
\end{align*}
$$

Substituting the results ( 6.41 ) into ( $6.1,0$ ) and collecting terms we have,

$$
\begin{align*}
F(0)= & G\left(\theta_{2}\right) \sin 2 \theta_{2}\left(2 / \pi i k_{1} \rho \sin \theta_{2}\right)^{\frac{1}{2}}\left\{1+\frac{1}{8 i k_{1} \rho^{\sin \theta_{2}}}+0\left(k_{1} \rho \sin \theta_{2}\right)^{-2}\right\}, \\
F^{\prime \prime}(0)= & G\left(\theta_{2}\right) \sin 2 \theta\left(2 / \pi i k_{1} \rho \sin \theta_{2}\right)^{\frac{1}{2}}\left\{\frac{G \mathbf{n}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}+\frac{G^{\prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}\left(\cot \theta_{2}-2 \tan \theta_{2}\right)\right. \\
& \left.-\frac{1}{4} \cot \theta_{2}-\frac{5}{2}+0\left(k_{1} \rho \sin \theta_{2}\right)^{-1}\right\} \tag{6.42}
\end{align*}
$$

Finally, making use of the first two equations in (5.26), with the coefficients $a_{0}$ and $a_{2}$ as given in (6.33) and substituting the above results, we have for the expansion terms $A_{0}$ and $A_{2}$ the following asymptotic expressions:

$$
\begin{align*}
\left(\frac{\pi}{2}\right)^{\frac{1}{2}} A_{0}= & L G\left(\theta_{2}\right) \cos \theta_{2}\left\{\frac{1}{i k_{1} R_{2}}+\frac{\csc ^{2} \theta_{2}}{8\left(i k_{1} R_{2}\right)^{2}}+0\left(\frac{\csc ^{4} \theta_{2}}{\left(k_{1} R_{2}\right)^{3}}\right)\right\}, \\
\left(\frac{\pi}{2}\right)^{\frac{1}{2}} A_{2}= & 2 G\left(\theta_{2}\right) \cos \theta_{2}\left\{\frac { 1 } { ( i k _ { 1 } R _ { 2 } ) ^ { 2 } } \left[\frac{G^{\prime \prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}+\frac{G^{\prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}\left(\cot \theta_{2}-2 \tan \theta_{2}\right)\right.\right.  \tag{6.1,3}\\
& \left.\left.-\frac{1}{4}\left(9+\cot ^{2} \theta_{2}\right)\right]+0\left(\frac{\csc ^{2} \theta_{2}}{\left(k_{1} R_{2}\right)^{3}}\right)\right\} .
\end{align*}
$$

Substituting these results into the two-term asymptotic expansion (6.37) and noting that for $\theta_{2} \gg\left|\sin ^{-1} n\right|$ we have essentially $\csc _{2}=O(1)$, we
obtain*

$$
\begin{align*}
I_{1}= & 2 i k_{1} G\left(\theta_{2}\right) \cos \theta_{2} e^{i k_{1} R_{2}}\left\{\frac{1}{i k_{1} R_{2}}+\frac{1}{2\left(i k_{1} R_{2}\right)^{2}}\left[\frac{G^{\prime \prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}\right.\right. \\
& \left.\left.+\frac{G^{\prime}\left(\theta_{2}\right)}{G\left(\theta_{2}\right)}\left(\cot \theta_{2}-2 \tan \theta_{2}\right)-2\right]+0\left(\lambda^{-3}\right)\right\} \tag{1}
\end{align*}
$$

where $\lambda$ is given in the present instance by (6.36) and where we have lumped together terms in like powers of $\left(i k_{1} R_{2}\right)^{-1}$.

An interesting check of the above formula is ootained when applied to the integral, $[E q \cdot(2.66)]$,

$$
\begin{equation*}
\Psi_{2}=\frac{e^{i k_{1} R_{2}}}{R_{2}}=\frac{1}{2} \int_{-\infty}^{\infty} \frac{1}{\gamma_{1}} e^{\gamma_{1}(z-h)} H_{o}^{I}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0 \tag{5.45}
\end{equation*}
$$

which represents the elementary spherical wave emanating from the image source. In this case, in accordance with (6.18), $G\left(\alpha_{1}\right)=\frac{1}{2} \sec \alpha_{1}$ and the integrand of ( $0.1,15$ ) when expressed in the form ( 6.22 ) exhibits no singularity in tile finite plane. Therefore, the first term of the expansion ( 6.35 ) must represent tine function $\Psi_{2}$. Substituting $G\left(\alpha_{1}\right)=\frac{2}{2} \sec \alpha_{1}$ into ( $\cdot . W_{4}$ ) is seen to yield the required function ( $6.1,5$ ) with zero for the second order term; and the computation of higher order terms would, of course, also yield zero.
6.1e. Asymptotic expansions for the integrals $\mathrm{H}_{1}^{(1)}$ and $\mathrm{V}_{1}^{(1)}$ Applying the above results to the integrals of interest, $\mathrm{Mi}_{1}$ and $V_{1}$, as

[^5]evaluated asymptotically over the path $C_{i}$ through the saddle point in the $\propto_{1}$-plane, we obtain the following results:

For $V_{1}^{(1)}$ we substitute into (6.1/4) the expression for $G\left(\theta_{2}\right)$ which is deduced from the second of Eqs. (6.21) and putting $M=1$ we obtain at once the leading term of the expansion

$$
V_{1}^{(I)} \sim \frac{2 \cos \theta_{2}}{n^{2} \cos \theta_{2}+\left(n^{2}-\sin ^{2} \theta_{2}\right)^{\frac{1}{2}}} \frac{e^{i k_{1} R_{2}}}{R_{2}}
$$

Similarly, for $M_{1}^{(1)}$ we substitute into ( $6 . l_{1}$ ) the expression for $G\left(\theta_{2}\right)$ given by the first of Eqs. (6.21) and, putting $M=2$, we obtain the two-term expansion

$$
\begin{equation*}
M_{1}^{(1)} \sim-\frac{2 \cos \theta_{2}\left(n^{2}-\sin ^{2} \theta_{2}\right)^{\frac{1}{2}}}{\left(1-n^{2}\right)} \frac{e^{i k_{1} R_{2}}}{R_{2}}\left\{1-\frac{i\left(1-6 \sin ^{2} \theta_{2}\right)+o\left(n^{2}\right)}{2 k_{1} R_{2} \sin ^{2} \theta_{2}}\right\} \tag{6.47}
\end{equation*}
$$

in which the first term is exact and the second term is given only to terms of $O\left(n^{2}\right),|n| \ll 1$, under the assumption that $\theta_{2} \gg\left|\sin ^{-1} n\right|$. In both, Eqs. (6.16) and ( $6.1_{\perp} 7$ ), we have onitted writing the remainder which appears in Eq. ( $0 . W_{1}$ ) and is $0\left(\lambda^{-1 I-1}\right)$ in accordance with Eq. (5.20a).
6.2 EVALUATION OF $I_{2}$ BY THE SADDLE POINT IETHOD FOR SINGLE INTEGRATION The evaluation of $I_{2}$ by the saddle point method for a single integration now requires, in accordance with the method developed in the preceding Section, that we transform the integral over the contour $C_{2}$ in the $\lambda$-plane (Fig. 4) into an integral of the form (5.2) with a suitable path of integration passing through the saddle point $w=0$ in the $w$-plane. To this end, we discovered
that the conformal transformation

$$
\begin{equation*}
\lambda=k_{2} \sin \alpha_{2}, \tag{6.48}
\end{equation*}
$$

which apparently had been overlooked by earlier authors, proved most convenient in the present problem.
6.2a. Transformation to the $\alpha_{2}$-plane- The conformal transformation (6.48) takes us from the $\lambda$-plane depicted in Fig. 4 to the $\alpha_{2}$-plane shown in Fig. 7. It is seen that the entire Sheet I of the $\lambda$-plane now maps into tine vertical half-period strip of width $\pi$ in the $\alpha_{2}$-plane which, for $k_{2}$ real, has straight line boundaries parallel to the axis of imaginaries, passing through the points $\alpha_{2}= \pm \pi / 2$ which correspond to the branch points at $\lambda= \pm \mathrm{k}_{2}$ in the $\lambda$-plane. To determine these boundaries we note from (6.48), making use of the second of Eqs. (2.58), that

$$
\begin{equation*}
r_{2}=\left(\lambda^{2}-k_{2}^{2}\right)^{\frac{1}{2}}=-i k_{2} \cos \alpha_{2}, \tag{6.49}
\end{equation*}
$$

from which, recalling that $\Upsilon_{2}$ is real along the chosen branch cuts, we see that the equation of the boundaries is obtained by demanding that

$$
\begin{equation*}
\operatorname{Im}\left\{-i k_{2} \cos \alpha_{2}\right\}=0 \tag{6.50}
\end{equation*}
$$

or, with $k_{2}$ real, $\operatorname{Re}\left\{\cos \alpha_{2}\right\}=0$. Writing $\alpha_{2}=u+i v$, this condition results in

$$
\begin{equation*}
\cos u=0 \quad \text { or } \quad u=\frac{\pi}{2}+m \pi, m=0, \pm 1, \ldots, \tag{6.51}
\end{equation*}
$$

Which are tine equations for the denumerable infinite set of periodic boundaries which divide the $\alpha_{2}$ plane into alternate vertical strips of


Fig. 7.- The $\alpha_{2}$-plane illustrating the half-period strips corresponding to Sheets $I$ and III in the $\lambda$-plane and the chosen path of integration $C_{2}$ 。
width $\pi$ corresponding to Sheets I and III. In particular, putting $m=0$ in ( 0.51 ) yields $u=\pi / 2$ which is the equation for the boundary $C_{2}$ corresponding in the $\lambda$-plane to the contour around the right hand branch cut for $\gamma_{2}$. Similarly, putting $m=-1$ in (6.51) yields $u=-\pi / 2$, which is the equation for the left boundary corresponding to the contour around the left hand branch cut for $\gamma_{2}$.

Confining our attention to the principal half-period strip $-\pi / 2 \leqslant u \leqslant \pi / 2$, corresponding to Sheet $I$, it is seen that the axis of imaginaries in the $\lambda$-plane maps simply into the axis of imaginaries in the $\alpha_{2}$-plane; while the segment of the real axis in tine $\lambda$-plane becween tise branch points at $\lambda= \pm k_{2}$ maps into the segment of the real axis in the $\alpha_{2}$-plane between the corresponding points at $\alpha_{2}= \pm \pi / 2$. Furthermore, it is clear from the discussion of Section 2.5 that crossing the boundaries $u= \pm \pi / 2$ in Fig. 7 away from the principal half-period strip is equivalent to crossing the branch cuts for $\gamma_{2}$ onto Sheet III which, according to Section 2.5 d , is still accessible to us. Since we must guarantee the convergence of the integral $I_{2}$ as $\rho \rightarrow \infty$, which in the $\lambda$-plane means that the permissible deformations of the path of integration must be confined to the upper half-plane, we see that in the $\alpha_{2}$-plane the permissible deformations of the original path of integration $C_{2}$ must be confined to the upper half of the (principal) half-period strip for Sheet I and to the lower half of the half-period strip, say $\pi / 2 \leqslant u \leqslant 3 \pi / 2$, for Sheet III. This region for permissible deformations is bordered by shaded boundaries in Fig. 7. Finally, it must be noted that to insure the convergence of our integral $I_{2}$ as $(z-h) \rightarrow-\infty$ we cannot cross the branch cuts for $r_{1}$, shown in Fig. 7, onto the forbidden Sheets II and IV.

Substituting ( 6.18 ) into the integrand of ( 6.5 ), writing for convenience

$$
\begin{equation*}
\nabla\left(k_{2} \sin \alpha_{2}\right)=\frac{2 i}{k_{2}} G_{2}\left(\alpha_{2}\right), \tag{6.52}
\end{equation*}
$$

and noting that

$$
\begin{equation*}
r_{1}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}=-i k_{1}\left(1-n^{2} \sin ^{2} \alpha_{2}\right)^{\frac{3}{2}}, \tag{6.53}
\end{equation*}
$$

we obtain for the integral $I_{2}$ along the contour $C_{2}$ the expression

$$
\begin{equation*}
I_{2}=\frac{1}{2} i k_{2} \int_{C_{2}} G_{2}\left(\alpha_{2}\right) \sin 2 \alpha_{2} H_{0}^{I}\left(k_{2} \rho \sin \alpha_{2}\right) e^{-i k_{1}(z-h)\left(I-n^{2} \sin 2 \alpha_{2}\right)^{\frac{1}{2}}} d \alpha_{2}, \tag{6.54}
\end{equation*}
$$

in which the path of integration in the $\alpha_{2}$-plane is along the right hand boundary of the principal half-period strip, $u=\pi / 2$, from $\pi / 2+i \infty$ to $\pi / 2$ - io and in which, making use of (6.6) and (6.52), we obtain for $G_{2}\left(x_{2}\right)$ the two expressions

$$
G_{2}\left(\alpha_{2}\right)=\left\{\begin{array}{l}
-n^{2}\left(1-n^{2}\right)^{-1} \cos \alpha_{2} \text { for } M_{1}^{(2)}  \tag{6.55}\\
\left(n\left(1-n^{2} \sin ^{2} \alpha_{2}\right)^{\frac{1}{2}}+\cos \alpha_{2}\right)^{-1} \text { for } v_{1}^{(2)}
\end{array}\right.
$$

where tine superscripts (2) on $M_{1}$ and $V_{1}$ denote tine evaluation of the corresponding integrals along the contour $C_{2}$.

To complete the picture in the $\alpha_{2}$-plane we must indicate the branch points $\lambda= \pm k_{1}$ and the corresponding cuts for $\Upsilon_{1}$. Putting $\lambda= \pm k_{1}$ into
(6.48), we obtain for the branch points

$$
\begin{equation*}
\alpha_{2}= \pm \sin ^{-1}(1 / n), \tag{6.56}
\end{equation*}
$$

where $n=\ln \mid e^{-i \pi / 4}$. The positions of the periodic set of brancin points (6.56) and the corresponding branch cuts for $\mathcal{Y}_{1}$ are shown in Fig. 7. As indicated, the branch points occur in the $\alpha_{2}$-plane on the curves representing the mapping of the straight line through the points $\lambda= \pm \mathrm{k}_{\mathrm{I}}$ in the $\lambda$-piane。 It is clear from Fig. 7 that crossing the brancil cut for $\gamma_{1}$ takes us from Sheet I onto Sheet II or from Sheet III onto Sheet IV (Fig. 5) depending on the cut crossed. This is due to the fact that the $\alpha_{2}$-plane is in reality a Riemann surface of two sheets, the top sheet depicted in Fig. 7 corresponding by altemate half-period strips to Sheets I and III of tire $\lambda$-plane, while the bottom sheet similarly corresponds to Sheets II and IV.
6.2b. Path of integration through the sadale point.- To bring the integral ( 6.54 ) into the required form (5.2) we first extract the asymptotic exponential behavior of the Hankel function, as was done in Eq. (6.22), and next we introduce a second transfomation of the variable of integration,

$$
\begin{equation*}
\alpha_{2}=w+\pi / 2 \quad \text { or } \quad w=\alpha_{2}-\pi / 2 \tag{6.57}
\end{equation*}
$$

The in uegral $I_{2}$ is finally written in the form

$$
\begin{equation*}
I_{2}=-\frac{1}{2} i k_{2} \int_{C_{2}} F(w) e^{\phi(w)} d w, \tag{5.58}
\end{equation*}
$$

where $C_{2}$ now becomes tine axis of inaginaries in the w-plane traversed in the negative direction, that is, from ioo to -ioo, and where

$$
\begin{equation*}
F(w)=G(w) \sin 2 w H_{0}^{7}\left(k_{2} \rho \cos w\right) e^{-i k_{2} \rho \cos w}, \tag{6.59}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(w)=i k_{1} \rho\left[n \cos w+\cot _{2}\left(1-n^{2} \cos ^{2} w\right)^{\frac{1}{2}}\right], \tag{6.60}
\end{equation*}
$$

with $G(w)$, as deduced from ( 6.55 ) and ( 6.57 ), given by the two distinct expressions

$$
G(w)=\left\{\begin{array}{l}
n^{2}\left(1-n^{2}\right)^{-1} \sin w \text { for } H_{1}^{(2)},  \tag{6.6́1}\\
{\left[n\left(1-n^{2} \cos ^{2} w\right)^{\frac{1}{2}}-\sin w\right]^{-1} \text { for } V_{1}^{(2)} .}
\end{array}\right.
$$

This form of the integral $I_{2}$, Eq. ( 6.58 ), exhibits an exponent $\phi(\boldsymbol{w})$, as defined by $(6.60)$, which has two stationary points within the principal half-period strip; that is, $\phi^{\prime}(w)=0$ for $w=0$ and $w=\cos ^{-1}\left(n^{-1} \sin \theta_{2}\right)$. The latter saddle point is seen to correspond to the saddle point $S_{1}$ at $\alpha_{1}=\theta_{2}$ in the $\alpha_{1}$-plane (Section 6.1b) and, hence, has already been treated in the evaluation of $I_{1}$. Therefore, we choose $W=0$ as the saddle point $S_{2}$ in the $w$-plane through which must pass the path of integration $C_{2}$. As already indicated, we have chosen for the path of integration $C_{2}$ the axis of imaginaries in the $w$-plane or the vertical line $u=\pi / 2$ in the $\alpha_{2}$-plane (Fig. 7) traversed in the negative direction.

The path of steepest descents $C_{2 s}$ is obtained from (5.60) by demanding that

$$
\begin{equation*}
\operatorname{Im}\{\phi(w)\}=\operatorname{Im}\{\phi(0)\} \tag{5.02}
\end{equation*}
$$

which leads to a somewhat complicated path that offers no particular advantage in the present study. The only important point to ooserve is that, for all values of $\theta_{2}$, the path of steepest descents $C_{2 s}$ crosses the saddle point $w=0$ at an angle of inclination with respect to the negative axis of imaginaries which never exceeds $\pi / 4$ and that the termini of the path tend asymptotically to $\operatorname{Re}\{w\}= \pm \theta_{2}$.
6.2c. Transformation to the $x$-plane.- In accordance with Eq. (5.7), we now introduce the new variable of integration $x$ derined from ( 6.60 ) as $\frac{1}{2} x^{2}=\phi(0)-\phi(w)=i k_{1} \rho\left\{n(1-\operatorname{cosw})+\cot _{2}\left[\left(1-n^{2}\right)^{\frac{1}{2}}-\left(1-n^{2} \cos { }^{2} w\right)^{\frac{1}{2}}\right]\right\},(0.63)$ which we now proceed to invert, following the prescriptions of Section 501b。 Thus, we observe that $x^{2} / 2$ admits, at least for sufficiently small values of $|x|$, the power series expansion

$$
\begin{equation*}
x^{2 / 2}=w^{2}\left(c_{0}+c_{2} w^{2}+c_{4} w^{4}+\ldots\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{0}=i k_{2} \rho \cdot \frac{1}{2!}\left\{1-\frac{n}{\left(1-n^{2}\right)^{\frac{1}{2}}} \cot \theta_{2}\right\}, \\
& c_{2}=-i k_{2} \rho \cdot \frac{1}{4!}\left\{1-\frac{n}{\left(1-n^{2}\right)^{\frac{1}{2}} \frac{1}{1-n^{2}}} \cot \theta_{2}\right\},  \tag{0.65}\\
& c_{4}=i k_{2} \rho \cdot \frac{1}{6!}\left\{1-\frac{n}{\left(1-n^{2}\right)^{\frac{r}{2}}} \frac{16+28 n^{2}+n^{4}}{\left(1-n^{2}\right)^{2}} \cot _{2}\right\}
\end{align*}
$$

According to Section 5.1b, the power series (6.64) can be inverted in the form

$$
\begin{equation*}
w=a_{0} x+\frac{1}{3} a_{2} x^{3}+\frac{1}{5} a_{4} x^{5}+\cdots \tag{6.65}
\end{equation*}
$$

in which the coefficients $a_{2 n}(n=0,1,2)$ are computed by means of Eqs. (5.24) in terms of the c's defined by (6.65). To facilitate the computations we define the function

$$
\begin{equation*}
K=K\left(n, \theta_{2}\right)=\frac{n \cot \theta_{2}}{\left(1-n^{2}\right)^{\frac{1}{2}}-n \cot \theta_{2}}=\frac{n(h-z)}{\rho\left(1-n^{2}\right)^{\frac{1}{2}}-n(h-z)}, \tag{6.67}
\end{equation*}
$$

in terms of which the coefficients of the expansion (6.66) assume the simpler forms:

$$
\begin{align*}
& a_{0}=\left(\frac{1+K}{i k_{2} \rho}\right)^{\frac{1}{2}}, \\
& a_{2}=\frac{1}{8} a_{0}^{3}\left(1-\frac{3 K}{1-n^{2}}\right),  \tag{6.68}\\
& a_{4}=\frac{1}{128} a_{0}^{5}\left(3-\frac{50 K}{1-n^{2}}+\frac{5 K(8+7 K)}{\left(1-n^{2}\right)^{2}}\right) .
\end{align*}
$$

It is noted from (6.67) that, when $(h-z)=0$ or $\theta_{2}=\pi / 2$, we have $\mathrm{K}=0$ and the above coefficients assume the same form as the corresponding coefficients in Eqs. (6.33).

To complete the transformation to the x -plane we note from (6.60) that

$$
\begin{equation*}
\phi(0)=i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h) ; \tag{6.69}
\end{equation*}
$$

and introducing this expression into Eq. (5.10), making use of (6.58), the
integral $I_{2}$ now becomes

$$
\begin{equation*}
I_{2}=-\frac{1}{2} i k_{2} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} \int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} \Phi(x) e^{-x^{2} / 2} d x \tag{6.70}
\end{equation*}
$$

where $\Phi(x)$ is defined by Eq. (5.9) in terms of $F(w)$ and $d w / d x$, with $\mathrm{w}=\mathrm{w}(\mathrm{x})$, as given in the present instance by Eqs. (6.59) and (6.06). In (6.70) the path of integration does not coincide with the positive real axis, nor is it even along a straight line, for it corresponds to the path $C_{2}$ which in the $w-p l a n e$ becomes the axis of imaginaries traversed in tine negative direction. The phase of the upper limit in (6.70) is readily determined from (6.63) by letting $w \rightarrow-i \infty$. Thus, since tine conditions of Watson's lerma are satisfied, we have from Eq. (5.20a) the following asymptotic expansion:

$$
I_{2}=-\frac{1}{2} i k_{2} e^{i k_{2} \rho-i k_{1}(I-n 2)^{\frac{1}{2}}(z-h)} \cdot\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left\{\sum_{m=0}^{M-1} \frac{(2 m)!}{2^{m} m^{!}!} A_{2 m}+0\left(\lambda^{-i-1}\right)\right\},
$$

in which $\lambda^{\frac{1}{2}}=\left|x_{0}\right|$ where $x_{0}$ corresponds to thie singularity nearest to tiie origin of the function $\Phi(x)$; that is, $\lambda^{\frac{1}{2}}$ denotes tine radius of convergence of the power series expansion (5.11) about the origin in the x -plane.

## ó 2d. Evaluation of the expansion coefficients:- Liniting the

 asymptotic expansion ( 0.71 ) to three terms (ii=3), we have$$
\begin{equation*}
I_{2}=-\frac{1}{2} i k_{2} e^{i k_{2} \rho-i k_{1}\left(I-n^{2}\right)^{\frac{1}{2}}(z-n)} \cdot\left(\frac{\pi}{2}\right)^{\frac{1}{2}}\left\{A_{0}+A_{2}+3 A_{4}+O\left(\lambda^{-4}\right)\right\} \tag{0.72}
\end{equation*}
$$

where $\lambda$ will be determined when we consider a specific example. Thus, the problem has been reduced to the evaluation of the expansion coefiricients $A_{0}, A_{2}$ and $A_{4}$ as computed from Eqs. (5.26) in which we still need to evaluate $F(0), F^{I I}(0)$ and $F^{I V}(0)$ where $F(w)$ is here given by Eq. (6.59). Thus, we have

$$
\begin{aligned}
& F(0)=0, \quad F^{I I}(0)=4 G^{\prime}(0) e^{-i k_{2} \rho} H_{0}^{I}\left(k_{2} \rho\right), \\
& F^{I V}(0)=8 G^{\prime}(0) e^{-i k_{2} \rho}\left\{H_{0}^{I}\left(k_{2} \rho\right) \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}+3 i k_{2} \rho\left[H_{0}^{I}\left(k_{2} \rho\right)-i H_{1}^{I}\left(k_{2} \rho\right)\right]-4 H_{0}^{I}\left(k_{2} \rho\right)\right\}
\end{aligned}
$$

Assuming that $k_{2} \rho \gg 1$, we expand the Hankel functions appearing in (6.73) asymptotically, obtaining

$$
F(0)=0, \quad F^{I I}(0)=4 G^{\prime}(0)\left(2 / \pi i k_{2} \rho\right)^{\frac{1}{2}}\left\{1+\frac{1}{8 i k_{2} \rho}+0\left(k_{2} \rho\right)^{-2}\right\},
$$

$$
\begin{equation*}
F^{I V}(0)=8 G^{\prime}(0)\left(2 / \pi i k_{2} \rho\right)^{\frac{1}{2}}\left\{\frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}-\frac{5}{2}+0\left(k_{2} \rho\right)^{-1}\right\} \tag{6.74}
\end{equation*}
$$

Finally, making use of the first three equations in (5.25), with the coefficients $a_{0}$ and $a_{2}$ as given in (6.68), we obtain for the expansion coefficients the expressions

$$
\begin{align*}
A_{0} & =0,\left(\frac{\pi}{2}\right)^{\frac{1}{2}} A_{2}=L G^{\prime}(0) \frac{(1+K)^{3 / 2}}{\left(i k_{2} \rho\right)^{2}}\left\{1+\frac{1}{8 i k_{2} \rho}+0\left(k_{2} \rho\right)^{-2}\right\}, \\
\left(\frac{\pi}{2}\right)^{\frac{1}{2}} A_{4} & =\frac{1}{6} G^{\prime}(0) \frac{(1+K)^{5 / 2}}{\left(i k_{2} \rho\right)^{3}}\left\{4 \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}-5-\frac{15 K}{1-n^{2}}+0\left(k_{2} \rho\right)^{-1}\right\}, \tag{6.75}
\end{align*}
$$

where $K$ has been defined by Eq. (6.67). Substituting these expressions into
( 5.72 ) and collecting terms of the same order, we obtain the asymptotic expansion

$$
\begin{gather*}
I_{2}=-2 i k_{2} G^{\prime}(0)(I+K)^{3 / 2} e^{i k_{2} \rho_{-m} i k_{1}\left(I \sim n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{\frac{1}{\left(i k_{2} \rho\right)^{2}}+\frac{I}{8\left(i k_{2} \rho\right)^{3}}\left[4(1+K) \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}\right.\right. \\
\left.\left.-\frac{15 K(1+K)}{1-n^{2}}-5 K-4\right]+0\left(k_{2} \rho\right)^{-4}+0\left(\lambda^{-4}\right)\right\}, \tag{6.75}
\end{gather*}
$$

which is valid so long as $k_{2} \rho>1$ and $\lambda>1$, and in which we have lumped together terms in ( $\left.i k_{2} \rho\right)^{-1}$. The form of the remainder in ( $(0.76)$ deserves special attention. It is seen to consist of two terms: the first term, $O\left(k_{2} \rho\right)^{-4}$, arose from the asymptotic expansions of the Hankel functions and implies $k_{2} \rho>1$; the second term containing tine factor $O\left(\lambda^{-1}\right)$ arose from the original asymptotic expansion as given in Eq. ( 6.72 ) and is seen to contain explicitly the radius of convergence $\lambda^{\frac{1}{2}}$ of the power series expansion (5.11). Thus it may happen that one or tine other of tine terms in the remainder predominates depending on whether $\lambda \ll k_{2} \rho$ or vice versa.
6.2e. Asymptotic expansion for $V_{1}^{(2)}-$ To illustrate the foregoing developulents, we will now apply the formula ( 6.75 ) to deduce the asymptotic expansion $V_{1}^{(2)}$ for the integral $V_{1}(\rho, z)$, Eq. ( 6.2 ), as evaluated over the path $c_{2}$ in the $\alpha_{2}$-plane. To this end, we note from tine second of Eqs. (0.́Ul) that the derivatives of $G(w)$, evaiuated at $w=0$, vecone

$$
\begin{equation*}
G^{\prime}(0)=\frac{1}{n^{2}\left(1-n^{2}\right)} \quad \text { and } \quad G^{\prime \prime \prime}(0)=\frac{6-n^{2}-5 n^{4}}{n^{\prime}\left(1-n^{2}\right)^{2}} \tag{6.77}
\end{equation*}
$$

Furthemore, it is recalled from the discussion of Section 2.50 , that the
function $G(w)$ exhiuts firsc onder poles on Sieets II and III of tie i-plane. Tus, in Fis. 7 wiich displays in the $\alpha_{2}$-plane altemate halfyeriod strips coiresponding to Sheets I and III of the $\lambda$-piane we find from Eqs. (2.96) and ( 6.61 ) that the periodic set of peal poles (labelled $P_{I}$ in Fig. 7) occur in the $\alpha_{2}$-plane at $\alpha_{2}=\pi / 2+w_{0}$ where

$$
\begin{equation*}
w_{0}=\tan ^{-1}{ }_{n}+m \pi \quad\left(m=0, \pm_{1}, \pm_{2}, \ldots\right), \tag{6.78}
\end{equation*}
$$

corresponding to Sheet III; whereas tine periodic set (Iabeiled $P_{2}$ in Fig. 7) given by $\alpha_{2}=\pi / 2-w_{0}$ and occurring in Sneei I corresponds to the so-called Virtual poles for which $G(w)$ actualiy remains finite.

Since $|n| \ll 1$, we see from (6.78) that the pole occurring at $w=w_{0}$ in tile $w$-piane is the singularity nearest to the origin and, hence, also in the $x$-plane. Thus, we have that the radius of convergence of the expansion (5.11) is given by $\lambda^{\frac{1}{2}}=\left|x_{0}\right|$ where $x_{0}$ is determined from Eq. (óó3 ) by putting $w=w_{0}$, yielding

$$
\lambda=\left\{\left.2 i k_{1} \rho\left\{n\left[I-\frac{I}{\left(I+n^{2}\right)^{\frac{1}{2}}}\right]+\left[\left(1-n^{2}\right)^{\frac{1}{2}}-\frac{I}{\left(I+n^{2}\right)^{\frac{1}{2}}}\right] \cot \theta_{2}\right\}\right|_{(6.79)}\right.
$$

which, negiecting higher powers of $n$, can be written approximately as

$$
\begin{equation*}
\lambda \approx\left|n^{2} k_{2}[\rho+n(z-h)]\right| \tag{6.80}
\end{equation*}
$$

or, for ail practical purposes, simply as

$$
\lambda \approx\left|n^{2} k_{2} p\right|
$$

Thus, substituting the derivatives (6.77) into the formula (6.76), we obtain finally for the integral $V_{1}^{(2)}$ the expression

$$
\begin{align*}
V_{l}^{(2)}= & -2 i k_{2} n^{2}\left(1-n^{2}\right)(I+K)^{3 / 2} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-n)}\left\{\frac{1}{\left[n^{2}\left(1-n^{2}\right) i k_{2} \rho\right]^{2}}\right.  \tag{6.82}\\
& \left.+\frac{2 L_{4}(1+K)-n^{2}\left(8+2 L K+15 K^{2}\right)-n^{4}(16+15 K)}{8\left[n^{2}\left(1-n^{2}\right) i k_{2} \rho\right]^{3}}+O\left(n 2 k_{2} \rho\right)^{-4}\right\},
\end{align*}
$$

where we have retained only the largest term of the remainder. The leading term in ( 6.82 ) is seen to agree exactly with Ott's so-called MFlankenwelle ${ }^{31}$ except for differences in notation, and thus we have extended Ott's results to the next higher order term.

The above result, Eq。 (6.82), is essentially useless in tine present instance, because $|n| \ll 1$ and Watson's lemma requires that $\lambda>1$. The difficulty arises from the fact that the singularity nearest to the saddle point $w=0$ is the first order pole at $w=w_{0}=\tan ^{-1} n$; and, thus, the radius of convergence for the power series (5.01) turns out to be $\lambda^{\frac{1}{2}}=\left|x_{0}\right|$ which is extremely small. The difficulty, however, can be resolved by extracting this singularity from the integrand as already explained in Section 501d, but which we undertake by the saddle point method for double integration in Section 6.3e. Likewise, the evaluation of the integral (2) is handled more conveniently by the saddle point method for double integration which was explained in Section 5.2 and which we now proceed to apply in the remainder of this Chapter.

31
Loc. cit., Section 4, Eq. (24), p. 455 .

### 6.3 EVALUATION OF $I_{2}$ Bi Tre SADDLE FOIVT IWETHOD <br> FOR DOUBLE INTEGRATIOIJ

In accordance with the prescriptions of Section $5 \cdot 2$, we now proceed to evaluate $I_{2}$ asymptotically by applying the double saddie point method of integration. Thus, the first step consists of replacing the function $H_{0}^{l}\left(k_{2} \rho \operatorname{cosw}\right) e^{-i k_{2}} \rho$ cosw which is implicit in the integrand of ( 6.58 ) by its integral representation

$$
\begin{equation*}
H_{0}^{\mathcal{I}}\left(k_{2} \rho \cos w\right) e^{-i k_{2}} \rho \operatorname{cosw}=\frac{4}{\pi} \int_{0}^{\infty}\left(4 i k_{2} \rho \cos w-y^{2}\right)^{-\frac{7}{2}} e^{-y^{2} / 2} d y \tag{o.83}
\end{equation*}
$$

where, in accordance with Eq. (5.50) after putting $\nu=0$ and $z=k_{2} \rho \operatorname{cosw}$, we must have $|\alpha|<\pi / 4$ and $-\pi / 4+\alpha<\frac{1}{2} \arg \left\{k_{2} \rho \operatorname{cosw}\right\}<(3 \pi / 4)+\alpha$ and where we take as the path of integration in the $y$-plane the straight Iine from the origin to $\infty \mathrm{e}^{\mathrm{i} \alpha}$. Witin this substitution in ( 0.58 ), we obtain from ( 0.70 ) the integral $I_{2}$ in the form of a double integral

$$
I_{2}=-\left(2 i k_{2} / \pi\right) e^{i k_{2} p-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} \int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} \int_{0}^{\infty \exp (i \alpha)} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y, \quad(\hat{0} .84)
$$

with

$$
\begin{equation*}
\Phi(x, y)=f(x) g(x, y) \tag{0.85}
\end{equation*}
$$

where we have from Eqs. (5.9) and (6.59), with $w=w(x)$,

$$
\begin{equation*}
f(x)=[G(w)-G(-w)] \sin 2 w \frac{d w}{d x}, \tag{5.86}
\end{equation*}
$$

G(w) being given by Eqs. (6.61), and

$$
\begin{equation*}
g(x, y)=\left(4_{4} k_{2} \rho \cos w-y^{2}\right)^{-\frac{1}{2}} \tag{6.87}
\end{equation*}
$$

Thus, we have exhibited our integral $I_{2}$ in the form required by Eq. (5.51) and there remains for $u s$ to show that the function $\Phi(x, y)$, as defined by ( 6.85 ), leads to results which fall within the jurisdiction of Watson's lemma, Section 5.2a, although the function $g(x, y), E q \cdot(6.87)$, is obviously not uniformly analytic in both $x$ and $y$ in an arbitrary neighborhood of the origin.
6.3a. Extension of Watson's lenma to include the case at hand.- Since $g(x, y)$ is not analytic in both $x$ and $y$ in an arbitrary neighborhood of the origin, Watson's lemma, as stated in Section 5.2a, cannot be applied directly. However, as is often the case, the integration of a series which is apparently not properly convergent will yield the correct result, which we intend to show is the present situation. The singularities of $g(x, y)$ which make the Taylor series expansion for $g(x, y), E q \cdot(5 \cdot 72)$, and therefore the expansion of $\Phi(x, y)$, Eq. (5.53), invalid in any fixed region are given by the vanishing of the radical in Eq. (5.87); that is,

$$
\begin{equation*}
y=\left(4 i k_{2} \rho \operatorname{cosw}(x)\right)^{\frac{1}{2}} \tag{6.89}
\end{equation*}
$$

or

$$
x=H(y)=\left(2 i k_{2} \rho\right)^{\frac{1}{2}}\left\{1-\frac{y^{2}}{4 i k_{2} \rho}+\frac{\cot _{2}}{n}\left[\left(1-n^{2}\right)^{\frac{1}{2}}-\left(1-\frac{n^{2} y^{4}}{\left(1 i k_{2} \rho\right)^{2}}\right)^{\frac{1}{2}}\right]\right\}^{\frac{1}{2}},(6.90)
$$

Where the latter expression is obtained by substitution the value of cosw
as obtained from Eq. ( 6.89 ) into Eq. ( 6.63 ). By examining Eq. ( -.87 ) it is seen that tine Taylor series expansion ( $5 \cdot 72$ ) will be vaid in the following variable regions and in tine following sense: If $x$ is fixed, $x=\xi$, then the expansion will be valid for $|y|<\left|4 i k_{2} \rho \operatorname{cosw}(\xi)\right|^{\frac{1}{2}} ;$ and if $y$ is fixed, $y=\eta$, tinen the expansion will be valid for $|x|<|H(\eta)|$ where $H(y)$ is defined by Eq. ( 0.90 ). This immediately suggests that it may be possible to break up the integral in such a way that it will always be taken over regions in which the expansion (5.72) is valid. This is achieved by showing that it is possible to find a function $y=s(x)$ such that the double integral in Eq. ( 6.89 ) may be writiten as

$$
\int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} \int_{0}^{\infty} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} d x d y=\int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} d x \int_{0}^{s(x)} d y \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2}
$$

$$
\begin{equation*}
+\int_{0}^{\infty} \exp (i \alpha) \cdot \int_{0}^{s^{-1}(y)} d x \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2} \tag{6.9I}
\end{equation*}
$$

where for the first integral on the right $|y|<\left|4 i k_{2} \rho \operatorname{cosw}(x)\right|^{\frac{1}{2}}$ and for the second integral on the right $|x|<|H(y)|$. The power series expansion for $\Phi(x, y)$ when substituted into the first integral on tiie right of Eq. ( -0.91 ) will then be vaild for all values of $y$ which are present and will be limited to values of $x$ given by $|x|<\lambda^{\frac{1}{2}}$ where $\lambda$ is veien ined by the singularity nearest to tine oidgin of tie function $f(x)$ given by ( 0.86 ). This singularity, save for a possible pair of first order poles which we know how to subtract, is seen to be the branch point which occurs in the $\lambda$-plane
at $\lambda=k_{1}$ or in the $w-p l a n e$ at $\cos w=1 / n$. from this we deduce that the parameter $\lambda$ is given as $\lambda^{\frac{3}{2}}=\left|x_{1}\right|$ where $x_{1}$ is the value of $x$ corresponding to the above branch point; that is, from ( 5.63 ),

$$
\begin{equation*}
\lambda^{\frac{1}{2}}=\left|x_{1}\right|=\left|2 i k_{1} \rho\left(1-n-\left(1-n^{2}\right)^{\frac{1}{2}} \cot \theta_{2}\right)\right|^{\frac{1}{2}} \tag{6.92}
\end{equation*}
$$

The power series expansion for $\Phi(x, y)$ when substituted into tine second integral on the right of Eq. (6.91) will then be valid for values of $x$ given by $|x|<\lambda^{\frac{1}{2}}$ and for values of $y$ such that $|y|<\nu^{\frac{2}{2}}$ wiere $\nu^{\frac{1}{2}}$ is given by

$$
\begin{equation*}
\psi^{\frac{1}{2}}=\left|L i k_{2} \rho \operatorname{cosw}\left(x_{1}\right)\right|^{\frac{1}{2}}=\left|L k_{1} \rho\right|^{\frac{1}{2}} \tag{0.93}
\end{equation*}
$$

as obtained fron (6.89). Thus, if we can denonstrate tiat it is possible to find a function $y=s(x)$ such that the resolution into two integrals, Eq. (6.91), is fulfilled, then the power series expansion for $\Phi(x, y)$, Eq. (5.53), is valid insofar as the integration is concerned and we may apply the results of Watson's lerma to the present case.

In particular, we need only show that it is possible to choose a region of integration, Region (I), for the first integral on the right of Eq. (6.91) which overlaps a region of integration, Region (II), for the second integral on the right of Eq. (6.91); any function $y=s(x)$ contained in the region of overlap will then be sufficient to satisfy all requirements. Consider a fixed value of $x$, say $x=\xi$, where $\xi$ lies on $c_{2}$ and $0 \leqslant|\xi|<\lambda^{\frac{1}{2}}$; then the function $\Phi(\xi, y)$ is an analytic function of $y$ for all positive real values of $y$ within Region (I) shown in Fig. 8; that is, as deduced from $\mathrm{Eq} .(6.89)$, for all values of $y$ which lie below the boundary given by

$$
\begin{equation*}
y=h(x)=\left(4 k_{2} \rho \cos \omega\right)^{\frac{1}{2}} \tag{+}
\end{equation*}
$$



Fig. 8.- Regions of analiticity of the function $\Phi(x, y)$.
where $k_{2}$ is real and in which it is understood that $w=w(x)$, $|x|<\lambda^{\frac{1}{2}}$, lies on $C_{2}$ and therefore cos is also real. The upper limit, $y=y_{l}$, for this region of analyticity of $\Phi(\xi, y)$ is obtained by putting cosw $=1 / \ln \mid$ into Eq. (6.94) which yields $y_{1}=v^{\frac{1}{2}}=\left|L k_{1} \rho\right|^{\frac{1}{2}}$, as given by Eq. (6.93). Putting $x=0$ or cosw $=1$ into Eq. (6.911), we obtain the intercept $y_{0}=\left(L k_{2} \rho\right)^{\frac{1}{2}}$. Thus, for intermediate values of $|x|$ on $C_{2}, 0 \leqslant|x|<\lambda^{\frac{I}{2}}$, the upper boundary for Region (I), as given by Eq. ( 5.94 ), is a monotonically increasing curve between tie points ( $0, y_{0}$ ) and $\left(\lambda^{\frac{1}{2}}, \nu^{\frac{1}{2}}\right)$.

On the other hand, for fixed $y$, say $y=\eta$ and $0 \leqslant \eta<\nu^{\frac{1}{2}}$ on the chosen path of integration in the $y$-plane, the function $\Phi(x, \eta)$ is an analytic function of $x$ for all values of $x$ on $C_{2}$ which lie within Region (II) in Fig. 8; that is, as deduced from Eq. ( 6.90 ), for all values. of $|x|<\lambda^{\frac{1}{2}}$ which lie to tine left of the boundary given by

$$
\begin{equation*}
|x|=|H(y)| \tag{6.95}
\end{equation*}
$$

where $H(y)$ is defined by Eq. ( 6.90 ). Putting $y=0$ into ( 6.95 ), we determine the intercept of the curve on the $|x|$-axis given approximately by $\left|x_{0}\right| \approx \left\lvert\,\left. 2 k_{2} p\left(1-\frac{1}{2}\right.$ ni $\left.\cot \theta_{2}\right)\right|^{\frac{1}{2}}\right.$ where we have neglected $n^{2}$ and higher powers. Next, putting $y=y_{0}=\left(4 k_{2} \rho\right)^{\frac{1}{2}}$ into Eq. ( 5095 ), we obtain $\left|x_{2}\right| \approx\left|2 k_{2} \rho\left(1+i-n \cot \theta_{2}\right)\right|^{\frac{1}{2}}$ where again we have neglected higher powers of $n$. And finally putting $y=v^{\frac{1}{2}}=\left|\mu_{4} \rho\right|^{\frac{1}{2}}$ into Eq. (6.95), which corresponds to the upper limit of $y$, we obtain $\left|x_{3}\right|=\left\lvert\, 2 k_{1} \rho\left\{e^{\left.i \pi / 4+n+\cot \theta_{2}\left[\left(1-n^{2}\right)^{\frac{1}{2}}-(1-i)^{\frac{1}{2}}\right]\right\}\left.\right|^{\frac{1}{2}} .}\right.\right.$ Assuming temporarily that $\theta_{2}$ is limited to tine range $\pi / 4<\theta_{2} \leqslant \pi / 2$, so that $\cot \theta_{2}<1$, we see from Eq. ( 6.63 ) and from the equations of the preceding paragraph that we have $0<\left|x_{0}\right|<\left|x_{2}\right|<\lambda^{\frac{1}{2}}<\left|x_{3}\right|$
which states, as shown in Fig. 8, that the right boundary of Region (II), given by the monotonically increasing curve $|x|=|H(y)|$, lies entirely to the right of the upper boundary for Region (I) as given by the curve $y=h(x)$. Since these two regions, therefore, have a common strip, we have demonstrated that a monotonic curve lying in this strip may be used for $y=s(x)$ as called for by Eq. (6.91). Thus we may use the results of Watson's lemma to obtain the asymptotic evaluation of the integral $I_{2}$ which, according to Eqs. (5.65), (5.66a) and ( 6.84 ), becones

$$
\begin{equation*}
I_{2}=-i k_{2} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{\sum_{n=0}^{N-1} \Phi^{(n)}+0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{N+1}\right\} \tag{6.96}
\end{equation*}
$$

Where the expansion terms $\Phi^{(n)}$ are defined by Eq. (5.58) and $\lambda$ is given by Eq. ( 0.92 ) and $\nu$ by Eq. (6.93) under the assumption that the poles, if present, have been removed.
6.3b. Evaluation of the expansion terms.- The problem has now been reduced to the computation of the expansion terms $\Phi^{(n)}$ as listed in Eqs. ( $5 \cdot 74$ ) in terms of the $A^{\prime} s$ and $B^{\prime} s$ which correspond, respectively, to the power series expansions for the factors $f(x)$ and $g(x, y)$ in accordance with Eqs. (5.71) and (5.72). The A's are detemined from Eqs. (50.26) in terms of the coefficients $a_{2 n}$, listed by Eqs. (6.68), and in terms of the derivatives of the function

$$
\begin{equation*}
F(W)=G(w) \sin 2 w \tag{6.97}
\end{equation*}
$$

which appears in Eq. $(6.86)$, evaluated at $w=0$. In this way we obtain

$$
\begin{align*}
& A_{2}=4\left(\frac{1+K}{i k_{2} P}\right)^{3 / 2} G^{\prime}(0), \\
& A_{4}=\frac{1}{3!}\left(\frac{1+K}{i k_{2} P}\right)^{5 / 2} G^{\prime}(0)\left\{4 \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}-\left(11+\frac{15 K}{1-n^{2}}\right)\right\}, \\
& A_{6}=\frac{1}{5!}\left(\frac{1+K}{i k_{2} P}\right)^{7 / 2} G^{\prime}(0)\left\{4 \frac{G^{V}(0)}{G^{\prime}(0)}-10\left(3+\frac{7 K}{1-n^{2}}\right) \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}\right.  \tag{6.98}\\
& \left.-\frac{1}{4}\left(31+\frac{70 K}{1-n^{2}}-\frac{105 K(8+9 K)}{\left(1-n^{2}\right)^{2}}\right)\right\},
\end{align*}
$$

in which $K$ has been defined by Eq. (6.67). Similarly, the $B^{\prime}$ s are found by expanding the function $g(x, y)$, given by Eq. (6.87), into a double power series of the form (5.72), yielding
$B_{o}^{o}=\frac{1}{2}\left(i k_{2} \rho\right)^{-\frac{1}{2}}$,
$B_{2}^{0}=\frac{1}{8}(1+K)\left(i k_{2} \rho\right)^{-3 / 2}, \quad B_{o}^{2}=\frac{1}{16}\left(i k_{2} \rho\right)^{-3 / 2}$,
$B_{o}^{4}=\frac{3}{256}\left(i k_{2} \rho\right)^{-5 / 2}$.

Substituting the $A^{\prime} s$ and $B^{\prime}$ s listed in (6.98) and (6.99) into
Eqs. $(5 \cdot 74)$, we obtain the expansion terms
$\Phi^{(0)}=0$,

$$
\begin{align*}
& \Phi^{(1)}=2 \frac{(1+K)^{3 / 2}}{\left(i k_{2} \rho\right)^{2}} G^{\prime}(0), \\
& \Phi^{(2)}=\frac{1}{4} \frac{(1+K)^{3 / 2}}{\left(i k_{2} p\right)^{3}} G^{\prime}(0)\left\{4(1+K) \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}-(4+5 K)-\frac{15 K(1+K)}{1-n^{2}}\right\}, \tag{6.100}
\end{align*}
$$

$$
\Phi^{(3)} m^{1} \frac{(1+K)^{3 / 2}}{\left(i k_{2} \rho\right)^{4}} G^{\prime}(0)\left\{16(1+K)^{2} \frac{G^{V}(0)}{G^{\prime}(0)}-8(1+K)\left[4+5 K+\frac{35 K(1+K)}{1-n^{2}}\right] \frac{G^{\prime} \cdot 1(0)}{G^{\prime}(0)}\right.
$$

$$
\left.-\left(48+128 \mathrm{~K}+71 \mathrm{~K}^{2}\right)-10 \frac{\mathrm{~K}(1+\mathrm{K})(52+49 \mathrm{~K})}{1-\mathrm{n}^{2}}+105 \frac{\mathrm{~K}(1+\mathrm{K})^{2}(8+9 \mathrm{~K})}{\left(1-\mathrm{n}^{2}\right)^{2}}\right\}
$$

6.3c. Asymptotic expansion for the integrals $\mathrm{ir}_{1}^{(2)}$ and $\partial \mathrm{ir}_{1}^{(2)} / \partial z$.We now apply tine results of the preceding Section to the evaluation of $\mathrm{in}_{1}$ (2) and its derivative $\partial_{M_{1}}(2) / \partial_{z}$, where $\mathbb{F}_{1}$ is defined by (ob) and where the superscript (2) denotes evaluation of the integral along the contour $C_{2}$. Thus, for $M_{1}^{(2)}$ we have from (6.61) that $G(w)=n^{2}\left(1-n^{2}\right)^{-1} \operatorname{sinw}$; and, hence, the derivatives of $G(w)$, evaluated at $w=0$, which must be inserted in Eqs. (6.100) are simply

$$
\begin{equation*}
G^{\prime}(0)=\frac{n^{2}}{1-n^{2}}, \quad G^{\prime \prime \prime}(0)=-\frac{n^{2}}{1-n^{2}}, \quad G^{V}(0)=\frac{n^{2}}{1-n^{2}} . \tag{6.101}
\end{equation*}
$$

Since we wish to examine the higher order terns in the asymptotic expansion of $\mathrm{H}_{1}^{(2)}$ we take $\mathrm{iN}=4$ and, thus, substituting (0.101) into (6.100) and introducing the results in (6.96), we obtain the three-term asymptotic expansion
$M_{1}^{(2)}=-2 i k_{1}\left(1-n^{2}\right)(1+K)^{3 / 2} e^{i k_{2} \rho-i k_{1}(1-n 2)^{\frac{1}{2}}(z-h)}\left\{\phi^{(1)}+\phi^{(2)}+\phi^{(3)}+0\left(\frac{1}{\lambda}+\frac{1}{\frac{1}{2}}\right)^{5}\right\}$
where $\lambda$ and $\nu$ are given by Eqs. (6.92) and (6.93) respectively, and where
$\phi^{(0)}=0$,
$\phi^{(1)}=n\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-2}$,
$\phi^{(2)}=-\frac{1}{8}\left[\left(8+24 K+15 K^{2}\right)-n^{2}(8+9 K)\right]\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-3}$,

$$
\begin{aligned}
\phi^{(3)}=\frac{3 K}{128 n}\left[3 \left(64+240 K+280 K^{2}\right.\right. & \left.+105 K^{3}\right)+2 n^{2}\left(48+80 K+35 K^{2}\right) \\
& \left.-n^{4}(8+5 K)\right]\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-4} .
\end{aligned}
$$

Similarly, the integral $\partial M_{1}^{(2)} / \partial z$ may be obtained from ( 6.96 ) by taking a new definition for $G(w)$. Thus we have in the original $\lambda$-plane, from Eq. (6.5),

$$
\begin{equation*}
\frac{\partial I_{2}}{\partial z}=\frac{1}{2} \int_{C_{2}} X_{1} v(\lambda) e^{Y_{1}\left(z \omega h_{1}\right)} H_{0}^{I}(\lambda \rho) \lambda d \lambda, z \leqslant 0 ; \tag{6.104}
\end{equation*}
$$

whence, we deduce at once from (6.53) and (6.6I) that for $\partial M_{I}^{(2)} / \partial z$ we have, instead of $G(w)$, the new function

$$
\begin{equation*}
G_{z}(w)=-i k_{1} n^{2}\left(1-n^{2}\right)^{-1} \operatorname{sinw}\left(1-n^{2} \cos ^{2} w\right)^{\frac{1}{2}} . \tag{6.105}
\end{equation*}
$$

Computing the odd derivatives of $G_{z}(w)$ and evaluating at $w=0$, we obtain

$$
\begin{align*}
& G_{z}^{\prime}(0)=-\frac{i k_{1} n^{2}}{\left(1-n^{2}\right)^{\frac{3}{2}}}, \\
& \mathrm{G}_{\mathrm{z}}^{\prime \prime \prime}(0)=\frac{i \mathrm{k}_{1} \mathrm{n}^{2}}{\left(1-\mathrm{n}^{2}\right)^{\frac{1}{2}}} \frac{I-\ln ^{2}}{I-n^{2}},  \tag{6.106}\\
& G_{z}^{V}(0)=-\frac{i k_{1} n^{2}}{\left(1-n^{2}\right)^{\frac{1}{2}}} \frac{1-32 n^{2}+16 n^{4}}{\left(1-n^{2}\right)^{2}} .
\end{align*}
$$

Proceeding as before, we now substitute the derivatives (6.106) into the expansion terms (6.100) and introducing the results into ( 5.96 ) with $N=4$, we obtain the three-term asymptotic expansion

$$
\begin{equation*}
\frac{\partial M_{1}^{(2)}}{\partial z}=-2 k_{1}^{2}\left(1-n^{2}\right)^{3 / 2}(1+K)^{3 / 2} e^{i k_{2 \rho}-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{\phi_{z}^{(1)}+\phi_{z}^{(2)}+\phi_{z}^{(3)}+0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{5}\right\} \tag{6.107}
\end{equation*}
$$

where $\lambda$ and $\nu$ are again given by Eqs. ( 6.92 ) and (6.93) respectively and where

$$
\begin{align*}
& \phi_{z}^{(0)}=0, \\
& \phi_{Z}^{(1)}=n\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-2}, \\
& \phi_{Z}^{(2)}=-\frac{1}{8}\left[\left(8+24 K+15 K^{2}\right)-n^{2}(20+21 K)\right]\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-3},  \tag{6.108}\\
& \phi_{z}^{(3)}= \frac{3}{128}\left[(3 K / n)\left(64+240 K+280 K^{2}+105 K^{3}\right)-6 n\left(32+96 K+100 K^{2}+35 K^{3}\right)\right. \\
&\left.+n^{3}\left(112+224 K+115 K^{4}\right)\right]\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-4}
\end{align*}
$$

It is of interest to compare the asymptotic expansions (6.102) and (6.107) which correspond to the integrals $M_{1}^{(2)}$ and $\partial M_{1}^{(2)} / \partial z$ respectively.

It is seen that the first term in the expansion of the derivative $\partial_{1}^{(2)} / \partial_{z}$ is obtained by merely taking the derivative with respect to $z$ of the exponential factor contained in the first term of the expansion for $M_{1}^{(2)}$, without regard to the fact that the parameter $z$ also appears in the term $K$ as show in Eq. (6.67). It is noted that differentiating the factor $(1+K)^{3 / 2}$ would result in a term of higher order; and, hence, it is correct to state that, to the sane order, the derivative of the first term in the expansion for $M_{1}^{(2)}$ yields precisely the first term in the expansion of the derivative $\partial M_{1}^{(2)} / \partial z$. It is evident, however, by inspection of the remaining terms in (5.103) and (6.108) that the same statement does not hold true for higher order terms. Therefore, it is concluded that, in the present instance, differentiation of an asymptotic series term by term is not permitted except for the first term。

As a further point of interest, it is seen by comparing the expansion terms (6.103) and (6.108) that in both cases successive terms appear to be multiplied by the factor $\left(i k_{1} P\right)^{-\exists}$ and thus we have obtained asymptotic series in inverse powers of $i k_{1} \rho$ where $k_{1}$ is the propagation constant for the conducting medium. This is in accord with the form of the remainder which is $0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{N+1}$, wherein $\nu=\left|4 k_{1} \rho\right|$ and $\lambda$, as given by (6.92), can be written $\lambda \approx\left|2 k_{1} \rho\right|$ provided $\left|1 \infty \cot \theta_{2}\right|>0$. That is, from (6.92), if $|n| \ll I$ we can write

$$
\begin{equation*}
\lambda \approx\left|2 k_{1} \rho\left\{\left(1-\cot \theta_{2}\right)-n\left(1-\frac{1}{2} \cdot n \cot \theta_{2}\right)\right\}\right| \tag{6.109}
\end{equation*}
$$

which confirms the above statement. However, when $\cot \theta_{2}=1$, we see that $\lambda \approx\left|2 k_{2} \rho\right|$ and the magnitude of the remainder in (6.102) and (6.107) becomes
so large as to render useless the corresponding asymptotic series. In practice the range most commonly employed corresponds to $\operatorname{cote}_{2}<1$; and, hence, this limitation imposed already in the analysis at the end of Section 6.3a proves to be not a serious one.
6.3d. Asymptotic expansion for the integral $\partial M_{1}^{(2)} / \partial \rho$. - In the original $\lambda$-plane the derivative of $I_{2}$ with respect to $\rho$ becomes, from (6.5),
which in accordance with (6.58) and (6.70) becomes in the $x$-plane

$$
\begin{equation*}
\frac{\partial I_{2}}{\partial \rho}=\frac{1}{2} i k_{2}^{2} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} \int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} \Phi(x) e^{-x^{2} / 2} d x \tag{6.111}
\end{equation*}
$$

where $\Phi(x)=\{F(w)+F(-w)\}(d w / d x)$ with

$$
\begin{equation*}
F(w)=G(w) \sin 2 w \operatorname{cosw}\left\{H_{1}^{1}\left(k_{2} \rho \cos w\right) e^{-i k_{2} \rho \cos w}\right\}, \tag{6.112}
\end{equation*}
$$

in which $G(w)$ is given by the first of Eqs. (6.61).
Next, replacing the Hankel function and exponential factor by the integral representation deduced from Eq. (5.50),

$$
\begin{equation*}
H_{1}^{1}\left(k_{2} \rho \cos w\right) e^{-i k \chi^{\circ c o s w}}=-\left(\pi k_{2} \rho \cos w\right)^{-1} \int_{0}^{\infty \exp (i \alpha)} y^{2}\left(4 i k_{2} \rho \cos w-\frac{y}{)^{\frac{1}{2}}} e^{-y^{2} / 2} d y\right. \tag{6.113}
\end{equation*}
$$

where $|\alpha|<\pi / 4$ and $-\frac{\pi}{4}+\alpha<\frac{3}{2} \arg \left\{k_{2} \rho^{\operatorname{cosw}}\right\}<\frac{3 \pi}{4}+\alpha$, we transform (6.171) into the double integral
$\frac{\partial I_{2}}{\partial \rho}=\left(k_{2}^{2} / 2 \pi i k_{2} \rho\right) e^{i k 2 \rho-i k_{1}\left(I-n^{2}\right)^{\frac{1}{2}}(z-h)} \int_{0}^{\infty \exp \left(-i \theta_{2} / 2\right)} \int_{0}^{\infty \exp (i \alpha)} \Phi(x, y) e^{-\left(x^{2}+y^{2}\right) / 2 d x d y}$,
where we now have

$$
\begin{equation*}
\Phi(x, y)=y^{2} f(x) g(x, y), \tag{6.115}
\end{equation*}
$$

with $f(x)$ precisely as before, Eq. ( 6.86 ), and with

$$
\begin{equation*}
g(x, y)=\left(L_{i j} k_{2} \rho \operatorname{cosw}-y^{2}\right)^{\frac{1}{2}}, \tag{6.116}
\end{equation*}
$$

which now differs from (6.87).
The conditions imposed by Watson's lemma are still tine same as in Section E. 3 a; and, thus, we can proceed immediately to the computation of the expansion terms $\Phi^{(n)}$ which iris time, because of the factor $y^{2}$ in ( 6.115 ), are given by Eqs. $(5.77)$ in terms of A's corresponding to tine expansion of the same $f(x)$, already listed in Eqs. ( 0.98 ), and in terms of new B's which correspond to the double power series expansion for the function $g(x, y)$ given in (6.II6), namely

$$
\begin{align*}
& B_{O}^{0}=2\left(i k_{2} \rho\right)^{\frac{1}{2}}, \quad B_{2}^{0}=-\frac{1}{2}(I+K)\left(i k_{2} \rho\right)^{-\frac{1}{2}}, \\
& B_{O}^{2}=-\frac{1}{4}\left(i k_{2} \rho\right)^{-\frac{1}{2}}, \quad B_{L}^{0}=\frac{I}{16}(I+K)^{2}\left[\frac{2 K}{I-n^{2}}-I\right]\left(i k_{2} \rho\right)^{-3 / 2},  \tag{0.117}\\
& B_{2}^{2}=-\frac{1}{16}(I+K)\left(i k_{2} \rho\right)^{-3 / 2}, \quad B_{0}^{4}=-\frac{I}{1}\left(i k_{2} \rho\right)^{-3 / 2} .
\end{align*}
$$

Substituting tie A's and B's listed in ( 5.98 ) and ( 6.117 ) into EqS. (5.77), we obtain the expansion terns

$$
\begin{align*}
& \Phi^{(0)}=0, \quad \Phi^{(1)}=0, \\
& \Phi(2)=8 \frac{(1+K)^{3 / 2}}{i k_{2} p} G^{\prime}(0), \\
& \Phi(3)=\frac{(I+K)^{3 / 2}}{\left(i k_{2} \rho\right)^{2}} G^{\prime}(0)\left\{L_{L}(1+K) \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}-20-17 K-\frac{15 K(1+K)}{I-n^{2}}\right\} \text {, }  \tag{6.118}\\
& \Phi(4)=\frac{1}{16} \frac{(1+K)^{3 / 2}}{\left(i k_{2} \rho\right)^{3}} G^{\prime}(0)\left\{16(1+K)^{2} \frac{G^{V}(0)}{G^{\prime}(0)}-8(1+K)\left[28+25 K+\frac{35 K(1+K)}{1-n^{2}}\right] \frac{G^{\prime \prime \prime}(0)}{G^{\prime}(0)}\right. \\
& \left.+3\left(48+96 K+43 K^{2}\right)+\frac{10 K(1+K)(44+35 K)}{1-n^{2}}+\frac{\left.105 K(1+K)^{2}(8)+9 K\right)}{\left(1-n^{2}\right)^{2}}\right\} \text {. }
\end{align*}
$$

To apply the above results to the integral $\partial M_{1}^{(2)} / \partial \rho$ we need only substitute into ( 6.118 ) the derivatives of $G(w)$, evaluated at $w=0$, which are listed in ( (6.101). Next, putting $N=5$, and substituting the results from ( 0.118 ) into ( 6.114 ) we obtain the three-term asymptotic expansion for $\partial V_{1}^{(2)} / \partial \rho$ which we write in the form
$\frac{\partial M_{1}^{(2)}}{\partial \rho}=2 k_{1}^{2}\left(1-n^{2}\right)(1+K)^{3 / 2} e^{i k_{2 \rho}-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{6_{\rho}^{(2)}+\sigma_{\rho}^{\left.(3)+\sigma_{\rho}^{(i}\right)}+0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{5}\right\}$.
where $\lambda$ and $\nu$ are given respectively by Eqs. (6.92) and (6.93) and where
$\phi_{\rho}^{(0)}=0, \quad \phi_{\rho}^{(1)}=0, \quad \phi_{\rho}^{(2)}=n^{2}\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-2}$,
$\phi_{\rho}^{(3)}=-\frac{3 n}{8}\left[8+12 K+5 K^{2}-n^{2}(8+7 K)\right]\left[\left(1-n^{2}\right) i k_{1} \rho\right]^{-3}$,
$\phi_{\rho}^{(14)}=\frac{3}{128}[128+768 K+1)_{140 K^{2}}+1120 K^{3}+315 K^{4}-2 n^{2}\left(128+368 K^{*}\right.$
$\left.\left.+348 K^{2}+105 K^{3}\right)+n^{4}\left(128+248 K+115 K^{2}\right)\right]\left[\left(1-n^{2}\right) i K_{1} \rho\right]^{-4}$.

Once more, comparing tine asymptotic series for $\mathrm{H}_{1}^{(2)}$ and $\partial_{1}(2) / \partial \rho$, it is readily ascertained that tine first term of the derivative is equal, to tine sane order, to tine derivaive of the first term of the function itself which is obtained by differentiating tine exponential factor aione, but tinat tine same statement does not nold true for higier oider temis. Further, we note again titat successive terns of ( 0.120 ) are multiplied by the factor $\left(i k_{1} \rho\right)^{-1}$; and, thus, we have again an asymptotic series in recipiocal poweis of $k_{1} \rho$. as aiready explained in Section 5.2 , tine use of tie dovile
 integral representation is equivaient to the removal of tae branch point for zero srguen of tic Manke tunction; and, tinerefo, tide series obtained are expressed in reciprocal powers of $k_{1} \rho$ ratiner tinan $k_{2} \rho$. It is, of course, Üiris feature that maises tile present computations of practical vaiue, for the series obtained are valid at distances fron tine sousce dipoie whicit measure a few waveiengtiss in tise conducting medium. Thus, for example, iecerring to Table I, at a frequency of only $1000 \mathrm{sec}^{-1}$, a wavelength in tine conducting medium is 50 meters; and, hence, at this frequency, measurements starting at 500 meters or more ought to agree vely weil witil our computed resuits.

$$
\text { Cu3e. Suvtraction of tie pole from tine integrand of } \mathrm{V}_{1}^{(2)} \text { - As already }
$$ explained in Section 6.2e, the poor asymptotic behavior of the expansion (6.82) for $V_{1}^{(2)}$ which is valid for $\left|n^{2} k_{2} \rho\right|>1$ steins from thie presence of a first order pole in tine iunediate vicinity of tine saddie point at $w=0$ in tine w-plane. This difficulty can be resolved, as shown in Section 502c, by extracting tine pole from the integrand of the douvie integral for $V_{l}^{(2)}$ which, according to Eqs. (5.82) and (5.84), we now write in terms of the new integrals $W^{(s)}$ and $W^{(p)}$ as

$$
\begin{equation*}
v_{1}^{(2)}=-\left(2 i k_{2} / \pi\right) e^{i k_{2} \rho-i k_{I}(1-n 2)^{\frac{1}{2}(z-h)}}\left\{W_{s}+W_{p}\right\}=W^{(s)}+W^{(p)} \tag{6.121}
\end{equation*}
$$

where $W_{s}$ is evaluated from the asymptotic expansion (5.84) and $W_{p}$ is given by ( $5: 87$ ).

The integral $W_{p}$ is given by Eq. (5.88) in terms of the parameter $x_{0}$ and of the constant C , defined by Eq. ( 5.89 ), which is still to be evaluated. The point $x=x_{0}$ in the $x$-plane corresponds to the position of tine first order pole of $G(w)$, as given by the second of Eqs. ( 6.61 ), which occurs at $w=w_{0}$ as defined by ( 6.78 ). Inserting this value into ( 6.63 ), we obtain for $x_{0}$ the expression

$$
\begin{equation*}
\frac{1}{2} x_{0}^{2}=i k_{1} p\left[n\left(1-\frac{1}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right)+\left(\left(1-n^{2}\right)^{\frac{1}{2}}-\frac{1}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right) \cot \theta_{2}\right] \tag{E.122}
\end{equation*}
$$

which we have already encountered in ( 6.79 ). Next, to colicuite $C(y)$, as defined by ( $5 \cdot 79$ ), we note that with $\Phi(x, y)=f(x) g(x, y)$, Given by Eq. ( $(. .85),(6.85)$ and ( 6.87$), C(y)$ becomes

$$
\begin{aligned}
c(y) & =\frac{g\left(x_{0}, y\right)}{2 x_{0}} \underset{x \rightarrow x_{0}}{ } \lim _{x}\left\{\left(x^{2}-x_{0}^{2}\right) f(x)\right\} \\
& =\frac{2 n}{1+n^{2}}\left(\frac{4 i k_{2} P}{\left(1+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{-\frac{1}{2}} \cdot \frac{1}{2 x_{0}} \operatorname{Lim}_{w}\left\{\left(x^{2}-x_{0}^{2}\right)[G(w)-G(-w)] \frac{d w}{d x}\right\},
\end{aligned}
$$

from which, substituting for $G(w)$ the expression for $V_{1}^{(2)}$ in ( $0.6 \mathcal{L}$ ) and applying L'Hospital's rule, we obtain

$$
\begin{equation*}
c(y)=-\frac{2 n}{\left(I+n^{2}\right)^{\frac{1}{2}}\left(I-n^{4}\right)}\left(\frac{L_{i k_{2}} \rho}{\left(I+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{-\frac{1}{2}} \tag{6.123}
\end{equation*}
$$

Inserting this expression into (5.89) and making use of (0.83), we have

$$
\begin{align*}
c & =-\frac{2 n}{\left(1+n^{2}\right)^{\frac{1}{2}}\left(1-n^{4}\right)} \int_{0}^{\infty}\left(\frac{4 i k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right) e^{-\frac{1}{2}} e^{-y^{2} / 2} d y \\
& =-\frac{2 n}{\left(1+n^{2}\right)^{\frac{1}{2}}\left(1-n^{4}\right)} \cdot \frac{\pi}{4} H_{0}^{1}\left(\frac{k_{2}}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right) e^{-i k_{2} \rho /\left(1+n^{2}\right)^{\frac{1}{2}}} \tag{6.124}
\end{align*}
$$

Thus, finally, substituting ( 6.124 ) into (5.87) and making use of (6.121), we obtain, after some reductions,

$$
\begin{align*}
W(p) & =-\left(2 i k_{2} / \pi\right) e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} W_{p} \\
& =-\frac{\pi k_{1} n^{2}}{\left(1+n^{2}\right)^{\frac{1}{2}}(1-n 4)}-H_{0}^{1}\left(\cdots \frac{k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right) e^{-i k_{1}\left(z n_{h}\right) /\left(I+n^{2}\right)^{\frac{1}{2}}}\left\{1-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\} \tag{6.125}
\end{align*}
$$

To check this last result, it may be readily verified tint tine factor in front of the bracket is precisely one-half of tine residue of the pole as computed in eitiler the $\lambda$ or $w$ planes, in complete accord with the demands of Eq. (5.4) and subsequent discussion.

Next, we proceed to the evaluation of $W_{S}$ by the double saddle point method of integration. First, we consider the function

$$
\begin{equation*}
\Psi(x, y)=\Phi(x, y)+X(x, \bar{y}) \tag{6.126}
\end{equation*}
$$

which now replaces Eq. (5.78) . Here $\Phi(x, y)$ is given by Eq. (5.85), ( 5.86 ) and ( 5.87 ) wherein $G(w)$ corresponding to $V_{l}^{(2)}$ is given by the second of Eqs. (6.6́l) and. $X(x, y)$ becomes, iron (5.78) and ( $=1.123$ ),

$$
\begin{equation*}
X(x, y)=-\frac{2 x_{0} c(y)}{x^{2}-x_{0}^{2}}=\frac{2 n x_{0}\left(x^{2}-x_{0}^{2}\right)^{-1}}{\left.(1+n 2)^{\frac{1}{2}(1 \min 4}\right)}\left(\frac{4 i k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{-\frac{1}{2}} \tag{6.127}
\end{equation*}
$$

which is of the form ( 5.54 ) and, therefore, has a readily computed double power series expansion. To facilitate the algebra, we rewrite tine expression (6.122) in terns of our parameter K , Eq. (5.67), in the form
$x_{0}^{2}=\frac{i k_{1} n^{3} P Q}{\left(1+n^{2}\right)^{\frac{1}{2}}(1+K)}, \quad Q=\frac{2}{n^{2}}\left[\left(1+n^{2}\right)^{\frac{1}{2}-1}\right]+\frac{2 K}{n^{4}}\left[\left(1+n^{2}\right)^{\frac{1}{2}}-\left(1-n^{2}\right)^{\frac{1}{2}}-n^{2}\right]$,
in which the factor $Q$ can be conveniently expanded as

$$
\begin{equation*}
Q=I-\frac{n^{2}}{4}(1-K)+\frac{n^{4}}{8}-\frac{n^{6}}{64}(5-7 K)+\frac{7 n^{8}}{128}+O\left(n^{10}\right) \tag{6.129}
\end{equation*}
$$

Thus, to evaluate $W_{S}$ in accordance with Eq. (5.84), we choose $N=3$ and proceed to the calculation of the expansion terms

$$
\begin{equation*}
\Psi^{(n)}=\Phi^{(n)}+X^{(n)}, n=0,1,2 \tag{6.130}
\end{equation*}
$$

by applying Eq. (5.86). In this manner we obtain for the expansion coefficients $\Phi^{(n)}$ the expressions

$$
\begin{align*}
& \Phi(0)=0 \\
& \Phi^{(1)}=\frac{2}{n^{4}\left(1-n^{2}\right)} \frac{(1+K)^{3 / 2}}{\left(i k_{1} \rho\right)^{2}},  \tag{6.131}\\
& \Phi^{(2)}=\frac{1}{4} \frac{1}{n^{7}\left(1-n^{2}\right)^{2}} \frac{(1+K)^{3 / 2}}{\left(i k_{1} \rho\right)^{3}}\left\{24(1+K)-n^{2}\left(8+24 K+15 K^{2}\right)-n^{4}(16+15 K)\right\}
\end{align*}
$$

which were obtained from (6.100) after inserting for $G^{\prime}(0)$ and $G^{\prime \prime \prime}(0)$ the expressions given in (6.77). Proceeding similarly, we obtain for the corresponding expansion coefficients $\chi^{(n)}$ the expressions

$$
\begin{aligned}
& X^{(0)}=-\frac{2(1+K)^{\frac{1}{2}} Q^{-\frac{1}{2}}}{n\left(1-n^{4} 4\right)\left(i k_{1} \rho\right)}, \\
& X^{(1)}=-\frac{\left(1+n^{2}\right)^{\frac{1}{2}}(1+K)^{\frac{1}{2}} Q-3 / 2}{\ln 4\left(1-n^{4} 4\right)}\left[8(1+K)+n^{2} Q\right]\left(i k_{1} \rho\right)^{-2}, \\
& X^{(2)}=-\frac{\left(1+n^{2}\right)(1+K)^{\frac{1}{2}} Q-5 / 2}{6 \ln ^{7}\left(1-n^{4} 4\right)}\left[384(1+K)^{2}+10_{n}^{n}(1+K) Q+9 n^{4} Q^{2}\right]\left(i k_{1} \rho\right)^{-3},
\end{aligned}
$$

which were obtained by first expanding $X(x, y)$ into a double power series and then inserting the coefficients into the first time of Eqs. (5.09).

Adding corresponding terms of ( 6.131 ) and ( 6.132 ) to obtain the expansion terms $\Psi^{(n)}$ for $W_{s}$, as given by (6.130), and inserting the corresponding asymptotic expansion (5.84) into (6.121), we obtain, aft ier considerable agebraic manipulation, the three-term expansion for $W^{(s)}$, namely

$$
\begin{align*}
W^{(s)} & =-\left(2 i k_{2} / \pi\right) e^{i k_{2} \rho-i k_{1}\left(l-n^{2}\right)^{\frac{1}{2}}(z-h)_{W_{S}}}  \tag{6.133}\\
& =2 i k_{1}(1+K)^{\frac{1}{2}} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{(0)_{W}(i) \epsilon_{W}(2)+0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{4}\right\}
\end{align*}
$$

where $\lambda$ and $\nu$ are given respectively by Eqs. (6.92) and (6.93) and where

$$
\begin{aligned}
& w^{(0)}= {\left[1+\frac{n^{2}}{8}(1-K)+O\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-1}, } \\
& w^{(1)}=-\frac{1}{8}\left[(K / n)(4+3 K)-\frac{3 n}{16}\left(3-19 K-13 K^{2}+5 K^{3}\right)+O\left(n^{3}\right)\right]\left(i k_{1} \rho\right)^{-2}, \\
& w^{(2)}=\frac{3}{128}\left[(K / n)^{2}\left(48+80 K+35 K^{2}\right)+\frac{5}{8}\left(5+72 K+274 K^{2}+299 K^{3}+77 K^{4}-21 K^{5}\right)\right. \\
&\left.-\frac{1}{8} K(1+K)+0\left(n^{2}\right)\right]\left(i k_{1} \rho\right)^{-3},
\end{aligned}
$$

which were obtained to $O\left(n^{2}\right)$ by expanding the resulting terms in powers of $n$ and neglecting higher order terms.
6.3f. Asymptotic evaluation of the derivatives of $V_{1}^{(2)}$ - Applying the methods developed in the preceding sections, we now proceed to the asymptotic evaluation of the derivatives $\partial V_{1}^{(2)} / \partial z, \quad \partial v_{1}^{(2)} / \partial \rho$ and $\partial^{2} v_{1}^{(2)} / \partial \rho \partial z$ which we need in Chapter VII in the computation of the electric and magnetic field components.

The derivative $\partial V_{I}^{(2)} / \partial z$, according to $\mathrm{Eq} \cdot(6.104)$, can be obtained by the method of the preceding section if we merely replace $G(w)$ by $G_{2}(w)$ defined as

$$
\begin{equation*}
G_{2}(w)=\frac{-i k_{1}\left(1-n^{2} \cos ^{2} w\right)^{\frac{1}{2}}}{n\left(1-n^{2} \cos ^{2} w\right)^{\frac{1}{2}}-\sin w} \tag{6.135}
\end{equation*}
$$

whose odd derivatives, evaluated at $\mathrm{w}=0$, become

$$
\begin{equation*}
G_{z}^{\prime}(0)=\frac{-i k_{1}}{n^{2}\left(1-n^{2}\right)^{\frac{1}{2}}}, \quad G_{z}^{\prime \prime \prime}(0)=-i k_{1} \frac{6-n^{2}-2 n^{4}}{n^{4}\left(1-n^{2}\right)^{3 / 2}}, \tag{6.136}
\end{equation*}
$$

and replace $C(y)$ in (6.123) by $C_{z}(y)=\left(-i k_{1} /\left(1+n^{2}\right)^{\frac{1}{2}}\right) C(y)$, ie.,

$$
\begin{equation*}
C_{z}(y)=\frac{2 i n k_{1}}{\left(1+n^{2}\right)\left(1-n^{4}\right)}\left(\frac{4 i k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{-1 / 2} . \tag{6.137}
\end{equation*}
$$

As before, we write our integral $\partial V_{1}^{(2)} / \partial z$ as the sum of two terms, as in Eq. (ó.121), thus

$$
\begin{equation*}
\frac{\partial \nabla_{1}^{(2)}}{\partial z}=-\left(2 i k_{2} / \pi\right) e^{i k_{2} \rho-i k_{l}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{W_{z s}+W_{z p}\right\}=W_{z}^{(s)}+W_{z}^{(\beta)}, \tag{6.138}
\end{equation*}
$$

where tine subscripts $z$ on the W's do not mean differentiation with respect to $z$, since $W_{z s}$ and $W_{z p}$ are not the derivatives of $W_{s}$ and $W_{p}$. From Eq. (5.87) we see at once that $W^{(p)}$ in Eq. $(6.225)$ can be converted into $W_{z}^{(p)}$ by inerely multiplying by tide factor $\left[-i k_{1} /\left(I+n^{2}\right)^{\frac{2}{2}}\right]$ which is the factor that converts $C(y)$ into $C_{z}(y)$. Thus,

$$
W_{z}^{(p)}=\frac{i m^{2} k_{1}^{2}}{\left(1+n^{2}\right)\left(1-n^{4}\right)} H_{0}^{1}\left(\frac{k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right) e^{-i k_{1}(z-h) /\left(1+n^{2}\right)^{\frac{1}{2}}\left\{1-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\},(6.139)}
$$

which can also be obtained from $W(p)$, Eq. ( 6.125 ), by merely taking the derivative with respect to $\mathbf{z}$ of the exponential factor. Similarly, the expansion terms $\chi^{(n)}$ listed in (0.132) are readily converted into the terms $\chi_{2}^{(n)}$ through multiplication by the factor $\left[-i k_{1} /\left(i n_{n}\right)^{\frac{1}{2}}\right]$, yielding

$$
\begin{align*}
& X_{z}^{(0)}=\frac{2 i k_{1}(I+K)^{\frac{1}{2}} Q^{-\frac{1}{2}}}{n(1-n 4)\left(I+n^{2}\right)^{\frac{1}{2}}}\left(i k_{I} \rho\right)^{-1}, \\
& X_{z}^{(I)}=\frac{i k_{1}(I+K)^{\frac{1}{2}} Q^{-3 / 2}}{\ln n^{4}\left(1-n^{4}\right)}\left[8(I+K)+n^{2} Q\right]\left(i k_{I} \rho\right)-2,  \tag{6.1,10}\\
& X(2)=\frac{i k_{1}\left(I+n^{2}\right)^{\frac{1}{2}}(I+K)^{\frac{1}{2}} Q^{-5 / 2}}{64 n^{7}\left(i-n^{4}\right)}\left[384(I+K)^{2}+I 6 n^{2}(I+K) Q+9 n^{4} Q^{2}\right]\left(i k_{1} \rho\right)^{-3},
\end{align*}
$$

while the new expansion terms $\Phi_{\mathrm{z}}^{(\mathrm{n})}$ are again determined from (6.100) by replacing $G(w)$ with $G_{z}(w)$ and using the evaluated derivatives given in (6.136) . In this manner', we obtain

$$
\begin{align*}
& \Phi_{z}^{(0)}=0, \quad \Phi_{z}^{(1)}=-\frac{2 i k_{1}(I+K)^{3 / 2}}{n^{4}\left(I-n^{2}\right)^{\frac{1}{2}}}\left(i k_{I} \rho\right)^{-2} \\
& \Phi_{z}^{(2)}=-\frac{i k_{1}(I+K)^{3 / 2}}{4 n^{7}\left(I-n^{2}\right)^{3 / 2}}\left[24(1+K)-n^{2}\left(8+2 L_{1} K+15 K^{2}\right)-n^{4}(4+3 K)\right]\left(i k_{1} P\right)^{-3} \tag{6.141}
\end{align*}
$$

Combining the above expansion terms in accordance with (6.130) and substituting the resulting asymptotic expansion (5.84) into (6.138), we obtain, after considerable simplification,

$$
\begin{equation*}
w_{z}^{(s)}=\frac{2 k_{l}^{2}(1+K)^{\frac{1}{2}}}{\left(l+n^{2}\right)^{\frac{1}{2}}} e^{i k 2 \rho_{-i k l}\left(l-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{w_{z}^{(0)}+w_{z}^{(1)}+w_{z}^{(2)}+0\left(\frac{1}{\lambda}+\frac{1}{2}\right)^{4}\right\} \tag{6.142}
\end{equation*}
$$

where again $\lambda$ and $\nu$ are given by Eqs. (6.92) and (6.93), respectively, and where

$$
\begin{align*}
& w_{z}^{(0)}=\left[1+\frac{n^{2}}{8}(1-K)+0\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-1}, \\
& W_{z}^{(I)}=-\frac{1}{8}\left[\frac{K}{n}(4+3 k)-\frac{n}{16}\left(73+7 K-39 K^{2}+15 K^{3}\right)+0\left(n^{3}\right)\right]\left(i k_{1} \rho\right)^{-2},  \tag{6.143}\\
& w_{z}^{(2)}=\frac{1}{128}\left[3\left(\frac{K}{n}\right)^{2}\left(48+80 K+35 K^{2}\right)-\frac{1}{8}\left(437+971 K-1611 K^{2}-3525 K^{2}-1155 K^{4}+315 K^{5}\right)\right. \\
& +O\left(n^{2} \delta\right]\left(i k_{1} p\right)^{-3} \text {. }
\end{align*}
$$

Comparing the asymptotic expansion (6.133) for $W^{(s)}$ with (6.143) for $W_{\mathbf{Z}}^{(s)}$, we see that the latter is not the term by term derivative of the former and that not even the leading term of $W_{Z}^{(s)}$ is the derivative of the leading term of the primitive function except to within terms of $O\left(n^{4}\right)$. The asymptotic expansion for the derivative $\partial V_{l}^{(2)} / \partial \rho$ can again be written, from Eq. (6.114), as the sum of two terms

$$
\begin{equation*}
\frac{\partial v_{1}^{(2)}}{\partial \rho}=\left(k_{2}^{2} / 2 \pi i k_{2} \rho\right) e^{i k_{2 \rho}-i k_{1}(1-n 2)^{\frac{1}{2}}(z-h)}\left\{W_{\rho s}+w_{\rho p}\right\}=w_{\rho}^{(s)}+w_{\rho}^{(p)}, \tag{6.144}
\end{equation*}
$$

where tine subscripts $\rho$ do not mean differentiation with respect to $\rho$.

Thus, from Eq. (5.78) as applied to $\Phi(x, y)$ in Eq. ( 6.215 ), we have

$$
\begin{equation*}
c_{\rho}(y)=-\frac{2 n y^{2}}{\left(I+n^{2}\right)^{\frac{1}{2}}\left(I-n^{4}\right)}\left(\frac{4 i k_{2} \rho}{\left(I+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{\frac{1}{2}} ; \tag{6.145}
\end{equation*}
$$

and from Eqs. (5.88) and (5.89), making use of ( 6.144 ), we then obtain

$$
W_{P}^{(p)}=\frac{m^{3} k_{I}^{2}}{\left(I+n^{2}\right)(I-n 4)} H_{1}^{I}\left(\frac{k_{2} \rho}{\left(I+n^{2}\right)^{\frac{1}{2}}}\right) e^{-i k_{I}(z-h) /\left(I n_{2}^{2}\right)^{\frac{1}{2}}\left\{I-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\}, ~}
$$

which can be deduced from $W^{(p)}$, Eq. (6.125), by merely taking tine derivative within respect to $\rho$ of tine Hansel function.

Proceeding as before, the expansion terms $\chi_{\rho}^{(n)}$ are deduced by first expanding $\quad X_{\rho}(x, y)$, obtained from (6.127) after replacing $C(y)$ by $c \rho(y)$, Eq. ( $0.1 \mid 5)$, into a double power series and then making use of Eq. (5.69). In this way we obtain

$$
\begin{align*}
& X_{\rho}^{(0)}=0, \quad X_{\rho}^{(1)}=-\frac{8(I+K)^{\frac{1}{2}}}{\left(I+n^{2}\right)^{\frac{1}{2}}\left(I-n^{4}\right)} Q^{-\frac{1}{2}}, \\
& X_{\rho}^{(2)}=-\frac{(1+K)^{\frac{1}{2}} Q^{-3 / 2}}{n^{3}\left(I-n^{4}\right)}\left[8(I+K)-3 n^{2} Q\right]\left(i k_{I} \rho\right)^{-1},  \tag{1}\\
& X_{\rho}^{(3)}=-\frac{3}{16} \frac{\left(1+n^{2}\right) \frac{1}{2}(I+K)^{\frac{1}{2}}}{n^{6}\left(I-n^{4}\right)}[128(1)
\end{align*}
$$

and tine expansion terms $\Phi_{\rho}^{(n)}$ are next obtained from ( 0.118 ) with $G^{\prime}(0)$ and $G{ }^{\prime \prime}(0)$ as taker from ( 6.77 ), yielding

$$
\begin{align*}
& \Phi_{0}^{(0)}=0, \quad \Phi_{\rho}^{(1)}=0, \quad \Phi_{\rho}^{(2)}=\frac{8(1+K)^{3 / 2}}{n^{3}\left(1-n^{2}\right)}\left(i k_{1} \rho\right)^{-1}, \\
& \Phi_{\rho}^{(3)}=\frac{3(1+K)^{3 / 2}}{n^{6}\left(1-n^{2}\right)^{2}}\left[8(1+K)-n^{2}\left(8+12 K+5 K^{2}\right)-n^{4} K\right]\left(i k_{1} \rho\right)^{-2}, \tag{6.148}
\end{align*}
$$

Combining the above expansion terms in accordance with (6.130) and inserting the resulting asymptotic expansion (5.84) into Eq. (6.14h), we obtain, after some simplification,

$$
\begin{equation*}
\dot{w}_{\rho}^{(s)}=-\frac{2 k_{1}^{2}(1+K)^{\frac{1}{2}}}{\left(1+n^{2}\right)^{\frac{1}{2}}} e^{i k_{2} \rho_{-i k_{1}}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{w_{\rho}^{(0)}+w_{\rho}^{(1)}+w_{\rho}^{(2)}+w_{\rho}^{(3)}+0\left(\frac{1}{\lambda}+\frac{1}{\nu}\right)^{4}\right\}, \tag{6.149}
\end{equation*}
$$

where $\lambda$ and $\nu$ are again given by Eqs. (6.92) and (6.93), respectively, and where

$$
w^{(0)}=0, \quad w_{\rho}^{(1)}=n\left[1+\frac{n^{2}}{8}(1-K)+0\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-1}
$$

$$
w_{\rho}(2)=-\frac{1}{8}\left[8+8 K+3 K^{2}+\frac{n^{2}}{16}\left(79+97 K+39 K^{2}-15 K^{3}\right)+0\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-2},(6 \cdot 150) \ldots
$$

$$
w_{\rho}^{(3)}=\frac{3}{128}\left[\frac{K}{n}\left(64+144 K+120 K^{2}+35 K^{3}\right)-\frac{n}{8}\left(35-1059 K-21489 K^{2}-2035 K^{3}\right.\right.
$$

$$
\left.\left.-385 K^{4}+105 K^{5}\right)+O\left(n^{3}\right)\right]\left(i k_{1} \rho\right)^{-3}
$$

The asymptotic expansion for the mixed second derivative $\partial^{2} V_{1}^{(2)} / \partial z \partial \rho$ can also be written, as in Eq. (6.1 $\mathrm{W}_{\mathrm{L}}$ ), as the sum of two terms
$\frac{\partial V_{1}^{(2)}}{\partial \rho_{z}}=\left(k_{2}^{2} / 2 \pi i k_{2} \rho\right) e^{i k 2 \rho-i k_{1}(1-n 2)^{\frac{1}{2}}(z-h)}\left\{W_{\rho z s}+w_{\rho_{z p}}\right\}=w_{\rho_{z}}^{(s)}+w_{\rho_{z}}^{(p)}$,
where the subscripts $\rho$ and $z$ do not mean differentiation. From Eq. (5.78) as applied to $\Phi(x, y)$ in Eq. (6.115) where $G(w)$ is replaced by $G_{z}(w)$, Eq. (6.135), we have

$$
\begin{equation*}
c_{\rho_{z}}(z)=\frac{2 i k_{1} n y^{2}}{\left(I+n^{2}\right)\left(I-n^{4}\right)}\left(\frac{4 i k_{2} \rho}{\left(I+n^{2}\right)^{\frac{1}{2}}}-y^{2}\right)^{\frac{1}{2}} ; \tag{6.152}
\end{equation*}
$$

and, thus, comparing (6.I52) with (6.145), $W_{p}^{(p)}$ may be obtained from $W_{P}^{(p)}$ by multiplying by the factor $\left[-i k_{1} /\left(1+n^{2}\right)^{\frac{1}{2}}\right]^{\rho}$, yielding

$$
\begin{equation*}
W_{\rho z}^{(p)}=-\frac{\pi i k_{1}^{3} n^{3}}{\left(I+n^{2}\right)^{3 / 2}(1-n 4)} H_{I}^{1}\left(\frac{k_{2} \rho}{\left(I+n^{2}\right)^{\frac{1}{2}}}\right) e^{i-i k_{1}(z-h) /\left(1+n^{2}\right)^{\frac{1}{2}}\left\{I-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\} . . . ~ . ~ . ~} \tag{6.153}
\end{equation*}
$$

Proceeding as before, the expansion terms $\chi_{\rho}^{(n)}$ are obtained from (6.147) by simply multiplying by the same factor, $\left[-i k_{1} /\left(1+n^{2}\right)^{\frac{1}{2}}\right]$; thus

$$
\begin{align*}
& X_{\rho_{Z}}^{(0)}=0_{3} \quad X_{\rho Z}^{(I)}=\frac{8 i k_{I}(I+K)^{\frac{1}{2}}}{\left(I+n^{2}\right)^{\frac{1}{2}}\left(I-n^{4}\right)} Q^{-\frac{1}{2}}, \\
& X_{\rho Z}^{(2)}=\frac{i k_{I}(I+K)^{\frac{1}{2}} Q^{-3 / 2}}{n^{3}\left(1+n^{2}\right)^{\frac{1}{2}}\left(I-n^{4}\right)}\left[8(I+K)-3 n^{2} Q\right]\left(i k_{I} \rho\right)^{-1},  \tag{6.154}\\
& X_{\rho z}^{(3)}=\frac{3}{16} \frac{i k_{I}(I+K)^{\frac{1}{2}} Q^{-5 / 2}}{n^{6}\left(1-n^{4}\right)}\left[128(1+K)^{2}-16 n^{2}(I+K) Q-5 n^{4} Q^{2}\right]\left(i k_{I} \rho\right)^{-2} ;
\end{align*}
$$

and the expansion terms $\Phi_{\mathrm{Z}}^{(\mathrm{n})}$ are next obtained from (6.118) with the odd derivatives of $G(w)$ evaluated at $w=0$ given for $G_{Z}(w)$ in Eqs. (6.136),
yieiding

$$
\begin{align*}
& \Phi_{\rho z}^{(0)}=0, \quad \Phi_{\rho_{z}}^{(1)}=0, \quad \Phi_{\rho_{z}}^{(2)}=-\frac{8 i k_{1}(1+K)^{3 / 2}}{n^{3}\left(I-n^{2}\right)^{\frac{1}{2}}}\left(i k_{1} \rho\right)^{-1}  \tag{6.155}\\
& \Phi_{\rho_{z}}^{(3)}=-\frac{31 k_{1}(1+K)^{3 / 2}}{n^{6}\left(1-n^{2}\right)^{3 / 2}}\left[8(1+K)-n^{2}\left(8+12 K+5 K^{2}\right)+n^{4}(4+3 K)\right]\left(i k_{1} \rho\right)^{-2} .
\end{align*}
$$

Combining the above expansion terms in accordance with (6.130) and inserting the resulting asymptotic expansion (5.84) into Eq. (6.151), we obtain, after some simplification;
where $\lambda$ and $\nu$ are given by Eqs. (6.92) and (6.93), respectively, and where

$$
\begin{align*}
& w_{\rho_{z}}^{(0)}=0, \quad w_{\rho_{z}}^{(1)}=n\left[1+\frac{n^{2}}{8}(1-K)+0\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-1}, \\
& w_{\rho_{z}}^{(2)}=-\frac{1}{8}\left[8+8 K+3 K^{2}+\frac{3}{16} n^{2}\left(5+11 K+13 K^{2}-5 K^{3}\right)+0\left(n^{4}\right)\right]\left(i k_{1} \rho\right)^{-2},  \tag{6.157}\\
& w_{\rho z}^{(3)}=\frac{3}{128}\left[\frac{K}{n}\left(64+144 K+120 K^{2}+35 K^{3}\right)-\frac{n}{8}\left(547+221 K-1501 K^{2}-1715 K^{3}\right.\right. \\
& \left.\left.-385 K^{4}+105 K^{5}\right)+0\left(n^{3}\right)\right]\left(i k_{1} \rho\right)^{-3} .
\end{align*}
$$

## VII. RESULIS FOR THE CONDUCTITG VEDIOH

In the present Chapter we discuss the approximate expressions for the fundamental integrals, the components of the Hertzian vector, and the electric and magnetic field components pertaining to points of observation in the conducting medium. In particular, it is important to note that all of our results are necessarily restricted to $|n|<1,\left|k_{1} \rho\right|>1$, and $\left|k_{1} \rho\left(\cot _{2}-I\right)\right|>I$ when $k_{2} \rho<I$, where tie first condition was inposed initially and the latter two arise from the form of the remainder in tile asymptotic evaluation of the integrals. Rather than merely cataloguing tile resulte Nuicir could be obtained directly from our expressions for the fundanental integrals and tieir derivatives, as given in the previous Chapter, we present also further approximations of our resuits appropriate to different ranges of tine parameters and obtain simpler and more useful expressions. We consider tine three principal ranges: $\rho \rightarrow \infty,\left|n^{2} k_{2} \rho\right|<1$ $<k_{2} \rho$, and $k_{2} \rho<I<\left|k_{1} \rho\right|$, the oniy range of practical interest for tile present Low frequency investigation being for $k_{2} \rho<1<\left|k_{1} \rho\right|$, particularly when $\theta_{2}>5^{\circ}$; otner ranges are included in order to compare our resulte witin the results obtained by other workers. In addition, we
consiaer une two inportant limiting cases in which $(h-z)=0$ and $n=0$ that have been considered by otier autions. In so doing, we have been led to examine anew the whole question of the existence or non-existence of the so-cchled Zemeci surface waves; and, as inentioned earlier, we trust that we have settled tise question beyond further controversy.

## 7.I APPMOXIIATE RESULTS FOR VARIOUS RAVGES OF THE PARAUETERS

In tilis Section we consider the form assumed by our results in various ranges of the parameters. First, we consider the effect of imposing tine condition $\left|k_{1} p\right|>1$ required by our asymptotic series winch means that tine point of obsenvation inust be at least a few wavelengtins in the conducting mediun away from the source and we show that, under this condition, all exponentially attenuated terms can be neglected which results in considerable simplification. Next, we take up the analysis of our asymptotic results in ine limit $\rho \rightarrow \infty$ and we show that tine interface at $z=0$ separating tire two media acts as a source of secondary waves. In order to be able to compare our results witil tinose of Sonmerfeld we then consider the range $\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$ which implies that the point of ouservation is at least several wavelengths in air away from tie source wille Sormerfeld's "numerical distance" (measured by $\left|n^{2} k_{2} \rho\right|$ ) is small; and, finally, we take up tine range of parameters which is the only one applicable to the low frequency case; namely, $k_{2} \rho<1<\left|k_{1} p\right|$ and which inplies that the distance of the point of observation from the source is at least a few wavelengths in the conducting medium but only a small fraction of a wavelength in air.
7.1a. Imposition of the condition $\left|k_{1} p\right| \geqslant 10-$ The equations deveioped in Chapters II and III were obtained without any assumption as regards tine order of magnitude of tine parameters owier than $|n|<I$; however, sone simplirication can be achieved by now imposing the condition $\left|k_{1} \rho\right|>I$ which was found necessary in order to outain the asymptotic series evaiuation or the integials. Thus, for $\left|k_{\mathcal{L}} \rho\right|>1$ we may negiect terms witich ale exponentiaily atcenuated whicis inciude $\Psi_{1}$ and $\Psi_{2}$, Eqs. (2.0́5) aud (2.06), respectively, as well as ail integrais of tive bype $I_{1}$ and vileir derivatives, ali of wincil inay be iegarded as asising from contributions over tive patin $C_{1}$ around the cut for $\gamma_{1}$ in vine $\lambda$-piane. Thus, we contend that ail integrais of the type $I_{1}$ are of tine order of magntude of the erioi comintied in tine asymptotic evaluation of tine integrals of the type $I_{2}$ which are computed over the patin $C_{2}$ around tie brancin cut for $\gamma_{2}$ in the i-piane (see Fige 4). To see this, consider an integrail of tine form (5.10) in miticir $\Phi(x)$ possesses a branch point at $x=x_{2}$ and is anaiytic for $|x|<\lambda^{\frac{1}{2}}$ wiere $\lambda^{\frac{1}{2}}=\left|x_{1}\right|$ and let tie brancis cut extend froni $x=x_{1}$
 according to Watson's Lemma, Section 5.la, the integrail yields identical results for path (1) and for path (2) which differ from each other only in that biey go to infinity on different sides of tie ciosen brancin cut. The difference between tise invegial taken over patin (1) and thie integrai taken over pait (2) is ciearly the contribution around the branch cuto Thus, this contrioution itseif rust be of the oider of tine magnitude of the uncertainty in tine asymptotic evaluation of the integral over either path (1) or patin (2). Appiying tie $\operatorname{sesults}$ of the previous paragraph, we obtain from Eqs. (63) and ( 6.7 )


Fig. 9.- Diagram showing that the difference between the integral over path (1) and the integral over path (2) is the contribution around the branch cut.

$$
\begin{align*}
& \mathrm{U}_{1} \approx \mathrm{in}_{1}^{(2)} \\
& \mathrm{v}_{1} \approx \mathrm{v}_{1}^{(2)}
\end{align*}
$$

with similar relations for the derivatives. Using (7.1), the Cartesian components of tile Hertzian vector for the conducting medium given by Eq. (3.1) and (3.14) become

$$
\begin{align*}
& \pi_{x I} \approx \frac{i p}{4 \pi k_{i} \eta_{I}} m_{I}^{(2)}, \\
& \pi_{z I} \approx-\frac{i p \cos 6}{4 \pi k_{I} \eta_{I}} \frac{\left(I+n^{2}\right)}{k_{I}^{2}} \frac{\partial^{2} V_{I}^{(2)}}{\partial \rho \partial z}
\end{align*}
$$

Similarly, the electric field components from Eqs. (3.14a), (3.15a) and (3.10) become

$$
\begin{align*}
& E_{\rho I} \approx-\frac{i p \cos \phi}{4 \pi k_{1} \eta_{I}}\left\{\frac{1}{\rho} \frac{\partial V_{1}^{(2)}}{\partial \rho}+\frac{n^{2} k_{1}^{2}}{1+n^{2}}\left[V_{1}^{(2)}-V_{1}^{(2)}\right]\right\}, \\
& E_{\phi I} \approx-\frac{i p \sin \phi}{4 \pi k_{1} \eta_{I}}\left\{\frac{i}{\rho} \frac{\partial V_{I}^{(2)}}{\partial \rho}+k_{1}^{2} M_{I}(2)\right\}, \\
& E_{z I} \approx=\frac{i p \cos \phi}{4 \pi k_{1} \eta_{1}}\left\{n^{2} \frac{\partial^{2} V_{1}^{(2)}}{\partial \rho \partial z}\right\} ;
\end{align*}
$$

and finally the magnetic field components from Eqs. (3.24b), (3.25b), and (3.20́b) become

$$
\begin{align*}
& H_{p I} \approx \frac{p \sin \phi}{4 \pi k_{1}^{2}} \frac{\partial}{\partial z}\left\{\left(1+n_{1}^{2}\right) \frac{I}{\rho} \frac{\partial v_{1}^{(2)}}{\partial \rho}+k_{1} M_{1}^{(2)}\right\}, \\
& H_{\phi I} \approx-\frac{p \cos \phi}{4 \pi k_{1}^{2}} \frac{\partial}{\partial z}\left\{\left(1+n_{1}^{2}\right) \frac{I}{\rho} \frac{\partial v_{1}^{(2)}}{\partial \rho}+n^{2} k_{1}^{2} v_{1}^{(2)}\right\},  \tag{1}\\
& H_{z I} \approx-\frac{p \sin \phi}{4 \pi}\left\{\frac{\partial M_{I}^{(2)}}{\partial \rho}\right\} .
\end{align*}
$$

All of the integrals appearing in the above equations have been evaluated subject only to the conditions $\ln \left|<I,\left|k_{1} \rho\right|>I,\left|k_{1} \rho\left(\cot _{2}-1\right)\right|>I\right.$ when $k_{2} \rho<l$ and are presented in Chapter VI.

Before proceeding with tine investigation of the results for the three principal ranges of parameters, $\rho \rightarrow \infty,\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$ and $k_{2} \rho<I<\left|k_{1} \rho\right|$, it is important to note that our results are not discontinuous, even though the approximate expressions derived for one region of the parameters may not fit smoothly with the approximate expression derived for another region. If one wishes to investigate the transition from one region to another, it is only necessary to return to the exact expressions of the asymptotic series and choose the appropriate approximation for tills transition region to obtain the continuity which actually exists.

In order to illustrate the type of additional approximations which are appropriate for particular ranges of the parameters, we single out for special study the fundamental integral $V_{1}^{(2)}$. To facilitate later discussion we collect together in one set of formulas the most general expression that we have been able to obtain for $V_{1}^{(2)}$ which is valid for all ranges of the parameters that are considered; thus, from Eqs. (6.121), (6.125), (6.133), ( 6.131 ) and ( 6.137 ), using the definition ( 6.123 ) for $Q$, we may write
where
is an exact expression exhibiting the tern as the product of two distinct factors, and where

$$
\begin{aligned}
W_{\perp}^{(s)} \sim & I-\frac{\left(I+n_{2}^{2}\right)^{\frac{1}{2}}}{8 n^{3}}\left[8\left(I+n_{1}\right)^{\frac{1}{2}}(I+K)-8(I+K) Q^{-3 / 2}-n^{2} Q^{-\frac{1}{2}}\right] Q^{\frac{1}{2}}\left(i k_{I} \rho\right)^{-1} \\
& +\frac{3}{i 28}\left[\left(\frac{K}{n}\right)^{2}\left(48+80 K+35 K^{2}\right)+\frac{5}{8}\left(5+72 K+274 K^{2}+299 K^{3}\right.\right. \\
& \left.\left.+77 K^{4}-21 K^{5}\right)=\frac{1}{8} K(I+K)+0\left(n^{2}\right)\right]\left(i k_{I} \rho\right)^{-2}
\end{aligned}
$$

is a three-term asymptotic expansion. Here K is defined by Eq. (6.0́7) and $x_{0}$ by Eq. (G.l22) A similar general expression for $\mathrm{Fi}_{1}^{(2)}$ is given by Eq. (GolU2) whicin, accordingly, is not reproduced here.

Despite tie fact tit inosi of our attention is given to $\mathrm{V}_{\perp}^{(2)}$, it is entremets important to note that tile components of the Hertzian vector and the field components, in general, are not obtainable by differentiating tie asymptotic series expressions for $\mathrm{Hin}_{2}^{(2)}$ and $\mathrm{V}_{\mathrm{L}}^{(2)}$, since an asymptotic series may not, in general, be differentiated term by term (only for the case $\rho \rightarrow \infty$ is it found to be a valid process). The components of the Hertzian
vector and the field components must be obtained by applying the additional approximations which are appropriate for a particular range of the parameters to the asymptotic series evaluation of the derivatives as given in the previous Chapter.
7.1b. Asymptotic results for $\rho \rightarrow \infty$ - Although the investigation of this case has no direct practical application for the present low frequency case, it is of interest to further denonstiate that the interface between the conducting and non-conducting media acts as a distributed source of secondary waves, as was denonstrated for the static case, Section 4.5, and to illustrate the nature of the transition in the form of $V_{1}^{(2)}$ between the ranges of the parameters $\rho \rightarrow \infty$ or $\left|n^{2} k_{2} \rho\right|>1$ and $\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$ which is of particular interest when we wish to compare our results with those of Sormerfeld for $(h-z)=0$.

The integral $\nabla_{1}^{(2)}$ for the case $\rho \rightarrow \infty$ or in particular for $\left|n^{2} k_{2} \rho\right|>1$ may be obtained directly from the evaluation of $V_{1}^{(2)}$ without first removing the pole; thus, from the first term of Eq. (6.82), we obtain

$$
\begin{equation*}
V_{I}^{(2)} \sim \frac{2 i(1+K)^{3 / 2}}{n^{2} k_{2}\left(I-n^{2}\right)} \frac{I}{\rho^{2}} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} \tag{7.6}
\end{equation*}
$$

where $K$ is given by Eq. $(6.67)$. This result may also be obtained from the evaluation of $V_{l}^{(2)}$ by first removing the pole, as given by Eq. (7.5), by first expanding asymptotically both the Hankel function and the function $\left\{1-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\}$ arising from $W^{(p)}$, process which is justified since $k_{2} \rho>\left|x_{0}^{2}\right|>1$ where $\left|x_{0}^{2}\right| \approx\left|n^{2} k_{2} \rho\right|$ from (6.122). To two terms, ${ }^{32}$ we

32 E. T. Whittaker and G. IV. Watson, "A Course of Modern Analysis," (The Macrnillan Co., New York, 1948), Am. Ed., pp. 340-343, Section 16.3.
nave Io r tie second factor in (7.5a)

$$
\left.\operatorname{t}^{\frac{1}{2}}\left(-i x_{0} / 2^{\frac{1}{2}}\right) e^{\left(-i x_{0}\right.} / 2^{\frac{1}{2}}\right)^{2}\left\{i-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\}=i-\frac{1}{2}\left(-i x_{0} / 2^{\frac{1}{2}}\right)^{-2}+
$$

Sanitary, expanding the Hanker function in Ec. (7.5a) asymputicaliy we obtain to two terns for fo contribution mon tie pole

where use has been made of Eq. (u.i28) to express $x_{0}$ in terms of $K$ and $Q$. Combining (\%.8) within $W^{(s)}$, given by Eq. (7.5) and (\%.bs), aid neglecting tie third vein of tine series for $\mathrm{W}^{(s)}$, we again obtain tine result (7.0) which was to be proved.

Tine deilvaives of $V_{\perp}^{(2)}$ in tile Limit $\rho \rightarrow \infty$ nay de obtained by ditferentuting ( $7 \cdot 0$ ), noting ion Eq. (V́óv) tint

$$
\begin{equation*}
\frac{\partial K}{\partial \rho}=-\frac{K(I+K)}{\rho} \quad \text { and } \quad \frac{\partial K}{\partial z}=\frac{K(I+K)^{2}}{\left.(I-)^{2}\right)^{\frac{1}{2}} \rho} \text {, } \tag{7.9}
\end{equation*}
$$

and ievaining only lie leading tern, process winch may be verified by envier tide sadie point method before tine removal of tine pole or after tine removal, as denonisúated above.

The integral in in ion tile case $\rho \rightarrow \infty$ is given direction by tie fist vein of $\mathrm{Eq} \cdot($ (6.IO2), virus

$$
\operatorname{in}_{2}^{(2)} \sim \frac{2 i n(1+K)^{3 / 2}}{k_{1}\left(I-i_{1}^{2}\right)} \frac{I}{\rho^{2}} e^{i k} \rho-i i_{I}\left(I-n^{2}\right)^{\frac{2}{2}}(z-n)
$$

The derivatives of $\mathrm{H}_{\mathrm{L}}(2)$ in the innit $\rho \rightarrow \infty$ may be obtained by differentiating
(7.10) and retaining the leading term, as may be verified by examining the leading terms of Eqs. (6.107) and (6.119).

The components of the Hertzian vector as given by Eqs. (7.2) become in the linit $\rho \rightarrow \infty$, making use of Eqs. (7.6) and (7.10),

$$
\begin{align*}
& \pi_{x I} \sim-\frac{p(1+K)^{3 / 2}}{2 \pi k_{1}^{2} \eta_{I}} \frac{n}{1-n^{2}} \frac{1}{\rho^{2}} e^{i k_{2} \rho^{\rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}} \\
& \Pi_{z I} \sim \frac{p(1+K)^{3 / 2}}{2 \pi k_{1}^{2} \eta_{I}} \frac{\left(1+n^{2}\right) \sim \cos \phi}{n^{2}\left(1-n^{2}\right)^{\frac{1}{2}}} \frac{1}{\rho^{2}} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)} \tag{7.11}
\end{align*}
$$

Apart from the cos $\phi$ factor, it is apparent that we have $\left|\pi_{x I} / \Pi_{z 1}\right|=O\left(n^{3}\right)$, whicir indicates that in the low frequency case the field, as $\rho \rightarrow \infty$, may be described primarily in terms of the $z$ component of the Hertzian vector, which in the static linit was associated with a secondary source distributed over the boundary between the conducting and non-conducting media.

Next, we compute the field components and further denonstrate that they are essentially produced by a secondary source distributed over the surface $z=0$ Dy siowing tinat the power flow, as represented by Poynting's vector, is essentially a vector in tine negative $z$ direction and therefore not a vector along the line from the original source. Thus, by inserting Eqs. (7.0) and (7.10) into Eqs. (7.3), we obtain for tie electric field components as $\rho \rightarrow \infty$

$$
\begin{align*}
& E_{\rho I} \sim \frac{p \cos \phi(1+K)^{3 / 2}}{2 \pi \eta_{1}} \frac{1}{n} \frac{1}{\rho^{2}} e^{i k_{2 \rho^{\rho}-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}} \\
& E_{\phi 1} \sim \frac{p \sin \phi(1+K)^{3 / 2}}{2 \pi \eta_{1}} \frac{n}{1-n^{2}} \frac{1}{\rho^{2}} e^{i k_{2} \rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}, \\
& E_{z I} \sim \frac{p \cos \phi(1+K)^{3 / 2}}{2 \pi \eta_{1}} \frac{1}{\left(1-n^{2}\right)^{\frac{1}{2}}} \frac{1}{\rho^{2}} e^{i k_{2 \rho-i k I}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}
\end{align*}
$$

Tese same yecultis to mitin $O\left(n^{2}\right)$ may be obtained from Eqs. (3.13) by Ensertug Es ( (for), tus

$$
\begin{gathered}
\mathrm{I}_{\rho 1} \approx \frac{\partial^{2} \pi_{z I}}{\partial \rho_{z}}, \quad E_{\phi 1} \approx-k_{I}^{2} \sin \phi \pi_{x I} \\
E_{z I}
\end{gathered}
$$

 components stand in the relative order of magnitude $\left|E_{p_{1}} / E_{21} / E_{61}\right|=O\left(1 / n_{1} / n^{2}\right)$. Sirailaily, Dy inserting Eqs. (7.0) and (7.10) into Eqs. (7.1) we obtain for tile magnetic field components as $\beta \rightarrow \infty$

$$
\begin{align*}
& H_{\rho I} \sim \frac{p \sin \phi(1+K)^{3 / 2}}{2 \pi\left(1-n^{2}\right)^{\frac{1}{2}}} n \frac{1}{\rho^{2}} e^{i k} 2^{\rho-i k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)}, \\
& H_{\phi I} \sim-\frac{p \cos \phi(I+K)^{3 / 2}}{2 \pi\left(1-n^{2}\right)^{\frac{1}{2}}} \frac{1}{n} \frac{1}{\rho^{2}} e^{i k_{2} \rho_{-i} k_{1}\left(1-n^{2}\right)^{\frac{1}{2}}(z-h)},  \tag{7.13}\\
& H_{z I} \sim \frac{p \sin \phi(I+K)^{3 / 2}}{2 \pi\left(1-n^{2}\right)^{\frac{1}{2}}} \frac{n^{2}}{\left(I-n^{2}\right)^{\frac{1}{2}}} \frac{1}{\rho^{2}} e^{i k 2 \rho-i k_{1}\left(I-n^{2}\right)^{\frac{1}{2}}(z-h)},
\end{align*}
$$

whicir can also be obtained to witioin $O\left(n^{2}\right)$ from Eqs. (3.23) by inserting Eqs. (7.11), tinus

$$
\begin{gather*}
H_{p l} \approx=i k_{1} \eta_{1} \sin \phi \frac{\partial \pi_{x I}}{\partial z}, \quad H_{\phi 1} \approx i k_{1} \eta_{1} \frac{\partial \pi_{z 1}}{\partial \rho}, \\
H_{z I} \approx i k_{1} \eta_{1} \sin \phi \frac{\partial \pi_{x I}}{\partial \rho} ;
\end{gather*}
$$

and, therefore, we obtain the relative order of magnitudes $\left|H_{b l} / H_{p 1} / H_{z 1}\right|=O\left(1 / n^{2} / n^{3}\right)$, apart from the factors sinh and cosh. Next, we examine the components of the complex Poynting's vector, $S_{I}=\frac{1}{2}\left(E_{I} \times H_{1}^{*}\right)$, and readily determine from the relative orders of magnitude of the field components given in the previous paragraph that $\left|S_{z 1} / S_{p_{1}} / S_{\phi 1}\right|=0\left(1 / n^{\prime} / n^{3}\right)$. Neglecting the $\phi$ component as being negligible the remaining components can be expressed to an accuracy of $O\left(n^{4}\right)$ simply as

$$
S_{z I} \approx \frac{1}{2} E_{p I} H_{\phi 1}^{*} \quad \text { and } \quad S_{p_{1}} \approx-\frac{2}{2} E_{z 1} H_{6 I}^{*}
$$

where it may be seen from Eqs. (7.12) and (7.13) that to an accuracy of $O\left(n^{2}\right)$ the Poynting's vector is associated with $\pi_{z l}$ only. To obtain the net power flow we consider the time average Poynting's vector ${ }^{33}$ given by

$$
\left\langle s_{z I}\right\rangle \approx \frac{1}{2} \operatorname{Re}\left\{E_{p_{1}} H_{\phi I}^{*}\right\}, \quad\left\langle s_{p_{1}}\right\rangle \approx \frac{1}{2} \operatorname{Re}\left\{-E_{z_{1}} H_{\phi I}^{*}\right\}
$$

Substituting the first and third of Eqs. (7.12) and the second of Eqs. (7.13) into Eqs. (7.15), neglecting $n^{2}$ as compared with unity, recalling that $I / \eta_{I}=\zeta_{I}=\omega \mu_{0} / k_{I}$, and putting $k_{I}=(I+i) / \delta$ where $\delta=\left(2 / \omega \mu_{0} \sigma\right)^{\frac{1}{2}}$ is the so-called "skin depth", we obtain

$$
\begin{align*}
& \left\langle s_{z I}\right\rangle \approx-\frac{p^{2}|1+K|^{3}}{8 \pi^{2} \sigma \delta|n|^{2}} \frac{\cos ^{2} \phi}{\rho^{4}} e^{-2(h-z) / \delta}, \\
& \left\langle s_{\rho I}\right\rangle \approx \operatorname{Re}\left\{\frac{i|n|}{2^{\frac{1}{2}}} \frac{p^{2}|1+K|^{3}}{8 \pi^{2} \sigma \delta|n|^{2}} \frac{\cos ^{2} \phi}{\rho^{4}} e^{-2(h-z) / \delta}\right\}=0,
\end{align*}
$$

where $K$ is given by $E q$. ( 0.67 ). Since $\left\langle S_{\rho 1}\right\rangle$ was set equal to zero by

33 J. A. Striation, Electromagnetic Theory, (FicGraw-Hill Book Co., New York, 1911), p. 137, Eq. (29).
neglecting $n^{2}$ as compaied with unity, we conciude tisat to an accuracy of $O\left(\mathrm{H}^{3}\right)$ Uuse time average Poynting's vector for $\rho \rightarrow \infty$ is jiven exclusively Uy ine z component.

Thus, in conciusion, since bne that avedage foynting's vector (7aiu) (an turenetoie une net powei flow) is essentiaily a vector in the negative $z$ direction whicin arises from the $z$ component of the Hertaian vector, Til $_{21}$ tie asymptotic field may be regarded as arising essentially from a secondary source distributed over tire boundary between tine conducting and non-conducting nedia, at ieast as far as the conducting medium is concermed. These conclusions are in complete accord witin our findings for the static IImit, Sections $4 \cdot 4$ and $4 \cdot 5$.
7.ic. Resuits for tine range $\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$ - Tnis range, whicis implies tiat the point of observation is several wavelengths in air away from Whe source, is again of no practical interest for the present low frequency case and is included here in order to be abie to compare our results with those of Sommerteid and obners when we consider the limiting case ( $h=z$ ) $=0$. Trus we Iimit ourseives to the consideration of the fundamental integrals $V_{I}^{(2)}$ and ${ }_{\mathrm{jil}}^{\mathrm{L}} \mathrm{(2)}$ and leave to those who are particularly interested the problem of computire tie field components from Eqs. (7.3) and (704) by substituting tine results of the previous Chapter and making the appropriate approximations for riis range of tine parameterso

By examining Eqs. (6.103) we see that in this range, $\left|k_{1} \rho\right|>k_{2} \rho>1$, may be satisfactorily represented by the first term; and, therefore, Eq. (7010) may be used to represent (2) The situation is different for $V_{I}^{(2) ; ~ w e ~ a r e ~ n o ~ l o n g e r ~ p e r m i t t e d ~ t o ~}$ use Eq. $(706)$, since it was derived under the assumption that $\left|n^{2} k_{2} p\right|>1$.

Thus, we must consider tine complete expression for $V_{1}^{(2)}$ as given by the set of Eqs. (7.5), (7.5a) and (7.5b) which were obtained by the removal of the pole from the integrand. In the present range, $k_{2} \rho>1$, we distinguish two cases: (I) when $k_{2} \rho \gg 1$, which allows the asymptotic expansion of the Hankel function in the first factor of Eq. (7.5a); and (2) when $k_{2} \rho \sim 1$, which permits the power series expansion of the error function factor in Eq. (7.5a) . Thus in case ( 1 ), with $k_{2} \rho \gg I$, we expand the first factor in Eq. (7.5a) asymptotically retaining only the leading term which is just equal to unity; and, to the same approximation, we retain only the leading term for $W_{1}(s)$ in Eq. (7.5b) which is again unity. In this manner we obtain for $V_{1}^{(2)}$, from Eq. (7.5),
$V_{I}^{(2)} \sim \frac{2(1+K)^{\frac{1}{2}}}{\left(I-n^{4}\right) Q^{\frac{1}{2}}} \frac{1}{\rho} e^{i k_{2} \rho-i k_{1}\left(I-n^{2}\right)^{\frac{1}{2}}(z-h)}\left\{1-\pi^{\frac{1}{2}}\left(-i x_{0} / 2^{\frac{1}{2}}\right)-x^{2} / 2\left[1-\operatorname{erf}\left(-1 x_{0} / 2^{\frac{1}{2}}\right)\right]\right\}(7 \cdot 17)$
whici is the desired approximate expression valid in the range $\left|n^{2} k_{2} \rho\right|<l \ll k_{2} \rho$. In obtaining the above result we retained only the leading terms of the asymptotic expansions for the Hankel function in $W_{1}(p)$, Eq. (7.5a), and for the term $W_{1}^{(s)}$, Eq. (7.5b). Since the neglected terms will certainly become smaller as $\rho \rightarrow \infty$ we conclude that the above result must also be valid as $\rho \rightarrow \infty$ and, hence, that Eq. (7.17) is restricted only by the condition $k_{2} \rho \gg 1$. In fact, if we allow $\rho \rightarrow \infty$ which implies $x_{0} \rightarrow \infty$, we can expand the bracket in Eq. (7.17) asymptotically by making use of Eq. (7.7), obtaining zero to $0\left(1 / \rho^{2}\right)$ in agreement with Eq. (7.6). In case (2), witi $k_{2} p$ close to unity, we retain the Hankel function in the first factor of $W_{1}^{(p)}$, Eq. (7.5a), and since $\left|n^{2} k_{2} p\right| \ll 1$ we expand tine second factor into a power series in $x_{0}$. Thus, retaining only the first terms in $W_{1}^{(s)}$ and $W_{1}^{(p)}$ we obtain for $V_{1}^{(2)}$, from Eq: (7.5), the useful
expression

$$
\begin{align*}
& \left.-\frac{m k_{2} \rho Q^{\frac{1}{2}}}{2\left(i+L_{2}^{2}\right)^{\frac{2}{2}}(I+K)^{\frac{1}{2}}} e^{-i k_{2} \rho} H_{0}^{I}\left(\frac{k_{2} \rho}{\left(1+\mu^{2}\right)^{\frac{7}{2}}}\right)\right\}
\end{align*}
$$

which is valid for $\left|n k_{2} \rho\right| \ll I<k_{2} \rho$ when $k_{2} \rho$ is close to unity.
70Id. Results for $k_{2} \rho<1<\left|k_{1} \rho\right|$ and $\left|k_{1} \rho\left(\cot _{2}-i\right)\right|>$ ion
Tins range is tile only one of practical interest in the present low frequency case and implies that the point of observation is away from the source at least several wavelengins in the conducting medium but only a fraction of an air waveiengtin. In addition to the restrictions $\left|k_{1} \rho\right|>I$ and $\left|k_{\perp} P\left(\cot _{2}-i\right)\right|>i$ whicii are imposed by the form of the remainder in our asymptotic series we impose the additional condition $\theta_{2}>5^{\circ}$ in order to be able to neglect $K^{2}$ and higher powers, where $K$ is defined by Eq. (6́ó7), and inns fourier simplify our results.

To examine the order of magnitude of the function $K\left(n, \theta_{2}\right)$, we obtain from Eq. (6.067)

$$
|K| \approx|n| \cot \theta_{2}\left\{|n|^{2} \cot ^{2} \theta_{2}-2^{\frac{1}{2}}|n| \cot \theta_{2}+I\right\}^{-\frac{1}{2}}
$$

where we have placed

$$
n=|n| e^{-i \pi / 4}
$$

in accordance within previous assumptions and where we neglect $n^{2}$ in comparison With buitugo Lams, we find approximately tint $0 \leqslant|\mathrm{~K}| \leqslant 2^{\frac{1}{2}}$ where wide maximum is attained when $|n| \cot \theta_{2}=e^{\frac{2}{2}}$ and where $|\mathrm{K}|=1$ for $\theta_{2}=0$. In
addition, it nay be seen Irom rable I and from the fact that cot $5^{\circ} \approx 11$ that $|K|<2 \times 10^{-2}$ for $\theta_{2}>5^{\circ}$, whence we neglect $K^{2}$ and higher powers. Furthemore, from the definition of K , Eq. (6.67) we may expand K as follows:

$$
K=\frac{n}{\left(1-n^{2}\right)^{\frac{1}{2}}} \cot _{2}\left(1-\frac{n}{\left(1-n^{2}\right)^{\frac{1}{2}}} \cot \theta_{2}\right)^{-1}=\sum_{s=1}^{\infty} n^{s}\left(\frac{\cot \theta_{2}}{\left(1-n^{2}\right)^{\frac{1}{2}}}\right)^{s} \approx n \cot \theta_{2}
$$

with an error of less than $4 \times 10^{-4}$ for the largest value of $n$ given in Table $I$ and assuming as above $\theta_{2}>5^{\circ}$.

Since for the present range of parameters we are considering $k_{2} \rho<1$ we will expand our functions, including the exponential factor $e^{i k_{2} P}$, to second powers of $k_{2} \rho$ neglecting third and higher powers.

Finally we are content to consider only the first power of $n$ neglecting $n^{2}$ and higher powers where $K$ must be regarded as $O(n)$. Thus, three additional approximations beyond those used to obtain the evaluations of the integrals in Chapter VI are to be applied to the results of Chapter VI in order to obtain results appropriate to the present range of the parameters. If higher accuracy is required, additional terms in powers of $K$, $n, k_{2} \rho$, $I / k_{1} \rho$ may be obtained from the results of Chapter VI.

To obtain $M_{1}^{(2)}$ for the present range of parameters we must use the first two terms of Eq. ( 5.102 ); and carrying out the approximations indicated in the preceding paragraphs, we obtain the result

$$
M_{1}^{(2)} \sim-\frac{2}{k_{1}^{2}}\left\{1-\frac{1}{2}\left(i k_{2} p\right)^{2}+\frac{3}{2} n\left(3+2 i k_{2} p\right) \cot \theta_{2}\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)}
$$

where the bracket may be usually chosen as unity for the interesting range of the parameters.

An expression for $V_{l}^{(2)}$, adequate for the present range of parameters, is given already by Eq. (7.18), which was derived from Eq. (7.5) by recaining oniy lise jeading leim of cine asymptotic expansion for $W_{1}^{(s)}$, Eq. (7.5b), and retaining only the first term in tine power series expansion of the second factor in $W_{I}^{(p)}$, Eq. (7.5a). For $k_{2} \rho \ll 1$, we may replace the Hankel function by the leading term of its expansion about the origin to obtain

$$
\begin{equation*}
W(p) \sim 2 i k_{2} n \log \left(2 / \psi k_{2} \rho\right) e^{-i k_{1}(z-h)} \tag{7.23}
\end{equation*}
$$

wisere $\gamma=1.78107 \ldots$ and where $n^{2}$ has been neglected in comparison with unity. To tire present approximation $W^{(s)}$ becomes

$$
W^{(s)} \sim 2\left\{1+i k_{2} p+\frac{1}{2}\left(i k_{2} p\right)^{2}+\frac{1}{2} n \cot \theta_{2}\right\} e^{-i k_{1}(z-h)} .
$$

Adding Eqs. (7.24) and (7.23), we obtain
$V_{1}^{(2)} \sim 2\left\{1+i k_{2} \rho+\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left[i k_{2} \rho \log \left(2 / M_{2} \rho\right)+\frac{1}{2} \cot \theta_{2}\right]\right\} \frac{1}{\rho} e^{-i k_{1}(z-h)}$
where again the bracket may be taken as unity for most practical purposes for the present range of parameters $k_{2} \rho<I<\left|k_{1} \rho\right|$.

The Cartesian components of the Hertzian vector in the present range of parameters and to the same approximation may be obtained from Eqs. (7.2) and the integrais evaluated in Chapter VI. Thus, in this manner we obtain
$\Pi_{x I} \sim-\frac{p}{2 \pi \sigma k_{1}^{2}}\left\{I-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{3}{2} n\left(3+2 i k_{2} \rho\right) \cot \theta_{2}\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z \omega h)}$
$\pi_{z l} \sim-\frac{i p \cos \phi}{2 \pi \sigma k_{1}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left[i k_{2} \rho+\frac{3}{2} \cot \theta_{2}+i k_{2} \rho \cot \theta_{2}\right]\right\} \frac{1}{\rho^{2}} e^{-i k_{1}(z-h)}$
Where we have put $k_{1} \eta_{1} \approx i \sigma$ in accordance with the second of Eqs. (2.3). To
derive Eq. (7.26) for $\Pi_{x I}$ we merely inserted the result (7.22) into the first of Eqs. (7.3); and to derive Eq. (7.26) for $\pi_{z 1}$ we made use of the expression for $\partial^{2} V_{1}^{(2)} / \partial \rho \partial z, ~ E q$. ( 6.151 ), noting that

$$
W_{p z}^{(p)} \sim-2 k_{2}^{2} \frac{I}{\rho} e^{-i k_{1}(z-h)}
$$

and retained only the first two nonvanishing terms or the expression for $W_{\rho_{z}}^{(s)}$, Eq. (6.156). For most practical purposes the brackets in both Eqs. (7.26) and (7.27) nay be set equal to unity. And, finally, it is seen that for the present range of parameters $\Pi_{z 1}$ is again of greater importance than $\Pi_{x l}{ }^{3}$ since, apart from the cosb factor, we have $\left|\pi_{z I} / \pi_{x I}\right|=0\left|k_{I} p\right|$.

To obtain the electric and magnetic field components for the present range of paraneters we proceed similarly; that is, we neglect $n^{2}, K^{2}$, $\left(k_{2} p\right)^{3}$ and $n\left(k_{2} p\right)^{2}$ in comparison with unity. Thus making use of the formulas of the preceding Chapter, without other approximations than the ones indicated here and taking due care to retain all terms of the same order, we obtain for the electric field components, from Eqs. (7.3), the leading terms
$E_{\rho I} \sim \frac{p \cos 6}{2 \pi \sigma}\left\{I+\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{n}{2}\left[2 i k_{2} \rho+3 \cot \theta_{2}+i k_{2} \rho \cot \theta_{2}\right]\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)}$
$E_{\phi 1} \sim 2 \frac{p \sin \phi}{2 \pi \sigma}\left\{I-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{n}{2}\left[i k_{2} \rho+6 \cot \theta_{2}+4 i k_{2} \rho \cot \theta_{2}\right]\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)}(7 \cdot 28)$
$E_{z 1} \sim-\frac{p \cos \phi}{2 \pi \sigma} n\left(i k_{2} \rho\right)\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{n}{2}\left[2 i k_{2} \rho+3 \cot \theta_{2}+2 i k_{2} \rho \cot \theta_{2}\right]\right] \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)}$
and for the magnetic field components we obtain, from Eqs. (7•4), the leading terms

$$
\begin{aligned}
& H_{\rho_{1}} \sim 2 \frac{i p \sin \phi}{2 \pi k_{1}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{n}{2}\left[i k_{2} \rho+6 \cot \theta_{2}+4 i k_{2} \rho \cot \theta_{2}\right]\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)} \\
& H_{\phi 1} \sim-\frac{i p \cos \phi}{2 \pi k_{1}}\left\{1+\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{n}{2}\left[2 i k_{2} \rho+3 \cot \theta_{2}+i k_{2} \rho \cot \theta_{2}\right]\right\} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)} \\
& H_{2 I} \sim-\frac{i p \sin \phi}{2 \pi k_{1}}\left(\frac{3}{i k_{1} \rho}\right)\left\{1-\frac{1}{6}\left(i k_{2} \rho\right)^{2}+\frac{3}{2} n\left[5+3 i k_{2} \rho\right] \cot \theta_{2}\right\} \frac{I}{\rho^{3}} e^{-i k_{1}(z-h)} .
\end{aligned}
$$

A further approximation of tine above results may be obtained by neglecting $\left(k_{2} p\right)^{2}$ and $n$ as compared with unity yielding for the components of the Hertzian vector from Eqs. (7.25),

$$
\begin{align*}
& \Pi_{x I} \sim-\frac{p}{2 \pi \sigma k_{I}^{2}} \frac{I}{\rho^{3}} e^{-i k_{I}(z-h)}  \tag{7.20́a}\\
& \Pi_{z I} \sim-\frac{i p \cos \phi}{2 \pi \sigma k_{I}} \frac{1}{\rho^{2}} e^{-i k_{I}(z-h)} .
\end{align*}
$$

The same apmivxination yields for tie electric field components from Eqs. (7.28)

$$
\begin{align*}
& E_{\rho I} \sim \frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}} e^{-i k_{i}(z-h)} \\
& E_{\phi I} \sim \frac{p}{2 \pi \sigma} \frac{2 \sin \phi}{\rho^{3}} e^{-i k_{I}(z-h)}  \tag{7.28a}\\
& E_{z I} \sim=\frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{2}} i k_{2} n e^{-i k_{i}(z-h)} ;
\end{align*}
$$

and the magnetic field components from Eqs. (7.29) vecome

$$
\begin{align*}
& H_{\rho l} \sim \frac{i p}{2 \pi k_{1}} \frac{2 \sin \phi}{\rho^{3}} e^{-i k_{1}(z-h)} \\
& H_{\phi 1} \sim-\frac{i p}{2 \pi k_{1}} \frac{\cos \phi}{\rho^{3}} e^{-i k_{1}(z-h)} \\
& H_{z 1} \sim-\frac{i p}{2 \pi k_{1}} \frac{\sin \phi}{\rho^{3}}\left(\frac{3}{i k_{1} \rho}\right) e^{-i k_{1}(z-h)}
\end{align*}
$$

The electric field components in the form given by Eq. (7•28a) except for an exponential factor $e^{i k_{2} p}$ were recently derived by Ferris ${ }^{34}$ by an ingenious application of Green's theorem employing the known results of Wise and Rice for the fundamental integrals in the case $(\mathrm{h}-\mathrm{z})=0$, which he extended to arbitrary values of $h$ and $z$ by approximate methods; although he failed to point out the exact range of validity of his method. The above derivation of Eqs. (7.28a), which save for matters of notation and the exponential factor $e^{i k_{2} \rho}$ are equivalent to Ferris's Eqs. (62), establishes quite precisely the domain of applicability of his formulas.

Examining the order of magnitude of the electric field components as given by Eqs. (7.28) or Eqs. (7.28a), we see that $E_{z l}$ is of $O\left(n^{2}\right)$ as compared with $E_{\rho l}$ or $E_{\phi l}$; and, since $E_{z l}$ is less than the order of the error in the expressions for $\mathrm{E}_{\rho 1}$ and $\mathrm{E}_{\phi 1}$, it may be altogether neglected when considering the field as a whole. Similarly, examining the order of magnitude of the magnetic field components, we find that $H_{z l}$ is negligible and of $O\left(1 / k_{1} \rho\right)$ as compared with $H_{\rho l}$ and $H_{61}$. The remaining field components which are all horizontal satisfy the vector equation

$$
E_{1} \times e_{z}=\zeta_{1} H_{1}
$$

34 Horace G. Ferris, Scripps Institution of Oceanography Report 53-14, (October, 1952), Eqs. (62).
where $e_{z}$ is a wit vector directed in tine positive $z$ direction and $\zeta_{1}=1 / \eta_{1} \approx-i k_{1} / \sigma$, as defined by Eq. (2.3). Tins the entire field is
 two quantities bejng given Dy (7.30). In addition, Eq. (7.30) tells is that the held nay be regained essentially as a plane wave propagated ${ }^{35}$ and attenuated in the negative $a$ direction wise ainpiloude is a function of $\rho$ - Thus for tie present range of parameters tine field in the conducting medium may be described essentiality as arising from a secondary source distributed over tine boundary between the conducting and non-conqucting media, as was demonstrated fol tie static case ana tor $\rho \rightarrow \infty$. A complete analysis tox ail of the regions cinarac teinzed by tine condition $\left|k_{I} p\right|>1$ shows that Eq. (7.30) Hay de used Io i tie transverse components whenever $n^{2}$ is negiigible in comparison with unity.

### 7.2 THE LIMITING CASE $(\Omega=2)=0$

When the dipole source is placed at tile interface between tie two media we have $\bar{n}=0$ in $\vec{H} i_{E}$. 1 ; when, furtheshuie, the joint of ouseivation is on tie pouncing surface, $z=0$, we nave tia important jacticai case (i nz) 0





 integral in question, $U_{-}(\rho, 0)$, becomes simply

$$
U_{1}(\rho, 0)=\int_{0}^{\infty} \frac{2}{\gamma_{1}+\gamma_{2}} J_{0}(\lambda \rho) \lambda d \lambda,
$$

which, it is recalled, was evaluated exactly by van der Pol, ${ }^{36}$ who started from an elementary integral and by a very ingenious transfomation obtained the result

$$
U_{1}(\rho, 0)=\frac{2}{k_{1}^{2}\left(1-n^{2}\right)} \frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\left[\frac{1}{\rho]} i k_{2} \rho-\left[\frac{1}{\rho \rho}\right] e^{i k_{1} \rho}\right)\right.
$$

which has been rewritten in our notation.
Considering our resolution of the integral $U_{1}$ into two terms, Eq. (6.3), we have, letting $(\mathrm{h}-\mathrm{z}) \rightarrow 0$,

$$
U_{1}(\rho, 0)=M_{1}(\rho, 0)-\frac{2}{k_{1}^{2}\left(1-n^{2}\right)} \operatorname{Lim}_{(n-z) \rightarrow 0}\left\{\frac{\partial^{2} \Psi_{2}}{\partial z^{2}}\right\} ;
$$

rewriting $\partial^{2} \Psi_{2} / \partial z^{2}$ in terms of derivatives wikidespect to $R_{2}$, according to Eqs. (2.1) and (2.66) and proceeding to the limit, we obtain

$$
\operatorname{Lim}_{(h-z) \rightarrow 0}\left\{\frac{\partial^{2} \Psi_{2}}{\partial z^{2}}\right\}=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left[\frac{1}{\rho}\right] \rho^{i k_{1}} \rho,
$$

which yields precisely the second term of van der Pol's exact result (7.32). The limiting form of $M_{1}=M_{1}^{(1)}+M_{1}^{(2)}$ is obtained by examining the limiting forms of the individual integrals $M_{1}^{(1)}$ and $M_{1}^{(2)}$. From (6.1 7 ) we have at once $M_{1}^{(l)}(\rho, 0)=0$, since the whole asymptotic series vanishes when $\theta_{2}=\pi / 2$ which corresponds to $(h-z)=0$. From (6.102), putting $(h-z)=0$, which according to Eq. (6.67) implies $K=0$, we obtain

36 B. van der Pol, Z. Hochfrequenz-Tech. 37, 152-157 (1931).

$$
M_{1}^{(2)}(\rho, 0)=\frac{2}{k_{1}^{2}\left(1-n^{2}\right)}\left\{\frac{i k_{2}}{\rho^{2}}-\frac{1}{\rho^{3}}\right\} e^{i k_{2} \rho}=\frac{2}{k_{1}^{2}\left(1-n^{2}\right)} \frac{1}{\rho} \frac{\partial}{\partial \rho} \frac{d}{\rho} e^{i k_{2} \rho, \quad(7.35)}
$$

which is seen to be identical to the first term of the exact solution, Eq. (7-32). Thus, we have shown that our asymptotic results for the integral $\mathrm{U}_{1}(\rho, \mathrm{~h}-\mathrm{z})$ reduce to van der Pol's exact formula, Eq. (7.32), when we put $(h-z)=0$. The fact that the first two expansion terms, $\phi^{(1)}$ and $\phi^{(2)}$ in Eqs. (6.103), yield the exact solution for $M_{1}^{(2)}(\rho, 0)$ while the third term, $\phi^{(3)}$, vanishes in this limit implies that all expansion terms $\phi^{(n)}, n \geqslant 3$, must vanish with $K$. The fact that our solution to three terms does reduce to the exact result when both source and point of observation are on the surface has led us to accept this as further evidence that our results must certainly be correct for other values of $(\mathrm{h}-\mathrm{z})>0$.
7.2b. Evaluation of $V_{1}(\rho, 0) \cdot$ To obtain the limiting form of the integral $V_{1}=V_{1}^{(1)}+V_{1}^{(2)}=V_{1}^{(1)}+W^{(s)}+W^{(p)}$ as $(h-z) \rightarrow 0$ we need to examine the limiting forms of the individual terms. Thus, from (6.46) we have at once $V_{1}^{(1)}(\rho, 0)=0$, since the whole asymptotic expansion again vanishes when $\theta_{2}=\pi / 2$, which corresponds to $(h-z)=0$. Next, from Eq. $(6.125)$, putting $(z-h)=0$ we have

$$
W^{(p)}(\rho, 0)=-\frac{\pi k_{1} n^{2}}{\left(1+n^{2}\right)^{\frac{1}{2}}(1-n 4)} H_{0}^{1}\left(\frac{k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right)\left\{1-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right\},
$$

where $x_{0}$, originally defined by Eq. (6.122), now becomes with $\theta_{2}=\pi / 2$

$$
x_{0}^{2}=2 i k_{2} \rho\left\{1-\left(1+n^{2}\right)^{-\frac{1}{2}}\right\}=i n^{2} k_{2} \rho\left[1-\frac{3}{4} n^{2}+\ldots 0\right]
$$

Similarly, putting $(h-z)=0$ and $K=0$ in the expansion (6.133) for $W(s)$ and the exact expressions for the first two terms as obtained directly from (6.131) and (6.132), we obtain in this limit

$$
\begin{align*}
W^{(s)}(\rho, 0) \sim \frac{2 i k_{1}}{\left(1-n^{4}\right)} e^{i k_{2} \rho}\left\{\frac{Q^{-\frac{1}{2}}}{i k_{1} \rho}\right. & =\frac{\left(1+n^{2}\right)^{\frac{1}{2}}}{8 n^{3}}\left[8\left(1+n^{2}\right)^{\frac{1}{2}}-8 Q^{-3 / 2}-n^{2} Q^{-\frac{1}{2}}\right] \frac{1}{\left(i k_{1} \rho\right)^{2}} \\
& \left.+\frac{74}{1024} \frac{1}{\left(i k_{1} \rho\right)^{3}}+\cdots\right\}, \tag{7.38}
\end{align*}
$$

where, from Eq• (6.128),

$$
\begin{equation*}
Q=2 n^{-2}\left(\left(1+n^{2}\right)^{\frac{1}{2}}-1\right)=1-n^{2} / 4+n^{4} / 8-\ldots \tag{7.39}
\end{equation*}
$$

and where the third term in the bracket is given to $O\left(n^{2}\right)$. Thus, our complete result for $V_{1}(\rho, 0)$, valid in the range $\left|k_{1} \rho\right|>1$, is obtained by adding the individual terms

$$
V_{1}(\rho, 0)=W^{(p)}(\rho, 0)+W^{(s)}(\rho, 0)
$$

as given by Eqs. (7.36) and (7.38).

702c. Results for $(h-z)=0$ as $P \rightarrow \infty$.- The results for $(h-z)=0$ as $\rho \rightarrow \infty$ may be obtained directly from Section $7 \cdot 1 b$ by the substitutions $(\mathrm{h}-\mathrm{z})=0$ and $\mathrm{K}=0$. However, as indicated in Sections 7.2a and 7.2b the results take on an added element of accuracy as a result of the fact that the contributions over the path $C_{1}$ may be shown to be zero. Thus, from either (7.32) and (7.33) or from (7.10) and Section 7.1a we obtain

$$
U_{1}(\rho, 0) \approx M_{1}^{(2)}(\rho, 0) \sim \frac{2 i n}{k_{1}\left(1-n^{2}\right)} \frac{1}{\rho^{2}} e^{i k_{2} \rho}
$$

for $p \rightarrow \infty$. Similarly, from (7.40), (7.38) and (7.36) using the expansion $(7 \cdot 7)$, or by putting $(h-z)=0$ directly into (7.6), we obtain

$$
V_{1}(\rho, 0)=V_{1}^{(2)}(\rho, 0) \sim \frac{2 i}{k_{2} n^{2}\left(l-n^{2}\right)} \frac{1}{\rho^{2}} e^{i k_{2} \rho}
$$

for $\rho \rightarrow \infty$. The components of the Hertzian vector and the field components may be obtained from Eqs. (7.11), (7.12) and (7.13) by letting ( $\mathrm{h}-\mathrm{z}$ ) $=0$.
7.2d. Results for $(h-z)=0$ when $\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$.- The results for $(h-z)=0$ valid in the range $\left|n^{2} k_{2} \rho\right|<1<\left|k_{2} \rho\right|$ may be obtained directly from Section 7.1c by substituting (hz) $=0$ or from Sections 7.2a and $7.2 b$ for $U_{1}(\rho, 0)$ and $V_{1}(\rho, 0)$, respectively. Thus, for this range of parameters we use the exact expression for $U_{1}(\rho, 0)$ as given by Eq. (7.32); and, for $V_{1}(\rho, 0)$ we make use of Eq. (7. 1,0 ), retaining the leading term of $W^{(s)}(\rho, 0)$, Eq. (7.39), and replacing the Hanker function in $W^{(p)}(\rho, 0)$, Eq. (7.36), by its leading term or, else, we merely set $(z-h)=0$ in Eq. (7.17) to obtain
$\nabla_{1}(\rho, 0)=V_{1}^{(2)}(\rho, 0)$
$\sim \frac{2\left[\left(2 / n^{2}\right)\left(\left(1+n^{2}\right)^{\frac{1}{2}}-1\right)\right]^{-\frac{1}{2}}}{\left(1-n^{4}\right)} \frac{1}{\rho} e^{i k_{2} \rho}\left\{1-n^{\frac{1}{2}}\left(-i x_{d} / 2^{\frac{1}{2}}\right) e^{-x_{0}^{2} / 2}\left[1-\operatorname{erf}\left(-i x_{0} / 2^{\frac{1}{2}}\right)\right]\right\}(7 \cdot 133)$
where $x_{o}$ is given by Eq. (7.37)
To within terms of $O\left(n^{2}\right)$ for the constant in front it may be shown that Eq. (7.43) for $V_{1}(\rho, 0)$ is identical to the result obtained by Sommerfeld. ${ }^{37}$ To do this we introduce Sommerfeld's numerical distance" $\rho_{s}$ defined as

37 A. Sommerfeld, Ann. Physik 28, 665-737 (1909), Eq. (47).

$$
\rho_{s}=i\left(k_{2}-k_{0}\right) \rho
$$

where $k_{0}=k_{2}\left(1+n^{2}\right)^{-\frac{1}{2}}$ as given by Eq. (2.96); that is,

$$
\rho_{s}=i k_{2} p\left\{1-\left(1+n^{2}\right)^{-\frac{1}{2}}\right\}=x_{0}^{2} / 2
$$

in which the last result is obtained by making use of Eq. (7.37). Thus, putting $x_{0} / 2^{\frac{1}{2}}=(\rho) \frac{1}{2}$, the error function in (7.143) becomes

$$
\operatorname{erf}\left(-i\left(\rho_{s}\right)^{\frac{1}{2}}\right)=\frac{2}{\pi^{\frac{1}{2}}} \int_{0}^{-i\left(\rho_{s}\right)^{\frac{1}{2}}} e^{-t^{2}} d t=-\frac{2 i}{\pi^{\frac{1}{2}}} \int_{0}^{\left(\rho_{s}\right)^{\frac{1}{2}}} e^{y^{2}} d y
$$

in which the last form is obtained by putting $t=-i y$ in the integral definition of the error function. Next, we see that the factor in front of Eq. (7.43) reduces to 2 to an accuracy of $O\left(n^{2}\right)$ where it is assumed that $|n|^{2} \ll 1$.

Thus, finally, we obtain in this notation the celebrated Sommerfeldvan der Pol formula

$$
V_{1}(\rho, 0) \approx \frac{2}{\rho} e^{i k_{2} \rho}\left\{1+i\left(\pi \rho_{s}\right)^{\frac{1}{2}} e^{-r_{s}}-2\left(\rho_{s}\right)^{\frac{1}{2}} e^{-\rho_{s}} \int_{0}^{\left(\rho_{s}\right)^{\frac{1}{2}}} e^{y^{2}} d y\right\}
$$

which, it is important to recall, is valid for $k_{2} \rho \gg 1$ but $\left|n^{2} k_{2} \rho\right| \ll 1$. The first condition allowed us to expand the Hansel function asymptotically and the second condition implies, from (7-37) and (7-1,5), that the numerical distance $\rho_{s}$ is very small, $\left|\rho_{s}\right| \ll 1$, which was explicitly imposed by Sommerfeld in his original expansion. ${ }^{38}$ The same formula was obtained by

चan der $\mathrm{Pol}_{3}{ }^{39}$ employing his ingenious scheme of starting with an elementary integral．In contradistinction to his derivation of $U_{1}(\rho, 0)$ mentioned in Section 2．lya which is exact，Eq．（7．35），the procedure leading to Eq．（7．46） in van der Pol＇s method inplied two approximations，one of which is equivalent to our requirement $\left|n^{2} k_{2} \rho\right| \ll I$ 。 Other workers，notably Thomas，${ }^{40}$ Murray， 41 and Niessen ${ }^{42}$ have re－derived the same formula by different treatments of the fundamental integral（2．73）．

7．とe。 Results for $(h-z)=0$ when $k_{2} \rho<I<\left|k_{1} p\right| .0$ The results for $(h-z)=0$ in the range of parameters $k_{2} \rho<1<\left|k_{1} \rho\right|$ may be obtained from the corresponding equations for（h－z）$\geqslant 0$ given in Section 70Id by substituting $(h o z)=0$ which impies $K=0$ from Eq．（6．67）．The results for $M_{1}=M_{1}^{(2)}$ and $V_{I}=V_{I}^{(2)}$ may also be obtained from Sections $7.2 a$ and $7 \cdot 2 \mathrm{~b}$ ，respectively．The results of this Section also apply to the case $(h-z)>0$ whenever $K$ can be neglected as compared with unity；in order to convert the results of this Section to the case（h－z）$>0$ ，we need only multiply by the factor $e^{-i k_{l}(z-h)}$ ．This fact may be utilized when we consider a numerical example in the last Section．

Accordingly，from Eq．（7．32）or from Eq．（7．22），putting（h－z）$=0$ ， we obtain．

$$
U_{1}(\rho, 0) \approx M_{1}^{(2)}(\rho, 0) \sim-\frac{2}{k_{1}^{2}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}\right\} \frac{1}{\rho^{3}}
$$

39 Bo van der Pol，loco cito
40 L．H．Thomas，Froc．Cambridge Phil．Soc．26，123－126（1929）．
41 F．H．Murray，Froc．Cambriage Phil．Soc．28，433－442（1932）．
42 K．F．Wiessen，Ann。 Physik 16，810－820（1933）．
and similarly from Eqs. $(7 \cdot 40),(7 \cdot 38)$ and $(7 \cdot 37)$ or Eq. (7.25), we find

$$
\nabla_{1}^{(2)} \sim \frac{2}{\rho}\left\{1+i k_{2} \rho+\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left(i k_{2} \rho\right) \log 2 / \gamma k_{2} \rho\right\}
$$

The components of the Hertzian vector become from Eqs. (7.26)

$$
\begin{align*}
& \pi_{x I} \sim-\frac{p}{2 \pi \sigma k_{1}^{2}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}\right\} \frac{1}{\rho^{3}} \\
& \pi_{z I} \sim-\frac{i p \cos \emptyset}{2 \pi \sigma k_{1}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left(i k_{2} \rho\right)\right\} \frac{1}{\rho^{2}} .
\end{align*}
$$

The electric field components, obtained from Eqs. (7.28) are as follows:

$$
\begin{align*}
& E_{\rho I} \sim \frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}}\left\{1+\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left(i k_{2} \rho\right)\right\} \\
& E_{\phi 1} \sim \frac{p}{2 \pi \sigma} \frac{2 \sin \phi}{\rho^{3}}\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+\frac{1}{2} n\left(i k_{2} \rho\right)\right\}  \tag{7.51}\\
& E_{z I} \sim-\frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}} n\left(i k_{2} \rho\right)\left\{1-\frac{1}{2}\left(i k_{2} \rho\right)^{2}+n\left(i k_{2} \rho\right)\right\}
\end{align*}
$$

The transverse components of the magnetic field, $H_{\rho_{1}}$ and $H_{\phi 1}$, may be obtained from $E_{P 1}$ and $E_{\not \subset 1}$, as given by the first two equations in $E q$. (7.51), by using Eq. (7.30). The $z$ component of the magnetic field may be obtained from the last of Eqs. (7.29), thus

$$
\begin{equation*}
H_{z 1} \sim=\frac{i p}{2 \pi k_{1}} \frac{\sin \phi}{p^{3}}\left(\frac{3}{i k_{1} \rho}\right)\left\{1-\frac{i}{6}\left(i k_{2} p\right)^{2}\right\} \tag{7.52}
\end{equation*}
$$

### 7.3 SOMVERFELD'S ELECTROMAGNETIC SURFACE WAVE

Consider again the fundamental integral $\nabla_{1}(\rho, h-z)$ as defined by Eq. (6.2) which, in accordance with our choice of cuts and consequent selection of Sheet I of the Riemann surface (Fig. 4), can be resolved into the sum of two integrals

$$
\begin{equation*}
V_{1}(p ; h-z)=V_{1}^{(1)}+V_{1}^{(2)}, \quad z \leqslant 0, \tag{7.53}
\end{equation*}
$$

around the respective branch cuts. As pointed out at the end of Section 2.5d, Sommerfeld chose his branch cuts for $\gamma_{2}$ in the same manner as our common choice of cuts for $\gamma_{1}$, with the result that in Sommerfeld's Sheet $I$ of the Riemann surface the points $\lambda= \pm k_{0}$, where $k_{0}$ is defined by Eq. (2.96), are reai poles of the integrand of (6.2). Hence, according to Sommerfeld, we should write

$$
\begin{equation*}
V_{1}(\rho, h-z)=V_{l s}^{(1)}+V_{l s}^{(2)}+p, \quad z \leqslant 0, \tag{7.54}
\end{equation*}
$$

where the subscript $s$ denotes the evaluation of the respective contour integrals on Sommerfeld's Sheet $I$ of the Riemann surface and where $P$ denotes the contribution from the residue of the pole at $\lambda=+k_{0}$; that is, from (6.2)

$$
\begin{equation*}
P(\rho, h \omega z)=\int^{\left(k_{0}+\right)} \frac{k_{1}^{2}}{k_{2}^{2} \gamma_{1}+k_{1}^{2} \Upsilon_{2}} e^{\Upsilon_{1}(z-h)} H_{0}^{2}(\lambda \rho) \lambda d \lambda, \quad z \leqslant 0, \tag{7.55}
\end{equation*}
$$

which when properly evaluated with due regard to the phases of $\Upsilon_{1}\left(k_{0}\right)$ and $\Upsilon_{2}\left(k_{0}\right)$ in the new Sheet I of the Riemann surface yields

$$
P(\rho, h-z)=-\frac{2 m^{2} k_{1}}{\left(1+n^{2}\right)^{\frac{1}{2}}\left(1-n^{4}\right)} H_{0}^{1}\left(\frac{k_{2} \rho}{\left(1+n^{2}\right)^{\frac{1}{2}}}\right) e^{-i k_{1}(z-h) /\left(1+n^{2}\right)^{\frac{1}{2}}}, \quad z \leqslant 0
$$

and, as pointed out by Sommerfeld, it has all the characteristics of an electromagnetic surface wave.

We are not here concerned with details of the interpretation of the term $P$, but merely wish to point out the correctness of Sommerfeld's resolution (7.54) which agrees in every respect, as shown below, with our own resolution (7.53). Thus, we must prove that

$$
V_{1}^{(1)}+\nabla_{1}^{(2)} \equiv V_{l s}^{(1)}+V_{l s}^{(2)}+P ;
$$

and, since it is clear that the integrals $\nabla_{1}^{(1)}$ and $V_{l s}^{(1)}$, being taken around the identical cut for $\Upsilon_{1}$ and being independent of choice of cut for $\gamma_{2}$, must be identical to each other, we need only prove that

$$
V_{1}^{(2)} \equiv V_{1 s}^{(2)}+P
$$

But this we have already accomplished in Section 5.ld where we showed that the value of the integral

$$
e^{-\phi(0)} I=W_{s}+W_{p}
$$

is independent of the choice of path through the saddle point in the $\alpha_{2}$-plane. Briefly, then, we have shown that

$$
\begin{equation*}
V_{I s}^{(2)}+P \equiv V_{I}^{(2)}=W^{(s)}+W^{(p)} \tag{7.58}
\end{equation*}
$$

where $W^{(s)}$, the contribution of the integral over the path (any permisstile path) through the saddle point is given asymptotically by (6.133) and $W^{(p)}$, the "contribution" from the pole integral taken over any permissible path through the saddle point, is given exactly by (6.125). The situation is most clearly seen for the case $\left|n^{2} k_{2} f\right|<I<k_{2} \rho$, for whichever way $V_{1}$ is
computed, either by Somerfeld's method or our own, the complete and correct result for $\left(V_{1 s}^{(2)}+P\right)$ or for $V_{l}^{(2)}$, contains the term $\frac{7}{2} P$ as shown by comparing Eqs. (7.56) and (6.125) and by noting the origin of the second term of Sommerfeld's formula for $(h-z)=0$ as given by Eq. (7.46), the term identified by Sommerfeld as coming from $\frac{1}{2}$ P. Similarly, agreement is obtained for $\left|n^{2} k_{2} \rho\right|>1$ or for $\rho \rightarrow \infty$ where it is seen from either Section 7.le or Section 7.2d that the term $\frac{1}{2} P$ disappears in this limit; that is, asymptotically, $W^{(s)}$ in (7.58) contains precisely the terms corresponding to the asymptotic expansion for ( $-\frac{1}{2} P$ ), which is evident from the very method that led to the subtraction of the pole in the first place. Finally, agreement between the Sommerfeld results and our own occurs for $k_{2} \rho<1<\left|k_{1} \rho\right|$ where the contribution $\frac{1}{2} \mathrm{P}$ becomes negligible.

The situation can be summarized as follows:

1) Our resolution of the integral $V_{1}(\rho, h-z)$ into two terms, Eq. (7.53), is identical to Sommerfeld's resolution into three terms, Eq. (7.54).
2) For the range of parameters $k_{2} \rho<1<\left|k_{1} p\right|$ the solution by either method yields a so-called Zenneck-type surface wave, an explicit contribution from the residue of the pole, of value $\frac{1}{2} p$, which is negligible as compared with the remainder of the solution.
3) For $\left|n^{2} k_{2} \rho\right|<I<k_{2} \rho$ the solution by either method again yields the same Zenneck-type surface wave, associated with the term $\frac{1}{2} p$, which is retained and contributes to the result.
4) For $\left|n^{2} k_{2} \rho\right|>1$ or $\rho \rightarrow \infty$ the solution by either method yields no Zenneck-type surface wave, the contribution $\frac{7}{2} P$ being cancelled asymptotically in this region by the remainder of the solution.
5) Although a Zenneck-type surface wave or contribution $\frac{1}{2} P$ does appear explicitly in the solution for $\left|n^{2} k_{2} \rho\right|<1$ and although we have
been able to show that our entire solution is essentially a surface wave, the so-called Zenneck surface wave is never a major part of the solution.

The above summary of conclusions might be the proper ending for the present Section, except for the fact that in the past ten years a number of writers have pretended to disqualify the Sommerfeld-van der Pol results by claiming the non-existence of Sommerfeld's electromagnetic surface wave and it seems appropriate to indicate here wherein these writers have erred. Thus, for example, reading Stratton ${ }^{43}$ one finds an excellent summary on the mathematical aspects of the effect of a plane earth on the propagation of radio waves with a fairly complete bibliography up to 194l which, however, contains a summary on surface waves that is unfortunately not entirely accurate. Specifically, Stratton opens up the discussion of surface waves with the statement: Moubt as to the validity of Sommerfeld's resolution was first raised by Weyl in his 1919 paper, etc." That the Sommerfeld and Weyl surface wave terms are not identical is merely a consequence of two widely different methods of attack leading to results which are valid for different ranges of parameters, Weyl's applying for $\left|n^{2} k_{2} \rho\right|>1$ or $\rho \rightarrow \infty$ while Somerfeld's apply for $\left|n^{2} k_{2} \rho\right|<1<k_{2} \rho$. When the two complete solutions are examined in a common region of validity they are seen to agree with each other, since they are botin correct.

Stratton goes on to say: "Burrows 44 has pointed out that numerically the transmission formulas based on Sommerfeld's results differ from those of Weyl by just the surface wave term $P$ and has made careful measurements which

43 J. A. Stratton, "Electromagnetic Theory." (McGraw-Hill Book Co., Ince, New York, 1941); Chapter IX, Section 9.28 et seq.

44 C. R. Burrows, Nature 138, 284 (1936); Proc. I.R.E. 25, 219-229 (1937).
support tie results of Weyi．The discrepancy is Large oniy when the dispiacement current in the ground is comparabie to the conduction current．＂＂This is a consequence of the fact，that Sommerfeid＇s transmission formuia，specifically Eq．（7．54），is strictily valid oniy for $|n|^{2} \ll I$ and $\left|n^{2} k_{2} \rho\right| \ll I$ as specified by Sonnerfeid hinseif；and，thus，Sonmerfeid＇s formula is not valid in wile range where the displacenent current is comparabie to the conduction current in the earth．In otier words，Burrows had no right to apply Somerfeld＇s formia outside its range of applicability．Further，Stratton states that ＂the resuits of Sommerfeld and the charts of Roif ${ }^{145}$ which are based upon them， can not be reiied upon when the dispiacement current is appreciabie，as is the case at uitrahigh frequencies，＂which is of course true，but not due to any error in Somerfeid＇s work or to the non－exiscence of the surface wave werm， but mereュy due to tile innivations aiready annotated of Sommerfeid＇s formula。 Finaily，Stration makes a statement that may easily be misinterpreted；nameiy， that tie asymptotic expansions given by Wise ${ }^{40}$ and Rice ${ }^{47}$ show that the term $P$ in Sommerfeid＇s solution，Eq．（7．54），is canceiled when ail the terms of the series for $V_{I S}^{(1)}$ and $V_{I S}^{(2)}$ and $P$ are taken into account．The statement is of course time asymptotically in accordance with our conciusion（ 4 ）above； but it does not mean，as one might erroneousiy read by implication，that the surface wave term $P$ does not belong in Sonmerfeld＇s formula in the first place。

The argument nas not ended here．In 1947 Epstein ${ }^{48}$ puolished a paper in

```
    * Italics are ours.
45 B. rolf', Proc. IoroE. I8, 391-402 (1930).
40́ W. H. wise, Bell systen Teci. J. IO, 35-44 (2%37).
```



```
48 P.S.Epstein, Proco ivat. Acad. Sci. 33, 195-199 (19477).
```

which he disqualified Sommerfeld's original formulation of the problem and proposed a new solution which was shortly afterwards shown to be in error by Bouwkamp. 49 Epstein alleged that the term $P$ arising from the residue of the pole did not belong in the final answer at all because such a singularity was not contained, say, in the original Fourier integral representation for the source function, Eqs. (2.34) or (2.65). And he proposed a new solution by deforming the path of integration in the $\lambda$-plane from the positive real axis, $0 \leqslant \lambda<\infty$, to another path in the first quadrant having the same termini but curving upward beyond the point $\lambda=+k_{0}$ in Fig. 4 and, then, proceeded to satisfy the boundary conditions with integral representations over such a path. Naturally, his final result is the Sommerfeld answer minus the term $P$; but, as pointed out by Bouwkamp, he overlooked the fact that his proposed solution is singular for $\rho=0$ everywhere on the $z$ axis, which is, of course, incompatible with the physics of the situation. The error committed by Epstein is simple to point out. In accordance with our lengthy discussion of Section 2.3 a , it is clear that all our integral representations in the $\lambda$-plane have a common region of analiticity, namely, tine strip $|\operatorname{In}\{\lambda\}|<\operatorname{In}_{11}\left\{k_{2}\right\} ;$ and that, in applying boundary conditions, we must confine the path oi integration in all of the integral representations, including the source function, to the prescribed strip of analiticity. Epstein's path of integration violates this requirement and therefore it is not surprising that it leads to erroneous results.

Lastly, Khan and Eckhart ${ }^{50}$ in a series of papers which have been justly criticized by Bouwkamp ${ }^{51}$ attempted to show that Soimerfeld's well-iknown

49 c. J. Bouwkamp, Latin. Rev. 9, i26, 637 (I9148).

- 50 T. Kahn and G. Eckart, Competes Fiendus 225, 1513-1515 (19148); Competes Rendus 227, 969-971 (1940); J. de phys. et rad. 10, 165-177 (1949); Phys. Rev. 75, $100-411$ ( 1549 ).

51 C. J. Bouwkarip, Phys. Rev. 80, 294 (L), (I950).
electromagnetic surface wave, $P$, does not exist in the radiation of a Hertzian dipole over a plane earth because it does not fulfill the so-called "radiation condition". Since the radiation condition applies only to the case $\rho \rightarrow \infty$ and Somerfeld's complete solution contains no such $P$ term for $\rho \rightarrow \infty$, their argument is irrelevant; for it matters not whether the term P alone satisfies or does not satisfy the radiation condition, the behavior of the complete solution being conclusive. Actually, their conclusion that $P$ alone does not satisfy the radiation condition which is undoubtedly correct can only be interpreted as supporting Sommerfeld's results; although, ascording to Bouwkamp, the authors failed to prove their point.

Thus, finally, we trust that there will be no more papers attempting to disprove the existence of the term $P$ in Sommerfeld's solution and that our summary of conclusions together with the foregoing discussion has sufficiently clarified the issue so that there will be no more controversy on a subject which being both physical and mathematical is capable of complete determination with no room for debate.

$$
704 \text { THE LIMITING CASE } \mathrm{k}_{2}=0
$$

For small frequencies it is of interest to consider the approximation obtained by putting $k_{2}=0$; that is, by assuming that the wavelength in air is infinite. Two limiting processes are considered in this Section and compared with each other. The first method consists of letting $k_{2} \rightarrow 0$ in the integrand of $V_{1}(\rho, h-z)$, Eqs. (2.60) and (2.68), and then integrating the resulting approximate integral, which is essentially the method employed by Lien as described in a posthumous paper. ${ }^{52}$ The second method consists of
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letting $k_{2} \rightarrow 0$ in our general asymptotic results for $V_{1}=V_{1}^{(1)}+\nabla_{1}^{(2)}$ which were originally obtained with $\mathrm{k}_{2}>0$. The two limiting processes do not yield the same result, for the integral $V_{1}\left(\rho, h-z ; k_{2}\right)$ does not converge uniformly in the vicinity of $k_{2}=0$; that is, we have from (2.60) and (2.68),

$$
\begin{equation*}
\int_{0}^{\infty}\left\{\operatorname{Lim}_{k_{2} \rightarrow 0} v_{1}\left(\lambda, k_{2}\right)\right\} e^{\gamma_{1}(z-h)} J_{0}(\lambda p) \lambda d \lambda \neq \operatorname{Lim}_{k_{2} \rightarrow 0} \int_{0}^{\infty} v_{1}\left(\lambda, k_{2}\right) e^{\gamma_{1}(z-h)} J_{0}(\lambda p) \lambda d \lambda \tag{7.59}
\end{equation*}
$$

However, it is shown that the two limits differ only beginning with the third term when expanded asymptotically. The limit which represents $V_{1}$ for $k_{2}=0$ correctly is the limit obtained by the second method where $k_{2}$ is set equal to zero after the asymptotic evaluation of the integral. The first method yields the result in a closed form, which in certain ranges of parameters and frequency proves to be a useful approximation.
7.4.4. First limiting process: Lien's approximation. Putting $k_{2}=0$ in $\mathrm{v}_{1}(\lambda)$, Eq. (2.60), and inserting this result into (2.68) we obtain an integral which leads immediately to Lien's integral,

$$
\begin{equation*}
\Lambda_{1}\left(\beta_{3} h-z\right)=-2 \frac{\partial}{\partial(h-z)} \int_{-i k_{1}}^{\infty}\left(\hat{1}_{1}^{2}+k_{1}^{2}\right)^{-\frac{1}{2}} J_{0}\left(\left(\gamma_{1}^{2}+k_{1}^{2}\right)^{\frac{1}{2}} \rho\right) e^{-r_{1}(h-z)} d \gamma_{1} \tag{7.50}
\end{equation*}
$$

by changing the variable of integration from $\lambda$ to $\gamma_{1}=\left(\lambda^{2}-k_{1}^{2}\right)^{\frac{1}{2}}$. In (7.60) the path of integration is the contour from $\gamma_{I}=-i k_{I}$ to $\gamma_{I}=\infty$ on the real axis, along the curve defined by $\operatorname{Im}\left\{r_{1}^{2}+k_{1}^{2}\right\}=0$ which corresponds to the original path of integration $0 \leq \lambda<\infty$ in the $\lambda$-plane.

The integral (7.60) has received considerable attention in the past. It was apparently first considered by Foster ${ }^{53}$ who gave the result without sufficient references. Lien refers to Foster's paper and adds that, by extending the Laplace transformation to the complex plane and making use of a formula in Magnus and Oberhettinger, ${ }^{54}$ he obtains (in our notation)

$$
\Lambda_{1}(\rho, h-z)=-i \pi \frac{\partial}{\partial(h-z)}\left\{J_{0}\left(\frac{1}{2} k_{1}\left[R_{2}-(h-z)\right]\right) H_{0}\left(\frac{1}{2} k_{I}\left[R_{2}+(h-z)\right]\right)\right\}, \text { (7.61) }
$$

where $R_{2}=\left[\mathfrak{c}^{2}+(h-z)^{2}\right]^{\frac{1}{2}}$ as originally defined by Eq. (2.1). The formula given in Magnus and Oberhettinger is strictly valid only for a real variable of integration with a real lower limit and Lien does not explain how he justified the extension of the formula to the complex plane, nor have we been able to find a satisfactory justification. On the other hand, Wolf ${ }^{55}$ comments that the result given by Foster and hence by Lien, Eq. (7.61), can be verified by observing that the right hand sides of (7.60) and (7.61) satisfy the scalar Heimholtz equation, $\left(\nabla^{2}+k_{1}^{2}\right) \Lambda_{1}=0$, and that for $(h-z)=0$, the result (7.61) is correct according to Watson (Op. cit.), sec. 13.6, Eq. (3), page 135. Thus, we feel confident that the result given by Lien, Eq. (7.61), whici is valid for $\rho \geqslant 0$ and $(h-2) \geqslant 0$, represents the correct evaluation of the integral (7.60) in closed form.

Differentiating (7.51) as indicated and replacing the Bessel function by the sum of two Hankel functions we obtain
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$$
\begin{equation*}
\Lambda_{1}=\Lambda_{1}^{(1)}+\Lambda_{1}^{(2)} \tag{7.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{1}^{(1)}=\frac{i \pi k_{1}}{4 R_{2}}\left\{x_{2} H_{0}^{1}\left(\frac{1}{2} k_{1} x_{1}\right) H_{1}^{1}\left(\frac{1}{2} k_{1} x_{2}\right)-x_{1} H_{1}^{1}\left(\frac{1}{2} k_{1} x_{1}\right) H_{0}^{1}\left(\frac{1}{2} k_{1} x_{2}\right)\right\}, \tag{7.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{1}^{(2)}=\frac{i m k_{1}}{4 R_{2}}\left\{x_{2} H_{0}^{2}\left(\frac{1}{2} k_{1} x_{1}\right) H_{1}^{1}\left(\frac{1}{2} k_{1} x_{2}\right)-x_{1} H_{1}^{2}\left(\frac{1}{2} k_{1} x_{1}\right) H_{0}^{1}\left(\frac{3}{2} k_{1} x_{2}\right)\right\} \tag{7.64}
\end{equation*}
$$

in which

$$
\begin{equation*}
x_{1}=R_{2}-(h-z) \quad \text { and } \quad x_{2}=R_{2}+(h-z) \tag{7.65}
\end{equation*}
$$

The functions $\Omega_{1}^{(1)}$ and $\Lambda_{1}^{(2)}$ correspond respectively to our integrals $\mathrm{V}_{1}^{(1)}$ and $\mathrm{V}_{1}^{(2)}$ evaluated for $\mathrm{k}_{2}=0$. In order to compare the results with the correct second limiting process, where it has been assumed that $\left|k_{1} \rho\right|>1$, we expand asymptotically the Hankel functions appearing in (7.63) and (7.64) to obtain

$$
\begin{align*}
& \Lambda_{1}^{(1)}=-\frac{i\left(x_{2}-x_{1}\right)}{R_{2}\left(x_{1} x_{2}\right)^{\frac{1}{2}}} e^{i l_{1}\left(x_{2}+x_{1}\right) / 2}\left\{1+\frac{1}{8}\left[\frac{2\left(x_{2} x_{1}\right)}{i k_{1} x_{1} x_{2}}\right]\right.  \tag{7.56}\\
&\left.+\frac{9}{128}\left[\frac{2\left(x_{2}+x_{1}\right)}{i k_{1} x_{1} x_{2}}\right]^{2}+0\left|\frac{2\left(x_{2}+x_{1}\right)}{i k_{1} x_{1} x_{2}}\right|^{3}\right\}
\end{align*}
$$

and

$$
\begin{align*}
\Lambda_{1}(2)= & \frac{x_{1}+x_{2}}{R_{2}\left(x_{1} x_{2}\right)^{\frac{1}{2}}} e^{i k_{1}\left(x_{2}-x_{1}\right) / 2}\left\{1+\frac{1}{8}\left[\frac{2\left(x_{1}-x_{2}\right)}{i k_{1} x_{1} x_{2}}\right]\right.  \tag{7.67}\\
& \left.+\frac{9}{128}\left[\frac{2\left(x_{1}-x_{2}\right)}{i k_{1} x_{1} x_{2}}\right]^{2}+0\left|\frac{2\left(x_{1}-x_{2}\right)}{i k_{1} x_{1} x_{2}}\right|^{3}\right\}
\end{align*}
$$

Substituting the values of $x_{1}$ and $x_{2}$ according to Eqs. (7.65), the above expressions become
$\Lambda_{1}^{(I)}=-\frac{2 i \cos \theta_{2}}{\rho} e^{i k_{1} R_{2}}\left\{1+\frac{i}{8}\left[\frac{\left.\left[\frac{1 \csc \theta_{2}}{i k_{1} \rho}\right]+\frac{9}{128}\left[\frac{4 c \cos \theta_{2}}{i k_{1} \rho}\right]^{2}+0\left|\frac{4 \csc \theta_{2}}{i k_{1} \rho}\right|^{3}\right\}(7.68)}{}\right\}\right.$
and

$$
\begin{equation*}
\Lambda_{i}^{(2)}=\frac{2}{\rho} e^{i k_{1}(h-z)}\left\{1+\frac{1}{8}\left[\frac{4 \cot \theta_{2}}{-i k_{1} \rho}\right]+\frac{9}{128}\left[\frac{4 \cot \theta_{2}}{-i k_{1} \rho}\right]^{2}+0\left|\frac{4 \cot \theta_{2}}{i k_{1} \rho}\right|^{3}\right\} \tag{7.69}
\end{equation*}
$$

7ol4b. Second Limiting process.- We now proceed to put $k_{2}=0$ in our previously established results which physically is equivalent to the approximaLion $k_{2} \rho \ll I$ and, in fact, negligible but with $\left|k_{1} \rho\right|>i o$ Thus, noting that $k_{2}=0$ implies $n=0$ and $(K / n)=\operatorname{cote}_{2}$, we obtain from Eqs. (6.121), (6.125) and (6.133),

$$
V_{1}^{(2)} \sim \frac{2}{\rho} e^{i k_{1}(h-2)}\left\{1+\frac{1}{8}\left[\frac{4 \cot \theta_{2}}{i k_{1} \rho}\right]+\frac{3}{128}\left[48 \cot ^{2} \theta_{2}+\frac{25}{8}\right] \frac{1}{\left(i k_{1} \rho\right)^{2}}\right\}
$$

to three terms. Comparing (7.70) term by term with (7.69) we see that the results begin to differ in the third term of the expansion,

$$
\begin{equation*}
V_{1}^{(2)}-\Lambda_{1}^{(2)} \sim \frac{75 i k_{1}}{512\left(i k_{1} \rho\right)^{3}} e^{i k_{1}(h-z)}+\text { higher order terms, } \tag{7.71}
\end{equation*}
$$

and thus we have established that the Lien approximation for $V_{\perp}^{(2)}$, namely his $\Lambda_{1}^{(2)}$, is in error by the amount given above for the region $k_{2} \rho \ll i<\left|k_{i} p\right|$. Similarly, for $V_{1}^{(1)}$ in tine limit $k_{2}=0$, we make use of Eq. (6. 14 ) by substituting for $G\left(\theta_{2}\right)$ the expression deduced from the second of Eqs. (ó.21)
after placing $n=0$; that is,

$$
G\left(\theta_{2}\right)=-i \csc \theta_{2},
$$

obtaining

$$
\begin{equation*}
V_{I}^{(I)} \sim-\frac{2 i \cos \theta_{2}}{\rho} e^{i k_{1} R_{2}}\left\{1+\frac{I}{8}\left[\frac{4 \csc \theta_{2}}{i k_{1} P}\right]\right\} \tag{7.73}
\end{equation*}
$$

whichis seen to agree to two terms with $\Lambda_{1}^{(1)}$ as given in (7.68). Thus, again we find that the two linnting processes lead to results which begin to differ in the third term of their respective asymptocic expansions; and, therefore, conclude that $\Lambda_{1}$ is an adequate approxination to the physical situation when $k_{2} \rho \ll 1<\left|k_{1} \rho\right|$.

Putting $k_{2}=0$ and $n=0$ in Eqs. (7.20) and (7.27) we obtain the components of the Hertzian vector

$$
\begin{align*}
& \pi_{x I} \sim-\frac{p}{2 \pi \sigma k_{1}^{2}} \frac{1}{\rho^{3}} e^{-i k_{1}(z-h)},  \tag{4}\\
& \Pi_{z I} \sim-\frac{i p}{2 \pi \sigma k_{I}} \frac{\cos \phi}{\rho^{2}} e^{-i k_{1}(z-h)}
\end{align*}
$$

whicin could have also been obtained from the Lien integral and which are suitable approximations when $k_{2} \rho \ll 1<\left|k_{1} \rho\right|$. Sinilarly, from Eqs. (7.28) the electric field components become

$$
\begin{align*}
& E_{\rho I} \sim \frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}} e^{-i k_{I}(z-h)}, \\
& E_{\phi 1} \sim \frac{p}{2 \pi \sigma} 2 \frac{\sin \phi}{\rho^{3}} e^{-i k_{1}(z-h)}, \\
& E_{z I} \sim-\frac{p}{2 \pi \sigma} \frac{n\left(i k_{2} \rho\right) \cos \phi}{\rho^{3}} e^{-i k_{I}(z-h)}=0 .
\end{align*}
$$

The transverse components of the magnetic field for this liniting case, $k_{2}=0$, may be obtained from Eqs. (7.30) and (7.75); and all three components may be obtained from Eqs. (7.29) by setting $k_{2}=0$ and $n=0$, yielding

$$
\begin{align*}
& H_{\rho I} \sim \frac{i p}{2 \pi k_{1}} \frac{2 \sin \phi}{\rho^{3}} e^{-i k_{1}(z-h)}, \\
& H_{\phi I} \sim-\frac{i p}{2 \pi k_{1}} \frac{\cos \phi}{\rho^{3}} e^{-i k_{1}(z-h)},  \tag{7.77}\\
& H_{z I} \sim-\frac{i p}{2 \pi k_{1}}\left(\frac{3}{i k_{1} \rho}\right) \frac{\sin \phi}{\rho^{3}} e^{-i k_{1}(z-h)} .
\end{align*}
$$

### 7.5 MUMERICAL EXAMPLE

By way of illustration of the results given in the present Chapter we now consider a numerical example. Before we can cioose the appropriate expressions for the electric and nagnetic field components, we must examine the inagnitudes of the parameters involved; in particular, the three quantities: $\nu=\omega / 2 \pi$, the frequency; $\sigma$, the conductivity of the conducting medium; and $p$, the so-cailed "electric dipole moment" as defined by Eq. (2.8). Another paraneter which nust be specified but has little to do with the form of the equations is $h$, the deptin of the source. For the present numerical example we choose the following values:

$$
\begin{array}{ll}
\nu=900 \mathrm{c} \cdot \mathrm{p} \cdot \mathrm{~s} \cdot ; & \sigma=5 \text { mhos/meter } ; \\
\mathrm{p}=500 \mathrm{amp} \times \text { meter } ; & \mathrm{h}=7.5 \text { meters }
\end{array}
$$

from winch we readily deduce

$$
\begin{array}{rlrl}
k_{1} & \approx\left(i \omega \mu_{0} \sigma\right)^{\frac{1}{2}}=(1+i) / \delta, & k_{2}=\omega / c=6 \pi \times 10^{-0} \text { meter }^{-1}, \\
\delta & =\left(2 / \omega \mu_{0} \sigma\right)^{\frac{1}{2}}=7.5 \text { meters, } & & \lambda_{2}=2 \pi / k_{2}=333 \mathrm{kn}, \\
\left|k_{1}\right| & =2^{\frac{1}{2}} / \delta=.189 \text { meter }^{-1}, & |n|^{2}=\omega \epsilon_{0} / \sigma=10^{-9}, \\
\lambda_{1}=2 \pi \delta=47.5 \text { meters, } & & |n|=3.16 \times 10^{-5} .
\end{array}
$$

The two quantities which inst be considered in deterinining the proper form for the field components are $\left|k_{1} \rho\right|$ and $k_{2} \rho$. When $\left|k_{1} \rho\right|=10$, we find $\rho=53$ meters, and when $k_{2} \rho=10^{-1}$, we find $\rho=5300$ meters; so that vine regions $\left|k_{1} p\right|<10$ and $k_{2} p>10^{-1}$ are to be excluded. Thus, for values of $\rho$ satisfying the condition

$$
50 \text { meters } \leq \rho \leq 5000 \text { nevers }
$$

we may use our results for the case $k_{2} \rho<1<\left|k_{1} \rho\right|$ as presented in Sections 7. Id and 7.2e where, from Eq. (7.2h) and similar relations and from the value of $|n|$ in (7.79), we may neglect the contributions from the pole. Furthermore, from the discussion at the beginning of Section 7. ld it is apparent for tine present case, $|n|=3.16 \times 10^{-5}$, that we may neglect $n$ and $K$ altogether in comparison within unity especially for values of $\theta_{2} \geqslant \pi / 4$ which are of practical interest. Thus, the expressions for the electric and magnetic field components that apply to the present numerical couple are deduced frown Eq. (7.28) and (7.29) by neglecting the parts multiplied by $n$. It nay be noted from the last of Eqs. (7-28) and the last of Eq. (7.29) that the $z$ components of the electric and magnetic fields are of less than $O(n)$ as compared with the transverse components and are therefore negligible in the present example.

The equations which are applicable to the present case are then given by

$$
\begin{align*}
& E_{p I} \sim \frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}}\left\{1-\frac{1}{2}\left(k_{2} \rho\right)^{2}\right\} e^{i k_{1}(h-z)},  \tag{7.81}\\
& E_{\phi I} \sim \frac{p}{2 \pi \sigma} \frac{2 \sin \phi}{p^{3}}\left\{1+\frac{1}{2}\left(k_{2} \rho\right)^{2}\right\} e^{i k_{1}(h-z)}
\end{align*}
$$

from wiich the magnetic field components, according to Eq. (7.30), are given by the vector equation

$$
\begin{equation*}
H_{1}=\frac{i \sigma}{k_{1}}\left(E_{1} \times e_{z}\right) \tag{7.82}
\end{equation*}
$$

where $e_{z}$ is a unit vector in the positive $z$ direction. Finally by neglecting $k_{2} p$ altogether, the case which corresponds to the asymptotic expansions of Lien's results, Eqs. (7.76), we have to an accuracy better than 0.5 percent for the whole range $k_{2} \rho \leqslant 10^{-1}<1<10 \leqslant\left|k_{1} \rho\right|$, which for the present case limits the horizontal range from 50 to 5000 meters, the expressions

$$
\begin{align*}
& E_{p 1} \sim \frac{p}{2 \pi \sigma} \frac{\cos \phi}{\rho^{3}} e^{(i-1)(h-z) / \delta},  \tag{7.83}\\
& E_{\phi 1} \sim \frac{p}{2 \pi \sigma} \frac{2 \sin \phi}{\rho^{3}} e^{(i-1)(h-z) / \delta},
\end{align*}
$$

where $\delta=\left(2 / \omega \mu_{0} \sigma\right)^{\frac{1}{2}}$ is the so-called "skin depth".
The structure of the electric and magnetic field components is further elucidated by introducing the function

$$
\begin{equation*}
f(\rho, z)=\left(p / \pi \sigma \rho^{3}\right) e^{-(h-z) / \delta} \quad \text { volts } / \text { meter } \tag{7.84}
\end{equation*}
$$

in terns of which the magnitudes of the field components assume the simple forms

$$
\begin{align*}
& \left|E_{p_{1}}\right|=\frac{1}{2} f(\rho, z) \cos \phi, \quad\left|E_{\phi I}\right|=f(\rho, z) \sin \phi ; \\
& \left|H_{\rho I}\right|=\frac{\sigma \delta}{2^{\frac{1}{2}}} f(\rho, z) \sin \phi, \quad\left|H_{\phi I}\right|=\frac{\sigma \delta}{2(2)^{\frac{1}{2}}} f(\rho, z) \cos \phi . \tag{7.85}
\end{align*}
$$

It is clear that tine field components vary inversely as tie cube of the horizontal range $\rho$ and are exponentially attenuated with the aggregate depth of source and point of observation.

It is proper to point out in closing that the formulas employed in the present numerical example, Eq. (7.84), were contained already in the papers by Lien and Ferris, as indicated in tine references, and that our additional contribution in this respect has been to clearly point out the range of applicability of the results and the order of magnitude of tine errors incurred in the corresponding approximate expressions.
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[^0]:    * See Bibliography at the end of this report.

[^1]:    * This definition differs from the conventional definition of the electric dipole moment of a Hertzian dipole by a constant factor; in fact, $p=-i \omega p(l)$ where $p(l)$ is the conventional electric dipole moment.

[^2]:    * E. C. Titchmarsh, "Introduction to the Theory of Fourier Integrals, ${ }^{\text {a }}$ (Oxford Press, London, 1948), 2nd ed., p. L4, Sec. 1.27。

[^3]:    ${ }^{5}$ Loc. cit., reference 3, p. 925.
    $6_{\text {G. J. Elias, Physica 2, 207-217 and 361-375 (1922). }}$
    7 A. Sommerfeld, Ann. Physik 81, 1135-1153 (1926).

    * See Bibliography at the end of this Report.

[^4]:    VI. EVALUATION OF THE INTEGRAIS PERTAINING TO THE CONDUCTING MEDTUN:

[^5]:    *This result should be compared with Ott's own computation of the second order term, loc. cit., paragraph L, p. 150. Ott did not obtain the correct second order term and, therefore, arrived at erroneous conclusions.

