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Aerosol particles are ubiquitous in the atmosphere and induce significant impacts on 

human health and climate that depend on their physical and chemical properties, such as size, 

composition, and mixing state (chemical associations).  Measurements of aerosol composition at 

the single-particle level are necessary to better understand these effects. Aerosol time-of-flight 

mass spectrometry (ATOFMS) is able to monitor the size and chemical composition of individual 

particles in real time.  In this doctoral research, ATOFMS analysis was extended to identify new 

mass spectral markers and improve the potential for quantitative measurements.  Development of 

novel instrumentation was also undertaken. 

Ion markers indicative of organosulfate compounds were identified in ATOFMS mass 

spectra collected in Atlanta, GA.  In this study, the mixing state and temporal behavior of 

particulate organosulfate compounds were observed for the first time.  Organosulfates were 
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overwhelmingly detected in carbonaceous submicron particles and the temporal trends indicated 

that they likely formed by the daytime oxidation of isoprene followed by aqueous reaction with 

sulfate overnight. These results highlight the roles of mixing state and multi-phase reactivity on 

the formation of secondary organic aerosols.   

ATOFMS measurements of thermally-conditioned aerosol residuals obtained during the 

2005 Study of Organic Aerosols in Riverside, CA were analyzed to determine the impacts of 

atmospheric aging on the laser desorption/ionization process.  Coatings of secondary species 

suppressed the ionization efficiency, thereby impacting the mass spectral peak areas; however, a 

novel analysis method was found to correct these artifacts and produced strong agreement with 

collocated quantitative instrumentation.  This new analysis technique was then applied to 

investigate the mixing-state dependence of aerosol volatility observed in Riverside.  It was 

observed that particulate nitrate evaporated at different temperatures from different particle types 

(e.g., organic vs. biomass burning), which may influence the regional transport of nitrate species.   

ATOFMS provides important insights into size-resolved particle sources; however it 

heavily fragments most organic species, resulting in loss of the molecular information.  

Therefore, a novel chemical ionization mass spectrometer was developed to better characterize 

the molecular organic aerosol constituents.   In particular, an ion funnel was incorporated into a 

home-built proton-transfer-reaction mass spectrometer. Initial characterization studies and ion 

simulations indicated that the ion funnel can provide high-efficiency ion transfer from the 

ionization region to the mass spectrometer.  These results demonstrate the potential for this 

instrument to ultimately achieve highly sensitive analyses of organic aerosols. 
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1 Introduction 

1.1 Atmospheric aerosol particles 
Aerosol particles are ubiquitous in the atmosphere and exert a number of significant 

environmental impacts, including degrading visibility, affecting global climate, and deteriorating 

public health.  While an aerosol is technically defined as a suspension of liquid or solid particles 

in a gas, ‘aerosol’ and ‘particle’ will be used interchangeably throughout this thesis.  Particles are 

directly emitted into the atmosphere from a variety of primary sources, both natural and 

anthropogenic (man-made), that result in aerosols across a range of sizes and composition.  

Natural sources include sea spray and dust storms; whereas anthropogenic sources are largely 

combustion related, for example, vehicular exhaust, industrial processes, and biomass burning.  

New particles can also form in the atmosphere from gas-phase precursors in a process known as 

nucleation. 

Due to different formation processes, particle size distributions can span several orders of 

magnitude.  The smallest particles (<0.010 µm) form by nucleation and are known as the nuclei 

mode.1 The ultrafine mode encompasses particles <0.10 µm and are largely emitted during 

combustion processes.2,3 The small size of these particles results in fast coagulation timescales, 

thereby limiting their atmospheric lifetime.1  Particles in the accumulation (submicron) mode (0.1 

- ~1 µm) form by coagulation and condensational growth of existing atmospheric particles; these 

aerosols have the longest atmospheric lifetime due to inefficient loss processes.1  Particles larger 

than the accumulation mode (supermicron) are produced from mechanical generation (e.g., wind-

blown dust and wave breaking); large particles, however, readily settle out gravitationally.4  

Accumulation mode particles can remain in the atmosphere for days to weeks, whereas the 

residence time of larger and smaller particles is generally less than a few days.4  

Particulate matter can exert significant adverse health effects (ref. 5 and references 

therein).  Long-term exposure of high particle concentrations has been linked to increased 

mortality, with a ~10-15% increase in the mortality rate for every 10 µg/m3 increase in the mass 

of particulate matter.5  Increased incidences of cardiovascular disease and decreased lung function 

have also been attributed to high concentrations of particulate matter.5,6  Particles in the 

accumulation mode are likely to be most significant regarding health effects because they persist 

longest in the atmosphere and can penetrate deep into the lungs.7  However, ultrafine particles can 
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diffuse more readily into tissues and may also be more biologically active.8  The exact biological 

mechanisms by which particulate matter induces these health effects remain uncertain;5 however 

specific chemical components are known to be toxic.9,10  Further, mixing of chemicals has been 

shown to exhibit synergistic effects that exacerbate health effects relative to the individual 

components;11,12 therefore it is important to know, not only the chemical composition of 

atmospheric aerosols, but also how constituents are mixed throughout the particle population.   

Aerosols can also influence the radiative balance of the Earth.  Whereas the climate 

forcing induced by anthropogenic greenhouse gases is largely well understood, the forcing 

induced by aerosols remains significantly uncertain due to their high chemical, spatial, and 

temporal variability.13  Particles can also impact climate in a number of direct and indirect ways, 

further complicating their climatic impacts.  Aerosols can directly scatter or absorb incoming 

solar radiation, which can cool or warm the Earth; the magnitude and sign of the radiative forcing 

depends on the size and composition.14  Aerosol absorption can be predominantly attributed to 

soot15 and light-absorbing organic compounds.16,17  However, the majority of aerosols have a 

cooling effect by scattering light back to space.13 How components are distributed among 

aerosols can further impact the extent of the radiative forcing.  For instance, sulfate aerosols 

efficiently scatter solar radiation;18 however, sulfate coated on soot actually increases the 

absorption relative to uncoated soot.19-21 Therefore, the mixing of components in an aerosol 

population can significantly affect the climate forcing induced by aerosols.  

Particles can further impact climate by acting as cloud seeds, known as cloud 

condensation nuclei (CCN) and ice nuclei (IN).  Cloud droplets form when supersaturated water 

vapor condenses onto existing particles. However, not all particles are able to act as CCN and IN; 

the activity is strongly dependent on size and composition.  The high curvature of small particles 

(<0.1 µm) results in high vapor pressure above the droplet, which inhibits cloud droplet 

formation.  However, this curvature effect can be balanced by the presence of soluble material 

that lowers the vapor pressure via Raoult’s Law.  The relative fractions of soluble and insoluble 

material in these particles will therefore have significant impacts on the CCN activity.22   

However, composition plays the largest role in particles <0.2 µm because nearly all particles at 

larger sizes will likely activate.22  The number of CCN-active particles in a rising air parcel can 

influence the resulting cloud properties.  A large influx of CCN-active particles into a forming 

cloud can increase the number of cloud seeds, thereby producing more numerous and smaller 

cloud droplets for a fixed atmospheric water content, which increases cloud albedo and thus 
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radiative forcing.23  Further, because smaller droplets rain out less efficiently, this effect may also 

reduce or delay precipitation, which can significantly impact the hydrological cycle.24   These 

indirect effects of aerosols remain one of least understood climate forcings.  

1.1.1 Aerosol composition & atmospheric processing  
The diverse particle sources described above loft widely different chemical constituents 

into the atmosphere; these primary particles further undergo extensive processing during their 

atmospheric lifetime as a result of coagulation, condensation, evaporation, and heterogeneous 

reactions.  The physical and chemical properties of aerosols therefore vary greatly in time and 

location, due to variability in emission sources, atmospheric processing, and meteorology.   

1.1.1.1 Inorganic aerosol components 
Inorganic aerosols emitted from primary sources are typically in the supermicron mode 

(>1 µm) due to their formation mechanisms.  Sea spray, dominated by sodium chloride, is formed 

by breaking waves.  Mineral dust, which becomes suspended by wind erosion, is comprised of 

Al, Si, Mg, Ca, Fe, K, and Na in various minerologies.25,26  A few combustion sources can also 

introduce inorganic components to accumulation mode particles. Biomass burning, for example, 

can emit potassium chloride salts.27  The residual fuel used to power ships is also enriched in a 

number of metals, such as vanadium, iron, and nickel that have been detected in atmospheric 

particles.28  Combustion sources also emit elemental carbon.29 The majority of the inorganic 

species in submicron aerosols, however, forms by gas-to-particle conversion.  Gas-phase SO2 

emitted by power plants can react with oxidants in the gas or aqueous phase, ultimately forming 

sulfuric acid.30  The vapor pressure of sulfuric acid is sufficiently low that it can be considered 

non-volatile under typical atmospheric conditions and thus exists almost completely in the 

particle phase.1  Nitric acid also forms in the atmosphere from nitrogen oxides emitted from 

combustion sources.30  Ammonia is the predominant base in the atmosphere and can neutralize 

sulfuric and nitric acids in the particle phase.31,32  Ammonium, sulfate, and nitrate are therefore 

significant components of submicron particles.e.g.,33-35 These are considered secondary inorganic 

aerosol constituents because they form in the atmosphere, rather than by direct emission.  Unlike 

ammonium sulfate, however, ammonium nitrate is semi-volatile and exists to a significant extent 

in both the particle phase and in the gas phase as NH3 and HNO3.36,37  
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1.1.1.2 Organic aerosol components 
Globally, organic components comprise ~20-80% of aerosol mass and can arise from 

both primary and secondary sources.38,39  Significant sources of primary organic aerosols (POA) 

include combustion sources, food cooking, and biomass burning.  Combustion-related emissions 

are generally comprised of long-chain or cyclic alkanes and polycyclic aromatic hydrocarbons.40 

Food-cooking emissions are dominated by fatty acids and cholesterol.41,42 Biomass burning 

emissions include similar components as combustion and food cooking, but also include more 

oxygenated organics, such as levoglucosan (derived from cellulose) and methoxyphenols.43  

A large fraction of particulate organics arises from the oxidation and condensation of gas-

phase precursors, known as secondary organic aerosol (SOA).  Plant emissions represent the 

largest source of volatile organic compounds (VOCs), with isoprene and monoterpenes being the 

dominant biogenic VOCs.44,45  These species, as well as anthropogenic VOCs, may become 

oxidized through photochemical processes induced by sunlight (UV radiation), as well as by 

reactions with gas-phase oxidants, such as ozone and hydroxyl radical (refs. 46,47 and references 

therein).  These reactions add significant functionality to the parent molecule, including hydroxyl, 

ketone, aldehyde, carboxylic acid, organonitrate, and organosulfate groups.48-50 The increased 

polarity of the product compounds results in reduced volatility, and thus they are more likely to 

condense onto existing particles.51  Species can react further within the aqueous and organic 

phases to produce even lower volatility products.44,52,53  Therefore, given the variety of organic 

components emitted from primary sources and the number of secondary reactions, many 

thousands of different organic compounds are possible in atmospheric aerosols.54  

1.1.1.3 Atmospheric processing 
During a particle’s multiday residence time in the atmosphere, it undergoes significant 

processing, also known as aging.  Reactions between gas-phase and particle-phase components 

(i.e., heterogeneous reactions) can displace primary components (e.g., nitrate can displace 

chloride in sea salt55), or gas-phase oxidants can oxidize organics present on the particle surface.56  

Many atmospheric components are semi-volatile and exist in significant concentrations in both 

gas and particle phases; the partitioning between these phases is highly dynamic and responds 

appropriately to maintain equilibrium.57  Primary particles may acquire secondary species 

following their formation (e.g., ammonium sulfate/nitrate, SOA), or semi-volatile components 

may evaporate from the particle phase as an air parcel becomes diluted during transport.  Particles 

can also undergo significant cloud processing as a result of the formation and evaporation of 
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cloud droplets.   The high liquid water content in cloud droplets promotes uptake of gas-phase 

species, which can react in the condensed-phase to form lower volatility compounds that remain 

in the particle phase following evaporation of the cloud.58,59  

Meteorology can also significantly impact regional and local aerosol chemistry in a 

number of ways.  Shifting winds can introduce particles from different sources to a given area 

depending on the source locations relative to the wind direction.  Winds can also carry pollutants 

significant distances.60,61 Diurnal changes also occur due to the presence and absence of sunlight.  

In the nocturnal atmosphere, the lack of solar heating results in lower temperatures and higher 

relative humidity (RH), which initiate condensation of semi-volatile and water-soluble species.  

The stability of the atmosphere can further have a substantial impact on pollutant concentrations.  

The temperature of the atmosphere typically decreases with altitude; such temperature profiles 

promote vertical mixing and a well-mixed planetary boundary layer (PBL, the region of the 

atmosphere closest to Earth’s surface).62  Temperature inversions occur when atmospheric 

temperature increases with altitude; radiation inversions are an example and form due to 

overnight radiative cooling of the surface.1  Temperature inversions result in a stable PBL that 

prohibits mixing and ventilation; atmospheric pollutants thus become trapped and accumulate 

near the surface resulting in very poor air quality.63  The buildup of gases and particles under an 

inversion can further accelerate reactions and processing.64    

As a result of diverse particle sources and aging processes, atmospheric particles are 

complex mixtures of inorganic and organic material that exist in varying degrees of internal 

(present within the same particle) or external (occur in distinct particles) mixing states.  

Condensation of secondary components onto primary aerosols can substantially change the 

chemical composition, size, and resulting atmospheric behavior of the aerosols (e.g., optical 

properties, CCN activity).  Therefore, comprehensive analyses of atmospheric particles are 

essential in order to better understand the sources and processing of ambient aerosols and their 

impacts on human health and climate.  

1.2 Aerosol analysis methods 
A variety of tools are available to characterize different aerosol properties, including size, 

CCN activity, optical properties, etc.  Herein, several common techniques available for measuring 

the composition of atmospheric particulate matter will be briefly outlined.  The approaches can be 

generally classified into two main categories: off-line and on-line sampling.  Off-line 



6 
 

 
 

measurements entail collecting particles onto a substrate followed by laboratory analyses; 

whereas analysis is performed in the field for on-line instruments with minimal sample 

pretreatment.  Since there is no single instrument that can analyze all PM components in high 

time resolution, these various tools remain highly complementary.  

1.2.1 Off-line measurement techniques 
Aerosol sampling for off-line analysis generally occurs via filtration or impaction onto a 

substrate, with sampling times typically on the order of hours to days.  These long sampling times 

result in very poor temporal resolution; however, a significant benefit of this type of sampling is 

the collection of sufficient material to perform comprehensive analyses. These approaches have 

been particularly advantageous for the organic fraction of atmospheric particulate matter, given 

the thousands of possible compounds present in the atmosphere.54  Gas chromatography-mass 

spectrometry (GC/MS) is one of the traditional techniques applied to organic aerosols and 

provides separation of the multitude of different organic compounds to improve molecular 

identification.65,66 This technique has identified molecular tracers indicative of distinct aerosol 

sources.40,67  However, standard GC/MS approaches are unable to fully separate the complex 

mixture in ambient aerosols; for instance, in the GC/MS analysis of samples collected in a 

roadway tunnel, only ~10% of the compounds could be resolved.68  The recent applications of 

two-dimensional GC has provided substantially improved separation capability,69 while also 

highlighting the complexity of organic aerosol with ~15,000 chromatographic peaks in one 

ambient aerosol sample.70 GC analysis is only amenable to compounds that will volatilize in the 

injection port, and therefore alternative chromatographic approaches have also been utilized. 

Liquid chromatography can be applied for analysis of low-volatility organic constituents of 

atmospheric aerosols, including high molecular weight species,71 whereas ion chromatography 

can measure dissolved inorganic ions72 and organic acids.73  Liquid chromatography has 

increasingly been applied to characterize the polar organic compounds typical of SOA.74,75  These 

chromatographic methods provide a means of separating the complex mixture and make the 

identification of individual components far more tractable.   

Other off-line techniques have further advanced the state-of-knowledge regarding the 

composition of ambient aerosols.  Ultra-high-resolution mass spectrometry analyses coupled with 

ionization methods that minimize fragmentation can identify thousands of compounds in aerosol 

samples based solely on ion m/z by providing the molecular formulas of aerosol constituents.17,76 

Spectroscopy methods, including Fourier-transform infrared spectroscopy and nuclear magnetic 
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resonance spectroscopy, provide quantitative estimates of the contributions from specific 

functional groups present in an organic aerosol population, without the need to identify individual 

compounds.48,77-79  Microscopic imaging has also permitted assessment of the complex 

morphology of ambient aerosol particles.e.g.,28,80,81  These off-line methods have provided in-depth 

chemical characterization of atmospheric particulate matter. However their poor temporal 

resolution and/or extensive sample preparation and analysis times have limited the scientific 

understanding regarding atmospheric transformations of aerosol composition.  

1.2.2 On-line measurement techniques 
To monitor rapid changes in aerosol composition that occur as a result of chemical 

processing or shifts in meteorology, sampling must be performed on much faster timescales than 

off-line techniques can provide.  To this end, instruments have been developed that are capable of 

measuring aerosol composition in real time or near real time. A few recent advances are 

highlighted herein.  

A number of instruments have been developed to couple the advantages of 

chromatographic separation and on-line analysis by utilizing in-situ particle collection schemes.  

Thermal-desorption aerosol gas chromatography (TAG) employs a particle collection-thermal 

desorption cell with direct injection onto the GC column.82  The system is fully automated, with a 

full cycle taking approximately 1 hour.82  TAG has provided highly time-resolved chemical 

speciation of the organic fraction of atmospheric particles,83 however, a large portion of aerosol 

material could not be resolved with one-dimensional separation.82  Recently, TAG has been 

upgraded to employ comprehensive two-dimensional GC, which substantially improves the 

separation and identification capabilities.84  An alternative in-situ collection approach is the 

particle-into-liquid sampler (PILS), which passes aerosols through a region supersaturated with 

respect to water resulting in condensational particle growth.85 The grown particles are collected 

by inertial impaction, yielding an aqueous solution of the soluble aerosol components.85  PILS has 

been coupled to ion chromatography to measure ionic constituents (e.g., sulfate, nitrate, sodium, 

potassium)85 and total organic carbon analyzers to measure the water-soluble organic carbon 

content of atmospheric particles.86   

Two predominant real-time techniques have emerged in the last couple decades: single 

particle mass spectrometry (SPMS) and aerosol mass spectrometry (AMS).  The aerosol time-of-

flight mass spectrometer (ATOFMS) was the first SPMS instrument,87 and measures the size and 
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chemical composition of individual particles.  This measurement capability provides insight into 

the size-resolved chemical mixing state of aerosol components.  ATOFMS was the predominant 

instrument used in this doctoral work and will be described in detail in the following section.  

AMS data from collaborators was also used in Chapters 4 & 5 of this thesis.   

AMS has also become a widely used instrument in the atmospheric science community 

for the real-time, quantitative analysis of aerosol components.88,89  In the AMS instrument, 

aerosols are introduced through vacuum stages into the mass spectrometer region, where they are 

flash vaporized on a heater maintained at 600 ºC; the desorbed constituents are subsequently 

ionized via electron impact ionization (70 eV).90  The AMS measures only non-refractory organic 

and inorganic aerosol material, or constituents that volatilize at 600 ºC; on the other hand, it is 

“blind” to refractory material that does not volatilize at that temperature, for example, sea salt.91  

The AMS also largely provides the bulk aerosol composition, rather than mixing state.92  

1.2.3 Aerosol time-of-flight mass spectrometry 
The original ATOFMS prototype was developed by Prather et al. in 1994,87 and has 

evolved substantially since then93-95 into instruments that have been deployed around world and 

aboard ground, ship, and aircraft platforms.  While there are several permutations, all ATOFMS 

instruments consist of a particle inlet, sizing region, and the ionization and mass spectrometer 

region (Figure 1.1); each region is described in the following sections.   

 
Figure  1.1 Schematic of the ATOFMS instrument based on Gard et al.93  Figure courtesy of A. 
Ault. 
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1.2.3.1 Inlet configurations 
Aerosols are introduced into ATOFMS via either a converging nozzle93 or an 

aerodynamic lens,94,95 each covering different size ranges.  The nozzle inlet, shown in Figure 1.1, 

provides the broadest range, measuring particles from 0.2-3 µm.  Aerosols are pulled through the 

nozzle from atmospheric pressure to 2 Torr, resulting in a supersonic expansion that accelerates 

particles to a size-dependent terminal velocity.93  Particles subsequently traverse two 

differentially-pumped stages, which collimate the particle beam and eliminate background gas.  

Aerodynamic lenses focus particles into a tight beam by a series of expansions and contractions 

defined by a set of orifices.96,97  The first ATOFMS to incorporate an aerodynamic lens reported 

significantly improved particle detection efficiencies compared to the standard nozzle-inlet 

ATOFMS.94  These inlets are much more effective for introducing small particles; efficient 

detection of particles from 0.05-0.3 µm can be achieved with proper tuning and removal of larger 

particles prior to the inlet.94  Both versions were used in the measurements described in Chapters 

2 & 3.  A new ATOFMS has recently been constructed for use on aircraft platforms and also 

utilizes an aerodynamic lens inlet that transmits particles over the range 0.1-1 µm.95  The ground-

based prototype of this aircraft-ATOFMS was applied in the measurements of Chapters 4 & 5. 

1.2.3.2 Sizing region 
The particle sizing region consists of two continuous-wave lasers (λ = 532 nm, 50 mW) 

positioned a fixed 6 cm apart.  Particles scatter light as they cross the laser beam, which is 

focused via ellipsoidal mirrors onto a photomultiplier tube.93  The signals from the two scattering 

lasers define the particle transit time across the fixed distance, and therefore the particle velocity. 

Particle velocity can be converted to vacuum aerodynamic diameter via calibrations with 

polystyrene latex spheres of known size. The scattered light signals also trigger a timing circuit to 

fire the desorption/ionization laser when the particle arrives in the mass spectrometer source 

region.  

1.2.3.3 Ionization and detection 
Particle ablation is accomplished via single-step laser desorption/ionization (LDI).  A 266 

nm, Q-switched Nd:YAG laser, generally operating at ~1 mJ, fires at the moment the particle 

arrives in the path of the laser beam, as triggered by the timing circuit.  The laser pulse generates 

a plasma of ions and neutrals from the individual particle with ionization occurring via multi-

photon ionization, electron capture, and charge transfer.  Both positive and negative ions form 
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and are extracted into opposite sides of the mass spectrometer by high electrostatic fields applied 

to source plates on either side of the ionization region.  ATOFMS can detect both refractory and 

non-refractory aerosol components; however, most organic species are heavily fragmented.  

The mass analyzer of the original transportable ATOFMS instruments is a dual-polarity, 

collinear, reflectron time-of-flight mass spectrometer. Positive and negative ions travel in 

opposite directions down the flight tube (Figure 1.1).  A reflectron is essentially an ion mirror that 

improves mass resolution by reducing the spread of kinetic energy (KE) among ions of the same 

m/z; ions of higher KE penetrate further into the reflectron than lower energy ions, thereby 

narrowing the difference in flight time from ionization to detection. Microchannel plate (MCP) 

detectors are used to detect the ion arrival time.   

The TOFMS was significantly improved in the new aircraft-ATOFMS.95  The flight path 

was redesigned to a z-configuration (Figure 1.2), which eliminated artifacts observed in the mass 

spectrometers of older ATOFMS instruments, such as cross-talk between the MCP detectors.  

The electrostatic ion optics were also enhanced, resulting in improved mass resolution, 

transmission efficiency, and higher m/z range.95 

 
Figure  1.2  Mass spectrometer design used in the aircraft-ATOFMS.   Reprinted with 
permission from ref 95. Copyright 2009, American Chemical Society. 

1.3 Scope of this thesis 
The research described herein aims to extend the analytical capability for characterizing 

aerosol composition and processing.  The existing off-line and on-line aerosol analysis tools 
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described in Sections  1.2.1 and  1.2.2 provide invaluable information regarding molecular 

identification and/or quantitative measures of aerosol components; however, most cannot provide 

insight into the mixing state of the aerosol population and few provide real-time measurements.  

Knowledge of the chemical mixing state is essential for adequately assessing and ultimately 

predicting the environmental impacts of aerosols since chemical associations at the single particle 

level can influence optical and CCN properties, as well as human health.  Ideally, a single-particle 

mass spectrometer would be able to speciate molecular components and provide quantitative 

estimates of particle composition.  While these goals may never be fully achieved with single-

step LDI, this thesis provides additional steps in that direction.  Comparisons between ATOFMS 

and collocated measurements were used to better understand the ambient single particle data with 

regard to ion peak identification and the ability to relate ion peak areas to mass.  The insight 

gained from these comparisons was then applied to learn more about the processing of ambient 

aerosols.  

Chapter 2 describes the assignment of new ATOFMS marker ions indicative of 

organosulfate species.  Recent laboratory and field studies have identified these compounds as 

potentially significant secondary products of the reaction between biogenic and anthropogenic 

emissions.e.g.,50,75,98,99  However, their detection in ambient aerosols has been limited to filter 

sampling techniques, which lack the time and size resolution to provide further insight into the 

atmospheric formation of organosulfates.50,100  During a 2008 field campaign in Atlanta, GA, both 

single-particle measurements and analyses of filter extracts by ultra-performance liquid 

chromatography coupled to electrospray ionization-high-resolution time-of-flight mass 

spectrometry (UPLC/ESI-HR-TOFMS) were performed.  The UPLC/ESI-HR-TOFMS analyses 

unequivocally identified organosulfate components in the Atlanta aerosols and were used to 

identify high mass ions in the negative-ion spectra collected by ATOFMS.  These comparisons 

established that ATOFMS is well suited to measure intact organosulfate species and provided the 

first determinations of the mixing-state (Chapter 2) and highly-time resolved diurnal trends 

(Chapter 3) of these species.  Insights into the atmospheric formation mechanisms are discussed.  

While single-particle mass spectrometers provide important observations of the size-

resolved mixing state of ambient particles, their ability to quantify aerosol components has been 

extremely limited due to matrix effects101,102 and inconsistent laser-particle interactions.103 

Characterization of these effects have largely been limited to laboratory studies with simple test 

particles.104  Aerosols in the atmosphere are significantly more complex due to the chemical array 
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of particle sources and aging processes and therefore they may exhibit more complicated and 

variable interactions with the D/I laser.  In Chapter 4, the impacts of particle aging on the LDI 

process are explored based on ATOFMS measurements of thermally-conditioned aerosols 

sampled in the highly polluted Riverside, CA area.  Collocated AMS measurements were used as 

a quantitative assessment of the changes in the mass of particle constituents following heating.  It 

will be demonstrated that secondary coatings suppress the extent of ionization from ambient 

particles during LDI, which impacted the raw ion intensities of individual components. A method 

is proposed to correct for these effects that produces strong agreement with the AMS 

measurements, demonstrating the potential to accurately relate ion peak areas to the mass of 

aerosol components. This work provides important steps toward the goal of single particle mass 

spectrometers being able to provide quantitative measurements of aerosol composition.  

The results of Chapter 4 demonstrate that the change in ion peak area following heating 

of a given species can be used to assess its volatility from particles of different sources.  This 

method is applied in Chapter 5 to characterize the influence of chemical associations on the 

volatility of nitrate from particles of different composition.  In particular, nitrate persisted to 

much higher temperatures in particles that contain refractory metal ions, even though nitrate was 

predominantly ammonium nitrate.  These findings imply that nitrate is more strongly bound to 

those particles, which may have implications for regional nutrient deposition given that the 

lifetime—and therefore transport distance—is significantly longer for particle-phase nitrate than 

gas-phase nitric acid.105    

ATOFMS mass spectra contain markers for distinct organic compounds, including 

organosulfates (Chapter 2), organic acids,106 amines,107 and polycyclic aromatic 

hydrocarbons.108,109  The majority of the organic aerosol components, however, are heavily 

fragmented under the harsh conditions of LDI, thus limiting the chemical information that can be 

attained.  It is therefore advantageous to investigate softer ionization mechanisms that can achieve 

molecular ionization of the organic components in aerosols.  Chapter 6 describes the first stages 

of development for a single-particle, chemical-ionization mass spectrometer.  The extremely low 

mass present for individual compounds within a single particle necessitates ultra-high instrument 

sensitivity that has not yet been achieved in chemical ionization mass spectrometers targeting 

organic aerosols.  To this end, an ion funnel was implemented, which has been shown in other 

mass-spectrometric based techniques to achieve nearly 100% ion transmission across interfaces 

of differentially-pumped chambers.110  Proof-of-concept experiments were performed to 
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demonstrate the utility of ion funnels in PTRMS, which may ultimately provide the essential leap 

toward achieving real-time molecular speciation of organic aerosol constituents.  
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2 Measurements of isoprene-derived organosulfates in ambient 
aerosols by aerosol time-of-flight mass spectrometry- Part 1: 
Single particle atmospheric observations in Atlanta 

2.1 Abstract 
Organosulfate species have recently been identified as a potentially significant class of 

secondary organic aerosol (SOA) species, yet little is known about their behavior in the 

atmosphere. In this work, organosulfates were observed in individual ambient aerosols using 

single particle mass spectrometry in Atlanta, GA during the 2002 Aerosol Nucleation and Real-

time Characterization Experiment (ANARChE) and the 2008 August Mini-Intensive Gas and 

Aerosol Study (AMIGAS).  Organosulfates derived from biogenically-produced isoprene were 

detected as deprotonated molecular ions in negative-ion spectra measured by aerosol time-of-

flight mass spectrometry; comparison to high-resolution mass spectrometry data obtained from 

filter samples corroborated the peak assignments.  The size-resolved chemical composition 

measurements revealed that organosulfate species were mostly detected in submicron aerosols 

and across a range of aerosols from different sources, consistent with secondary reaction 

products. Detection of organosulfates in a large fraction of negative-ion ambient spectra—ca. 90-

95% during ANARChE and ~65% of submicron particles in AMIGAS—highlights the ubiquity 

of organosulfate species in the ambient aerosols of biogenically-influenced urban environments. 

2.2 Introduction 
Secondary organic aerosol (SOA) can contribute substantially to atmospheric aerosol 

mass and arises from both biogenic and anthropogenic emissions of volatile organic compounds 

(VOCs).  In heavily forested regions, the biogenic contribution to SOA can be substantial due to 

high emissions of VOCs from vegetation.1  Isoprene (2-methyl-1,3-butadiene, C5H8) is an 

abundant biogenic VOC and has recently emerged as a potentially significant source of SOA.2,3  

The two double bonds of isoprene are highly reactive toward atmospheric oxidants and are 

therefore susceptible to oxidation, ultimately forming semi-volatile compounds such as 2-

methyltetrols and 2-methylglyceric acid (ref 2 and references therein).  Subsequent gas-to-particle 

partitioning can result in further particle-phase reactions yielding high-mass oligomers and 

organosulfate compounds (ROSO3H).2  In this manuscript, we investigate the isoprene-derived 

organosulfate species, a class of low-volatility oxidation products that could potentially contribute 
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significantly to organic aerosol mass, and further, due to their high polarity and water solubility, 

could enhance the cloud condensation nuclei (CCN) activity of organic aerosols.4   

Particulate organosulfate species have been previously measured in filter samples of 

ambient aerosols using a variety of off-line analytical methods.  Surratt et al.5 detected both 

isoprene- and monoterpene-derived organosulfates in the southeastern United States utilizing high 

performance liquid chromatography coupled to electrospray ionization mass spectrometry (ESI-

MS); a similar method was used to characterize organosulfates in aerosols collected from K-

puszta, Hungary6 and Bavaria, Germany.7  Altieri et al.8 measured similar organosulfate species 

in New Jersey rainwater samples using Fourier-transform ion-cyclotron resonance mass 

spectrometry (FT-ICRMS).  Additionally, organosulfates were detected by ESI-FT-ICRMS in 

atmospheric fog samples.9  Organosulfate functional groups have also been detected in a marine 

environment with continental influence by Fourier-transform infrared spectroscopy,10 and in a 

remote marine environment impacted only by oceanic biological sources (e.g., algal blooms) 

using ESI-MS.11  These studies have provided valuable insight into the important contribution of 

organosulfate species to ambient aerosols in diverse environments.  However, nearly all previous 

studies relied on off-line sample collection and analysis, which provides limited information on 

the average bulk aerosol composition.   

On-line mass spectrometric-based measurements are capable of providing real-time 

information on the evolving aerosol population.  Currently there are two widely-used methods of 

on-line aerosol mass spectrometry: single-particle mass spectrometry (SPMS- e.g. aerosol time-

of-flight mass spectrometry; ATOFMS12), which uses laser desorption/ionization (LDI) for 

aerosol analysis, and the aerosol mass spectrometer (AMS)13 that uses thermal desorption with 

subsequent electron-impact ionization.  Recently Farmer et al.14 demonstrated a high degree of 

fragmentation during the measurement of organosulfate compounds by the AMS; organosulfates 

were shown to decompose almost completely into inorganic sulfate and organic fragments. Since 

ambient aerosols are often internal mixtures of organic carbon and inorganic sulfate,15 extensive 

fragmentation makes it nearly impossible for the AMS to detect organosulfate species within the 

complex ambient aerosol matrix.   

Recently, an SPMS technique was utilized for aircraft observations of isoprene-derived 

organosulfates.  Measurements by the Particle Ablation by Laser Mass Spectrometry (PALMS) 

instrument displayed high levels of organosulfate species in the tropical free troposphere and 
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southeastern United States.16  While this study provided unique quantitative characterization of 

organosulfates from SPMS, several features of ATOFMS provide additional information.  

PALMS uses a higher energy laser for particle ablation than ATOFMS (λ = 193 vs. 266 nm), 

which can induce greater fragmentation of organic species and thereby limits the detection of 

organosulfates unless the instrument is operated in a lower laser power mode, as described in ref 

16. Further, whereas the TOF mass analyzer of PALMS is restricted to single-polarity 

measurements, ATOFMS measures both positive and negative spectra for single particles which 

yield more detailed information on the mixing state (i.e. sources and aging) of ambient aerosols.   

In this study, single-particle ATOFMS measurements were made during the 2002 

Aerosol Nucleation and Real-time Characterization Experiment (ANARChE) and the 2008 

August Mini-Intensive Gas and Aerosol Study (AMIGAS) in Atlanta, GA.  The southeastern 

United States is characterized by high concentrations of both isoprene17 and anthropogenic SO2 

from coal-burning power plants and industrial emissions.18  The atmospheric oxidation of both 

isoprene and SO2 via reaction with hydroxyl radical forms the organic and sulfate precursors 

necessary for organosulfate formation, and therefore the Atlanta region provides an ideal location 

to characterize these compounds in ambient aerosols.  Initial observations of organosulfates in 

individual ambient aerosols obtained through on-line measurements are discussed herein.  

Detailed discussions of the temporal variability and possible formation mechanisms of 

organosulfate compounds are included in Chapter 3.  

2.3 Experimental 

2.3.1 Field measurements  
Aerosol sampling was performed during two field studies at the Jefferson Street (JST) 

Southeastern Aerosol Research and Characterization (SEARCH) Network site (33.8º N, 84.4º W), 

a mixed residential-industrial location about 4 km northwest of metro Atlanta.19  Real-time 

ATOFMS measurements were made of single particles during ANARChE from August 4-11, 

2002 and AMIGAS from August 22-September 11, 2008.   Because these studies were conducted 

during the same time of year, they provide a good opportunity to compare and verify the observed 

trends. Time is given in local time. 

ATOFMS has been described in detail previously;12 a brief summary is provided here.  

Aerosols enter the instrument via an inlet and are accelerated to a size-dependent terminal 
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velocity.  Two different ATOFMS instruments were utilized during these studies, differing 

mainly in the aerosol inlet and detectable particle size range.  During ANARChE, an aerodynamic 

lens inlet was used20 with a size-cut upstream provided by stages of a micro orifice uniform 

deposit impactor (MOUDI);21 aerosols with aerodynamic diameters of 50-350 nm were analyzed.  

During AMIGAS, a converging nozzle inlet was used to detect aerosols in the 200–3000 nm 

range.  Following the inlet, the ATOFMS instruments are nominally the same.  In the particle 

sizing region, aerosols traverse two 532 nm continuous wave lasers yielding the particle velocity.  

A size calibration was performed using polystyrene latex spheres of known diameter to convert 

velocity to vacuum aerodynamic diameter.  Aerosols were then desorbed and ionized at 266 nm 

using a Q-switched Nd:YAG laser.  During ANARChE, the laser was operated at ~2.0 mJ and 

during AMIGAS, the laser power was 1.1 mJ from August 22-29 and 1.4-1.5 mJ thereafter.   

Data analysis was performed by importing single-particle mass spectra into Matlab (The 

MathWorks, Inc.) using the YAADA toolkit.22  Particles were clustered based on similarities in 

mass spectral peak identities and intensities using the ART-2a adaptive resonance theory 

method23 with a vigilance factor of 0.8 (ANARChE) and 0.75 (AMIGAS), learning rate of 0.05, 

and 20 iterations.  During AMIGAS, only a fraction of particles (32% of submicron, 80% of 

supermicron) yielded negative spectra, whereas 99% of particles during ANARChE contained 

dual-polarity spectra.  This disparity is largely attributed to the evaporation of water in the 

aerodynamic lens inlet used during ANARChE;24 the presence of water has been shown to 

suppress negative ion formation.25  Data analysis was restricted to the subset of particles 

containing dual-polarity spectra since the organosulfate content could not be assessed for particles 

with only positive spectra; no corrections have been applied to account for the low fraction of 

negative spectra obtained during AMIGAS.   

During AMIGAS, un-denuded high-volume filter samples were also collected in 

segregated day (10am-6pm) and night (10pm-6am) periods and were analyzed by ultra-

performance liquid chromatography coupled to ESI-high-resolution time-of-flight mass 

spectrometry (UPLC/ESI-HR-TOFMS).  The filter sampling and analysis protocols are described 

elsewhere.26  

2.3.2 Organosulfate standard analysis   
To test the detection capabilities of ATOFMS towards organosulfates and identify 

common marker ions for ambient aerosol apportionment, a synthesized standard of the 
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organosulfate derivative of 2,3-epoxy-1,4-butanediol (BEPOX) was analyzed as a proxy for the 

isoprene epoxydiol (IEPOX)-derived organosulfate.27  The standard solution was a mixture of 

sodium sulfate, sulfuric acid, and the BEPOX-derived organosulfate.  Because pure sulfate salts 

have been shown to poorly absorb the laser pulse at 266 nm,28 dihydroxybenzoic acid (DHB) was 

added to the sample matrix as a chromophore to facilitate desorption and ionization of the 

standard particles and to better approximate the composition of ambient aerosols.  The standard 

solution was analyzed by aerosolizing an aqueous solution with a Collison atomizer, drying the 

resulting aerosol with two diffusion driers, and introducing the particles directly into the 

ATOFMS.   

2.4 Results and Discussion 

2.4.1 Identification of Organosulfate Species 
High mass species at m/z -139, -153, -155, -199, and -215 were observed in multi-year 

ATOFMS measurements conducted in Atlanta during the ANARChE and AMIGAS campaigns.  

The example spectrum shown in Figure 2.1 represents the average of an organic carbon particle 

cluster observed during ANARChE (~41,000 particles).  The aforementioned peaks are 

hypothesized to be organosulfate species derived from isoprene oxidation products based on 

previous work by Surratt and coworkers who identified these compounds in chamber studies5 and 

filter samples of ambient aerosols collected at the JST site.26  These compounds have been 

identified as organosulfates derived from the following isoprene oxidation products: 

glycoaldehyde5 (m/z -139), hydroxyacetone5 (m/z -153), glyoxal5 or glycolic acid29 (m/z -155), 2-

methylglyceric acid5 (m/z -199), and IEPOX27 (m/z -215).  In those studies, organosulfates were 

detected as deprotonated molecular ions via ESI-MS.  Since the LDI method used in ATOFMS is 

considered a “harder” ionization technique than ESI, a BEPOX-derived organosulfate standard 

(Figure 2.6) was aerosolized and analyzed by ATOFMS to confirm that it is capable of measuring 

intact organosulfate compounds.  The synthetic standard is analogous to the compound attributed 

to the organosulfates of 2-methyltetrols formed through acid-catalyzed reactive uptake of IEPOX 

(structure included in Figure 2.1).27,30  However, it lacks a methyl group (Figure 2.6), and thus 

appears 14 m/z units lower (m/z -201) than the IEPOX-derived compound (m/z -215).  In the 

average ATOFMS spectrum (Figure 2.6), the predominant peak arising from the BEPOX-

organosulfate standard is, in fact, the pseudomolecular ion at m/z -201.  Additionally, ATOFMS 

analysis of a synthesized standard of the glycolic acid-derived organosulfate (m/z -155) was also 

dominated by the deprotonated ion (results not shown).   These results indicate that the 
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pseudomolecular ion is the dominant species observed for organosulfate compounds under LDI at 

266 nm and supports the assignment of the aforementioned ambient peaks to organosulfate 

species.   

 
Figure  2.1 Average positive and negative-ion mass spectra of organic carbon-type particles 
measured during ANARChE. The spectra represent the average of ~41,000 particles.  The inset 
molecule represents the IEPOX-derived organosulfate species (m/z -215). 

2.4.2 Comparison between ATOFMS and Filter Samples during AMIGAS  
Given the limitation of nominal mass resolution in the ATOFMS mass spectra, there 

remains the possibility that other isobaric species could yield these m/z values.  To rule this out, 

ATOFMS results were compared with the chromatographic peak areas obtained by the 

UPLC/ESI-HR-TOFMS analysis of filter samples collected during the AMIGAS campaign 

(Figure 2.2).  Only submicron particles measured by ATOFMS were included in this comparison, 

as the organosulfates were primarily detected on particles in this size range (discussed below). 

The ATOFMS and UPLC/ESI-HR-TOFMS methods show good agreement for the m/z -215 

marker (R2 = 0.53), further confirming that the peaks observed by ATOFMS can be attributed to 

the isoprene-derived organosulfates.   
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Figure  2.2 Comparison of m/z -215 abundance measured in single particles by ATOFMS with 
day/night filter samples analyzed by ultra-performance liquid chromatography (UPLC).  For 
this comparison, the uncalibrated chromatographic peak area from the filter extracts was 
used; the ATOFMS absolute peak area of m/z -215 was averaged over the corresponding filter 
time periods; only submicron particles were included in the comparison.   D = 10am – 6pm; N 
= 10pm – 6am.  The inset shows the correlation plot between the two measurements 
(R2=0.53). 

There are several possible explanations for the significant, yet moderate correlation 

(R2=0.53) between the ATOFMS m/z -215 peak area and the chromatographic peak area from the 

UPLC/ESI-HR-TOFMS analysis of the filter extracts.  For example, positive artifacts could have 

influenced the filter sampling through increased uptake of organosulfate precursors from the gas-

phase to a filter substrate with a pre-existing sulfate-rich aerosol loading and subsequent 

condensed-phase processing to non-volatile organosulfates.  Minor contributions from matrix 

effects or other artifacts associated with laser/desorption ionization31 during ATOFMS analysis 

were also possible. However, matrix effect are likely most significant when examining relatively 

pure particles, a condition that is rarely observed in atmospheric aerosols from a polluted region.  

Therefore, we expect that matrix effects played, at most, a minor role in the detection of 

organosulfates in Atlanta.  A combination of factors likely played a role in the moderate 

correlation between the analysis methods and further studies are necessary to characterize the 

artifacts associated with each measurement technique. However, the correlation observed in the 

present study is sufficient to support the qualitative ATOFMS observations presented here and in 

Chapter 3. 
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2.4.3 Isoprene-Derived Organosulfate Markers  
While standards from the other organosulfate markers (-139, -153, & -199)  have not 

been analyzed by ATOFMS, the correlations between most of the markers and m/z -215 (Figure 

2.7) show good correlations during both ANARChE (m/z -139, R2=0.08; m/z -153, R2=0.64; m/z -

155, R2=0.69; and m/z -199, R2=0.50) and AMIGAS (m/z -139, R2=0.23; m/z -153, R2=0.54; m/z -

155, R2=0.51; and m/z -199, R2=0.62).  These correlations indicate that these species arise from 

similar formation mechanisms and further corroborate the assignment of these peaks to 

organosulfate species.  The poor correlations between m/z -139 and m/z -215 are attributed to the 

lower peak area of m/z -139, and thus the reduced signal-to-noise ratio associated with this peak. 

While different correlations were observed between the minor organosulfate markers and m/z -

215, they arise from different isoprene oxidation products, as described above, and display 

different product yields under different reaction conditions.5  Therefore, a perfect correlation 

between the organosulfate markers is not necessarily expected.   

Assuming the different isoprene-derived organosulfate markers exhibit similar ionization 

efficiency and degree of fragmentation under LDI, the peak areas can be used to indicate relative 

abundances.  The same trends were observed during both ANARChE and AMIGAS with the 

marker at m/z -215 being the most abundant organosulfate, displaying ~4x higher peak area than 

the other species, followed by m/z -155 > -199 > -153 > -139.  There are several potential 

explanations for the higher concentration of m/z -215 including differences in precursor 

concentrations or in organosulfate product yield/formation kinetics, but these effects could not be 

resolved in this study.  However, additional characterization studies should also be performed to 

investigate the detection efficiency of various organosulfate compounds.  In particular, it should 

be noted that clear ion signals from monoterpene-derived organosulfates were not observed in 

these ATOFMS datasets, despite their previous detection in Atlanta.26  A discussion of the 

possible reasons for the absence of monoterpene-derived organosulfates is provided in the 

Supporting Information.   

2.4.4 Size Dependence & Mixing State of Organosulfate Species 
Measurements from both ANARChE and AMIGAS provide information on aerosols over 

a broad size range (50-3000 nm) to assess the possible size-dependence of organosulfates.  The 

particle size distributions measured by ATOFMS are included in Figures 2.3 (AMIGAS) and 2.4 

(ANARChE), separated by the presence or absence of organosulfate species and categorized by 

particle type.  It is clear from the AMIGAS data that organosulfates were overwhelmingly 
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concentrated in submicron aerosols, with only minor contribution to supermicron particles.  This 

trend is likely due to the secondary nature of these compounds: since particles a few hundred 

nanometers in diameter dominate the aerosol surface-area distribution,32 they provide greater 

opportunity for collisions and subsequent uptake of gas-phase species.  These findings are in 

general agreement with those of Lukács et al.33 who detected the largest organosulfate mass 

concentrations in accumulation mode particles collected on impactor stages in K-puszta, 

Hungary.  The ANARChE data provides additional insights into the organosulfate content of 

ultrafine particles. Since Lukács et al 33 did not observe significant organosulfate mass in the 

smallest impactor stage (~100 nm), it is noted that organosulfates were detected on nearly all 

(~85-95%) of the ultrafine particles (50-100 nm) sampled during ANARChE (Figure 2.4).  

However, the mass concentration of organosulfate species was not quantified from the ATOFMS 

data and therefore the overall mass contribution from these ultrafine particles could not be 

assessed for direct comparison to Lukács et al.33   

 
Figure  2.3 Size-dependent mixing state comparison of particles with dual-polarity spectra that 
contained (a) and did not contain (b) organosulfate species during AMIGAS.  The y-axis 
represents particle counts measured by ATOFMS per 10 nm size bin, given in vacuum 
aerodynamic diameter.  The inset shows the fraction of particles in each size bin that 
contained organosulfate species. 
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Figure  2.4 Size-dependent mixing state comparison of particles with dual-polarity spectra 
that contained (a) and did not contain (b) organosulfate species in 10 nm size bins during 
ANARChE.  Note the difference in y-axis scales between (a) and (b).  The inset shows the 
fraction of particles in each size bin that contained organosulfate species. 

The size distribution of organosulfate-containing particles observed during ANARChE is 

shifted to slightly larger sizes than those lacking organosulfates (Figure 2.4). This observation 

indicates that the organosulfate-containing particles had possibly undergone a higher degree of 

atmospheric processing (aging) thereby acquiring a thicker coating of secondary species.  The 

relationship between particle aging and organosulfate content was further explored using the 

ability of ATOFMS to determine the mixing state of individual particles.  Difference spectra 

between all particles containing and lacking organosulfates during ANARChE are included in 

Figure 2.5.  It is clear that the particles containing organosulfates (positive intensity) are strongly 

enriched in sulfate, relative to the particles lacking organosulfates (negative intensity), and 

indicating they had undergone a high degree of aging.   However, simple aging is not sufficient to 

explain organosulfate formation as the organosulfate-deficient particles appear to be slightly aged 

as well, indicated by the presence of secondary nitrate (m/z – 46, NO2
- & -62, NO3

-).  Rather, 

atmospheric processing leading to particles rich in sulfate, a necessary precursor to organosulfate 

formation is important, though the effect of sulfate—by either simply acting as a reactant or 

influencing aerosol acidity—cannot be determined from these studies.  However, the trend of 

higher sulfate content in the organosulfate containing particles is true across the different particle 
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types and also holds for AMIGAS, as shown by the mass spectra for individual particle types 

provided in Figures 2.8-2.11.  While not surprising, these observations demonstrate that a 

particle’s sulfate content is likely a key parameter influencing organosulfate formation, consistent 

with the work of Minerath et al.34 who observed an increase in organosulfate yield with 

increasing sulfate concentration.   

 
Figure  2.5  Difference spectra between particles (from all particle types) measured during 
ANARChE that contain organosulfate species (170,005) and those without (7991). The 
organosulfate-rich particles are strongly enriched in sulfate (m/z -97). 

From this analysis, it appears that the predominant characteristics influencing 

organosulfate levels are particle size (i.e. surface area-to-volume ratio) and sulfate concentration, 

highlighting the role of atmospheric processing in leading to particulate organosulfate species.  

However, further research is necessary to better understand the role of particle aging and mixing 

state on the partitioning/formation of organosulfate species.   The additional observation that 

organosulfates were primarily detected on carbonaceous particle types (e.g. organic carbon, 

elemental carbon/organic carbon) is described in the Supporting Information (Section  2.7.3).  

Possible organosulfate formation mechanisms will be explored in more detail in Chapter 3.    
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2.5 Conclusions and Implications 
Organosulfate species were detected on ~90-95% of particles containing dual-polarity 

spectra during ANARChE and ~65% of submicron particles during the AMIGAS campaign. 

While the mass contribution of these organosulfate compounds to individual particles was not 

determined for this study, it is clear that they have the potential to influence a great number of 

particles. Given the high polarity and water solubility of these isoprene-derived organosulfate 

compounds, they may play a significant role in increasing the hygroscopicity and CCN activity of 

carbonaceous aerosols in regions influenced by biogenic and anthropogenic pollutants.   

ATOFMS has been demonstrated to be an effective technique for measuring 

organosulfate compounds in real-time within individual atmospheric particles.  Data from several 

past field campaigns have been reexamined for the presence of organosulfates derived from 

isoprene.  Markers comparable to those measured during ANARChE and AMIGAS were also 

detected in other isoprene-rich locations, including New York, NY (2002); Boston, MA (2003); 

Chapel Hill, NC (2003); and the Sacramento, CA area (2010). Multi-year observations of 

organosulfate species in Atlanta, as well as their detection in other regions of the United States, 

highlight the significant contribution of these compounds to organic aerosols.  It is also 

noteworthy that the IEPOX-derived organosulfate discussed herein has not been measured in 

Riverside, a region that has been extensively monitored by ATOFMS35-37 and is generally 

characterized by lower emissions of isoprene and SO2.  These observations point to the regional 

nature of SOA processing and the strong influence of biogenic emissions in the southeastern 

United States.  
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2.7 Supporting Information 

2.7.1 Supplemental Figures 

 
Figure  2.6 Average negative mass spectrum of a 2,3-epoxy-1,4-butanediol (BEPOX)-derived 
organosulfate standard.  DHB is a matrix added to the standard solution. 
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Figure  2.7 Correlations between the proposed organosulfate markers m/z -139, -153, -155, 
and -199 with m/z -215.   
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2.7.2 Monoterpene-derived organosulfates 
Organosulfate species derived from monoterpenes have also been detected previously in 

the Atlanta region,26 however, these species could not be unequivocally identified in the 

ATOFMS data.  It is possible that the highly-branched and cyclic structure of these compounds 

make them more susceptible to fragmentation under laser desorption/ionization and thus were not 

detected as intact molecules that could be readily identified.  Additionally, the ion transmission in 

the time-of-flight mass spectrometer utilized for these studies is significantly reduced at the high 

molecular weights characteristic of monoterpene-derived organosulfate species (> m/z 250).   The 

reduced signal-to-noise ratio in this m/z range, combined with the mass calibration difficulties 

outlined in the Supporting Information of Chapter 3, likely prohibited the detection of 

monoterpene-derived organosulfates during AMIGAS.  Additional characterization studies 

should be performed to assess the overall ATOFMS detection capabilities across the range of 

organosulfate compounds that have been detected in ambient aerosol particles.   

2.7.3 Trends in aerosol mixing state 
It is also interesting to note from Figures 2.3 & 2.4 that the organosulfate species are 

found primarily on the carbonaceous aerosol types (e.g. organic carbon, elemental carbon/organic 

carbon) while the inorganic types (e.g. sea salt) are lacking organosulfates.  There are several 

possible explanations for this observation.  The mixing state dependence could indicate 

preferential partitioning of the organosulfate precursors into a carbonaceous particle matrix.  It is 

also possible that the disparity in organosulfate content between organic and inorganic particle 

types is simply due to the size ranges characteristic of these particle types- the carbonaceous 

types typically dominate the submicron mode, while the inorganic types are generally detected in 

the supermicron mode.  Therefore, organosulfates could be found predominantly on the 

carbonaceous particle types simply because they dominate the size range with the highest surface-

to-volume ratio as opposed to exhibiting more favorable gas-to-particle partitioning of 

organosulfate precursors.  Also of note, previous ATOFMS studies have found that the acidity 

increases as particle size decreases,35 consistent with the findings described in the main paper that 

the organosulfate-containing particles were more strongly enriched in sulfate.   

2.7.4 ATOFMS particle types  
Average mass spectra for each particle type are shown in Figure 2.8 for particles 

containing organosulfates and Figure 2.9 for particles that did not contain organosulfates during 
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AMIGAS and Figures 2.10 and 2.11 for ANARChE.  Note that these mass spectra were averaged 

across particles with different mass calibrations.  The particle types are assigned and named based 

on comparison between the mass spectral fingerprints and previously identified source libraries.  

A brief discussion of the key characteristics for each particle type is provided here for reference.   

Elemental Carbon (EC). Elemental carbon particles display an intense series of carbon 

clusters (12nCn) in both positive and negative spectra.  There were no EC particles that contained 

organosulfates during AMIGAS and 3125 (82%) that contained low levels during ANARChE.  

Elemental Carbon/Organic Carbon (ECOC).  This type is identified by the presence of 

small carbon clusters (Cn, n=1-3) mixed with less intense organic carbon fragments (27C2H3, 
43C2H3O) in the positive spectra.  The negative spectra contain the secondary species, sulfate (-

97HSO4) and nitrate (-62NO3, -46NO2).  There were no ECOC particles detected that did not contain 

organosulfates during AMIGAS and 1067 (~3%) with undetectable amounts during ANARChE. 

Organic Carbon (OC).  OC is dominated by organic fragments in the positive spectra 

(27C2H3, 39C3H3, 43C2H3O).  The negative spectra contain primarily sulfate (-97HSO4) and nitrate (-

62NO3, -46NO2).  The OC particles that contained organosulfates (AMIGAS: 19892 particles, 96%; 

ANARChE: 110912, >99%) were significantly more abundant than those lacking organosulfates 

(AMIGAS: 913 particles, 4%; ANARChE: 706, <0.01%).  

Amine. The positive spectra of the amine-type are enriched in the organic-nitrogen 

markers, 58C2H5NCH2, 86(C2H5)2NCH2, 101(C2H5)3N with less intense organic carbon (27C2H3, 
39C3H3, 43C2H3O) fragments.   The negative spectra are characterized by a large sulfate (-97HSO4) 

contribution with smaller nitrate (-62NO3, -46NO2) peaks.  All of the amine particles contained 

organosulfates during both studies likely due to the highly aged nature of these particles as 

indicated by the high abundance of secondary amine species.  

Biomass Burning. Particles attributed to biomass burning contain a dominant potassium 

(39K) peak with smaller sodium (23Na) and carbonaceous peaks (12C, 27C2H3, 37C3H) in the 

positive spectra.  The negative spectra are primarily sulfate (-97HSO4) and nitrate (-62NO3, -46NO2).  

The biomass particles that contained organosulfates (AMIGAS: 4596 particles, 42%; ANARChE: 

14505, 82%) were more strongly enriched in sulfate than those lacking organosulfates (AMIGAS: 

6353 particles, 58%; ANARChE: 3248, 18%).   
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Dust. Dust particles are typified by the presence of minerals, such as sodium (23Na), 

aluminum (27Al), calcium (40Ca), or iron (56Fe).  The negative spectra contain nitrate (-62NO3, -

46NO2) and aluminosilicates (-76 AlO2(OH)/SiO3). The positive and negative spectra included in 

Figure 8b are an average of multiple dust particle types.  Only 208 (3%) iron-rich dust particles 

were found to contain organosulfates during AMIGAS.   

Sea Salt. Sea salt contains primarily sodium (23Na) with a smaller contribution from 

potassium/sodium oxide (39K/NaO) in the positive spectra.  Prominent negative ions include 

chloride (-35,-37Cl), organonitrogen (-26CN), sulfate (-97HSO4), and nitrate (-62NO3, -46NO2).  Sea salt 

was introduced to the inland Atlanta region during AMIGAS by the tropical cyclones.38  No sea 

salt particles were detected that contained organosulfates.  

Ca-rich. The Ca-rich particle type observed during ANARChE is characterized by an 

intense calcium (40Ca) peak, with a smaller sodium (23Na) peak in the positive spectra.  The 

negative spectra contain sulfate (-97HSO4), and nitrate (-62NO3, -46NO2).   In ANARChE, 261 

(48%) particles were found to contain organosulfates, while 280 (52%) did not.  

Na-rich.  The Na-rich particle type identified in the ANARChE campaign contains strong 

sodium (23Na) and potassium (39K) peaks in the positive-ion spectra.  This particle type is 

distinguished from sea salt due the presence of carbon (12C) and the absence of chloride. The 

negative spectra contain sulfate (-97HSO4), and nitrate (-62NO3, -46NO2).   During ANARChE, 1025 

(34%) Na-rich particles were detected with organosulfates, while 1991 (66%) displayed 

undetectable organosulfate levels.  
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Figure  2.8 Average mass spectra for the dominant particle types containing organosulfate 
species during AMIGAS. 
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Figure  2.9 Average mass spectra for the dominant particle types that did not contain 
organosulfate species during AMIGAS. 
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Figure  2.10 Average mass spectra for the dominant particle types containing organosulfate 
species during ANARChE. 
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Figure  2.11 Average mass spectra for the dominant particle types that did not contain 
organosulfate species during ANARChE. 
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3 Measurements of isoprene-derived organosulfates in ambient 
aerosols by aerosol time-of-flight mass spectrometry - Part 2: 
temporal variability & formation mechanisms 

 

3.1 Abstract 
Organosulfate species have recently gained attention for their potentially significant 

contribution to secondary organic aerosol (SOA); however their temporal behavior in the ambient 

atmosphere has not been probed in detail. In this work, organosulfates derived from isoprene 

were observed in single particle mass spectra in Atlanta, GA during the 2002 Aerosol Nucleation 

and Characterization Experiment (ANARChE) and the 2008 August Mini-Intensive Gas and 

Aerosol Study (AMIGAS).  Real-time measurements revealed that the highest organosulfate 

concentrations occurred at night under a stable boundary layer, suggesting gas-to-particle 

partitioning and subsequent aqueous-phase processing of the organic precursors played key roles 

in their formation.  Further analysis of the diurnal profile suggests possible contributions from 

multiple production mechanisms, including acid-catalysis and radical-initiation.  This study 

highlights the potential for additional SOA formation pathways in biogenically-influenced urban 

regions to enhance the organic aerosol burden.     

3.2 Introduction 
Organic species can significantly influence the health and climate impacts of atmospheric 

particulate matter due to their potential toxicity and effect on hygroscopicity.1  Organic aerosols 

can arise from both primary (directly emitted) and secondary (formed in the atmosphere) 

sources.2  Despite extensive research in recent years,2 models often under-predict the contribution 

of secondary organic species to aerosol mass3 as a result of the remaining low scientific 

understanding of organic aerosol formation pathways.  

Biogenic volatile organic compounds (BVOCs) can play a significant role in the 

formation of secondary organic aerosols (SOA) due to their high reactivity toward atmospheric 

oxidants.  Indeed, radiocarbon dating has attributed a dominant fraction (~65%) of SOA to 

biogenic sources in heavily forested regions.4  Isoprene (2-methyl-1,3-butadiene, C5H8) is the 

most abundant BVOC and has been implicated in SOA formation (ref (5) and references therein). 
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 Further, in urban environments, BVOCs can interact with anthropogenic pollutants resulting in 

an enhancement of the organic aerosol mass.6,7  Anthropogenic emissions can influence biogenic 

SOA in a number of ways,8 including by introducing new chemical pathways to produce unique, 

low-volatility chemical species.  Herein, we focus on a specific class of compounds, 

organosulfates, which have been demonstrated to form via reaction between BVOCs and 

particulate sulfate derived predominantly from industrial SO2 emissions.9 

Several mechanisms have been proposed from laboratory investigations to explain the 

formation of organosulfate compounds, including acid-catalyzed alcohol sulfate-esterification,10 

reaction with sulfate radicals (SO4
-·, HSO4·),11-13 or acid-catalyzed epoxide hydrolysis.14,15  The 

esterification mechanism has been shown to be kinetically limited and not likely to occur in the 

ambient atmosphere.16  Radical-initiated formation has been proposed following the observation 

of organosulfate production in smog chamber reactions under irradiated conditions, which ceased 

in the dark.11,17  Several studies have implicated the role of epoxide intermediates in leading to 

SOA compounds,18-20 and in particular to organosulfate species.14,21  The atmospheric fate of the 

isoprene-derived epoxide (IEPOX) largely depends on aerosol pH and liquid water content,22 but 

has been shown to produce 2-methyltetrols and, in the presence of acidic sulfate aerosol, 

organosulfate species, as shown in Figure 3.1.   

 
Figure  3.1 Reaction Mechanism for the formation of the IEPOX-derived organosulfate 
(adapted from ref 14). 

In Chapter 2, observations of the size-resolved mixing state of organosulfates during the 

2002 Aerosol Nucleation and Real-time Characterization Experiment (ANARChE) and the 2008 

August Mini-Intensive Gas and Aerosol Study (AMIGAS) in Atlanta, GA were discussed.23  The 

on-line mass spectrometry analysis employed in these studies provided the high time resolution 

necessary to monitor rapid changes in aerosol composition.  Herein, we describe the temporal 

trends of organosulfate species and the resulting insights into the possible formation mechanisms 

occurring in the ambient atmosphere. To our knowledge, this is the first study to investigate in 

real-time the temporal variability of ambient particle-phase organosulfate species. 
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3.3 Experimental 

3.3.1 Field Measurements.   
Aerosol sampling was performed during two field studies at the Jefferson Street 

Southeastern Aerosol Research and Characterization (SEARCH) Network site (33.8º N, 84.4º W), 

a mixed residential-industrial location about 4 km northwest of metro Atlanta.24  Data are 

presented in local time. 

Real-time ATOFMS measurements were made of single particles during ANARChE 

from August 4-11, 2002 and during AMIGAS from August 22-September 10, 2008.  Additional 

details of ATOFMS data collection and analysis are provided elsewhere.23,25  Briefly, ATOFMS 

detected the size and chemical composition of individual particles from 50–350 nm during 

ANARChE and 200–3000 nm during AMIGAS.  ATOFMS collects both positive and negative 

spectra for each particle; for the datasets considered here, some negative spectra displayed 

incorrect mass calibration in the mass range of interest (>100 m/z) due to instability in the mass 

spectrometer voltages.  The manual correction method applied to the data is described in the 

Supporting Information.  Further, as described in Chapter 2, organosulfates were predominantly 

detected in submicron particles; therefore, only the submicron particles (0.2-1 µm) with dual-

polarity spectra collected during AMIGAS are included in the detailed analysis herein.  All 

particles with dual-polarity spectra were included from ANARChE since these measurements 

were restricted to particles <350 nm.        

Co-located instrumentation monitored meteorology (wind speed/direction, precipitation, 

temperature, relative humidity, solar radiation) and gas-phase pollutant levels (NOx, CO, O3, SO2, 

HNO3).24  Continuous PM2.5 samplers also monitored total carbon levels.26  During AMIGAS, 

gas-phase water soluble organic carbon (WSOC) measurements were obtained by a mist-

chamber.27  

3.4 Results and Discussion 
As discussed in Chapter 2, ATOFMS detected isoprene-derived organosulfates at m/z      

-139, -153, -155, -199, and -215 during both ANARChE and AMIGAS.  Identification of these 

species was verified through ATOFMS analysis of chemical standards and comparison of 

ambient ATOFMS data to the accurate mass analysis obtained from co-located filter samples 

analyzed off-line by high resolution mass spectrometry.23   For brevity, this chapter focuses on the 
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marker at m/z -215 since it was the most abundant isoprene-derived organosulfate compound 

observed in the ATOFMS data by a significant margin (~4x) and the other markers displayed 

similar temporal profiles, as shown in Figure 3.7 (Supporting Information) for the AMIGAS 

campaign.  While the formation mechanism of m/z -215 will be explored below, for simplicity, it 

will be referred to as the IEPOX-derived organosulfate since both IEPOX and the corresponding 

organosulfate were detected in Atlanta during AMIGAS.28 

3.4.1 Temporal trends of organosulfate species 
Because both ANARChE and AMIGAS were conducted during summer, comparison of 

the datasets serves to provide verification of observations and improved understanding of the 

general behavior of organosulfate species.  However, it should be noted at the outset that this 

work focuses on the qualitative trends of organosulfates during these Atlanta field campaigns.  

The ATOFMS mass spectral data have not been scaled to correct for potential instrumental 

differences (e.g., MS tuning) that could influence the absolute peak intensity measured during 

each campaign.  Therefore only the relative trends in organosulfate mass spectral peak area 

observed in the two datasets will be compared herein (e.g. similarities in diurnal cycle); 

differences in the peak magnitude should not be used to infer differences in organosulfate 

concentrations between the two studies.  

Using the high time resolution of real-time, single-particle data, the peak area of the 

IEPOX-derived organosulfate at m/z -215 was shown to fluctuate significantly throughout the 

ANARChE and AMIGAS campaigns (Figure 3.2).  Much of this variation can be attributed to 

changes in meteorology.  Both study periods exhibited several days characteristic of a diurnal 

cycle, as evidenced by regular patterns in meteorological (e.g. temperature, relative humidity) and 

gas-phase pollutant data (e.g. ozone) (ANARChE: 8/4-8/5/02, 8/8-8/11/02; AMIGAS: 8/29-

8/31/08, 9/3/08, 9/6-9/10/08).  Additionally, during AMIGAS, two tropical cyclones (TCs; 

Gustav, 8/24-9/4/0829 and Hannah, 8/26-9/7/0830) influenced the southeastern United States.  The 

time periods that TCs directly impacted the Atlanta region are inferred from the prevailing 

southeasterly winds and fast wind speeds (i.e. 8/23-8/27/08, 8/31-9/2/08, 9/4-9/5/08; Figure 3.2), 

and included a rain episode from 8/24-8/26/08.  Tropical storm Bertha was also present in the 

Gulf of Mexico during ANARChE (8/4-8/9/02)31 and may have slightly influenced the Atlanta 

region, as indicated by a shift in meteorology on 8/6-8/8/02 (Figure 3.2).  The high temporal 

resolution of ATOFMS measurements provided unique observations of the behavior of 
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organosulfate species during both the calm days and the meteorological events, as described 

below.   

 
Figure  3.2 Hourly-averaged temporal variation in the absolute area of m/z -215, solar 
radiation, wind speed and direction, precipitation, temperature, and relative humidity.  Black 
bars indicate time periods influenced by tropical cyclones (TCs). Data from both ANARChE and 
AMIGAS are included in the figure, separated by the dashed line. 

3.4.1.1 Diurnal trends.  
The non-TC days during ANARChE (8/4-8/5/02, 8/8-8/11/02) and AMIGAS (8/29-

8/31/08, 9/3/08, 9/6-10/08) provided insight into the typical diurnal cycle of organosulfate species 

in Atlanta.  Consistently during both campaigns, the highest abundance of organosulfate species 

occurred at night during periods with low wind speeds (Figure 3.2).  The stagnant wind 

conditions and buildup of NOx and CO (Figure 3.3) indicate that a stable boundary layer was 

present overnight.  Radiosonde data was obtained from the NOAA Integrated Global Radiosonde 

Archive32 to investigate the boundary layer stability; vertical temperature profiles are included in 

Figure 3.4.  These soundings were taken at 12Z (7am EST), but are expected to be representative 
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of the nocturnal temperature profile since breakup of inversions in Atlanta has been observed to 

occur after 9am.33  The radiosonde data confirmed the presence of nocturnal temperature 

inversions during these periods (Figure 3.4) yielding a very shallow mixed layer and increased 

pollutant levels (e.g. NOx and CO; Figure 3.3).   The nights characterized by the strongest 

inversions, as indicated by the temperature difference between the top and bottom of the 

inversion layer, are associated with the highest levels of organosulfates (e.g. 9/6/08, 9/8/08, 

Figures 3.2 & 3.4).  Also of note, an inversion was not present on 9/10/08 (Figure 3.4), which 

could explain the lower abundance of organosulfates observed on this night during AMIGAS 

(Figure 3.2).  These soundings and the diurnal trends observed by ATOFMS provide strong 

evidence for the role of a stable boundary layer in the formation of organosulfates in Atlanta.   

 
Figure  3.3 Hourly-averaged temporal variation in the m/z -215 absolute peak area, gas-phase 
water soluble organic carbon (WSOC), total PM2.5 carbon mass concentration (Total Carbon), 
NOx, CO, O3, and SO2.  Black bars indicate time periods influenced by tropical cyclones (TCs).  
Data from both ANARChE and AMIGAS are included in the figure, separated by the dashed line. 

The nighttime meteorology also displayed a characteristic decrease in temperature and 

increase in relative humidity (RH), providing favorable conditions for condensation of water and 



54 
 

 
 

semivolatile species.  While IEPOX is not expected to partition appreciably to the organic 

phase,28 Eddingsaas et al.22 predicted an increase in IEPOX uptake with increasing aerosol water 

content, as would be expected under the high nocturnal RH conditions.  It should also be noted 

that the presence of water can influence the ionization of species from a particle in the ATOFMS, 

and in particular has been shown to suppress negative ion formation.34  Since organosulfate 

species were detected as negative ions and in higher abundance at night (higher RH and therefore 

higher aerosol water content), it is believed that the observed diurnal trend is not a measurement 

artifact, but rather, perhaps represents a lower bound on the nighttime organosulfate abundance 

relative to other species in the particles.   

 
Figure  3.4 Vertical temperature profiles during ANARChE (left) and AMIGAS (right) obtained 
from the NOAA Integrated Global Radiosonde Archive.32  Only non-TC days are shown for 
AMIGAS to avoid graph clutter. 

The peak area of m/z -215 strongly tracks NOx (NO2 + NO) concentration during both 

ANARChE and AMIGAS (Figure 3.3).  Interestingly, IEPOX has been shown to form under low-

NOx conditions,14 making the correlation between the IEPOX-derived organosulfate and NOx 

somewhat unexpected.  Several possible explanations exist for this relationship: (1) Particulate 

organosulfate species and NOx may have increased overnight independently of each other, driven 

predominantly by the lowering of the boundary layer.  In this scenario, the organosulfate 
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precursors may have formed during the day under low-NOx conditions, followed by condensation 

of the semi-volatile oxidized VOCs and organosulfate formation overnight.  The overnight 

increase in NOx would then be largely uninvolved in the organosulfate mechanism. (2) It is also 

possible that nocturnal nitrogen oxide chemistry played a role in the formation of organosulfates 

by raising aerosol acidity, an important parameter in the formation of organosulfates.35  

Overnight, NO2 reacts with ozone to produce NO3·, which can subsequently react with NO2 to 

form N2O5; heterogeneous hydrolysis of N2O5 yields HNO3(aq) (ref. 36 and references therein).  

Figure 3.5 shows the temporal trends of NO2, HNO3(g), particulate nitrate, and m/z -215.  The rise 

in NO2 concentration overnight closely tracks the ATOFMS nitrate signal (m/z -62), indicating 

the possible of conversion of NOx into HNO3 by the reaction outlined above. Further, Brown et 

al. have demonstrated an increase in N2O5 uptake to aerosols with high sulfate content,37 as is 

typical of Atlanta aerosol.  While measurements of NO3· and N2O5 were not available for these 

studies, previous work has shown that N2O5 is the dominant species under high NO2 conditions,36 

as observed overnight in Atlanta (Figure 3.5).  In addition, note that gas-phase nitric acid 

decreases as night falls (Figure 3.5), consistent with the partitioning of HNO3 to the aerosol 

phase. Since the condensation of nitric acid and increase in particulate nitrate coincide with the 

rise in organosulfate abundance, it is possible that the reactive nitrogen species played a role in 

the formation of organosulfate by raising the aerosol acidity and thus enhancing the reactive 

uptake of organosulfate precursors.  Although, based on these measurements, we cannot 

definitively establish a causal link between reactive nitrogen chemistry and organosulfate 

formation versus a dominant role of the nocturnal boundary layer, we note that both scenarios (1) 

and (2) involve partitioning/reactive uptake of the organosulfate precursors overnight.  (3) A third 

possible explanation for the correlation between organosulfates and NOx involves the indirect 

formation of organosulfates via an organonitrate intermediate. Organonitrates can arise from 

reaction of isoprene with OH under high-NOx conditions during the day19 or at night with nitrate 

radical;38 particulate nitrate can also act as a nucleophile toward epoxides similar to sulfate in 

Figure 3.1.39  Tertiary organonitrates have been found to undergo rapid substitution by water or 

sulfate, leading to the formation of polyols and organosulfates.39  Indeed, nitrooxy-organosulfate 

species derived from isoprene and have been previously observed in Atlanta by Surratt et al.,40 

wherein one or two nitrate groups are in the place of hydroxyl groups in the product compound of 

Figure 3.1.  The hydrolysis of such compounds would produce the same m/z -215 ion described 

herein.  In summary, the apparent correlation between organosulfates and reactive nitrogen 
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species could be driven by a combination of effects (1)-(3), or by some other mechanism, 

warranting further exploration.  

 
Figure  3.5 Hourly-averaged temporal trends in the absolute peak areas of m/z -215 & m/z -62 
(NO3-), HNO3(g), and NO2 during ANARChE (top) and AMIGAS (bottom).  For graph clarity, only 
the period with highest organosulfate abundance (9/2-9/10/08) is shown for AMIGAS.   

By peaking mostly at night, organosulfate species are largely anti-correlated with O3, 

which forms by photochemical processes during the day.  However, the highest nighttime 

concentrations of organosulfates generally follow days with high O3 levels (e.g. 8/8-8/9/02 and 

9/3-9/4/08, Figure 3.3).  This relationship indicates that there was likely a high degree of 

photochemical isoprene oxidation contributing to the enhanced O3 levels41 and leading to the 

daytime formation of the organosulfate precursors, which then became concentrated under the 

low nocturnal boundary layer.  These observations are supported by the water-soluble organic 

carbon (WSOC) measurements from AMIGAS (Figure 3.3).  Gas-phase WSOC levels increased 

overnight, consistent with a low mixing height concentrating these species (likely including the 

organosulfate precursors) in the atmosphere, which likely enhanced the gas-to-particle 

partitioning.  
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Somewhat surprisingly, a clear trend between organosulfates and SO2 was not observed: 

the large SO2 spikes did not appear to significantly enhance the levels of organosulfates.  

However, a small afternoon increase in organosulfate abundance is noted on the afternoon of 

8/5/02 during an SO2 plume. Similarly during AMIGAS, an SO2 spike on the afternoon of 9/6/08 

led to one of the only days with higher organosulfate levels during the day than the following 

night.23  It is possible that the semi-volatile nature of IEPOX prevented extensive partitioning 

during the day, even if there was an increase in aerosol acidity induced by SO2 emissions. 

The correlations of organosulfates with meteorological and gas-phase pollutant data 

described above suggest that gas-to-particle partitioning may be the key step in determining the 

concentration of particle-phase organosulfate species.  As the boundary layer height and 

temperature decrease and RH increases at night, there is likely enhanced partitioning of the 

isoprene oxidation products (i.e. IEPOX in the case of the m/z -215 marker) followed by particle-

phase reactions resulting in organosulfate formation.  The relatively long gas-phase IEPOX 

lifetime of 18-22 hours42 is consistent with this proposed delay between afternoon photochemical 

production of IEPOX and the nighttime formation of organosulfates.  We note that IEPOX and 

other organosulfate precursors could have formed locally or advected from other locations during 

the day; indeed it is likely that the organosulfate precursors form regionally, given the similarities 

between the IEPOX concentration in Atlanta versus a rural Georgia site.28 

3.4.1.2 Tropical cyclone influence  
The lowest abundance of m/z -215 occurred during the rainy, TC-influenced period of 

AMIGAS (8/24-8/27/08) when the aerosols and pollutants were scavenged by precipitation or 

advected from the area, as evidenced by the low levels of gas-phase pollutants and total 

particulate carbon (Figure 3.3).  This period and the additional TC periods (9/1-9/2/08, 9/4-

9/5/08) were characterized by high wind speeds and predominantly southeasterly winds.  During 

these storms, solar radiation and O3 concentration decreased (Figures 3.2 & 3.3), consistent with a 

decrease in photochemical activity, resulting in reduced formation of isoprene oxidation products, 

and therefore lower organosulfate abundance.    

During ANARChE, the levels of organosulfates were lowest from 8/6-8/8/02.  A shift in 

meteorology is clear from the wind speed and relative humidity data (Figure 3.2); a decrease in 

barometric pressure was also observed on 8/6/02 (not shown).  As mentioned above, TC Bertha 

present in the Gulf of Mexico may have induced the shift in meteorological patterns, though its 
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potential influence on Atlanta has not been verified.  Additionally, a deeper temperature inversion 

was present on 8/6/02 and a negligible one existed on 8/7/02 (Figure 3.4); this change in 

boundary layer height could have also contributed to the lower organosulfate abundance on these 

nights.  

3.4.2 Possible formation mechanisms of organosulfates 
Since boundary layer stability appears to play a strong role in the absolute levels of 

particulate organosulfate species in Atlanta, the possible chemical mechanisms were further 

investigated by normalizing the organosulfate peak area by CO concentration.  CO has been used 

as an inert chemical tracer to separate the effects of vertical mixing and chemical reactions on 

pollutant concentrations.43  The CO-normalized temporal profiles are shown in Figure 3.6.  

During the ANARChE campaign, the normalized IEPOX-derived organosulfate levels exhibit a 

maximum in the afternoon on the days not influenced by a TC (8/4-8/5/02, 8/9-8/11/02) 

coinciding with high ozone concentrations indicative of high photochemical activity.  The 

concurrent increase in the ATOFMS sulfuric acid marker (m/z -195, HSO4·H2SO4
-)44 is consistent 

with photochemical production from SO2 and possibly indicates the importance of particle acidity 

in the formation of organosulfates.  However, previous studies have also proposed a radical-

initiated organosulfate formation mechanism via reaction between isoprene and sulfate/bisulfate 

radical giving rise to the m/z -215 organosulfate.11,17  As these radical reactions occur under 

irradiated conditions, potential contribution of this mechanism to the daytime organosulfate 

concentration cannot be ruled out.  It is noteworthy that organosulfate compounds have been 

observed with the same molecular formulas via both the radical-initiated and acid-catalyzed 

mechanisms10,11 and thus these ATOFMS measurements cannot differentiate the afternoon 

contributions from these two potential pathways.  It is therefore possible that the afternoon 

increase in organosulfate levels is due to either the radical formation mechanism or acid-

catalyzed reactive uptake (or both).   
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Figure  3.6 Hourly-averaged temporal trends of m/z -215 and -195 absolute peak area 
normalized by CO concentration during ANARChE (top) and AMIGAS (bottom).  For graph 
clarity, only the period with highest organosulfate abundance (9/2-9/10/08) is shown for 
AMIGAS.  The O3 traces are overlaid to highlight the correlation with photochemical activity. 

As described above, the highest absolute levels of organosulfates were detected 

overnight, primarily driven by the low boundary layer height.  While the precursors may have 

formed elsewhere, it is likely that the organosulfates formed locally, as opposed to advection of 

organosulfate-containing particles to Atlanta, given the very low wind speed (<0.5 m/s) during 

these periods.  The radical-initiated mechanism cannot explain the production of organosulfates 

overnight due to the lack of solar radiation required to form the sulfate radicals.  Therefore, 

nocturnal organosulfate formation can likely be attributed to acid-catalyzed reactive uptake of the 

precursors.  During AMIGAS both the particle size and temporal trends (Figures 3.8 & 3.9) 

demonstrate a relationship of increasing IEPOX-derived organosulfate with increasing m/z -195, 

an indicator of acidity.  While the trends from ANARChE and AMIGAS are not in full agreement 

on the correlation between organosulfates and sulfuric acid (discussed in Section  3.6.3), it is 

important to note that nitric acid possibly contributed to the nocturnal aerosol acidity, as 

described above, with consistent trends during both studies (Figure 3.5).  Further, particulate 
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IEPOX was detected during AMIGAS, including nighttime samples,28 and its role in forming 

organosulfate species has been confirmed by smog chamber studies,14 thus providing additional 

support for the hypothesized reactive-uptake of IEPOX in leading to the overnight formation of 

organosulfates.   

In summary, the results from ANARChE and AMIGAS indicate that several formation 

mechanisms can contribute to the production of particulate organosulfate species in Atlanta.  

While further studies are necessary to better elucidate the conditions that favor a given formation 

pathway in the ambient atmosphere, the ATOFMS observations suggest that organosulfates form 

by the following atmospheric processes:  During the daytime, isoprene is photochemically 

oxidized to IEPOX, with moderate organosulfate production from either a radical-initiated 

mechanism or acid-catalyzed reactive uptake.  Since IEPOX is semivolatile and reactive uptake 

increases with aerosol water content,22 it likely partitions to the aerosol phase to a greater extent 

as the RH increases and the temperature and boundary layer height decrease at night.  Upon 

condensation, the acid-catalyzed mechanism likely dominates with subsequent particle-phase 

formation of organosulfate species. These results highlight the important roles of aqueous-phase 

processing and boundary layer stability in SOA formation.  
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3.6 Supporting Information  

3.6.1 ATOFMS Measurements and Analysis.   
For both the ANARChE and AMIGAS datasets considered here, some negative spectra 

displayed incorrect mass calibration in the mass range of interest (>100 m/z) due to instability in 

the mass spectrometer voltages.  As a result, the majority (~ 90-95%) of particles containing 

organosulfates during AMIGAS (~50% during ANARChE) displayed a slight shift in m/z relative 

to the true value.  Because the shift in m/z becomes more exaggerated at higher m/z due to the 

longer flight time in the TOF mass analyzer, the high-mass organosulfate peaks were impacted to 

a greater degree.  In order to ensure data quality, a detailed analysis method was adopted for 

AMIGAS as follows.  ART-2a clusters containing the proposed organosulfate markers were 

identified and each cluster was divided up by day.  An average spectrum was obtained for each 

cluster on each day and the actual m/z (m/zactual) of the peaks in question were identified by using 

known markers as an indication of the mass calibration.  To determine mass spectral peak area as 

a function of time and/or particle size, the peak area search was performed on m/zactual for each 

cluster on each day and the results from different clusters were combined accordingly.  The 

ANARChE data was treated similarly, except the ART-2a clusters were treated intact and were 

not divided by day since the calibration issues were less severe than during AMIGAS. 

3.6.2 Temporal trends of organosulfate markers.  
The temporal profiles during AMIGAS of the organosulfate markers at m/z -215, -199,    

-155, and -153 are included in Figure 3.7.  For the latter three ions, the diurnal trends are 

somewhat less definitive than m/z -215, however in general these markers track reasonably well, 

typically peaking overnight. Correlation plots between the markers can be found in Figure 2.7.  
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Figure  3.7 Hourly-averaged temporal variability in the absolute peak area of m/z -215 (gray),   
-199 (red), -155 (blue) and -153 (green) during AMIGAS. 

3.6.3 Nocturnal acid-catalyzed organosulfate formation  
The overnight formation of organosulfates observed in Atlanta is proposed to occur by 

acid-catalyzed reactive uptake, as the only other currently known formation mechanism requires 

radiation to form sulfate/bisulfate radicals.11  While several observations seem to support this 

hypothesis, data from ANARChE and AMIGAS are not in full agreement. During AMIGAS, both 

the particle size and temporal trends demonstrate a relationship of increasing IEPOX-derived 

organosulfate with increasing m/z -195.  The size distribution shows that the organosulfate and 

sulfuric acid concentrations increased as particle size decreased (R2=0.83, Figure 3.8), consistent 
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with previous ATOFMS results that showed that particle phase acidity was highest at the smallest 

particle sizes.45   Further, the correlation between these species in hourly time resolution is shown 

in Figure 3.9 for both daytime (6am – 6pm) and nighttime (6pm-6am) trends.  A higher 

correlation was observed for the nighttime absolute peak area trend (R2=0.56) than the daytime 

trend (R2=0.36), possibly indicating a stronger relationship between acidity and organosulfate 

formation overnight. Further, the segregation of the day and night trends in the correlation plot, 

with a higher slope occurring overnight (1.13 vs. 0.66), suggests that organosulfate production 

may be driven largely by IEPOX uptake, as the increase in IEPOX gas-to-particle partitioning at 

night led to increased organosulfate formation for a given acidity level than would occur during 

the daytime under a reduced uptake regime. 

 
Figure  3.8 Size-dependence of m/z -215 and -195 absolute peak areas averaged over 50 nm 
size bins for the AMIGAS dataset.  The inset shows the correlation between the two species as 
a function of size (R2=0.83). 

In contrast to AMIGAS, the temporal trends in the absolute areas of m/z -215 and -195 

during ANARChE are anti-correlated (Figure 3.10), with m/z -195 peaking in the afternoon 

before the overnight increase in m/z -215.  However, in this case, there are often increases in SO2 

concurrent with the increase in m/z -215, which perhaps contributed to the higher levels of 

organosulfates observed during periods of low m/z -195 peak area.  

R2 = 0.83 
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Figure  3.9 Daytime (6am-6pm; red) and nighttime (6pm-6am; black) correlation plots of the 
hourly-averaged absolute peak areas of m/z -215 (IEPOX-OS) and m/z -195 (H2SO4HSO4-) 
during AMIGAS. 

 
Figure  3.10 Temporal trends during ANARChE of the hourly-averged absolute area of m/z         
-215, m/z -195, and SO2.  The inset shows the correlation between m/z -215 and -195. 
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4 Impacts of aerosol aging on laser desorption/ionization in 

single-particle mass spectrometers 
 

4.1 Abstract 
Single-particle mass spectrometry has been widely applied to characterize the chemical 

mixing state of ambient aerosol particles.  However, the laser desorption/ionization (LDI) method 

utilized in these instruments is known to be affected by artifacts occurring during particle ablation 

and ionization, effects that remain poorly characterized for complex atmospheric particles.  

During the 2005 Study of Organic Aerosols in Riverside (SOAR), a thermodenuder was used to 

heat ambient aerosol in several temperature steps up to 230 ˚C; the residual aerosol particles were 

sampled by an aerosol mass spectrometer (AMS) and a single-particle aerosol time-of-flight mass 

spectrometer (ATOFMS).   Removal of the secondary species (e.g., ammonium nitrate, organics) 

through heating permitted assessment of the change in ionization patterns as the composition 

changed for a given particle type.  It was observed that a coating of secondary species can reduce 

the ionization efficiency by changing the degree of laser absorption, which significantly impacted 

the measured peak areas.  Non-volatile aerosol components were used as internal standards to 

correct for this LDI effect, which subsequently produced strong agreement between the corrected 

ATOFMS ion peak areas and the AMS measurements of the same species.  Covariance mapping 

of the major aerosol constituents was further utilized to probe matrix effects caused by collisions 

during the ionization process.  This analysis demonstrated that these effects may not be constant 

as particles acquire high levels of secondary species (effectively the reciprocal of heating) that 

may alter the collision dynamics occurring within the LDI plume.  This work represents the first 

systematic assessment of ionization matrix effects in the analysis of ambient atmospheric aerosol 

particles by single particle mass spectrometry. 

4.2 Introduction 
Single-particle mass spectrometry (SPMS) is a prominent analytical tool used to probe 

the mixing state (chemical associations) of aerosol particles in the atmosphere.1,2  The real-time 

SPMS instruments typically utilize an ultraviolet (UV) laser to desorb and ionize both refractory 

and non-refractory aerosol material from single particles in a single step, with subsequent analysis 

of ionized components by time-of-flight mass spectrometers, yielding a full mass spectrum per 
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particle.  However, there are several known ionization effects that can complicate the mass 

spectral interpretation, including shot-to-shot variability due to laser inhomogeneities3 and matrix 

effects caused by reactions within the laser plume.4,5   

Many aspects of the ion formation process during LDI have been probed in laboratory 

studies.  The effects of laser wavelength and energy in the ablation process have been reported for 

a number of studies using laboratory-generated aerosol particles.3,6-8  Molecular dynamics 

simulations of the laser disintegration for picosecond laser pulses found that aerosol morphology 

can significantly influence particle ablation.9,10  Additional experimental work has demonstrated 

that particle morphology can also influence the resulting mass spectra.11,12 The laser ablation 

process has been studied for matrix-assisted laser desorption ionization (MALDI). As described 

by Knochenmuss,13 ablation and primary ionization occur during the laser pulse (several 

nanoseconds for the Nd:YAG laser utilized in this work), with subsequent plume expansion and 

secondary reactions occurring over microseconds.  These reactions can significantly influence the 

ion distribution in the resulting mass spectrum. Reinard and Johnston14 utilized covariance 

matrices to characterize the ionization mechanism using simple mixtures of common aerosol 

components.  They determined that the desorption/ionization process likely proceeds through 

desorption of neutral species, with subsequent photoionization producing cations and electrons; 

formation of anions occurs through electron capture by components with high electron affinities.  

Reilly et al.5 characterized the effect of plume reactions using soil samples from the National 

Institute of Standards and Technology Standard Reference Material archive and determined that 

extensive charge transfer can occur.  In these reactions, the component with the lowest ionization 

potential (IP) is favored, thereby suppressing the formation of components with higher IPs in 

positive ion mass spectra.4,5  The resulting mass spectral ion intensities are, therefore, dependent 

on the other chemical components present in the particle (the matrix).  As a result of these matrix 

effects, a trace particle constituent with a low IP can dominate the resulting spectrum due to these 

charge-transfer processes.  Similar processes occur for negative ions, where the species with the 

highest electron affinity are detected most easily and appear to be in higher abundance.14   

Several studies have shown that one can account for these matrix effects by determining 

relative sensitivity factors to reconstruct the actual particle composition from mass spectral ion 

peak areas.4,15  Several studies have also successfully quantified SPMS data by scaling peak areas 

of ambient particles using collocated quantitative measurements16-18 or laboratory calibrations.19  

However, it is not clear if and how the LDI process and resulting mass spectra change as particles 
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undergo significant processing (aging) during their atmospheric lifetime, acquiring semi-volatile 

species, such as ammonium sulfate/nitrate and many organics, via condensation, coagulation, and 

heterogeneous reactions.20  While laboratory studies are essential for the systematic 

characterization of the ion formation mechanism in SPMS instruments, atmospheric particles 

display vastly more complex composition and morphologies.  Therefore, it is important to attempt 

to characterize ionization effects in ambient particles to account for composition changes with 

aging to help improve the quantitative capabilities of SPMS instruments.   

In this work, SPMS measurements were conducted using an aerosol time-of-flight mass 

spectrometer (ATOFMS) in the highly polluted urban environment of Riverside, CA, a receptor 

site for emissions from Los Angeles and extensive agricultural operations.21  A thermodenuder 

(TD) was used upstream of the ATOFMS inlet to systematically remove the semi-volatile 

constituents through heating.22-24  The TD system used herein was developed by Huffman and 

coworkers to characterize the volatility of aerosol particles; it consists of a heated region to 

evaporate semi-volatile components followed by a charcoal denuder to prevent re-condensation.25  

The heated section steps through several temperatures up to 230 ºC, thereby removing different 

particle constituents as a function of their volatility.  For example, more volatile constituents 

(e.g., ammonium nitrate) evaporate at low temperatures, leaving behind less volatile species.  In 

this way, changes in ionization could be assessed as different chemical components were 

systematically removed from the individual particles.  Further, an aerosol mass spectrometer 

(AMS) simultaneously measured the aerosol residuals from the TD, thereby providing an 

independent and quantitative assessment of the changes in aerosol composition with heating.  

4.3 Experimental 
Measurements of thermally-conditioned aerosol particles were conducted during the first 

Study of Organic Aerosols in Riverside (SOAR-1) campaign in Riverside, CA; SOAR-1 has been 

previously described in detail.26,27  Data presented herein represent measurements conducted on 

August 12, 2005 only (0:00-24:00 PST).  Single particle analysis was performed using the 

ground-based prototype of the aircraft-ATOFMS, which has been described in detail previously;28 

a brief summary is provided here.  Aerosols (100 – 1000 nm) entered the instrument via an 

aerodynamic lens inlet and were accelerated to a size-dependent terminal velocity.  In the particle 

sizing region, aerosols traverse (and scatter light from) two 532 nm continuous wave lasers 

yielding the particle velocity, which is converted to aerodynamic diameter via calibration with 

polystyrene latex spheres of known diameter.  The individual particles were then desorbed and 
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ionized at 266 nm using a Q-switched Nd:YAG laser; the laser power was ~0.9-1.0 mJ 

throughout the study.  

The TD was used to remove semi-volatile constituents from ambient particles with the 

heated portion stepping through 7 temperatures from 54 – 230 ºC.25  Sampling switched between 

unheated and heated channels every ten minutes; a full cycle was completed in 160 minutes and 

thus each TD temperature (Figure 4.1a) was sampled periodically (~8x) throughout the day.  The 

aerosol residuals were sampled simultaneously by ATOFMS and an AMS (C-ToF-AMS).29  The 

AMS data was analyzed similar to previous TD-AMS studies.22,23  For ATOFMS data analysis, 

all sampling periods at the same temperature were merged to bolster particle number statistics.  

Data analysis was performed by importing single-particle mass spectra into Matlab (The 

MathWorks, Inc.) using the YAADA toolkit.30  Particles were clustered based on similarities in 

mass spectral peak identities and intensities using the ART-2a adaptive resonance theory 

method31 with a vigilance factor of 0.8, learning rate of 0.05, and 20 iterations.  Similar ART-2a 

clusters were identified as different particle types based on the predominant ion peaks or known 

source signatures.  

4.4 Results & Discussion 

4.4.1 General Ambient Particle Observations 
The size-resolved chemical mixing state of individual particles measured by ATOFMS at 

ambient temperature during SOAR-1 has been summarized by Qin et al.27  The relative number 

fraction of each particle type identified during SOAR-1 is shown in Figure 4.1a for each TD 

temperature from ambient temperature to 230 ºC. The predominant particle type was classified as 

organic carbon (OC), comprising up to ~70% of the detected particles by number. The positive 

ion mass spectral pattern (Figure 4.1b) of the OC particle type shows organic fragments 27C2H3
+, 

37C3H+, and 43C2H3O+ with smaller contributions from elemental carbon markers, Cn
+ (n=1-3) 

(Figure 4.1b). As shown in the average mass spectrum, unheated OC particles were internally 

mixed with ammonium, amines, nitrate, and sulfate (Figure 4.1b).  The high abundance of these 

secondary species and oxidized OC reflects the highly aged nature of aerosol particles in 

Riverside, as well as the extensive photochemical processing occurring during the summertime 

leading to secondary organic aerosol formation.32  The second most abundant submicron particle 

type (up to ~ 11% by number) was classified as Vanadium-rich, due to the strong ion peaks 

attributed to 51V+ and 67VO+ (Figure 4.1c).  Particles enriched in vanadium have been observed in 
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emissions from ships33,34 and vehicles.35-37 Similar to the OC particles, these particles were also 

internally mixed with organic markers and ammonium/aminium nitrate/sulfate salts, suggesting 

transport from the coast.38  Other minor particle classes included biomass burning, a mixed 

elemental carbon (EC)-OC class, EC, aromatic (characterized by markers of polycyclic aromatic 

hydrocarbons), amine particles (characterized by a dominant 86(C2H5)2NCH2
+ ion marker), dust, 

and sea salt.  All of these particle types were strongly enriched in nitrate and sulfate due to 

atmospheric aging, as discussed by Qin et al.27  An extensive discussion of the changes in each 

particle type with heating during SOAR-2 (fall 2005) has been given by Pratt and Prather.24 

From Figure 4.1a, it is clear that the relative number fractions of particle types did not 

change dramatically with heating during SOAR-1 (the relevant changes will be described below).  

However, the fraction of hit particles (hit efficiency) nearly doubled, increasing from ~8% at 

ambient temperature to ~14% at 230 ̊ C. This indicates that the existing particle types became 

easier to ablate following heating and removal of secondary coatings.  For comparison, the hit 

efficiency of polystyrene latex spheres used as calibration standards was ~20% during SOAR-1.  

The hit efficiency—defined as the number of particles that generated a mass spectrum (“hit”) 

divided by the total number of particles that were sized (hit/hit+missed)—is a function of the inlet 

transmission efficiency, laser alignment, and the degree of laser absorption at 266 nm by particles 

within the source region.39  The laser alignment was not adjusted during the measurement period, 

and thus such effects can be neglected.  In contrast, the transmission efficiency can be influenced 

by particle shape, which possibly changed and became more fractal/irregular as secondary 

coatings were removed with increasing temperature.  However, non-spherical particles would 

experience greater divergence in the aerodynamic lens,40,41 and subsequent pumping chambers, 

which would degrade the transmission efficiency and thereby reduce the hit efficiency, rather 

than enhance it.  Therefore, the increase in the fraction of hit particles can be predominantly 

attributed changes in laser-particle interactions, consistent with previous ATOFMS studies of 

ambient aerosols have attributed changes in particle hit percentages to changes in LDI laser 

absorption due to particle aging.16,18,42  The changes observed herein were likely due to enhanced 

absorption of the laser pulse following removal of secondary coatings and water (generally 

referred to as LDI efficiency herein), and will be explored in more detail in the following 

sections.  
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Figure  4.1 (a) Number fraction of particle classes at each thermodenuder temperature.  The 
black trace represents the fraction of hit particles: hit/(hit+missed). (b) Average mass 
spectrum of unheated organic carbon particles.  (c) Average mass spectrum of unheated 
vanadium-rich particles. 
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The changes in the LDI process due to aging were further probed by interpreting the 

trends in ion peak areas of individual particle types measured by ATOFMS.  This study of 

thermally-conditioned ambient aerosols provides a unique opportunity to systematically examine 

the changes in LDI efficiency that occurred concurrently with the removal of secondary species.  

In this work, we focused on the OC and vanadium particle types because they were the most 

abundant and therefore provided the best statistics at all temperatures.  In addition, these particle 

types also provide an opportunity to compare the ionization effects for metal-containing particles 

compared to those without metal species.  We first discuss the observed changes in particle 

ablation/ionization inferred from the trends in ion peak intensities with heating, followed by a 

discussion of possible changes in collision-induced matrix effects.    

4.4.2 Variations in LDI Efficiency & Matrix Effects with Particle Age 
Atmospheric processing can lead to dramatic changes in the composition of a given 

particle and therefore the chemical matrix present during the ionization process.  To accurately 

relate SPMS ion peak areas measured in ambient particles to the actual species concentration, a 

better understanding of the ionization process and matrix behavior is needed.  To this end, the 

changes in ATOFMS ion peak areas measured at increasing TD temperatures (a proxy for 

decreasing particle age) were compared to the collocated AMS, which simultaneously sampled 

the aerosol residuals from the TD.  For each instrument, heated particles were referenced to the 

unheated case, yielding the species’ “fraction remaining” as a function of temperature 

(“thermogram”).  The AMS data were used as an independent and quantitative measure of the 

fraction of the non-refractory mass remaining at each temperature, which is shown as the black 

thermograms in Figures 4.2 and 4.4.  In the ATOFMS data, large deviations were observed in 

comparison to the AMS measurements when the traditional SPMS absolute and relative ion peak 

area metrics were used in the analysis.  These deviations were used to better understand how the 

LDI process changed for two different ambient particle types (OC and Vanadium) significantly 

coated by secondary species in the eastern LA basin.  Based on this study, an alternative approach 

for utilizing ion peak areas is proposed to correct for the ATOFMS biases in order to ultimately 

improve quantification via SPMS.     

4.4.2.1 Organic Carbon Particles  

4.4.2.1.1 LDI Efficiency 
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For the secondary species of interest herein (sulfate, nitrate, ammonium, amines, 

organics), the OC particle type likely contains predominantly non-refractory forms (e.g., 

ammonium nitrate/sulfate) that will evaporate at the operating temperatures of the TD (up to 230 

ºC).  The absence of metals in the OC spectrum (Figure 4.1b) suggests that non-volatile salts 

(e.g., sodium nitrate) were likely negligible in these particles.  The OC particle type is therefore 

an ideal system for comparison with the AMS data because the volatility trends should be similar 

for these two instruments.   

The single-particle absolute peak area (APA) denotes the raw intensity of each ion 

marker averaged over all particles in a given class at each TD temperature.  APA has been used in 

a number of prior SPMS studies.e.g.,17-19,43  Figure 4.2 shows the thermograms calculated using 

APAs for the ion markers of sulfate (97HSO4
-), nitrate (62NO3

-), ammonium (18NH4
+), amines 

(86(C2H5)2NCH2
+), and organic carbon (27C2H3

+ as a representative marker).  It is apparent that the 

APA fractions remaining (solid, colored lines) for all species are significantly higher than the 

AMS thermograms at all temperatures.  In particular, note that the ion peak area actually 

increased with temperature for several of these ion markers (sulfate, ammonium, OC).  In 

addition, the ion intensity of the non-volatile EC marker (36C3
+) and the average integrated (total) 

positive and negative ion intensity per particle were all observed to increase with temperature 

(Figure 4.2f).  These trends are only possible if: (1) the particles had more material/mass 

available to form ions (e.g., by larger particles shrinking into the detectable size range, thus 

increasing the average particle size) or (2) the ion yield per particle increased due to changes in 

absorption or ablation/ionization efficiency.  The contribution from shrinking supermicron OC 

particles was likely minor since the AMS and ATOFMS utilized herein have similar aerodynamic 

lens inlets and the AMS mass fractions for each species predominantly decreased with increasing 

temperature, as expected with the removal of semi-volatile components (Figure 4.2).  Further, the 

median size of the OC particles, as measured by ATOFMS, decreased by 56 nm from ambient 

temperature to 171 ºC, as shown in Figure 4.3. Note, however, that the median size is biased by 

the transmission of the aerodynamic lens inlet.  The transmission efficiency of the ATOFMS 

utilized herein drops off steeply below 200 nm (Dva),28 and thus the particles likely shrank to an 

even greater extent.  Because the particles shrank with heating, an increase in overall particle 

mass can be ruled out, implying that the ion yield increased following heating.  This is supported 

by the fact that the ion intensity increased for both positive and negative ion markers (e.g., 
97HSO4

-, 36C3
+) and considering that charge-transfer induced matrix effects are largely decoupled 
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once positive and negative ions form.  Therefore, the change in laser-particle interactions 

impacted the entire particle, rather than just individual species.  This explanation is consistent 

with the observed increase in hit efficiency with temperature described above.   

 
Figure  4.2 Thermograms of the organic carbon particle type for several aerosol constituents 
demonstrating the different peak area metrics for ATOFMS data (colors) compared to AMS 
(black).  The ATOFMS ion peaks represented in each panel are as follows: (a) 97HSO4-; (b) 
62NO3-, (c) 18NH4+, (d) 86(C2H5)2NCH2+, (e) organic carbon marker 27C2H3+.  The dark grey, 
dashed line represents the thermogram calculated via and internal standard method for 
37C3H+ and light grey, 43C2H3O+.  The AMS curve in panel (e) represents total organic aerosol.   
Panel (f) displays the fractional total negative and positive ion intensities and the fraction of 
C3+ (m/z 36), used as the internal standard for the OC type.  Error bars represent 95% 
confidence intervals, and may be hidden by the data marker. 
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Figure  4.3 Change in median vacuum aerodynamic diameter with heating for the organic 
carbon particles.  The shaded region represents the interquartile range. 

To investigate the reason for the increased ion yield, the mass spectral patterns of the 

heated and unheated OC particles were compared: a subtraction plot of the OC particles measured 

at 83 ºC minus the unheated OC particles is shown in Figure 4.3.  It is clear that the carbon cluster 

peaks (Cn
+, n=1-3) became more prominent with heating, indicating that these particles were 

likely composed of a soot core, coated in secondary species (organics, ammonium nitrate/sulfate) 

and is consistent with prior studies of aged soot morphologies.44   As the particle coating was 

stripped away with heating, more of the strongly absorbing soot core was exposed.  Therefore, a 

possible explanation for the increase in ion peak area is that the secondary coating, which absorbs 

less efficiently than soot (if not largely transparent), inhibited the absorption.  Once those shell 

components were removed, or at least thinned, the particles absorbed the laser more efficiently 

and generated more cations, and therefore more electrons available to generate sulfate and nitrate 

ions. Thomson et al.6 observed that the ionization threshold decreased with increasing absorption 

coefficient; in other words, more ions were produced from particles composed of more strongly 

absorbing species, consistent with this hypothesis.  An additional explanation is that the increased 

peak area was due to changes in the extent of particle ablation rather than absorption.  Schoolcraft 

et al.9 observed a decrease in particle disintegration using molecular dynamics simulations of an 

absorbing particle core coated with a thick, amorphous, and transparent coating.  In their 

simulations, the particle core absorbed the laser pulse and expanded upon vaporization; however 

the coating stretched around the expanding core and prevented the particle from ablating.  A 

similar phenomenon may have played a role here, where a thinner secondary coating could have 

led to ablation of a greater fraction of the particle and therefore more ions formed.  Both effects 
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likely contributed to some degree, with the net result being an increase in the LDI efficiency and 

total number of ions formed per particle as the secondary coating was removed.   

 
Figure  4.4 Mass spectral subtraction plot of the average mass spectrum corresponding to OC 
particles at 83 ̊ C minus unheated OC particles. Positive intensity peaks correspond to higher 
abundance in the 83 ̊C particles, whereas negative intensity peaks show higher in tensity in 
the unheated particles. 

Due to the increase in LDI efficiency, the APA method predicted artificially high 

fractions remaining, even for the highly volatile components (nitrate, amines- Figure 4.2).  

Sulfate displayed the largest increase in ion intensity because it is non-volatile below 150 ºC,45,46 

and therefore the primary factor contributing to the change in APA was the increase in ion yield.  

Previous studies have used the APAs of ammonium and nitrate to scale ATOFMS mass spectral 

data to collocated impactor measurements in Riverside.17  It is likely that this quantification study 

was successful because the high degree of secondary coatings resulted in similar chemical 

matrices and therefore similar responses for the particles measured at ambient temperature only.  

Indeed, measurements during SOAR-1 indicated that different unheated particle types had similar 

densities due to the thick coating of secondary material (organics, ammonium nitrate/sulfate).47   

Normalized peak areas are also commonly used in SPMS studies as a means of correcting 

for different ion intensities commonly observed among different particle types and other LDI 

artifacts, including shot-to-shot variability.e.g.,4,16    “Relative Area” herein refers to absolute peak 

areas normalized by the total ion intensity of the spectrum at the single particle level, then 

averaged over all particles in the class.  Using RPA, the thermograms generally improved 
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compared to using APAs, but remained significantly above the AMS measurements.  In this case, 

the deviation was caused by the loss of volatile species, thereby reducing the total ion intensity.  

This becomes clear by comparing the higher APA fractions for individual, non-volatile species 

(i.e., 97HSO4
-, 36C3

+) with the total negative/positive ion intensities up to 142 ̊ C (Figure 4.2) . The 

total ion intensity displayed much smaller fractional increases than individual non-volatile 

components because semi-volatile components evaporated and reduced the amount of material 

available for ionization.  As an example, nitrate evaporation reduced the total negative ion 

intensity, thereby lowering the normalization factor for sulfate and increasing its apparent 

intensity. Therefore, the total ion intensity cannot be used as an independent indicator of the 

changes in LDI efficiency in order to correct individual species.   

As an alternative to the APA and RPA methods that were unable to accurately represent 

the TD data, a third case is proposed in which a single ion marker serves as an “internal standard” 

(IS) to normalize all aerosol constituents.  In this way, the change in ion peak areas relative to the 

ion peak area of the IS was investigated to account for the changes in LDI efficiency with limited 

influence from other particle constituents.  Internal standards were chosen by the following 

criteria such that their particle-phase mass could reasonably be assumed to stay constant across all 

temperatures.  An appropriate IS should: (1) be non-volatile and emitted by a primary source so 

that gas-particle partitioning is not a factor; (2) be non-reactive or not react in a way that changes 

the mass spectral response to that component; and (3) be a significant component of the spectrum, 

without saturating the detector.  For the OC particles, we use the elemental carbon marker, 36C3
+, 

as the best option because it represents a component that is non-volatile at the temperatures 

considered here and is also one of the predominant peaks in the mass spectrum of this particle 

type (Figure 4.1b).  As discussed above, the OC type is likely comprised of a soot core emitted 

from combustion sources (e.g., vehicles36,37) and coated with secondary species during transport.48 

A previous ATOFMS study found that normalizing OC components by EC ion markers 

(including C3
+) produced good agreement with a collocated instrument measuring OC/EC ratios 

via thermal/optical measurements.49  Herein, we extend this method and use the EC marker to 

normalize all particle components within the OC particle type.  Although the ionization 

mechanisms of positive and negative ions are largely decoupled (once electrons are generated), 

we take the 36C3
+ marker as the normalization factor for both positive and negative ions because 

the absolute intensities indicated that the predominant influence on peak areas (aside from 

evaporation) was due to an increase in the overall ion yield from the particles.  Therefore the 
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greater degree of ionization likely influenced both polarities approximately equally.  There was 

also not a suitable ion peak in the negative spectrum to act as an IS because all components can 

evaporate to some extent in the TD temperature range.    

In this internal standard approach, the APA of each ion peak of interest was divided by 

the APA of the IS at the corresponding temperature; the normalized peak areas of the heated 

particles were then referenced to the unheated case to generate the thermograms for several 

secondary ion markers (dashed lines in Figure 4.2).  Using the IS as a normalization factor 

produced thermograms in agreement with those from the AMS for ammonium and sulfate at 

temperatures up to 142 ºC (Figure 4.2a,c) and amines and nitrate up to 171 ºC (Figure 4.2b,d).  

The organic carbon markers were consistently above the AMS data at temperatures greater than 

83 ºC (Figure 4.2e) for reasons that are described below.  Above 171 ºC, the marked increase in 

the fraction remaining of all components via the IS method is attributed to a change in particle 

classification.  Sudden evaporation of components above 171 ºC (likely ammonium sulfate) is 

indicated by the large change in the median diameter (93 nm, Figure 4.3) at 200 ºC.  This loss of 

material changed the ion peak area trends and caused the particles to be reclassified as the ECOC 

particle type.  The change in classification is demonstrated by the increase in the fraction of 

ECOC particles above 200 ˚C (Figure 4.1a), and the associated drop in 36C3
+ ion peak area 

(Figure 4.2f), since particles with greater EC ion peak intensity were moved to the ECOC particle 

class.  In an attempt to account for this issue, the OC and ECOC particle classes were combined.  

Thermograms for the merged OC and ECOC classes were calculated for each species of interest 

by taking a particle-number weighted average of the absolute peak areas.  The averaged peak 

areas were then treated via the internal standard (IS) method using 36C3
+ as the IS.  Figure 4.5 

shows example thermograms for the individual and combined OC/ECOC classes, in addition to 

the peak area of the IS.  In Figures 4.5a and b, it can be seen that combining the OC and ECOC 

particles eliminated the problem of increasing fraction remaining at the highest temperatures. The 

shape of the combined thermograms indeed follows the AMS data well at all temperatures; 

however, it is systematically higher despite the fact that the separate OC and ECOC particle are 

each reasonably similar to the AMS up to 171 ºC.   
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Figure  4.5 Example thermograms merging OC particles and ECOC particles (light blue) for (a) 
ammonium), 18NH4+, (b) amines, 86(C2H5)2NCH2+.  The internal standard method was applied in 
panels (a) and (b), using 36C3+. The peak areas for 36C3+ are included in panel (c).  The distinct 
particle types are shown for comparison.   

The greater apparent fraction remaining for the combined class (Figure 4.5a and b) occurs 

because the relative contribution from the ECOC type is low at the intermediate TD temperatures.  

Figure 4.6 shows the size-resolved number fractions of each particle type observed in SOAR-1 
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for particles sampled in the unheated and 54 ºC cases.  In the unheated particles (Figure 4.6a), a 

significant fraction of the ECOC particles were present in the smallest size bins.  With heating 

(Figure 4.6b), these particles shrank below the lower end of the ATOFMS transmission window 

and thus were not measured, similar to that observed during SOAR-2.24   The size-resolved 

fractions at TD temperatures up to 171 ºC are similar to the 54 ºC case.  Therefore, the unheated 

particles were disproportionately impacted when merging the OC and ECOC particle classes. The 

resulting impact on the combined peak areas is demonstrated in Figure 4.5c, showing the peak 

areas of the 36C3
+ IS.  The combined peak area (light blue) is greater than the OC case for 

unheated particles, but is then nearly identical to OC at the intermediate temperatures.  The higher 

IS peak area would reduce the apparent peak area of the analyte, and by extension—because the 

TD temperatures are normalized by the unheated peak area—the fraction remaining will appear 

greater than the true value.  Therefore, we keep the particle types separate and refrain from 

drawing conclusions about the volatility of components from the OC type at temperatures >171 

ºC.  However, we note that the inaccuracy resulting from combining these particle types was 

largely due to particles shifting out of the size range and loss of the corresponding information.  

Combining particle types to account for changing particle classification may work if both particle 

types remain in the detectable ATOFMS size range, but this should be tested in future work.    
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Figure  4.6 Relative number fractions of each particle type in 20 nm size bins up to Dva = 500 
nm and 40 nm bins thereafter for (a) unheated and (b) 54 °C particles. Note the significant 
fraction of ECOC particles less than 200 nm in the unheated particles, which shrink out of the 
size range at 54 °C. 

The strong agreement with the AMS at most temperatures via the IS method for nearly all 

ion markers (positive and negative) confirms the above hypothesis that the deviations in the 

APAs from the AMS measurements were largely due to effects that impacted the whole particle.  

If the APA trends had been the result of changes in competitive charge-transfer or collision-

induced matrix effects, then the intensity of each ion marker would have been affected to 

different extents. Therefore, normalizing by an “inert” component of the particle most accurately 

reproduced the volatility of these secondary species because the IS gave an unbiased measure of 

how the LDI efficiency changed with heating.  Note however, that this method relies on fully 

ablating the particle to ensure that the relative amount of the core species is accurately 

represented.  If the surface components had been preferentially ionized at lower TD temperatures, 
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then the relative EC ion intensity would have been underpredicted and this internal standard 

method would have failed.   Given that the EC marker could be successfully used as an internal 

standard implies that the particles sampled herein, were indeed fully ablated, which is consistent 

with previous ATOFMS studies that determined that laboratory-generated particles were fully 

ablated for diameters < 1.4 µm in diameter50 (i.e., encompassing the size range measured with the 

ATOFMS used herein).  Therefore, the increasing ionization efficiency can be likely attributed to 

increased absorption of the laser pulse generating more ions in the plume.  Also note that these 

corrected peak areas can explain the difference in previously published ATOFMS and AMS 

amine volatility studies,19,22 as discussed by Docherty, et al.26  When the ionization artifacts of 

ATOFMS are properly taken into account, the two methods agree quite well.   

4.4.2.1.2 Collision-Induced Matrix Effects 

The results outlined above indicate that changes in laser-particle interactions significantly 

impacted ion intensities with heating. However, note that the thermograms of the organic ions did 

not accurately match the AMS thermograms by any peak area metric (Figure 4.2e).   Since it is 

well-established that reactions within the ion plume can also alter the ion distributions in the mass 

spectrum,5 changes in collision-induced matrix effects may have further influenced the observed 

changes in peak areas with heating.  To this end, we follow Reinard and Johnston14 in performing 

covariance mapping to investigate how ion peaks correlate with each other at the single-particle 

level. In this analysis, ion pairs that are (anti) correlated will yield (negative) positive correlation 

coefficients; ion pairs with no relationship will yield null values.  The TD data was used to probe 

possible changes in matrix effects as components were removed with heating.  It has previously 

been shown that the particle residues at 230 ̊C strongly matched the source signatures of fresh 

particle emissions.24  Therefore, utilization of a thermodenuder permits observations of the 

changes in matrix effects due to aging through comparison of the particles cores with their 

counterparts at lower temperatures.  In the covariance analysis, the relative peak areas for single 

particles were used as the input, which is justified in this instance because peak areas are 

compared within a given temperature, not across temperatures and for individual particle types.  

Only particles with dual-polarity mass spectra were included in the analysis.  We take correlation 

coefficients to be significantly different from zero if they had less than 5% probability of 

occurring by chance; values exceeding this threshold were reassigned to zero, shown as white in 

the covariance plots.  Because the resulting correlation coefficients were influenced by real 

particle-to-particle differences in composition in addition to matrix effects, the following results 
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are interpreted in the context of the laboratory studies of Reinard and Johnston,14 as well as 

known aging processes in eastern Los Angeles Basin.27,48  Because Reinard and Johnston14 used 

~5x higher laser fluence (4 J/cm2 vs. 0.8 J/cm2) and 193 nm instead of 266 nm radiation, the ion 

distributions may differ between the two studies; however, the collision-induced matrix effects 

should be comparable.  

Figure 4.7 shows the covariance analysis for the main ion markers in the OC particles, 

comparing the full matrices for unheated particles and particles at 171 ̊C, which we used as the 

particle core due to the conversion of OC to the ECOC particle class at higher temperatures 

discussed above.  Due to the large number of particles in the unheated case, a random sampling of 

50% of the particles (40,000) were used; all particles were used in the covariance analysis at the 

elevated temperatures (>10,000 particles each).   
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Figure  4.7 Covariance analysis of the OC particle type.  (a) unheated; (b) 171 ̊C; (c) correlation 
coefficients between the ions indicated and the amine marker 86(C2H5)2NCH2+ (solid, left axis) 
and 36C3+ EC marker (dashed, right axis) as a function of temperature.  In (a) and (b), the x- 
and y-axes list the ion markers included in the covariance analysis.  m/z values correspond to 
the following ions: +18, NH4+; +27, C2H3+; +30, NO+; +37 C3H+; +36 C3+; +43, C2H3O+;. +86, 
(C2H5)2NCH2+; -62, NO3-; -97, HSO4-. 
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We observe that the amine ion marker is anti-correlated with other carbonaceous ions in 

the unheated OC particles (Figure 4.7a). Amines have low ionization potentials (IP); for example, 

the IP of triethylamine, which has been shown to produce the 86(C2H5)2NCH2
+ marker,51 is ~7.5 

eV52 compared to ~9-12 eV for most organic molecules.53 Therefore, it is likely that amines 

suppressed the ionization of internally-mixed organic components through competitive charge 

transfer and would explain the common occurrence of amine-dominant spectra in ATOFMS 

studies.e.g.,51,54,55  A steady increase in the correlations between these organic ions with the amine 

marker is apparent with heating and evaporation of the amines (Figure 4.7c).  Additionally, in the 

unheated particles, the organic fragments 27C2H3
+ and 37C3H+ are positively correlated with 36C3

+, 

whereas 43C2H3O+ is very weakly anti-correlated, which is reasonable since 27C2H3
+ and 37C3H+ 

are more likely to be associated with primary organics co-emitted with EC and 43C2H3O+ with 

secondary organics.27  As shown in Figure 4.7c, these correlations became negative with heating 

(dotted lines), which coincided with loss of ~70% of the amine mass by 54 ˚C (Figure 4.2d);  

once the amines largely evaporated, the formation of other organic ions was less suppressed and 

became more favorable relative to 36C3
+.  At high temperature, 36C3

+ is anti- (or not significantly) 

correlated with all of the organic components (Figure 4.7b), indicating that this is likely the least 

preferred species formed in the plume, consistent with its high IP of 12-13 eV.52   These apparent 

changes in matrix effects could explain why the organic ions appear elevated relative to the AMS 

organics (Figure 4.2e)—the greater suppression of the organics by amines in the unheated 

particles lowered their apparent ion intensity, which would result in an elevated fraction 

remaining at higher temperatures.  These results also indicate that, despite the strong 

improvement over the absolute and relative peak area metrics for correcting the LDI efficiency, 

the internal standard method is not ideal because it cannot correct these collision-induced matrix 

effects.   

Although amines are the apparent preferred cation in this particle matrix, 86(C2H5)2NCH2
+ 

is weakly positively correlated with 18NH4
+ and 30NO+, likely a nitrate fragment17 (Figure 4.7a).  

In previous covariance analysis of laboratory mixtures of ammonium sulfate and nitrate, 18NH4
+ 

was strongly anti-correlated with 30NO+ due to matrix effects.14  Therefore, the positive 

correlations herein are likely due to real chemical correlations, in particular, the co-condensing of 

ammonium and aminium nitrate salts.  Extensive animal operations in the Chino area upwind of 

Riverside are known to emit very high levels of ammonia21,56 and likely amines as well.57,58  

Ammonia and amines can partition by a similar mechanism, (i.e., acid-base reactions with nitric 
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acid forming less volatile salts19,59) and therefore, it is not surprising that these species are 

correlated at the single particle level since particles acquire ammonium/aminium nitrate coatings 

during transport from the LA area.48  

Sulfate and nitrate were strongly anti-correlated (Figure 4.7a), as was observed by 

Reinard and Johnston.14  The anti-correlation became weaker as nitrate evaporated (Figure 4.7b) 

because the lower nitrate concentration reduced the competition for electrons.  The strong 

agreement between the ATOFMS-IS peak area and the AMS nitrate fraction remaining indicate 

that the change in matrix effects did not impact the apparent nitrate volatility.   

4.4.2.2 Vanadium Particles.  

4.4.2.2.1 LDI Efficiency 

The Vanadium-rich particles displayed different behavior than the OC particle type and 

are briefly described in this section.  Figure 4.8 shows the ion peak areas observed for this 

particle type using the same metrics described above.  Here, the average total ion intensity per 

particle is relatively flat up to 171 ˚C, indicating that the ioni zation efficiency was roughly 

constant up to that temperature, after which it increased substantially (Figure 4.8f). The average 

absolute intensity of the species attributed to the particle core, 51V+ and 23Na+, also follow this 

trend (Figure 4.8f).  The median diameter was roughly flat up to 171 ºC, at which point it started 

decreasing (Figure 4.9), demonstrating that the increase in ion peak areas at high temperature 

coincided with material evaporating, rather than larger particles shrinking into the detectable 

range.  This transition occurred within the temperature range of ammonium sulfate evaporation, 

indicating that this component suppressed the laser absorption at lower temperatures.  It is well 

known in the SPMS community that ammonium sulfate is transparent in the UV range and pure 

ammonium sulfate particles are difficult to measure using LDI at 266 nm due to lack of 

absorption of the laser beam.6,39,42  These results indicate that the sudden evaporation of 

secondary components, particularly ammonium sulfate, led to greater absorption of the D/I laser 

pulse and therefore greater ion formation.  The different temperature trends in ion intensity 

between the OC and Vanadium-rich particle types can perhaps be attributed to the stronger 

absorption by soot and a larger change in the LDI efficiency as the coating thinned at low 

temperatures. The OC particles also showed a larger decrease in the median diameter with 

heating (Figures 4.3, 4.9), which may implicate the impacts of coating thickness on the LDI 

process. 
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Figure  4.8 Thermograms of the vanadium-type particle type for several aerosol constituents 
demonstrating the different peak area metrics for ATOFMS data (colors) compared to AMS 
(black).  The ATOFMS ion peaks represented in each panel are as follows: (a) 97HSO4-; (b) 
62NO3-, (c) 18NH4+, (d) 86(C2H5)2NCH2+, (e) organic carbon marker 27C2H3+.  The dark grey, 
dashed line represents the thermogram calculated via and internal standard method for 
37C3H+ and light grey, 43C2H3O+.  The AMS curve in panel (e) represents total organic aerosol.   
Panel (f) displays the fractional total negative and positive ion intensities and the fraction of 
23Na+, and 51V+.  The latter was used as the internal standard for these particles. Error bars 
represent 95% confidence intervals, and may be hidden by the data marker. 
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Figure  4.9 Change in median vacuum aerodynamic diameter with heating for the vanadium-
rich particles.  The shaded region represents the interquartile range. 

The stronger ion formation at high temperature is apparent in the thermograms of less-

volatile constituents, namely sulfate (Figure 4.8a), ammonium (Figure 4.8c), and organic carbon 

(Figure 4.8e), wherein the APAs increased markedly at 200 ºC.  Normalizing these peak areas by 
51V+ as the internal standard removed this artifact and shows that these components actually 

decreased with heating, as expected.  For the more volatile components (e.g., amines- Figure 

4.8d), the APA, RPA, and IS methods all produced similar thermograms.  Therefore, at the low 

temperatures where the ionization efficiency did not change appreciably, the change in APA 

reasonably represented the evaporation of these species, though the IS-normalized thermogram 

does agree slightly better with AMS measurements at T > 83 ºC.   In the case of nitrate, even the 

normalized peak area of 62NO3
- remains significantly above the AMS thermogram (Figure 4.8b), 

and likely reflects a true difference in nitrate volatility.  The chemical mixing-state dependence of 

nitrate volatility will be described in Chapter 5.   

Previous work has noted a morphology dependence on the extent of plasma formation in 

the LDI of laboratory-generated metal particles.60 Zhou et al.60 coated an absorbing aluminum 

oxide core with a transparent coating of NaCl and observed diminished aluminum ion formation 

up to high aluminum mole fraction, which they attributed to weakened plasma formation due to a 

poor coupling of the laser energy from the core to the shell and therefore less overall ionization.  

In contrast, homogeneously-mixed particles of the same composition produced the expected 

increase in aluminum ion intensity with increasing aluminum mole fraction due to stronger 

plasma formation caused by the absorbing material being present throughout the particle.60  

Therefore it is possible that the observed ion intensity trends of the vanadium particles indicated 
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that these particles also existed in a core-shell-type morphology in Riverside, however there were 

no collocated measurements able to confirm this hypothesis for this specific particle type.  Future 

studies should couple the TD-ATOFMS measurements with microscopy studies to directly 

correlate the change in ionization efficiency of ambient particles with changes in particle 

morphology.  Alternatively, the morphology could be probed by SPMS through variations in the 

laser power.12,61   

4.4.2.2.2 Matrix Effects 

The vanadium particle type contained many metal cations (Figure 4.1c), which are known 

to display significant charge-transfer matrix effects due to their low IPs.5,14 The significant metals 

observed in the V-rich type include (with their IP’s52 in parentheses): Na (5.1-5.6 eV), Ca (6.0 

eV), V  (6.7 eV), and VO (7.2-7.8 eV).   The covariance matrix for all 9,045 unheated particles 

and 280 particle residuals at 230 ºC are shown in Figure 4.10a & b.  In the unheated particles, all 

metal cations were positively correlated with each other and in turn are negatively correlated with 

all other cations.  Additionally, the anti-correlations between the metals and organic components, 
27C2H3

+ and 43C2H3O+, were stronger in the unheated case, than at 230 ºC.  These results indicate 

that the dominant collisions of the metal cations were likely with secondary species in the highly 

aged particles; in other words, the metals were competing for charge with non-metals due to the 

low relative abundance of metals in the highly aged particles. If the non-metals were more 

strongly suppressed in the unheated case, it could explain why the thermograms of 18NH4
+ and the 

organic components were elevated relative to the AMS up to 142 ºC (Figure 4.8c,e).  It is not 

clear if this discrepancy is the result of a real change in volatility because 18NH4
+, for instance, 

was still likely in the form of nitrate and sulfate salts in these particles, which should be 

detectable by the AMS.   

The correlations between the core species also changed with heating.  At high 

temperature, 23Na+ became the most favorable ion, as indicated by the negative correlations with 

all metal and non-metal cations and the IPs listed above.  As the secondary species were removed, 

Na and V began to compete for charge, consistent with the increase in ion peak area of 23Na+ 

relative to 51V+ at high temperature (Figure 4.8f).  The fact that 23Na+ (which has the lowest IP of 

the observed metals) is not the dominant ion in the spectrum, even at 230 ºC (not shown), 

indicates that it is likely in significantly lower abundance relative to vanadium in these particles.  

This finding is consistent with a previous elemental analysis of ship fuel.62  Because 51V+ and 
67VO+ remain positively correlated, they likely form by non-competitive processes, perhaps 
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fragmentation from more oxidized forms of vanadium, e.g., V2O5, which is the most abundant 

vanadium species emitted from vehicles.35    

 
Figure  4.10 Covariance analysis of the Vanadium particle type (a) unheated; (b) 230 ˚C. In (a) 
and (b), the x- and y-axes list the ion markers included in the covariance analysis.  m/z values 
correspond to the following species/fragments: +23, Na+; +40, Ca+; +51, V+; +67, VO+; +18, 
NH4+; +27, C2H3+; +30, NO+; +37 C3H+; +43, C2H3O+;. +86, (C2H5)2NCH2+; -46, NO2-; -62, NO3-; -97, 
HSO4-. 

This correlation analysis was also used to explain the increase in the thermograms for 

sulfate, ammonium, organics (27C2H3
+, 37C3H+), and amines at 142-171 ºC using the IS peak area 

method, which indicates that these components increased relative to 51V+.  In the same 

temperature range, the correlations of these ions with 51V+ also change (Figure 4.11a).  The 
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correlation of 23Na+ and 51V+ increased to similar levels as the unheated particles, whereas the 

correlations between sulfate, ammonium, organics (represented by 27C2H3
+) with 51V+ all 

decrease.  These changes coincided with a large spike in the ion peak area of the 195H2SO4·HSO4
- 

marker (Figure 4.11b), which can be used as an indicator of un-neutralized sulfate.63  Only at 

these temperatures is the correlation between 51V+ and the 195H2SO4·HSO4
- marker anti-correlated 

and coincides with a decrease in the correlation between 97HSO4
- and 51V+ (Figure 4.11a).  Larson 

et al.64 reported an increase in the scattering coefficient during nephelometry measurements of 

ammonium sulfate at ~150 ºC that was attributed to decomposition to ammonium bisulfate.  Yao 

et al.63 observed a decrease in their ATOFMS hit efficiency as they reduced the extent of sulfate 

neutralization in laboratory mixtures; they postulated that sulfuric acid formed a coating around 

neutral metal salts, which decreased the laser absorption.  Therefore, it is plausible that a 

conversion from ammonium sulfate to ammonium bisulfate/sulfuric acid in this temperature 

range induced a change in ionization efficiency and/or weakened the plasma formation, resulting 

in a greater sensitivity to the surface components. We note that the absolute peak area of 

vanadium decreased slightly at this temperature, as well (Figure 4.8f), which may indicate 

shallower ablation depth.  This “shielding” of the particle core could explain the anti-correlations 

of the secondary components with 51V+ and also the stronger positive correlations between the 
23Na+ and 51V+ at 171 ºC, since both metals would be present at higher concentrations if the core 

was more efficiently ionized. 
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Figure  4.11 (a) Correlation coefficient between 51V+ and the ions indicated at each TD 
temperature.  m/z values shown correspond to the following ions: +18, NH4+; +23, Na+; +27, 
C2H3+; -97, HSO4-; -195, H2SO4·HSO4-. (b) Thermogram of the 195H2SO4·HSO4- ion marker in 
Vanadium-rich particles.  

4.5 Conclusions and Implications   
In this work, a thermodenuder was used in-line with ATOFMS to characterize the 

ionization effects of ambient aerosol particles as the effects of aging were removed.  It was 

demonstrated that the efficiency of the LDI process is reduced as particles become coated with 

secondary species. Jeong and coworkers16 have previously postulated that an observed decrease in 

ATOFMS hit efficiency during measurements in Canada could have been due to a coating of high 

albedo secondary species such as ammonium sulfate and ammonium nitrate.  The results herein 
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support their hypothesis, as the hit efficiency increased as secondary coatings were removed and 

exposed a more absorbing core.  Our results further indicate that secondary coatings may 

influence the ionization efficiency for hit particles, as demonstrated herein for two particle types 

of different composition.  After transparent coatings were removed, the laser pulse was absorbed 

more strongly, resulting in greater photoionization.  When viewed in reverse (decreasing 

temperature) these results highlight that particle aging in the atmosphere can significantly 

influence the degree of ionization from a single particle and thus the resulting ion peak areas 

measured by ATOFMS.  It was demonstrated herein that these ionization effects can be corrected 

by utilizing relatively inert aerosol components as internal standards; the resulting normalized ion 

peak areas were clearly proportional to the species’ mass, as demonstrated by the strong 

agreement with the AMS.  However, a few components (e.g., the organic ions in the OC type) 

were impacted by collision-induced matrix effects, as demonstrated through covariance analysis.  

It was observed that amines can suppress the formation of other organic constituents in positive 

ion spectra and that the matrix effects induced by metals may change with aging or morphology.  

This underscores the importance of better understanding how SPMS measurements of ambient 

aerosols change as a function of atmospheric processing in order to ultimately achieve 

quantitative measurements of chemical mixing state.  The methods outlined herein provide a 

significant step in that direction.    
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5 Mixing-state dependence of nitrate volatility from atmospheric 

particles 

5.1 Abstract 
Nitric acid is one of the major semi-volatile inorganic components of the atmosphere; its 

distribution between the gas and particle phases can significantly influence its atmospheric 

lifetime and environmental impacts.  Most studies of atmospheric aerosol chemistry assume that 

the distribution of nitrate is largely dictated by ammonium nitrate partitioning and/or that all 

particle constituents are homogeneously dispersed among the aerosol population.  Herein, we 

studied the role of different particle core composition in altering the volatility of particulate 

nitrate.  During the summer 2005 Study of Organic Aerosols in Riverside field campaign, the 

mixing state of thermally-conditioned particle residuals was measured by aerosol time-of-flight 

mass spectrometry.  It is demonstrated herein through these single-particle volatility 

measurements and thermodynamic modeling that the presence of metal ions impacts the 

partitioning of semi-volatile nitrate.  The modeling results suggest that reduced availability of 

ammonium and increased liquid water content contributed to the suppression of nitrate volatility 

even at low relative concentrations of metal ions. Comparisons between measurements and model 

results imply that complex particle morphologies may exist in the Riverside region due to the 

extensive secondary organic and inorganic aerosol formation occurring during summertime. 

5.2 Introduction 
Nitric acid is a major global air pollutant that forms photochemically through the gas-

phase reaction of OH radical with NOx (NO+NO2).1  NOx species are predominantly emitted from 

combustion sources (e.g., vehicular and industrial).2  Nitric acid is semi-volatile and highly water 

soluble and can thus partition significantly to the particle phase, making nitrate one of the 

dominant aerosol components in California.3 The gas-particle distribution of nitrate can impact 

the nitrogen cycle by influencing the atmospheric lifetime of reactive nitrogen species.4  For 

instance, the dry deposition velocity of gas-phase nitric acid is ~20 times faster than that of the 

aerosol phase.4 The resulting difference in lifetime can impact the transport of nitrogen species 

and therefore regional nutrient deposition.5  Particulate nitrate can also influence the water uptake 

and optical properties of aerosols.  Nitrate salts are highly hygroscopic/water soluble and can 

therefore promote cloud droplet formation.6,7  Nitrate aerosols have also been shown to directly 
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scatter incoming solar radiation and can therefore act to cool the climate system.8,9  These effects 

are expected to increase in relative importance over the next few decades due to air quality 

regulations aimed at reducing sulfate aerosol.10,11  

Formation of particulate nitrate can occur by a number of reactions: (1) by co-condensing 

with ammonia, the dominant Brønsted base in the atmosphere, forming NH4NO3:  

 𝑁𝐻3(𝑔) + 𝐻𝑁𝑂3(𝑔) ⇄𝑁𝐻4𝑁𝑂3(𝑝) ⇄𝑁𝐻4(𝑎𝑞)
+ + 𝑁𝑂3(𝑎𝑞)

−     (5.1) 

The dissociation of ammonium nitrate into solvated ions reduces the volatility since acids and 

bases can only evaporate in their neutral form,12 which thus increases the partitioning to the 

particle phase.  Nitrate partitioning by Equation 5.1 is very sensitive to temperature and relative 

humidity (RH) through their impacts on vapor pressure and liquid water content, respectively.13,14  

(2) Nitric acid can also react with sea salt15 (shown here) or mineral dust particles,16 to form non-

volatile nitrate salts:   

 𝑁𝑎𝐶𝑙(𝑝) + 𝐻𝑁𝑂3(𝑔) → 𝑁𝑎𝑁𝑂3(𝑝) + 𝐻𝐶𝑙(𝑔)       (5.2) 

(3) Another significant pathway to the formation of particulate nitrate is the nighttime 

heterogeneous uptake of N2O5, a nocturnal reservoir for NOx species:17   

 𝑁2𝑂5(𝑔) + 𝐻2𝑂(𝑝) → 2𝐻𝑁𝑂3(𝑝)  (5.3) 

In the above reactions, the subscript (p) indicates species in the particle phase, which could be 

solid or aqueous.  From these reactions, it is clear that nitrate is a secondary aerosol component 

and may condense onto particles from all sources.  Therefore nitrate may experience different 

chemical environments in particles of different composition that could influence the gas-particle 

partitioning.  The work herein probes the effect of mixing state in altering the volatility of nitrate.   

Measurements of ambient aerosol volatility were obtained during the Study of Organic 

Aerosols in Riverside (SOAR-1) field campaign in the summer of 2005.18-20  Riverside is located 

in the inland region of the South Coast Air Basin downwind of Los Angeles.  The high levels of 

NOx and volatile organic compounds from vehicular emissions in the LA area undergo extensive 

photochemical aging during inland transport that generates high atmospheric loadings of nitric 

acid and secondary organic aerosol.21  During transit to Riverside, air masses originating at the 

coast also pass through the Chino area that is home to vast agricultural and animal husbandry 
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operations.22  These industries represent the largest source (~60%) of NH3 emissions in Southern 

California.22,23 The high ammonia concentrations drive the formation of particulate ammonium 

nitrate (Equation 5.1);24,25 indeed, 51-68% of the nitric acid has been measured in the particle 

phase downwind of the dairies compared to 16% directly downwind of LA.23  As a result, this 

region is characterized by some of the highest particulate matter concentrations in the country,26 

more than half of which has been attributed to ammonium nitrate.3  Amines are also emitted from 

animal husbandry operations and can similarly act as bases to neutralize atmospheric acids 

analogous to Equation 5.1.19  In addition, single-particle measurements in the Riverside region 

have demonstrated the presence of transported sea salt, dust, biomass burning, and other metal-

containing particles.27,28  Nitric acid or N2O5 (at night), can react with these particles via reactions 

similar to Equation 5.2 and 5.3, forming non-volatile nitrate salts within the particle phase.  Since 

different forms of nitrate display a range of volatilities, vaporization of nitrate can be significantly 

impacted by the chemical mixing state of the aerosol population, in particular the presence of 

metals.    

Model studies have investigated the role of sea salt and mineral ions on the partitioning 

of nitrate.2,29-32   However, to our knowledge, most studies have based the metal ion 

concentrations on bulk measurements, and assume that aerosols contain equal amounts of these 

metal species.  Previous model results underpredicted measured nitrate loadings in the South 

Coast Air Basin, with the discrepancy partly attributed to the assumption of internal mixing.33  

Kleeman et al.34 developed a model to characterize the aging of externally mixed aerosol 

populations; however, the model was initialized with bulk-phase measurements and therefore 

required assumptions regarding the chemical associations within individual particles.  Single-

particle measurements are uniquely suited to determine the chemical mixing state of aerosols and 

clearly show that not all particles contain metals.  Therefore internal mixing assumptions 

essentially dilute the metal concentration by taking the ensemble-averaged ion concentration. The 

relative metal concentration within the subset of the aerosol population that does contain metals 

will certainly be higher than the average and correspondingly will be zero for those that are free 

of metal ions.  It is demonstrated herein through single-particle volatility measurements and 

thermodynamic modeling that the distribution of metals does indeed impact the partitioning of 

semi-volatile nitrate.   
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5.3 Experimental 
Field measurements and subsequent data analysis were performed as described in 

Chapter 4. Briefly, a thermodenuder was used in line with ATOFMS and AMS on August 12th, 

2005 during the SOAR-1 campaign. The heated particle residuals were used to determine the 

volatility of nitrate from particles of different composition that were identified based on their 

mass spectral fingerprints and source signatures.   

5.4 Results & Discussion 

5.4.1 Nitrate Volatility Measurements 
The mixing state of aerosols detected in Riverside during SOAR-1 has been previously 

described.19,27  The relative number fractions of the particle types detected at each TD 

temperature were shown in Chapter 4 (Figure 4.1a).  Mass spectra for unheated particles from the 

3 dominant particle classes are shown in Figure 5.1.  Organic carbon (OC) particles were the 

dominant particle type, and are characterized by organic fragments at 27C2H3
+, 37C3H+, and 

43C2H3O+ internally mixed with elemental carbon (EC) markers, Cn
+ (n = 1-3). The next most 

abundant particle types are classified as vanadium-rich and biomass burning.  Vanadium-rich 

particles are emitted from ships35,36 and light-duty vehicles37,38 and contain dominant 51V+ and 
67VO+ peaks with smaller mass spectral contributions from organics and other metals (e.g., 
23Na+). Biomass burning (BB) particles contain a strong potassium (39K+) ion signal associated 

with organic markers and 23Na+.39  Other minor particle classes (see Figure 4.1a) included a 

mixed EC-OC class, EC, aromatic (which contains markers for polycyclic aromatic 

hydrocarbons), amine class (which contains a dominant 86(C2H5)2NCH2
+ ion marker), dust, and 

sea salt.  Each of these particle types was internally mixed with nitrate and sulfate, as well as 

ammonium (18NH4
+) and amines (86(C2H5)2NCH2

+), as clearly indicated in the spectra for the 3 

representative particle types in Figure 5.1.  
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Figure  5.1 Average mass spectra for unheated (a) organic carbon, (b) vanadium-rich, and (c) 
biomass burning particles.   

ATOFMS detects three main markers for nitrate species: 46NO2
-, 62NO3

-, and 125H(NO3)2
- 

(Figure 5.1).  The 46NO2
- and 62NO3

- ion peaks can arise from both non-refractory and refractory 

nitrate (e.g., KNO3).  Since a proton is required to generate the 125H(NO3)2
- ion cluster, this 
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marker indicates that non-refractory counter ions were present within the particles (e.g., H+, 

NH4
+).  Acidic particles are unlikely to exist in the Riverside area that is characterized by very 

high ammonia/amine levels; it is therefore postulated that the 125H(NO3)2
- ion marker is 

representative of ammonium or aminium nitrate salts.  This assessment is supported by previous 

positive matrix factorization analysis of ATOFMS measurements from aging BB plumes, wherein 

the 125H(NO3)2
- ion marker was predominantly associated with ammonium or aminium nitrate 

factors, but the 46NO2
-  and 62NO3

- ions were associated with both an ammonium nitrate factor and 

nitrate factors associated with potassium.40  

The particle residues following heating were analyzed to investigate the volatility of 

nitrate from the OC, BB, and vanadium particle types.  The thermograms for total particulate 

nitrate (i.e., 46NO2
- + 62NO3

- + 125H(NO3)2
-) are shown in Figure 5.2 for these representative 

particle types.  These thermograms are dominated by the contribution from 62NO3
- due to its 

strong peak intensity (Figure 5.1).   The fraction remaining plots represent the change in 

normalized peak areas calculated following the internal standard method described in Chapter 4 

using 36C3
+, 51V+, and 39K+ as the internal standards for the OC, vanadium, and BB particle types, 

respectively.  This method has demonstrated good agreement between ATOFMS and the 

independent, quantitative AMS measurements of non-refractory nitrate (Chapter 4).  The nitrate 

thermogram measured by the AMS for the same aerosol population is included in Figure 5.2, as a 

reference point for the changes in bulk, non-refractory nitrate mass with heating. 

As discussed by Huffman et al.,18 and shown in Figure 5.2a, the measured volatility of 

pure ammonium nitrate particles is significantly higher than nitrate within ambient non-refractory 

aerosols, highlighting that different chemical interactions can influence evaporation.  ATOFMS 

can further probe the evaporation as a function of chemical mixing-state, wherein more extreme 

behaviors may be observed among particles of different composition.  Figure 5.2a shows that 

significantly higher nitrate fractions remaining were observed for the BB and vanadium-rich 

particle types than in the OC particles, indicating that nitrate was more strongly bound in these 

particles.  However, since different particle matrices are known to exhibit different ionization 

effects in single particle mass spectrometers,41 the thermogram of the individual 125H(NO3)2
- ion 

marker are also included in Figure 5.2b.  In all three particle types, the 125H(NO3)2
- thermograms 

were well correlated with each other and the AMS data, indicating that ionization effects were 

likely not the main factor influencing the nitrate thermograms.  Otherwise, all nitrate markers 

would be expected to experience similar effects.  It remains possible that there was a small 
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instrumental bias impacting the 46NO2
- and 62NO3

- ion markers; however, it seems unlikely that an 

artifact could fully account for the large differences in the fractions remaining relative to the OC 

type (0.72 and 0.55 higher than the OC thermogram for the BB and vanadium types, respectively, 

at 54 ºC), given the good agreement with the independent AMS measurements for the 125H(NO3)2
- 

ion marker across all particle types (Figure 5.2b).  Therefore, the differences observed among 

these particle types in Figure 5.2a can be attributed to real differences in nitrate volatility from 

these particles that can be attributed to chemical interactions.  The different behavior for the 
125H(NO3)2

- ion marker will be discussed below (Section  5.4.3). 

 
Figure  5.2 ATOFMS and AMS nitrate thermograms. Panel (a) represents the change in the total 
nitrate (46NO2- + 62NO3- + 125H(NO3)2-) for the OC, vanadium, and BB particle types and the 
average thermogram across all ATOFMS particle types. Gray diamonds represent laboratory 
AMS measurements of pure ammonium nitrate.42  (b) Thermogram of the 125H(NO3)2- ion 
marker only.  Error bars represent 95% confidence intervals. Note that the data for the ‘OC’ 
and ‘ATOFMS, Average’ curves end at 171 °C due to a known artifact with the OC particle type 
at higher temperatures described in Chapter 4.   

The key difference between the BB and vanadium particle types compared to the OC 

particles is the presence of refractory material (alkali and transition metals- Figure 5.1), indicating 

that nitrate volatility was influenced by metal cations.  It should be noted that the strong peak 

intensities of the metal components in the vanadium and BB spectra (Figure 5.1 b & c) do not 

necessarily indicate that they were the dominant species in these particles.  Rather, these metals 

were preferentially ionized in the LDI process due to their lower ionization potentials.43,44  

Therefore the actual concentration of metal cations cannot be deduced from the mass spectra, but 

were likely a small percentage of the particle mass.  For instance, potassium represents only 0.5-

16% of the particulate mass in smoke emissions,39 whereas it is the overwhelming component in 

the BB mass spectra (Figure 5.1c).  Further, collocated measurements during SOAR-1 indicated 
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that particles from different sources exhibited similar effective densities due to the high degree of 

secondary components,45 indicating that the particle cores made a small contribution to the 

particle mass.  Although, note that the total nitrate thermogram from BB particles is 

systematically higher than vanadium-rich particles, with more than twice as much nitrate 

remaining at 230 ºC (11±3 vs. 5±2%), indicating that BB particles may contain more refractory 

metal ions resulting in higher levels of non-volatile metal-nitrate salts.  However, vanadium has 

also been hypothesized to catalyze the production of sulfuric acid within these particles,35,46 thus 

it is also possible that a greater fraction of the metal ions were neutralized by sulfate rather than 

nitrate.  From Figure 5.1, the sulfate/nitrate ion peak ratios (97HSO4
- / 62NO3

-) are 0.73, 0.64, and 

0.65 for the vanadium, OC, and BB particles, respectively, indicating that higher sulfate content 

within the vanadium particles may have also affected the evaporation of nitrate from these 

particles, due to reduced presence of refractory nitrate salts.  Therefore, further studies are 

necessary to better constrain the relative concentrations of refractory material within these 

particles.  

It follows from the above discussion and Figure 5.2 that ~89±3% and 95±2% of the total 

particulate nitrate evaporated by 230 ºC from the BB and vanadium particles, respectively.  

Therefore, most of the nitrate could not have existed as metal-nitrate salts, which would be non-

volatile at these TD temperatures.  The high fractions remaining at low TD temperatures thus 

imply that the metal ions influenced even non-refractory nitrate.  There also appears to have been 

distinct volatility behaviors, as indicated by the thermogram of 125H(NO3)2
- (non-refractory 

nitrate) compared to the total nitrate signal. A thermodynamic model was applied to address these 

questions and better elucidate the role of metal cations on the volatility of nitrate, as described 

below.   

To further demonstrate the impact of the internal vs. external mixing assumptions, the 

thermograms of total nitrate from all ATOFMS particle types (including the minor classes) were 

averaged on a particle number-weighted basis and are included in Figure 5.2.  The average 

thermogram provides the bulk perspective (i.e., akin to filter measurements), assuming the metal 

ions were distributed evenly over all measured particles.  However, the ATOFMS data cannot 

quantify the nitrate mass within each particle type, therefore weighting the individual 

thermograms by particle number implicitly assumes that each particle contained the same nitrate 

mass at ambient temperature.  This assumption is reasonable to a first approximation given the 

high degree of secondary ammonium nitrate in the Riverside area, as described above, so this 
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analysis can provide some insight into the role of particle mixing state.  It can be seen in Figure 

5.2 that the nitrate fractions remaining in the BB and vanadium particle types are significantly 

higher than the average thermogram, which in turn is higher than the thermogram of the OC 

particle type.  As described in the Introduction, when refractory material is externally mixed in an 

aerosol population, the relative concentration of metals within single particles can be significantly 

higher than the average composition would suggest.  Herein, the metals were confined to a small 

fraction of the particle population (~20% by number- Figure 4.1a) and correspondingly exert a 

much larger effect on nitrate volatility within these particles.  In contrast, the OC particles did not 

contain metal ions and behaved as purely non-refractory nitrate, as indicated by the agreement 

with the AMS thermogram and the similarities between the total nitrate and 125H(NO3)2
- ion 

marker thermograms (Figure 5.2).  Therefore, individual particles can display vastly different 

volatility behaviors relative to the average composition of the aerosol population.  Therefore 

assumptions of internal mixing can skew estimates of climate-relevant properties which will 

depend on the relative amounts of soluble material within each particle.  

5.4.2 Model Studies 
The Extended Aerosol Inorganics Model (E-AIM, 

http://www.aim.env.uea.ac.uk/aim/aim.php) was used to probe the effect of metal ions on the 

partitioning of nitrate.  ‘Model IV’ of E-AIM treats systems containing H+, NH4
+, Na+, SO4

2-, 

NO3
-, Cl-, and H2O.47  E-AIM calculates the distribution of a given input composition among the 

gas, liquid, and solid phases assuming thermodynamic equilibrium. The equilibrium condition is 

determined by minimizing the Gibbs free energy of the system.  Of particular interest herein, is 

the evaporation of particulate nitrate, which for these model systems will occur via Equation 5.1.  

The equilibrium expression is given by:31,47 

 𝐾 =
𝑥𝑁𝐻4+

𝑓𝑁𝐻4+
𝑥𝑁𝑂3−𝑓𝑁𝑂3−

𝑃𝑁𝐻3𝑃𝐻𝑁𝑂3
   (5.4) 

where x is the mole fraction, f is the mole fraction-scale activity coefficient, and p is the partial 

pressure. In Equation 5.4, Henry’s Law has been modified to account for the equilibria of the 

aqueous dissociation of HNO3 and the protonation of NH3 because the presence of the neutral 

species (NH3, HNO3) in the aqueous phase of ambient particles can generally be neglected.47,48  

Aerosol particles in the sub-saturated RH regime are also highly concentrated (tens of molal) and 

thus non-ideality cannot be ignored.49  Activity coefficients for electrolytes are calculated in E-

AIM via parameterizations of measured interaction parameters.48 The activity parameterizations 
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of the model used herein are valid for both dilute and saturated solutions.47  Because E-AIM was 

designed for accuracy rather than computational efficiency, it can be regarded as a complete and 

robust thermodynamic model.50  However, it is a bulk-phase model, so it assumes all components 

are internally mixed.   

5.4.2.1 Initial Model Test: Pure Ammonium Nitrate 
As an initial test of the ability of the model to represent the TD data, the predicted 

volatility of pure ammonium nitrate was compared to measurements of the pure salt measured by 

the TD-AMS system.18  In these tests, the mass concentration of NH4NO3 was 6.4 µg/m3 (4.96 

µg/m3 as nitrate), noted as ‘Low Mass’ in Figure 5.3).  During the experimental measurements, 

the aerosol was dried to <20% RH;18 therefore, the model was run at 20% RH for the most 

accurate comparison.  For this model calculation, deliquescence behavior was assumed; therefore 

all modeled particulate nitrate existed in the solid form.  The resulting thermograms are shown in 

Figure 5.3.   

 
Figure  5.3 Measured (AMS) and modeled volatility of pure ammonium nitrate particles.  In the 
‘low mass’ model case, the AMS-measured nitrate mass at ambient temperature was used as 
model input; for the ‘high mass’ case, the input mass was adjusted to match the AMS mass at 
25 °C.  All concentrations represent nitrate mass only. 

When the ammonium nitrate mass measured by the AMS was used as the model input 

(the ‘low mass’ case in Figure 5.3), full evaporation was predicted by 15 ºC.  It is likely that a 

substantial fraction of the initial ammonium nitrate mass evaporated prior to analysis during the 

experimental measurement.  More than 4-fold higher mass (21.1 µg/m3 of nitrate) was required in 
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the model input for the model to match the measured nitrate mass at 25 ºC (the ‘high mass’ case 

in Figure 5.3).  However, even with a high ammonium nitrate mass loading, it still completely 

evaporated by 30 ºC and under predicted the measured nitrate mass, which persisted up to ~40 ºC.  

It is clear from Figure 5.3 that the assumption of thermodynamic equilibrium cannot accurately 

recreate the TD measurements.  This finding is consistent with the current prevailing thought that 

the residence times in TDs (generally <20 seconds51) are far too short to achieve equilibrium,52,53 

which can take minutes to hours for ambient submicron particles.54  Dzepina et al.55 found that a 

thermodynamic model predicted evaporation of organic aerosols at significantly lower 

temperatures than a kinetic model fully describing TD processes.  The ammonium nitrate 

measurements in the TD likely had not equilibrated, and would therefore require a kinetic 

modeling approach to recreate the extent of evaporation within the TD, as has been achieved for 

organic aerosols.56  Such kinetic limitations within TDs therefore preclude any attempts to 

accurately model the ambient TD data thermodynamically.  However, a thermodynamic model 

can still be used to assist in the interpretation of the ambient measurements by shedding light on 

the behavior of nitrate in solutions containing metal electrolytes.  It is also more representative of 

the behavior in the atmosphere, where submicron particles are likely to equilibrate within a few 

hours.54  Therefore, the model calculations focus on the more atmospherically-relevant 

temperature range from 0-55 ºC, rather than the full TD range of 25-230 ºC.   The upper end of 

this new range (55 ºC) is the highest temperature modeled by E-AIM, yet also overlaps with the 

lowest TD temperature used for the ambient data collection (54 ºC).  The impacts of aerosol 

composition on nitrate volatility should be clearly observable over this range given the strong 

temperature dependence of ammonium nitrate evaporation below 30 ºC (Figure 5.3).  

5.4.2.2 Effect of Metals on Nitrate Partitioning 
In these calculations, a metal-free “base-case” composition (sulfate, nitrate, ammonia) 

was defined at levels consistent with measured values observed in SOAR-1.57   Nitrate and sulfate 

values were based on the average measured AMS mass concentrations on August 12th, 2005 (K. 

Docherty, personal communication) and are given in Table 1. Note that sulfate and nitrate were 

internally mixed during SOAR-1 (Figure 5.1).  Although nitric acid was in equilibrium between 

the gas and particle phases, only the particle-phase concentration was used, since the total (gas + 

particle) nitrate concentration during the measurements is unknown.  Ammonia was input as a 

gas-phase component to keep its levels in excess of the acid concentration (Table 1), in 
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accordance with previous measurements in the region.2,23  The equilibrium concentrations were 

calculated over the temperature range 0-55 ºC in 5 ºC steps.   

Table  5.1 Concentration of components used for model initialization in the base case scenario. 

Component Mass Concentration 
(µg/m3) 

Molar Concentration 
(mol/m3) 

Nitrate 12.4 2 x 10-7 
Sulfate 4.44 0.5 x 10-7 

Ammonia 8.5 5 x 10-7 
 

As seen in Figure 5.1, a variety of alkali and transition metals were observed in the 

predominant particle types in SOAR-1, in particular K+, Na+, and V/VO+.   However, only 

sodium ions can be modeled in E-AIM and so we assume that all metals behave as sodium.  

Moya et al.30 demonstrated that mineral cations could be modeled effectively as equivalent 

amounts of sodium.  However, later studies expressed that this should be considered only as an 

approximation due to the different deliquescence (D)RHs for different salts.29  Potassium salts, 

for instance, have higher DRH than the corresponding sodium salts,58,59 and will therefore remain 

solid at higher RHs.  The potassium salts of BB may therefore behave slightly differently, but this 

approach is reasonable given the general understanding sought herein.  E-AIM cannot model 

metastable salts for systems containing sodium and therefore the model exclusively follows 

deliquescence behavior. Under such conditions, for RH < 80%, sulfate salts precipitated out at 30 

ºC, which eliminated all liquid water and drove ammonium nitrate to the gas phase.  Under such 

conditions, sodium had no effect on keeping nitrate in the particle phase to high temperature (> 

30 ºC).  Using high RH (90%) was found to maintain an aqueous solution for most systems with 

sodium up to 55 ºC; therefore the RH was fixed at 90% in order to simulate the effect of sodium 

in aqueous solutions. This assumption is reasonable since the nitrate salts considered herein do 

not effloresce and the sulfate salts effloresce below 60% RH (55% for Na2SO4 and 35% for 

(NH4)2SO4).59  Ansari and Pandis33 modeled the influence of efflorescence vs. deliquescence 

behavior on the partitioning of ammonium nitrate and generally found that nitrate loadings are 

higher along the efflorescence curve.  Rood et al.60 also found that aerosols in Riverside existed 

as metastable solutions more the half of the time for RHs in the range of 45-75%.  For 

comparison, the average RH during the SOAR-1 measurements was 68%, with a range of 37-

93%.  Thus, there was a significant likelihood that the ambient aerosol particles existed as 

aqueous solutions during the measurement period.    
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The model was run by adding sodium to the base-case composition, with Na+ 

concentrations ranging from 0-6.9 µg/m3.  The highest concentration (3 x 10-7 mol/m3) represents 

the case where sodium fully balanced both nitrate and sulfate.  While these calculations represent 

the total mass in the system, the range of sodium concentrations can be related to the relative 

concentrations for various mixing-state assumptions.  For instance, low sodium concentrations 

could represent the internally-mixed case where the metals were spread over all particles; 

whereas the base case composition and high sodium concentrations could represent the particles 

in an externally-mixed population.  The model results are shown in Figure 5.4b, with the color 

contours demonstrating the change in nitrate concentration relative to the base case, shown for 

reference in Figure 5.4a.  The dashed line in Figure 5.4b indicates the Na+ concentration that 

balances sulfate.  Below this line, all of the nitrate is able to evaporate as ammonium nitrate; 

above this level, a fraction of the nitrate will be necessary to neutralize the excess Na+ ([Na+] – 

2[SO4
2-]).    

 
Figure  5.4 E-AIM model results at 90% RH for (a) the temperature-dependent nitrate mass 
assuming the base-case composition (sodium-free); and (b) the difference in nitrate (color) 
and water (gray) mass concentrations (µg/m3) for cases with sodium minus the base case.  
The dashed line represents the point at which sodium balances sulfate; above this line, nitrate 
is necessary to balance the excess sodium.   
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At low temperature, the vapor pressure of ammonium nitrate is sufficiently low that 

nearly 100% of the nitrate partitioned to the particle phase, even in the base case (top panel).  

Therefore, a negligible difference was observed between the base case and the addition of sodium 

at all concentrations.  Sodium began to have an influence starting at ~10 ºC, around the point at 

which NH4NO3 began to evaporate in the absence of sodium ions.  However, varying the sodium 

concentration did not have much effect until about 20 ºC, where significant evaporation began in 

the base case.  Above 20 ºC, increasing sodium concentrations significantly impacted the 

particulate nitrate mass.  Even very low levels of sodium influenced nitrate partitioning.  At 

concentrations where nitrate was not required to balance sodium (below the dashed line), 

particulate nitrate was as much as ~3 µg/m3, or about 2-fold greater than the base case at 35 ºC.  

This result can be understood in terms of the equilibrium Equation 5.4.  Because the system is 

always charge neutral and the inputs for sulfate and nitrate were fixed, the proton concentration 

for each case was reduced by the [Na+].  Therefore, for fixed anion concentrations and the 

requirement of electroneutrality, the concentration of NH4
+ must decrease in the presence of Na+ 

due to the reduced availability of protons in solution, with a corresponding increase in the partial 

pressure of NH3.  These effects would act to decrease the reaction quotient and therefore the 

concentration of NO3
- must increase (and the partial pressure of HNO3 must decrease) to maintain 

equilibrium (Equation 5.4).  For instance, at 35 ºC the nitrate mole fraction increased from 0.0274 

in the base case to 0.0374 at [Na+] = 2.3 µg/m3 (dashed line in Figure 5.4b).  In contrast, the 

ammonium mole fraction decreased from 0.0781 to 0.037 over the same range. The activity 

coefficients for these species changed only marginally over this range:  nitrate increased from 

0.383 to 0.401 and ammonium decreased from 0.412 to 0.411, highlighting that the reduced 

availability of ammonium contributed to the suppression of nitrate volatility rather than changes 

in solution non-ideality effects.  At higher temperatures, while ammonium nitrate did evaporate to 

some extent (as indicated by the bend in the contours toward higher sodium concentration) there 

was still as much as 1 µg/m3, or ~8% of the total nitrate, remaining in the particle phase at 55 ºC 

for low sodium levels.  Note that for these low sodium levels (below the dashed line) the 

ammonium concentration still exceeded that of nitrate.  Therefore, the presence of sodium 

reduced the volatility of ammonium nitrate even when nitrate was not necessary to maintain 

charge balance.   With increasing sodium levels (above the dashed line), nitrate became necessary 

to balance the sodium ions, thus suppressing the evaporation even more at high temperatures: the 

curves flatten out above 35 ºC due to the higher fraction of NaNO3.  At the highest sodium 
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concentration, where the anions existed exclusively as sodium salts, 100% (12.4 µg/m3) of the 

nitrate remains, as expected, due to the lack of volatilizable forms of nitrate.     

Liquid water content also played a significant role in the partitioning of nitrate.  The 

change in liquid water content relative to the base case is included in Figure 5.4b (gray contours). 

It is clear that the trends in water follow the trends in nitrate very well, with nitrate and water 

content increasing with increasing sodium concentration.  In the region of low temperature and 

high [Na+], where the water content is lower than the base case (negative values), E-AIM 

predicted the formation of solid sodium sulfate decahydrate, for which the DRH is 93%59 (i.e., 

above the 90% RH used in the model run).  The presence of solid inclusions would lower the 

amount of electrolytes and therefore the associated water content.   However, it should be 

mentioned that for all cases where a solid phase was predicted in this system, the result failed an 

internal test of equilibrium by E-AIM between the aqueous and solid phases and so the validity of 

this result is suspect.  However, since most of the nitrate is in the particle phase at these 

temperatures (Figure 5.4a), the formation of solid sodium sulfate had little impact on the 

assessment of nitrate volatility.  The remaining regions of Figure 5.4b demonstrate that liquid 

water increased coincident with the increase in nitrate mass concentration.  Since the sodium salts 

of nitrate and sulfate are more hygroscopic than the corresponding ammonium salts,61 the 

condensed phase will experience greater hygroscopic growth when sodium is present.  Previous 

work has also shown that even low concentrations of sodium nitrate in ammonium nitrate can 

lower the DRH,62 and therefore increase the water uptake properties. The link between liquid 

water content and particulate nitrate loadings is likely a synergistic effect:  ammonium nitrate is 

less volatile as an aqueous solution than as a solid,63 so the increased water content at low sodium 

levels helped to keep nitrate in the particle phase up to higher temperatures.  The increased 

electrolyte content also induced additional water uptake.   

The enhanced nitrate and liquid water content can influence aerosol optical properties.  

As discussed by Martin et al.,63 the radiative forcing attributed to sulfate-nitrate-ammonium 

systems is higher along the efflorescence curve than the deliquescence curve due to higher 

ammonium nitrate and aerosol water, which impact the aerosol size and refractive index.  Further, 

Moffet et al.64 measured different refractive indices between fresh BB particles and those that had 

acquired nitrate/water via atmospheric processing.  As shown by these model results, the addition 

of even small relative concentrations of sodium may further enhance these optical effects by 

retaining additional nitrate and water.  Since individual particles can behave very differently than 
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the average composition, as described above, it is important to account for the external mixing 

effects in predictions of aerosol radiative properties.  

5.4.3 Measurement-Model Comparison 
The model results imply that the presence of sodium can impact the volatility of nitrate, 

even without explicitly forming sodium nitrate salts, but rather by reducing the availability of 

ammonium and increasing the liquid water content.  These results could help explain the 

observations from the ambient measurements (Figure 5.2) where the presence of metals 

influenced the volatility of nitrate, even though only 5±2% and 11±3% of the nitrate existed as 

non-volatile salts in the vanadium-rich and BB particles, respectively.  Given that only these 

small fractions of the total nitrate were required to balance the charge from the metals, these 

particles likely fall in the region of relative sodium concentration just above the dashed line in 

Figure 5.4, where significant enhancements in nitrate mass were observed.  However, we note 

that the temperature ranges of evaporation are substantially different between the measurements 

and model.  During SOAR-1, evaporation of nitrate was essentially complete by 142 ºC and 171 

ºC for the vanadium and BB types (Figure 5.2a), compared to significant evaporation between 40-

55 ºC predicted by the model (Figure 5.4).  This discrepancy can be partly attributed to the non-

equilibrium conditions of the TD,52,53 as discussed in Section  5.4.2.1.   

In addition to the short time-scales used in TDs, the complexity of the ambient particles 

may have induced further mass-transfer limitations that suppressed the evaporation within the 

TD, in particular the presence of SOA coatings. Aerosols undergo extensive photochemical aging 

during summer throughout the South Coast Air Basin that result in accumulation of thick coatings 

of secondary organic carbon.21,27,65  Previous laboratory studies have demonstrated that organic 

films on ammonium nitrate particles could reduce the evaporation rate of ammonium nitrate by 

limiting the diffusion to the particle surface.66  Another study showed that even a monolayer of 

SOA could cause sodium nitrate particles to retain water, an effect that increased with coating 

thickness.67  Therefore, coatings of SOA on particles comprised of highly hygroscopic metals 

present within the core could help to keep the particles aqueous to higher temperatures within the 

TD and therefore exacerbate the effect of water in reducing nitrate volatility.  Diffusion of 

ammonium nitrate to the particle-air interface would be further limited by the organic coating.   

These effects were not accounted for in the model representation that assumes the particle 

phase is homogeneously mixed.  However, it is possible that the ambient aerosol morphology 
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displayed such complex morphologies.  Both the BB and vanadium particle types may have been 

transported significant distances between the source and Riverside.  Vanadium particles arising 

from ship emissions are transported from the coast over many hours.28  Further, limited fire 

activity in Southern California during SOAR-1 implies that the observed biomass burning 

particles were transported from other regions20,57 and may have undergone significant processing 

during transit.65  It is therefore likely that these particle cores were aged to some extent via 

reactions 5.1—5.3 before arriving in Riverside; indeed, significant levels of particulate nitrate 

have been detected upwind of the dairy regions.24 It is therefore possible that the metal cations 

were predominantly within the core of the particle along with nitrate from initial aging processes. 

Indeed, the ionization trends following heating presented in Chapter 4 implied that the vanadium 

particle type could have existed in Riverside as a core-shell morphology; and, while not shown, 

the biomass burning particle type displayed similar behavior and thus may also have acquired a 

similar morphology. Further, previous microscopy studies of ambient aerosols have shown the 

presence of inorganic inclusions within otherwise organic biomass burning particles,68,69 as well 

as coatings of SOA surrounding inorganic cores.70  Thus it is reasonable to speculate that SOA 

coatings may have played a role in reducing the volatility of ammonium nitrate that was mixed 

with metal species within the particle cores.  Therefore, the combination of water uptake by 

hygroscopic metal ions and diffusion limitations induced by SOA coatings likely contributed to 

the higher ammonium nitrate evaporation temperatures observed for the BB and vanadium 

particles relative to the OC particles (Figure 5.2a).      

If such core-shell morphology existed during SOAR-1, then the evaporation of nitrate in 

these particles would have been subject to significant mass-transfer limitations within the TD and 

thus higher temperatures would be necessary to remove the organic coatings and evaporate 

ammonium nitrate/water from the particle cores.  Interestingly, the thermogram of ammonium 

from the vanadium particle type shown in Figure 4.4 was slightly higher than the AMS 

measurements, which may support this hypothesis.  However, it is unknown if this difference in 

ammonium observations was due to matrix effects or real differences in volatility.  It is expected 

that the AMS would have also measured nitrate that was not bound to metal ions, with fractions 

remaining, then, lying closer to the average ATOFMS curve shown in Figure 5.2a.  However, we 

note that the average ATOFMS thermogram (Figure 5.2), weighted by the relative number 

fraction of each particle type, is only slightly higher than the AMS (e.g., 0.35 vs. 0.25 at 54 ºC).  

The reason for the discrepancy is currently unknown, but could arise from a bias in either (or 
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both) instruments, for example a change in the AMS collection efficiency as coatings were 

removed from these particles or an ATOFMS oversensitivity to particles with metal ions that 

have low ionization potentials.  Clearly more extensive ATOFMS-AMS comparisons are 

warranted.  

Finally, recall that the non-refractory nitrate marker, 125H(NO3)2
-, exhibited similar 

volatility across all particle types (Figure 5.2b).  Since substantial partitioning of ammonium 

nitrate occurs in the vicinity of Riverside due to the nearby dairies upwind, it is possible that 

ammonium nitrate condensing locally and on the outside of the particles was somewhat 

decoupled from the metal components in the core.  If nitrate was present in different layers 

throughout the particle, it could be impacted by the metal ions to different extents and thus the 

rates of evaporation would be different.  To assess whether two nitrate regimes existed, the 

unheated particles were divided into 3 separate categories based on their total ion intensities: low, 

medium, and high.  Particles displaying lower overall ion intensity likely were not “hit as hard” 

by the D/I laser and therefore the surface components would be preferentially ionized; in contrast, 

particles producing high intensity spectra were likely ablated more completely, with higher 

contributions from the particle core.  This approach is akin to depth-profiling experiments in 

SPMS instruments wherein the laser power is intentionally varied to change the ablation depth.71  

For particles within the 3 ion intensity regimes, the ion peak areas of 125H(NO3)2
- and 62NO3

- were 

normalized by the internal standard peak areas of each particle type, which represent the core 

components (Figure 5.5).  For species that were enriched at the surface, this ratio will shift to 

lower values in particles that were more strongly ablated due to the higher contributions from the 

particle core to the total ion intensity.   
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Figure  5.5 Histograms of the ratio of the ion peak areas for the ion markers 125H(NO3)2- (left 
column) and 62NO3- (right column) relative to the peak areas of the internal standards for each 
particle type.  Single particles were categorized by the total ion intensity: Low = <10-4; 
Medium = 10-4 – 10-5; High = >10-5 (in arbitrary area units).   On the left side, only particles 
containing 125H(NO3)2- were included in this analysis (>~70% of the particles in each 
category).  All cases represent unheated particles. 

As shown in Figure 5.5, for the three particle types considered herein, the ratio for the 
125H(NO3)2

- ion marker shifts approximately two orders of magnitude to lower values as the 

spectral intensity increased, demonstrating that the non-refractory nitrate associated with 
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125H(NO3)2
- was indeed enriched on the particle surfaces.  In contrast, the 62NO3

- marker shifts to 

a significantly smaller degree (about 1 order of magnitude or less), indicating that nitrate 

producing this marker (refractory + non-refractory) was more dispersed throughout the particle.  

This analysis shows that there was likely nitrate present in different chemical environments even 

within single particles.   Such morphologies could therefore explain the two apparent volatility 

behaviors observed for nitrate by ATOFMS (Figure 5.2).  Given the high degree of secondary 

aerosol formation in the South Coast Air Basin described above, the outermost layer(s) of 

ammonium nitrate likely experienced a similar environment on all particle types and would thus 

evaporate similarly, consistent with Figure 5.2b.  In contrast, nitrate within the particle cores 

would be significantly affected by the composition, and in particular, the presence of metals.  We 

note that the core of the OC type was soot, which would not influence the volatility of nitrate as 

the metal salts did.   Multi-layer kinetic models are currently in development by other groups72 

that may better assess the potential for multiple evaporation regimes from complex atmospheric 

particles. 

5.5 Conclusions & Implications 
In this work, a thermodenuder was coupled to an aerosol time-of-flight mass 

spectrometer to probe the influence of aerosol mixing-state on nitrate volatility.  Nitrate was 

observed to evaporate at significantly higher temperatures in particles that contained metal 

cations (K+, Na+, V+/VO+).  The results presented herein demonstrate that the unequal distribution 

of refractory material resulted in very different volatility behavior for the individual particle types 

relative to the average composition.    Thermodynamic modeling indicated that the presence of 

sodium can reduce the volatility of non-refractory nitrate by lowering the ammonium 

concentrations and enhancing the liquid water content, even when nitrate is not required to 

balance the charge of the metal ions.  Further, the comparisons between the measurement and 

model discussed herein implied that complex morphologies may have existed, wherein two 

nitrate regimes were present: (1) with the outermost layer(s) of ammonium nitrate decoupled 

from the metal ions, which evaporated similarly from all particle types and (2) with nitrate mixed 

with metals in the core that evaporated at higher temperatures.  The findings herein highlight that 

partitioning in the atmosphere is highly complex and depends on the single-particle mixing state.  

Nitrate should not be assumed to exist simply as ammonium nitrate or mixed with the ensemble-

averaged concentration of metal ions.  The different partitioning behavior of nitrate to different 

aerosol mixing states would impact predicted aerosol mass and liquid water content over a broad 
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range of RHs, which may have important implications for optical properties and estimates of 

aerosol radiative forcing.63 
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5.7 Appendix: Additional preliminary model studies 
In addition to metal ions, other aerosol components could influence the volatility of 

nitrate from atmospheric particles, as demonstrated by the higher thermogram of ambient non-

refractory particles (e.g., OC-type particles) and pure ammonium nitrate measured in the 

laboratory (Figure 5.2).  In particular, amines and other organic compounds were internally-

mixed with nitrate in all particle types during SOAR-1 (Figure 5.1). Preliminary model 

investigations regarding the impact of these aerosol constituents on nitrate volatility are discussed 

in the following sections.   

All model studies in this section utilized E-AIM Model 2, which treats systems 

containing H+, NH4
+, SO4

2-, and NO3
-, and H2O.48  Additionally, E-AIM includes the option to 

add both hydrophobic and hydrophilic organic compounds to the system and calculates their 
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partitioning between the organic and aqueous phases.  Activity coefficients for organic 

compounds are calculated via UNIFAC (UNIQUAC functional-group activity coefficients).73 

UNIFAC estimates activity coefficients via functional-group contributions based on the volume 

and surface area of each group, combined with its interactions with other functional groups.73  

Peng et al.74 modified the parameters for interactions between carboxylic acid groups, hydroxyl 

groups, and water; these parameters have been shown to improve model-measurement 

agreement75 and were used herein for compounds containing these functional groups.  For all 

systems, the base-case composition was used, as indicated in Table 5.1.  Solid formation was not 

permitted and thus systems were treated as metastable (efflorescence behavior) at 70% RH.   

5.7.1 Amines 
Amines have been identified as significant players in atmospheric nucleation76,77 and 

particle growth.78,79  But their potential influence on nitrate volatility has not been sufficiently 

explored.  Aliphatic amines are stronger bases than ammonia,80 and therefore form a stronger 

salt78 that potentially retains nitrate in the particle phase to higher temperatures.  Salo et al.81 

performed laboratory experiments on the volatility of pure aminium nitrate salts and determined 

that their vapor pressures were within a factor of ~2 that of ammonium nitrate.  However, since 

amines are typically present in low concentrations relative to ammonia, pure aminium nitrate salts 

are unlikely to exist in the atmosphere. Docherty et al.57 concluded that amines had little 

influence on the nitrate charge balance during SOAR-1.  However, as discussed in Chapter 4, 

significant correlations at the single-particle level between nitrate and the amine markers were 

observed during SOAR-1 (Figures 4.7 and 4.10), indicating the potential existence of amine-

nitrate salts in these particles.  Therefore the effect of amines on nitrate volatility should be 

explored further.   

Triethylamine (TEA) was used as a proxy amine because it has been shown to yield the 
86(C2H5)2NCH2

+ and 118(C2H5)3NOH+ ion markers observed in the ambient spectra (Figure 5.1).82  

E-AIM contains a library of amine compounds and their associated thermodynamic data.80  For 

reference, the pKa’s of TEAH+ and NH4
+ are 9.248 and 10.75,80 respectively.  E-AIM treats the 

gas-particle partitioning of TEA on a Raoult’s law basis, via its liquid vapor pressure.  In these 

investigations, the relative molar concentration of TEA was varied, while keeping the total base 

level (NH3 + TEA) constant.  Therefore any change in particulate nitrate mass was due to the 

change in the identity of the base.  The effect of varying TEA concentrations on nitrate mass is 

shown in Figure 5.6, where the contours represent the change in nitrate mass relative to the base 
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case (TEA = 0); the change in nitrate mass with temperature for the base case is included for 

reference (gray curve). 

It is clear that the effect of TEA is confined to the intermediate temperatures (10 – 40 ºC).  

At low temperatures (< 15 ºC), nearly 100% of nitrate is in the particle phase and therefore 

adding a stronger base will have little impact on nitrate partitioning. At high temperatures (> 40 

ºC), it is clear that TEA did not significantly enhance the nitrate mass.  TEA-nitrate salts are still 

too volatile to remain in the particle phase at these temperatures, even when TEA is the only base.  

In the intermediate temperature range, there is a clear enhancement of nitrate mass as the 

proportion of amine increased.  The largest enhancement occurred at 25 ºC, with increased nitrate 

ranging from ~0.3 to 2.4 µg/m3 for TEA = 10% and 100% of the base concentration, respectively; 

these enhancements represent 5.8 and 48% more nitrate at 25 ºC relative to the base case.  These 

findings are consistent with the small difference in vaporization temperature between pure 

ammonium nitrate and dimethylamine nitrate observed by Salo et al.81   These model results 

demonstrate that TEA can influence the volatility of nitrate at reasonable atmospheric 

temperatures, but that amine-nitrate salts are not significantly more strongly bound to the particle 

phase than ammonium nitrate.  Future model studies should explore the role of different amines 

that may be stronger bases or lower vapor pressure/higher Henry’s Law constants.   

 
Figure  5.6 E-AIM model results showing the difference in nitrate mass concentration (µg/m3) 
for cases with TEA minus the base case.  The fraction of TEA (total [base] = 5 x 10-7 mol/m3) 
was varied with fixed RH = 70%.  For comparison, the gray curve represents the nitrate mass 
calculated for the base case ([TEA] = 0), right axis. 
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5.7.2 Organonitrates 
Organonitrates can form in the atmosphere via reaction between organic radicals (e.g., 

formed via reaction with OH radical) and NO.83   Addition of a nitrate moiety can decrease the 

vapor pressure of a given organic molecule ~50-fold.83  Studies have shown that organonitrates 

can fragment to HNO3 during mass spectral analysis,84 which could subsequently be detected as 

any of the major nitrate markers in ATOFMS spectra.  Organonitrates also break down to organic 

ions and inorganic nitrate in AMS, thus evading direct detection.85  Therefore, it is possible that 

organonitrates contributed to a fraction of the mass spectral signal from inorganic nitrate during 

SOAR, particularly since organonitrate groups have been detected in Southern California.86  

While Farmer et al.85 estimated that organonitrates likely represented less than 10% of the 

inorganic nitrate signal measured by AMS, organonitrates could have influenced the resulting 

thermogram if they were significantly less volatile than ammonium nitrate.  These effects were 

investigated via E-AIM.  

An 18 carbon, 1,4 hydroxynitrate (1,4-HN) was chosen as the proxy organonitrate 

molecule83 (Figure 5.7a).  The vapor pressure and enthalpy of vaporization were estimated from 

the online calculation tool, SPARC (‘SPARC Performs Automated Reasoning in Chemistry’, 

http://archemcalc.com/sparc/)87 to be 2.2 x 10-11 atm and 138.3 kJ/mol, respectively and were 

used in the compound definition within E-AIM.  The activity coefficient was calculated by 

UNIFAC; however, parameters for organic nitrate (RONO2) groups are not available in UNIFAC 

parameter set within E-AIM.  Nitro (RNO2) groups are included, and primary nitro groups display 

similar volume and surface area parameters as secondary nitrate groups determined by 

Compernolle et al.88  Therefore, the structure was modified slightly (Figure 5.7b) to 

accommodate the UNIFAC parameter set within E-AIM 

(www.aim.env.uea.ac.uk/aim/info/UNIFACgroups.html).   

 
Figure  5.7(a) Structure of the 1,4 hydroxynitrate chosen as the proxy organonitrate.83 (b) The 
structure representation used to determine UNIFAC groups.  The R groups represent alkyl 
chains yielding a total 18-carbon chain length.    
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In the presence of electrolytes, the 1,4-HN existed entirely in the hydrophobic phase and 

the behavior was largely decoupled from the aqueous phase.  Since partitioning is strongly 

dependent on the mass of the absorbing phase,89 the presence of additional organic mass will 

significantly alter the partitioning and volatility of the organonitrate; therefore the influence of 

OA mass on the volatility of 1,4-HN was investigated first.  Dodecanedione was chosen as a 

proxy organic compound because it and other compounds with similar functionality (but differing 

chain lengths) were detected during SOAR-1.65  The dodecanedione mass concentration was 

varied over the range 0 - 20 µg/m3; for reference the measured organic aerosol mass during 

SOAR-1 on August 12th peaked at ~18 µg/m3.65  For simplicity, it was assumed that 

dodecanedione was non-volatile, so the absorbing mass remained constant at all temperatures.  

The organonitrate concentration was determined by assuming that the nitrate group contributed 

10% of the molar concentration of inorganic nitrate (i.e., 0.2 x 10-7 mol/m3); the organonitrate 

mass was not factored into the organic mass.  The results are shown in Figure 5.8a, where the 

contours represent the fraction of 1,4-HN remaining relative to 25 °C.  Up to 25 °C, 100% of the 

hydroxynitrate was in the particle phase for all conditions.  When 1,4-HN was the sole constituent 

within the hydrophobic phase (dodecanedione = 0), it completely evaporated by 55 °C.  In 

contrast, with 20 µg/m3 of dodecanedione, there was 48% of 1,4-HN remaining at 55 °C, 

demonstrating the influence of organic mass in reducing the volatility.   
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Figure  5.8 Influence of the organic absorbing phase on the volatility of 1,4-hydroxynitrate.  
Contours represent either the fraction of (a) 1,4-hydroxynitrate or (b) total nitrate (inorganic 
nitrate + 1,4-HN) remaining relative to 25 °C.  RH=70%. 

As the goal herein is to determine if organonitrates can contribute to the apparent 

volatility of nitrate, the fraction remaining was calculated for total nitrate (nitrate + 1,4-HN) on a 

molar basis (Figure 5.8b) and relative to 25 °C.  This provides a similar perspective to the mass 

spectral measurements.  The only variable here (besides temperature) is the organic mass 

available to absorb 1,4-HN, which was assumed to be 100% dodecanedione.  If all of the organic 

mass during SOAR-1 (~18 µg/m3) was able to absorb 1,4-HN, then there would appear to be 

~10% of nitrate remaining at 55 °C (Figure 5.8b).  Even if about half (~9 µg/m3) of the OA mass 
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acted as an absorbing phase, there is still as much as ~6% of the total nitrate remaining at high 

temperature.  It is important to note that dodecanedione and 1,4-HN were entirely within the 

organic phase for these investigations and therefore had no effect on the partitioning of aqueous 

inorganic nitrate (the two phases behaved as though they were decoupled).  Note that the 

thermogram for inorganic nitrate alone is included in Figure 5.6 (base case), and demonstrated 

full evaporation by 55 °C.  Therefore the nitrate remaining at high temperature is due to residual 

1,4-HN.  Organonitrates can therefore influence the apparent volatility of inorganic nitrate and 

may account for part of the difference between pure ammonium nitrate volatility and the volatility 

of nitrate from non-refractory ambient particles.   

Atmospheric organic aerosols are highly complex and therefore preclude accurate 

representation using a single proxy compound as the absorbing phase. Additional representative 

organic compounds can be obtained from the speciated organic aerosol composition during 

SOAR-1, as determined by Williams et al.65 via thermal-desorption aerosol gas chromatography 

(TAG).  It would also be useful to investigate smaller organonitrate compounds, as the large 18-

carbon 1,4-HN utilized herein represents substantial organic mass (6 µg/m3) when set to 

contribute 10% of the inorganic nitrate levels.  Smaller molecules with greater polarity could 

exert the same influence on the nitrate thermograms, while comprising a smaller fraction of the 

organic mass.  Further, given the high SOA fraction of the total OA mass during SOAR-1,21,65 it 

is likely that a significant portion of the organics were water soluble and therefore present in the 

aqueous phase.  Thus, the effect of water-soluble organics on inorganic nitrate volatility should 

also be explored.  
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6 Implementation of an ion funnel in proton-transfer-reaction 

mass spectrometry 
 

6.1 Abstract 
Proton-transfer-reaction mass spectrometry (PTRMS) is a widely used tool for the 

analysis of trace gases in the atmosphere.  In the last few years, significant progress has been 

made in applying this technique toward the analysis of organic aerosol particles; however, the 

analytical capabilities have been rather limited due to poor sensitivity.  High pressures are 

required for efficient ionization in PTRMS, which can hinder ion transmission efficiencies due to 

the need for differentially-pumped chambers connecting the ion source to the low-pressure mass 

analyzer. Ion funnels have been demonstrated in other mass-spectrometric-based applications to 

yield near unit ion transmission efficiency in relatively high pressure regions.  Therefore, 

incorporating these devices into PTRMS instruments could provide substantial sensitivity 

improvements.  In this chapter, implementation of an ion funnel into a PTRMS instrument and its 

initial characterization are described.  Through ion simulations, transmission efficiencies up to 

90% were estimated for analyte ions.  It is further demonstrated that RF heating in the ion funnel 

can be used to efficiently break apart water clusters that can complicate PTRMS mass spectra.  

Water adducts of protonated reagent and analyte ions were observed to decluster at RF 

amplitudes of only 10-20 Vp-p.  These results highlight the potential benefits that ion funnels can 

provide in the PTRMS field and atmospheric analytical chemistry.    

6.2 Introduction 
Organic compounds comprise a large fraction of atmospheric aerosol mass.1  The 

extensive sources and atmospheric transformation processes contributing to organic aerosols 

result in a very large number of possible compounds, many of which have not been identified.2-4  

The complexity and low volatility of the organic species in aerosols make them extremely 

difficult to analyze using traditional analytical techniques.5  It has been an elusive challenge to 

come up with a universal analytical approach which can analyze a broad range of compounds 

with such highly variable chemical and physical properties (e.g., solubility and volatility).6 

Current analytical methods targeting aerosols fall into two broad categories: off-line and on-line 

methods.  The most common off-line analysis methods targeting organics entail particle 
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collection (e.g., via filtration or impaction) with subsequent sample preparation and analysis.  

Extraction of aerosol components into organic solvent misses the water soluble fraction (and 

vice-versa). While this post-analysis can provide comprehensive molecular characterization (e.g., 

through chromatographic separatione.g.,7,8 and/or high-resolution mass spectrometry 

methodse.g.,9,10), the long sampling times involved in filter collection averages the composition 

over the entire aerosol population and further limits our understanding of their temporal 

evolution.  Further, polar, multifunctional compounds, which are common following atmospheric 

oxidation, are often not amenable to chromatographic separation and typically require 

derivatization prior to analysis,2,11 thus further complicating and extending sample preparation.   

To circumvent the long sample preparation and poor time resolution of off-line methods, 

significant efforts over the last couple decades have pushed towards development of on-line 

aerosol analysis methods.12  In particular, single-particle mass spectrometry (SPMS) techniques 

have provided insight into the chemical associations (i.e., mixing state) of species among 

individual particles, which is vital for source apportionment and studies of aerosol processing.  

However, the ability to speciate organic molecules within individual particles and quantify their 

concentrations using on-line SPMS techniques has been extremely limited.13,14  The high laser 

power of laser desorption/ionization (LDI) typically used in SPMS instruments can fragment 

organic species resulting in limited molecular information.  Aerosol mass spectrometry (AMS) 

has become widely used for the quantitative characterization of organic aerosols in real-time.15,16  

However, the 70-eV electron impact ion source used in this instrument is also known to cause 

extensive fragmentation of organic molecules.  Thus, in these methods, the mass spectra of 

atmospheric particles are a convolution of fragment ions from the numerous organic species 

present.  Further, many compounds break down to the same fragment ions, severely limiting the 

molecular information that can be gained.   

Improving the ability to speciate molecular components could significantly enhance the 

scientific understanding regarding the sources, reactivity, and environmental impacts of organic 

aerosols in the atmosphere.  To this end, new analytical techniques are desired and chemical 

ionization mass spectrometry (CIMS) is one approach that has recently gained attention for the 

on-line analysis of atmospheric aerosol constituents.e.g.,17-20  Chemical ionization (CI) utilizes ion-

molecule reactions between primary reagent ions and neutral analyte gases to ionize the analyte 

via a lower energy process than SPMS and AMS methods, thereby reducing fragmentation of the 

analyte molecules.  Further, the reagent ions and ionization mechanisms can be varied, including 
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charge exchange, proton transfer, and ion association, that can selectively target different 

molecular classes.  In this work, proton transfer was used as the ionization scheme, and is 

described in detail in the following section.   

6.2.1  Proton-Transfer-Reaction Mass Spectrometry  
Proton-transfer-reaction mass spectrometry (PTRMS) is the most common CI method 

and has emerged as a powerful tool for the on-line analysis of trace gases in the atmosphere.21  

This technique was first pioneered in the mid-to-late 90’s by Armin Hansel and Werner 

Lindinger.22-27  In PTRMS instruments, protonated water (H3O+) is used as the reagent ion and 

reacts with neutral analyte molecules (R) through:    

 𝐻3𝑂+ + 𝑅 → 𝐻2𝑂 + 𝑅𝐻+ (6.1) 

In order to ionize, the analyte molecule must have a higher proton affinity (PA) than the 

reagent ion.  The PA of water (7.16 eV)28 is high enough that it will not ionize the major gases in 

the atmosphere (e.g., N2, O2, CO2, CH4), but is lower than most organic molecules (~7-10 eV) 

and can therefore act as a nearly universal reagent ion (alkanes are not efficiently ionized by 

water).23  The internal energy (and thus the likelihood of fragmentation) of the product ion is 

dictated by the difference in PA between the analyte molecule and water.29  For H3O+ CI, this 

difference is relatively low—on the order of 2-3 eV or less—resulting in little fragmentation of 

the analyte species. Water proton-transfer ionization can therefore be considered a relatively soft 

ionization mechanism that generally permits detection of molecular ions.   

PTRMS is not without its own challenges.  In particular, the reagent and analyte ions tend 

to form clusters with additional neutral water molecules (i.e., H3O·(H2O)n
+ and RH·(H2O)n

+).  The 

presence of these clusters can significantly complicate mass spectral identification, since species 

are typically identified solely by their m/z.  Water-bound clusters of the reagent ions can also 

impact the ion chemistry because these adducts have higher proton affinity than bare H3O+.30  To 

eliminate these clusters, PTRMS instruments to date have utilized drift tubes wherein a large 

potential (several hundred volts or more) is applied across a series of electrodes at a pressure of 

generally 1 Torr or greater.  The high electric field increases the kinetic energy of the ions, which, 

in combination with collisions between the ions and the bath gas, breaks apart these clusters.  The 

relatively high pressures within the drift tube also result in high ionization efficiency for analytes 

with sufficient PA due to the high number of collisions occurring between the reagent ion and 

analyte gas combined with reaction rates occurring near the collisional limit.29  However, the 
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difficulty lies in efficiently transferring ions to the mass analyzer that typically operates at least 5 

orders of magnitude lower pressure than the reaction chamber.  To achieve the necessary pressure 

drop, ions are generally extracted from the drift region via pinhole orifices, which tend to have 

low transmission efficiencies and subsequently traverse additional pumping stages en route to the 

mass spectrometer.  Traditional ion optics (e.g., Einzel lenses and RF-only multipole ion guides) 

are generally not effective at typical CI pressures.  Therefore it is advantageous to explore 

methods other than the typical drift tube-orifice configuration in order to provide higher 

sensitivity analysis.   

The ultimate aim of this project is to build a highly-sensitive CIMS capable of analyzing 

the molecular constituents of single organic aerosols. A number of groups have developed 

PTRMS instruments for the analysis of an ensemble of organic aerosols.  Because ionization 

requires gas-phase ion-molecule reactions, aerosol components must first be vaporized.  The most 

widely used method is thermal desorption, wherein aerosols are passed through a continuously 

heated desorption tube or collected onto a substrate for a period of time followed by substrate 

heating.  Voisin et al.19 first described the CI of ultrafine particles by collecting aerosols via 

electrostatic precipitation onto a heated filament with subsequent analysis by CIMS.  This system 

has made important progress into the chemical analysis of atmospheric nanoparticles.31  Hearn 

and Smith17 specifically targeted organic aerosols by coupling a heated-tube aerosol inlet to 

CIMS.  Their aerosol CIMS instrument is capable of utilizing a variety of reagent ions to target 

different types of molecules17 and has been applied primarily to the analysis of laboratory 

chamber experiments.32,33  They were able to analyze ambient aerosols only after collecting off-

line for 6 hours.33   Thornberry et al.34 developed an ion-trap PTRMS system and first 

demonstrated the use of a resistive glass drift tube to provide a more homogeneous field than the 

common discrete electrodes used in drift regions.  Their instrument was deployed for shipboard 

ambient measurements and identified a handful of ions above their detection limit.34  Mikoviny et 

al.35 followed in their footsteps and incorporated a resistive glass drift tube into a high-

temperature PTRMS that is capable of operating continuously at 250 ºC.  Their work represents a 

significant step toward reducing wall losses due to the condensation of low volatility gases. 

Yatavelli and Thornton20 developed a micro-orifice virtual impactor for high efficiency in-situ 

aerosol collection and demonstrated its use by characterizing laboratory ozonolysis reactions.  

Holzinger et al.36 designed an aerosol collection/thermal desorption cell and coupled it to a 

commercial PTRMS instrument.  They successfully applied their method toward the 
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characterization of ambient aerosols after collecting for 2.5 - 3 hours.18,36  Collectively, these 

works have made significant inroads regarding the chemical ionization of aerosol particles.  

However, few of these systems provide adequate sensitivity for high-level analysis of ambient 

aerosols and typically require long collection times.  Most of these instruments utilize the 

conventional drift tube-orifice configuration for ion-molecule reaction regions; the poor 

transmission efficiency of this geometry could be limiting the sensitivity of these instruments.  It 

is therefore essential to explore alternative methods that could achieve improved ion 

transmission, while still providing the drift tube functionality (i.e., declustering).  To this end, an 

electrodynamic ion funnel was applied as a potential means of improving upon the standard 

PTRMS methods. 

6.2.2 Ion funnel 
  Ion funnels (IF) were developed about 15 years ago to achieve high ion transmission 

across differentially pumped stages in mass spectrometers.37,38 In particular, these devices filled a 

critical need by providing efficient ion transfer from high pressure ionization sources to low 

pressure mass analyzers.  The IF principle was based on the stacked ring ion guide first described 

by Gerlich39 and consists of a series of parallel plates (electrodes) with progressively decreasing 

inner diameters (Figure 6.1).  Each plate receives both a static (DC) and oscillating (radio 

frequency, RF) voltage.  A DC gradient is applied across the plates to drive ions down the axis 

toward the exit.  The RF signals are applied 180̊ out of phase to adjacent plates, as shown in 

Figure 6.1a.  The interaction of the fields from adjacent plates cancels out a short distance from 

the plates, and thus creates a near field-free region in the center of the IF (Figure 6.1b).  Further, 

the radial effective potential of a stacked ring ion guide is approximately proportional to the 

exponential of the radius, yielding a steep potential at the electrode surface that quickly drops to 

nearly zero at the center.39  These fields therefore provide a very large acceptance area to confine 

ions.  In comparison, the effective potential of quadrupoles that are commonly used as ion 

transfer devices, scales as ~r2,39 resulting in a very narrow trapping and transfer region.  IFs thus 

provide very large space-charge capacity relative to standard ion optics.40  IFs have been shown 

to achieve near unity transfer of ions across the interfaces of differential pumping stages and have 

further been shown to operate effectively in relatively high pressure regions (~0.1 – 30 Torr).41  

In their implementation with electrospray ionization sources, IFs have demonstrated a 10-fold 

improvement over typical skimmer interfaces.37    
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Figure  6.1 (a) Schematic of the ion funnel electrodes and applied potentials.  (b) Cancellation 
of the RF field from adjacent plates.  The figure in panel (b) was reprinted from Julian et al.42  
Copyright 2005, with permission, from Elsevier. 

Researchers have also found that adduct ions can be either broken apart or transmitted 

through the IF by adjusting the RF amplitude43 and that RF heating—the increase in internal 

energy of the ions due to the energetic collisions induced by the RF oscillations—increases with 

increasing RF amplitude.44  The key features of IFs—high pressure operation, high efficiency ion 

transfer, and adduct removal—indicate that their implementation in PTRMS instruments could 

yield substantial improvements over existing instruments. However, IFs are most broadly applied 

to the characterization of large biomolecules.37,38,42,43  Comparatively few studies have utilized ion 

funnels for the analysis of low molecular weight species (m/z < 200).44,45  Kukui et al.45 were the 

first to utilize an IF in a CIMS instrument, which used SO2 reagent gas to target OH radicals.  

Herein, an IF was implemented into a home-built PTRMS instrument as proof-of-concept for 

their utility in these instruments.  Results are described regarding the effects of RF heating on ion 

declustering.  Computer simulations were also performed to characterize the ion transmission 

properties of the IF design used in this work.  While the ultimate goal is for the analysis of 

atmospheric organic aerosol particles, initial characterization studies were performed with gas-

phase analytes.  Preliminary aerosol analysis will be discussed at the end.   

6.3 Instrument Description 
A schematic diagram of the recently constructed instrument is shown in Figure 6.2.  A 

radioactive ion source (Po-210) was used to generate H3O+ reagent ions.  Ultra-high purity 

nitrogen was bubbled at ~1.5 lpm through a reservoir of water (Milli-Q, 18.2 MΩ) and 

subsequently introduced into the ion source via a 0.33 mm orifice (0.865 liters per minute (lpm)).  

The source was operated at 30-35 Torr, maintained by a dry scroll pump (SH-110, 110 lpm, 
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Agilent Technologies, Lexington, MA) with a baffle valve to provide necessary pressure 

adjustments.  The source region is separated from the ion funnel reaction region via a 1 mm 

orifice to both step down the pressure and reduce the interaction between the radiation and 

analyte gases.  The ion funnel region was operated at ~1.4 Torr, via a second scroll pump (TS600, 

500 lpm, Agilent Technologies, Lexington, MA).  Scroll pumps are oil-free and therefore 

eliminate the potential of organic contamination from the pumping system.  The ion funnel 

utilized here is similar to that described by Moision et al.44  It consists of 40 0.5 mm thick brass 

plates, separated by 0.5 mm thick Teflon washers.  The ion funnel entrance plate has an inner 

diameter (i.d.) of 16.6 mm, with subsequent plates tapering linearly down to the exit plate of 0.74 

mm i.d.  The electrodes were designed and constructed in house.  A low-voltage power supply 

was designed to provide the ion source voltages and DC potentials for the ion funnel.  A 

function/waveform generator (Model 3320A, Agilent Technologies, Englewood, CO) provides 

the RF signal, which was amplified by a 50 db broadband amplifier (Model 155LCRH, Kalmus 

Engineering).  The amplified waveform was passed through a trifilar-wrapped balun to transform 

the signal into two equal-intensity and 180º out of phase waveforms.  A custom printed circuit 

board was designed to pass the necessary DC and RF potentials to each IF plate.  The PCB 

contains the resistor (200 kΩ) chain that defines the linear DC gradient across the ion funnel and 

1 nF capacitors that pass the RF signal.  Electrical connections were made directly to each plate 

within the vacuum chamber via individual leads and clips.  A DC-only lens was also added at the 

end of the ion funnel to help focus ions into the subsequent pumping chamber.  The potentials 

used in the instrument front end were: Source, 50.2 V; Sample Inlet, 51.9 V; IF DC gradient, 

23.514.5 V; Lens, 14.3 V. 
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Figure  6.2 Schematic of the ion funnel-PTRMS instrument. Not drawn to scale.  TMP = 
turbomolecular pump. 

  Following the IF, ions enter an intermediate pumping chamber equipped with an RF-

only quadrupole (Aerodyne, Inc., Billerica, MA) to transfer ions to the mass analyzer.  This 

region was pumped by two 250 L/s turbo molecular pumps (V-301, Agilent Technologies, 

Lexington, MA). The mass analyzer is an orthogonal acceleration (oa), reflectron time-of-flight 

mass spectrometer (c-TOF, Aerodyne, Inc., Billerica, MA) and is pumped by one 250 L/s turbo 

molecular pump (V-301, Agilent Technologies, Lexington, MA).  The TOFMS was operated at a 

repetition rate of 65 kHz and the signal was integrated over 1 second.  An additional practical, yet 

important, component was a custom sliding gate valve installed in between the IF and quadrupole 

regions to isolate the high vacuum chambers from the source region when necessary.  This valve 

greatly facilitated development and cleaning of the ion funnel without adding undue strain to the 

turbo pumps and microchannel plate detector due to frequent venting.    

Analytes were introduced to the sample inlet upstream of the ion funnel (Figure 6.2).  

Initial instrument characterization experiments utilized gas-phase analytes that were introduced 

by flowing nitrogen over a reservoir containing the compounds of interest.  Acetone and 

triethylamine were used herein without further purification.  The analytes were passed into the 

instruments via either a mass flow controller (5 sccm, MKS Instruments, Andover, MA) or a 

critical orifice (15 sccm, O’Keefe Controls, Trumbull, CT).   
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6.4 Results & Discussion 
While the ultimate goal of incorporating an IF into PTRMS is to provide high detection 

sensitivity, this chapter will explore its ability to replace conventional drift tubes.  To this end, IFs 

must be able to effectively break apart water adducts while maintaining high ion transmission.  

These properties were characterized experimentally and theoretically using ion simulation 

software.  Because RF heating is proportional to RF voltage, these properties were assessed as a 

function of RF amplitude. Although the instrument is being developed for aerosol analysis, initial 

characterization studies were performed using gas-phase analytes and will comprise the bulk of 

this chapter.  Preliminary analysis of aerosol standards will be discussed at the end.    

Changes in the RF amplitude can impact the detected ion signal in two distinct ways: by 

altering the ion transmission efficiency and the extent of water clustering.  Therefore, two 

representative gas-phase analytes were chosen to best decouple these effects during IF 

characterization: triethylamine (TEA, MW = 101 amu) and acetone (Ac, MW = 58 amu).  TEA 

does not cluster efficiently with water due to its high proton affinity (10.2 eV28) and therefore the 
102TEAH+ ion signal should change primarily due to changes in transmission efficiency.  Acetone 

was also used because experience with earlier instrument prototypes showed that protonated 

acetone clustered significantly with water (77AcH(H2O)+) and itself (117Ac2H+).  This is consistent 

with its lower PA of 8.4 eV.28  Amines and ketones are also commonly found in atmospheric 

organic aerosol particles,14,31,46,47 and therefore these representative compounds are relevant to 

future applications of this instrument for aerosol analysis.  Example spectra obtained at low (10 

Vpeak-to-peak, Vp-p) and high (22 Vp-p) RF are shown in Figure 6.3 for acetone and TEA analysis.  At 

low RF amplitude (panel a), the presence of extensive water clusters of both reagent (H(H2O)n
+, 

n=2-4) and analyte (77AcH(H2O)+) ions were clearly observed.  At elevated RF amplitudes (panel 

b), the cluster ions from both reagent and analyte ions were largely eliminated and the spectrum 

was substantially simplified.  However, small contributions from fragment ions (e.g., 31CH3O+) 

were present in the mass spectra obtained in high RF mode and will be discussed in Section   6.4.3.  

Detailed characterization of the m/z- and RF-dependent ion transmission and the effect of RF 

amplitude on ion declustering were performed and will be described in the following sections. 
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Figure  6.3 Example Spectra at low (a) and high (b) RF amplitudes.  RF frequency = 2.41 MHz; 
Ac = Acetone, TEA = triethylamine. 

6.4.1 Ion Transmission 
Given the high relative intensity of the reagent ion water clusters (H(H2O)n

+, n=2-4) in 

low RF mode (Figure 6.3a), one would expect a corresponding increase in the H3O+ ion signal as 

these clusters break apart at high RF amplitude.  The peak intensity of H3O+, however, remained 

low in high RF mode (Figure 6.3b); it was therefore postulated that the IF was biased against low 

mass ions.  Ion trajectory calculations were performed using the ion simulation software SIMION 

(Version 8.0.6, Scientific Instrument Services, Inc., Ringoes, NJ) to better characterize the 

transmission properties of the IF configuration.  This software calculates the electrostatic fields 

for the user-defined electrode geometry; ion motion is then predicted based on the potential 

energy surface.  Further, SIMION can mimic collisions with a simulated bath gas using a built-in 

hard-sphere collision model.  This was utilized with the pressures set to 1.4 Torr in the ion funnel 

region and 1.2 x 10-4 Torr in the region following the IF exit orifice (i.e., the ion guide region in 

the real instrument). The collision cross section of N2 was used for all trajectories.  Ions were 

started with ~0 kinetic energy (KE); initial trials indicated that any initial ion KE was quickly 

dissipated at 1.4 Torr via collisional cooling and thus had no effect on the resulting ion trajectory, 

consistent with previous simulations.48  Ion trajectories for individual ions were calculated 
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sequentially and thus space-charge effects were not considered.  An example simulation for 
102TEAH+ is included in Figure 6.4a to show the electrode geometry and resulting trajectories.  In 

the simulations, gas flow was necessary for successful transmission; a gas velocity of 300 m/s 

along the IF axis was used herein, which is consistent with jet velocities under choked flow 

conditions, which are expected from the gas expansion through the orifice in the sample inlet.  

For comparison, previous IF simulations have used supersonic gas velocities (500 m/s).48  When 

no gas flow was used, the ions crashed out at the grounded electrodes, as seen in Figure 6.4b.  

Therefore, the geometry could be modified to eliminate the ion line of sight to all grounded 

components and perhaps improve the sensitivity. All subsequent simulations assumed choked-

flow gas velocities, as described above.  For each ion and RF voltage considered, 1000 

trajectories were calculated and the transmission efficiency was based on the number of ions 

hitting the splat plate at the far right edge of the model domain (Figure 6.4a).    
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Figure  6.4 Screen shots of SIMION simulations for 102TEAH+ (1000 Trajectories).  Grounded 
electrodes are indicated with ‘0V’.  For all simulations: RF = 2.4 MHz, 30 Vp-p; IF pressure = 1.4 
Torr; Ion guide pressure = 1.2 x 10-4 Torr. Red dots indicate ions hitting an electrode or the 
splat plate.  (a) Full simulation, with gas flow (300 m/s in the x-direction) and exit lens; (b) no 
gas flow; and (c) comparison of simulations with (left) and without (right) the exit lens. 

The example simulation in Figure 6.4a shows the effective radial confinement of ions 

within the IF.  Under the conditions of this simulation, minimal (10.6%) of ions were lost to 
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electrodes (as indicated by red dots before the splat plate) and only 1 ion was lost before the third-

to-last IF plate.  The performance of the exit lens at refocusing divergent ions is also clearly 

demonstrated in Figure 6.4c (left panel).  A comparison of simulations run with and without the 

exit lens is included in Figure 6.4c.  The divergence in the ion beam is significantly wider without 

the exit lens: at the splat plate, the ions spread as much as 1.9 mm from the central axis, compared 

to 1.1 mm with the lens.  The low pressure region following the IF is in the free molecular 

regime, with mean free paths (~42 cm) far too long for ions to be collisionally focused.  

Therefore, the divergent ion trajectories in the absence of an exit lens will continue to travel away 

from the central axis and may not be efficiently transferred to the quadrupole ion guide in the 

following chamber.  The exit lens therefore helped to reduce ion losses between the differentially 

pumping stages.   

 
Figure  6.5 (a) Transmission efficiencies calculated from SIMION simulations and (b) Ion 
intensities observed experimentally. 

Similar ion trajectories were calculated for the range of ions and RF amplitudes 

considered herein.  The resulting transmission curves are included in Figure 6.5a with measured 

ion intensity curves shown for comparison in panel b (note that the simulations results are given 

in terms of % of ions transmitted whereas the experimental measurements are presented as the ion 

signal, counts/sec).  The simulation results can be validated against the experimental 

measurements of 102TEAH+ (blue dashed line), since clusters of this analyte were not observed at 

any RF amplitude (Figure 6.3).  The general trends agree very well: both simulations and 

measurements indicate an increase in ion transmission as the RF amplitude was initially raised, 

which leveled off at ~20 Vp-p. The magnitude of the change between low and high RF amplitude 
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were similar, but differed slightly.  The simulations predicted a ~8-9-fold increase in transmission 

from 7.5 – 30 Vp-p, whereas the experimental results displayed a ~25-fold increase in the ion 

intensity from 7.8 – 31 Vp-p.  The measured ion intensity drops off more steeply in the low RF 

range.  The general agreement between the simulations and measurements for 102TEAH+ 

demonstrates that the simulations can be used to provide insight into the IF properties.  

The simulations demonstrate that low RF fields are not strong enough to effectively 

confine ions in this IF, as indicated by the increase in transmission efficiency up to 20 Vp-p 

(Figure 6.5a).  Above 20 Vp-p, the calculated transmission curves plateau for all m/z >37, 

indicating that ions above an m/z threshold will reach their maximum transmission at about the 

same RF amplitude.  The fraction of ions transmitted, however, improved with increasing m/z; 

higher mass ions (m/z >102) reached ~90% transmission at >~20 Vp-p, compared to ~30% for m/z 

37.  Because of the theoretical plateau in transmission at high RF amplitude, the decrease in 

measured ion signal for the cluster ions, 37H(H2O)2
+, 77AcH·(H2O)+, and 117Ac2H+ (Figure 6.5b) 

can be attributed to declustering, which will be described in Section  6.4.2.  Low mass ions 

displayed very low ion transmission, with less than 5% of 19H3O+ transmitted under all conditions 

(Figure 6.5a).  In previous studies, poor low mass ion transmission was attributed to IF 

geometries wherein the diameter of the last IF plate is of similar dimension to the plate spacing.48  

In such a configuration, potential wells form as the electrode diameters decrease toward the IF 

exit, as shown in Figure 6.6 (near r = 0 mm, z = 3.5 mm) that can trap ions.48  The ion motion of 

low mass ions will become unstable in these wells and are thus most likely to be lost to the 

electrodes.   
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Figure  6.6  Ion Funnel Effective Potential.  The flat tops represent the electrode surfaces; the 
electrode inner diameters decrease along the x-axis. r represents the radial position in the IF  
(r = 0 is the IF center).  Note the increased potential well depth as the plate i.d. decreases 
(near r = 0 mm, z = 3.5 mm).  Reprinted from Tolmachev et al.48.  Copyright 2000, with 
permission from Elsevier. 

The depth of these potential wells, or the trapping potential (Vtrap), is related to the ratio 

of the electrode inner diameter (r) to the electrode spacing:41  

 𝑉𝑡𝑟𝑎𝑝 = 𝑉𝑚𝑎𝑥2𝜋𝑟
𝛿𝑒𝑥𝑝�− 2𝑟𝛿 � . (6.2) 

Vmax represents the effective potential at the surface of the IF electrodes and is given by:48   

 𝑉𝑚𝑎𝑥 = 𝑧𝑒𝑉𝑅𝐹
2

4𝑚𝜔2𝛿2
 (6.3) 

where z is the charge of the ion, e is the elementary charge, VRF is the RF amplitude (0-p), m is the 

ion mass, ω is the angular frequency (ω = 2πf), and δ is related to the spacing (d) between 

electrodes (δ = d/π).  To minimize ion trapping (and loss), Vtrap should be very small relative to 

Vmax and thus,41 

 2𝜋 𝑟
𝛿
𝑒𝑥𝑝 �− 2𝑟

𝛿
� ≪ 1. (6.4) 

Equation 6.4 was evaluated for the electrode geometry used herein.  With a 0.74 mm i.d. exit 

orifice and 0.5 mm electrode spacing, Vtrap is ~15% of Vmax, indicating that the potential wells 
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were significant at the IF exit and likely explain the very poor transmission efficiency of low 

mass ions observed in our system.  In contrast, the trapping potential at the second to last plate 

(1.14 mm i.d.) was ~1.7% of Vmax, demonstrating that expanding the exit orifice could enhance 

the ion transmission.   However, the small exit diameter was necessary to achieve sufficiently low 

pressure in the mass spectrometer downstream.   

The low transmission efficiency of reagent ions, particularly 19H(H2O)+, should not limit 

the analytical capabilities of the instrument.  Quantitative analyses could still be achieved 

provided the relative transmission efficiencies between the analyte and reagent ions are known;21 

these values can be approximated with the SIMION simulations (Figure 6.5a).  Calibrations could 

also be performed for target compounds.  Additionally, the high transmission efficiency for 

analyte ions, up to ~90% for m/z > 100, is very promising for providing high sensitivity 

measurements.   

6.4.2 Ion Declustering 
In addition to providing high ion transmission, the IF must be able to decluster water 

adducts to avoid over-complicated mass spectra.  To better probe the declustering capability of 

the IF, the ion signals were monitored over a range of RF amplitudes (~8-31 Vp-p), as shown in 

Figure 6.7.  It is clear that both reagent and analyte ions clusters were effectively broken up, as 

indicated by the decreasing ion intensity of the cluster ions with increasing RF amplitude.  As 

discussed above, the ion transmission efficiency was predicted to plateau above 20 Vp-p, so the 

decrease in the ion intensity cannot be attributed to diminished ion transmission; this is further 

demonstrated by the steady 102TEAH+ ion intensity (Figure 6.7b) at high RF amplitude.  Above 

~17 Vp-p, 19H(H2O)+ became the dominant reagent ion, representing >95% of the measured 

reagent ion intensity.  The percentage is likely even higher, due to the very low transmission 

efficiency of m/z 19 described above.  In the high RF range, 59AcH+ also represents more than 

99% of the protonated acetone signal, demonstrating the efficient removal of cluster ions.   
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Figure  6.7 Cluster ion signals as a function of RF amplitude for the reagent ions (a) and analyte 
ions (b) (Ac = acetone, TEA = triethylamine).  The RF frequency was fixed at 2.41 MHz in these 
experiments.   

For comparison to the experimental results, reported values of the cluster dissociation 

energies obtained from the NIST database28 are given in Table 6.1.  These dissociation energies 

represent sequential dehydration (i.e., loss of one water molecule).  The measured declustering 

trend among the reagent ions, follows the trends in dissociation energies, wherein clusters with 

higher dissociation energy thresholds persisted to higher RF amplitudes.  For instance, 

dissociation of 37H(H2O)2
+ occurred at higher amplitude than the n = 3,4 water clusters (~15 Vp-p 

vs. ~10 Vp-p, Figure 6.7a), because it required a stronger RF field to exceed the dissociation 

threshold (Table 6.1).  The same trend holds for the analyte ions, as well, with 117Ac2H+ 

dissociating at higher RF amplitudes than 77AcH(H2O)+ (Figure 6.7b).  Note that cluster ions with 

similar dissociation thresholds break apart at similar RF amplitudes; in particular 77AcH(H2O)+  

and 55H(H2O)3
+ began to dissociate at ~10 Vp-p.  Interestingly, the dissociation energy of 117Ac2H+ 

is slightly lower than 37H(H2O)2
+ (Table 6.1), but it dissociates at higher amplitude (~15 vs. 12 

Vp-p, Figure 6.7 a and b).  This can perhaps be attributed to the inverse dependence of the 

effective potential on mass (Equation 6.3).  In other words, higher mass ions do not acquire as 

much energy from the RF field, and therefore, higher RF amplitudes may be required to cross 

their dissociation threshold.   
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Table  6.1 Ion Dissociation Energies (obtained from NIST28) 

 Declustering Reaction Dissociation Energy (eV) 
       37H(H2O)2

+  19H(H2O)+ + H2O 1.41 

Reagent Ions        55H(H2O)3
+  37H(H2O)2

+ + H2O 0.87 

        73H(H2O)4
+  55H(H2O)3

+ + H2O 0.76 

Analyte Ions 
     77AcH(H2O)+  59AcH+ + H2O 0.89 

   117Ac2H+  59AcH+ + Ac 1.23 
 

Typical PTRMS instruments apply hundreds to thousands of volts (~30-60 V/cm)30,34 

across a drift tube in order to limit the extent of water clustering. These drift tubes are therefore 

susceptible to discharging49 which can damage power supplies and destroy the analytical 

capabilities of the instrument.  Using an IF in place of a conventional drift tube effectively 

declustered reagent and analyte ions with significantly lower potentials; the DC potential across 

the IF during these measurements was only 9 V (2.25 V/cm).  In this instrument, cluster break up 

can be attributed to collisional activation induced by the RF field.50  This likely occurred at the 

small diameter electrodes toward the exit of the IF where the ions are forced closer to the 

electrode surface and thus experience the strongest field.  To illustrate this point, consider Figure 

6.1b in comparison to the IF dimensions utilized herein.  As discussed by Julian et al.,42 the RF 

fields from adjacent plates cancel out at a position (dimension a in Figure 6.1b) that is ~60% of 

the center-to-center distance between the plates (dimension c in Figure 6.1b, 1 mm in the IF 

geometry used herein).  Therefore, in the present IF, the RF field will cancel out at ~0.6 mm from 

the inner plate surface; thus IF plates with inner diameters >1.2 mm are required for a field-free 

region to exist within the center of the IF.  This condition is achieved along the IF up to the last 

two plates (i.d. = 1.14 and 0.74 mm) and therefore, ions will experience the strongest RF heating 

at the exit of IF.   

The IF described herein successfully declustered ions at RF amplitudes on the order of 

10-20 Vp-p.  In work conducted in parallel to that described here, Barber et al.51 recently reported 

the use of an ion funnel to dehydrate ions in their PTRMS instrument.  Their ion funnel geometry 

is substantially different, with wider electrode spacing and inner diameters, resulting in peak-to-

peak amplitudes ~10x higher than those utilized in this work and an additional superimposed DC 
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field of ~10 V/cm.  Our system accomplished similar effects using much lower voltages, largely 

due to the smaller diameter electrodes.   

6.4.3 Ion Fragmentation 
At RF amplitudes >25 Vp-p, the intensity of 59AcH+ decreased (Figure 6.5b) despite the 

theoretical prediction that the transmission should plateau above ~15 Vp-p (Figure 6.5a).  The 

decrease in ion signal can be attributed to fragmentation of the protonated molecular ion.  Figure 

6.8 shows the trends in the dominant fragments produced in the collision-induced dissociation of 

protonated acetone, namely 31CH3O+ and 41C3H5
+.52,53  The dominant fragment ion, 31CH3O+, 

results from loss of ethylene and rearrangement to protonated formaldehyde, whereas 41C3H5
+ 

reflects loss of water.53   

 
Figure  6.8 Ion intensities observed for the fragments of protonated acetone (solid lines, left 
axis).  m/z 59 = AcH+; m/z 31 = CH3O+; m/z 41 = C3H5+. The ratio of the fragment ions to AcH+ 
are shown for comparison (dashed lines, right axis).      

The initial increase in fragment ion intensity (< ~20 Vp-p, Figure 6.8), is due to an 

increase in ion transmission (as observed for m/z 37 in Figure 6.5a), rather than an increase in the 

extent of fragmentation.  This is clear by noting that each fragment remained <1% of the 59AcH+ 

intensity in this RF range (Figure 6.8, dashed lines).  The energy barriers for these fragmentation 

pathways of protonated acetone have been previously determined to be the same and equal to 2.6 

eV.54  The onset of fragmentation at higher RF amplitudes than declustering (~20 Vp-p vs. <15 Vp-

p), is consistent with these energy barriers relative to those in Table 6.1.  At higher RF 

amplitudes, the contribution from the 31CH3O+ and 41C3H5
+ ions increased markedly and reached 
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nearly 40% and 8% of the protonated acetone signal at 31 Vp-p, respectively.  Given the equal 

fragmentation thresholds, it is not entirely clear why the loss of ethylene (31CH3O+) would occur 

to a far greater extent than loss of water (41C3H5
+), though it is possible the high water 

concentrations present from the ion source reduced the driving force via Le Chatelier’s Principle.  

The measured increase in fragment ion intensity did not fully account for the loss of 59AcH+, 

which decreased by ~65% from 20 to 31 Vp-p, due to the reduced ion transmission for lower mass 

ions (Figure 6.5a).  Therefore, the contribution of fragment ions is likely even higher than the 

mass spectra indicate at high RF amplitudes.  From this analysis, it is clear that care must be 

taken to find an optimal setting that minimizes both ion clusters and fragments, while maximizing 

ion transmission.  In this system, it appears that ~20 Vp-p achieved these criteria (Figures 6.5, 6.7, 

& 6.8).  

6.4.4 Preliminary Aerosol Analysis  
The instrument described herein is ultimately being developed to target organic aerosol 

species.  As an initial test of aerosol analysis, a simple heated aerosol vaporization tube was 

constructed that is similar to the thermodenuder described by Huffman et al.55  Succinic (MW = 

118 amu) and malonic (MW = 104 amu) acids were ground into a fine powder and aerosolized by 

passing nitrogen over the agitated powders.  The aerosol particles were vaporized by flowing 

through the tube heated at 140 ºC.  The evaporated aerosol was introduced into the sample inlet; 

the resulting spectrum is shown in Figure 6.9.    

 
Figure  6.9 Example spectrum from the analysis of malonic (MA) and succinic (SA) acids. 
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From Figure 6.9 it is clear that these dicarboxylic acids underwent extensive 

fragmentation, as indicated by the large peak attributed to the loss of an –OH group.  No RF 

amplitudes were found that eliminated (or even greatly reduced) the extent of this fragmentation 

pathway, indicating that the fragmentation was induced by the ionization step, rather than RF 

heating in the IF.  Indeed, this fragmentation pattern is commonly observed following the 

protonation of dicarboxylic acids.29  Upon protonation, the carboxylic acid groups interact and 

form a cyclic anhydride structure, subsequently eliminating water,29 as shown in Figure 6.10 for 

succinic acid.  This reaction mechanism can potentially explain the different fragment-to-

protonated molecular ion ratios for succinic and malonic acid.  Malonic acid has 1 carbon in 

between the acid groups, compared to 2 for succinic acid.  Therefore, elimination of water would 

produce a more strained, 4-member ring for malonic acid, which likely reduces the driving force 

for fragmentation.  Future experiments will explore a variety of other aerosol standards to 

determine the ability to detect molecular ions from aerosol particles.  

 
Figure  6.10 Dehydration of protonated succinic acid.  Reaction mechanism obtained from ref. 
29. 

6.5 Conclusions & Future Directions 
In this work, an ion funnel has been shown to be an effective tool to achieve ion 

declustering and high ion transmission efficiencies.  Reagent and analyte ions were successfully 

declustered at RF amplitudes ~20 Vp-p, with the trends in good agreement with the relative 

dissociation energies.  The highest potential in the instrument front end was only ~50 V, 

compared to the hundreds to thousands of volts utilized in typical PTRMS instruments.  Ion 

simulations further estimated that analyte ions can be transmitted with ~90% efficiency, 

demonstrating the strong potential for IFs to provide substantial improvements in the PTRMS 

field.     

While the sensitivity of the current system has yet to be fully characterized, it is expected 

that the detection limit is not yet suitable for sensitive ambient aerosol analyses.  A number of 
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options exist for optimizing the ion funnel configuration to maximize sensitivity.  First and 

foremost, the IF should be extended to provide longer interaction time between the analytes and 

reagent ions, thereby ensuring maximum protonation of the analyte molecules.  The geometry of 

the vacuum chamber and ion funnel mounts should also be redesigned such that the analytes are 

introduced immediately in front of (or even, perhaps, through) the ion funnel to make sure that all 

ions are confined and transferred.  A significant improvement would involve incorporating an IF 

trapping region, as developed by Ibrahim et al.56,57  In their system, ion accumulation on the order 

of 100 ms resulted in 10-20-fold improvement in the signal intensity of low concentration 

analytes over the continuous mode.56 In conjunction with an ion trap, the low mass filtering 

observed in the present ion funnel could be quite advantageous by significantly reducing the 

concentration of reagent ions in the trap, which may reach its space-charge capacity.  An 

improved aerosol inlet should also be designed and implemented.  Here, too, many options are 

possible with the choice of real-time introduction17,58 or in-situ collection20,36 being dependent on 

the instrument sensitivity.  With these improvements, the ion funnel could provide a highly 

effective means of achieving sensitive molecular analysis of organic aerosols in the atmosphere.   
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7 Conclusions & Future Directions 
Characterizing single-particle mixing state is essential for advancing the state-of-science 

regarding the atmospheric impacts of aerosols, including their roles in human health effects and 

cloud formation.  Single particle mass spectrometers, such as the aerosol time-of-flight mass 

spectrometer (ATOFMS) have become a primary tool for determining the size-resolved mixing 

state of atmospheric aerosol particles.  The research in this dissertation has further improved the 

analytical capability of ATOFMS for the characterization of ambient aerosols by identifying new 

ion markers and assessing the changes in peak area due to atmospheric processing.  New 

instrumentation is also in development to improve the characterization of organic aerosol 

particles, with the ultimate hope of providing molecular speciation at the single-particle level.  A 

summary of the main conclusions from each project and suggestions for future work are 

discussed in the following sections.  

7.1 Organosulfate analyses 

7.1.1 Conclusions 
Negative ion markers indicative of isoprene-organosulfate species (m/z -139, -153, -155, -

199, and -215) were identified for the first time in ATOFMS mass spectra obtained in Atlanta, 

GA.  Analysis of laboratory standards confirmed that ATOFMS is able to detect deprotonated 

molecular ions from organosulfate species. Ion peak assignments from the ambient data were 

further corroborated through comparison with filter samples collected during the AMIGAS 

measurement campaign.  The off-line analyses provided unequivocal identification of the 

organosulfate molecules in Atlanta via chromatographic separations and high resolution mass 

spectrometry analysis whereas the ATOFMS data provided unique insights into the size-resolved 

mixing state and temporal trends of these compounds, which highlights the complementary 

information afforded by off-line and on-line measurements.  The temporal trends were assessed 

for the organosulfate derived from isoprene epoxydiol (IEPOX).  The organosulfate abundance 

was found to peak overnight due to the buildup of pollutants under a stable nocturnal boundary 

layer. The formation of organosulfates was postulated to occur via gas-to-particle partitioning of 

isoprene oxidation products, with subsequent condensed-phase reaction with sulfate.  When the 

effects of the boundary layer were removed by normalizing by the CO concentration, production 

of organosulfates coincided with measured ozone, indicative of photochemical activity and 

possible radical formation of organosulfates.  However, the nocturnal formation dominated over 
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the daytime production in Atlanta.  Further, organosulfate markers were overwhelmingly detected 

in carbonaceous submicron particles, with up to ~90% of particles in the size range < 500 nm 

found to contain these species.  While the mass contribution to individual particles could not be 

estimated, it is clear that organosulfates are ubiquitous organic aerosol components in the 

Southeastern United States. Due to the non-volatile nature of organosulfates, their formation 

within the particle phase can act to enhance the partitioning of SOA precursors to the particle 

phase, which may in turn impact human health and climate-relevant properties.  

7.1.2 Future Directions 
This study established that ATOFMS is well-suited to detect isoprene-derived 

organosulfate species and the results from Atlanta represent the first insights into the information 

that can be gained regarding these species.  However, much more work could be done to further 

utilize ATOFMS to assess the contribution of organosulfate species to atmospheric SOA.  In 

particular, the ability of ATOFMS to detect monoterpene-derived organosulfates should be 

assessed.  Interestingly, these species have been detected via off-line methods in Atlanta,1 but 

were not observed in the ATOFMS data due to either fragmentation or poor ion transmission at 

higher masses.  Laboratory standards of the monoterpene-derived organosulfates could be 

analyzed on the aircraft-ATOFMS that is equipped with an improved mass spectrometer that 

achieves significantly better ion transmission at higher masses.2,3  These experiments could 

determine the relative importance of fragmentation vs. ion transmission in hindering the detection 

of monoterpene-derived organosulfate compounds.  

Regional comparisons would also be of great interest to determine the relative 

significance of the organosulfate compounds. Similar organosulfate markers have been observed 

in past ATOFMS studies at other US locations, including Boston, MA, Chapel Hill, NC, and 

Sacramento, CA. These datasets could be revisited in greater depth to determine how the 

temporal trends or mixing-state behavior of organosulfates vary in different locations to perhaps 

gain further insight into the formation mechanisms occurring in the ambient atmosphere.  

Significantly, different organosulfate markers have been observed in different locations.  For 

instance, the dominant organosulfate species observed in Atlanta, the IEPOX-derived 

organosulfate (m/z -215), was not present in particles sampled in Riverside, CA and Mexico City, 

Mexico; however, the markers at m/z -155 and -153 were observed in these studies, indicating 

that the sources or chemistry leading to organosulfates may vary significantly from region to 
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region.  Revisiting the ATOFMS studies that have been conducted worldwide could help identify 

the regional differences in the chemistry leading to particulate organosulfates.  

7.2 Effects of aerosol aging on laser desorption/ionization in ATOFMS  

7.2.1 Conclusions 
In this work, a thermodenuder was used in-line with ATOFMS and AMS measurements 

to monitor the volatility of aerosol components as a function of temperature. Heating in the 

thermodenuder essentially removed the major secondary components, which permitted 

assessment of the changes in ionization as a function of particle age: particle residuals at high 

temperatures represented fresher particle emissions.  It was observed that the degree of ionization 

from each particle increased as the secondary coating was removed, likely due to either increased 

absorption of the DI laser.  The change in ionization efficiency resulted in higher apparent ion 

intensity for the individual components.  To counteract these effects, non-volatile aerosol 

components were used as pseudo-internal standards.  Normalizing ion peak areas by the peak area 

of the internal standards produced strong agreement with the AMS data, indicating that the 

change in ionization efficiency influenced the whole particle, rather than individual components.  

However, there was also evidence via covariance mapping that collision-induced matrix effects 

changed with heating and may have impacted select species; for instance, amines were observed 

to suppress other organic ions in the unheated particles, which resulted in higher fractions 

remaining at elevated temperatures.  For the majority of the components analyzed, however, the 

results outlined in Chapter 4 demonstrate that peak areas from ATOFMS could be accurately 

related to mass when appropriately corrected. 

7.2.2 Future Directions      
Applying an internal standard demonstrated strong agreement with the AMS for the 

averaged thermodenuder temperature profile.  Future work should demonstrate the applicability 

of this method for typical field sampling that follows the temporal trends of aerosol species.    

Comparisons could be made with collocated instruments such as the AMS or PILS-IC to 

determine how accurately peak areas can be related to mass and if this method will break down 

under certain atmospheric conditions.  It would also be useful to check this method on data 

collected using a nozzle-inlet ATOFMS that has a broader size range (0.2-3 µm) than the 

ATOFMS used in these SOAR studies.   
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The peak area trends implied that particles existed in a core-shell morphology in 

Riverside based on previous laboratory studies.  Changes in the morphology of the ambient 

particles with heating could be determined through comparisons to collocated microscopy studies 

or depth-profiling experiments could be performed with ATOFMS to ascertain the degree of 

heterogeneity within single particles.  Laboratory experiments could further probe the effect of 

coating thickness on the ionization patterns.  For example, elemental carbon particles could be 

coated with transparent species such as ammonium nitrate/sulfate, with particles selected at 

different sizes prior to ATOFMS analysis to select coatings of different thicknesses.  A similar 

approach was used by Spencer et al.4  Such experiments could also probe whether specific 

coating materials exert different effects.  Coatings in the Riverside area are comprised of 

organics, ammonium nitrate, and ammonium sulfate; did one of these secondary components 

cause the majority of the ionization suppression effect?   

7.3 Mixing-state dependent volatility 

7.3.1 Conclusions 
The thermodenuder data was subsequently analyzed via the internal standard method 

described above to determine the influence of chemical mixing state on the volatility of aerosol 

constituents, particularly nitrate.  Observations suggest that the volatility of nitrate was 

significantly reduced in the presence of metal cations and could not be entirely attributed to non-

volatile nitrate salts.  Thermodynamic modeling was performed to better understand the role of 

metals and demonstrated that reduced availability of ammonium and increased liquid water 

content contributed to the suppression of nitrate volatility even when nitrate was not required to 

balance the charge of the metal components.  Comparisons between measurements and model 

results imply that complex particle morphologies may exist in the Riverside region due to the 

extensive secondary aerosol production, resulting in different nitrate evaporation regimes.  These 

results also highlight that the volatility of a component from certain types of particles may be 

very different than the average composition would suggest.  Therefore, assumptions of internal 

mixing may misrepresent the actual behavior of particles in the atmosphere.   

7.3.2 Future directions 
As discussed in Chapter 5, the nitrate thermogram averaged across all ATOFMS particle 

types was significantly higher than the AMS despite the fact that most of the nitrate in the 

Riverside area is likely in the form of ammonium nitrate, which is detectable by AMS.  It remains 
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unclear at this stage how the presence of metal ions influences the measurement of non-refractory 

nitrate in both the AMS and ATOFMS techniques.  This discrepancy could be resolved by 

monitoring the same particle residuals from the thermodenuder with an ATOFMS, AMS, and a 

PILS-IC that can quantitatively detect both refractory and non-refractory forms of nitrate in near-

real time.  Intercomparison of these three instruments could determine the extent to which the 

AMS under-predicts or the ATOFMS over-predicts the nitrate levels from particles containing 

refractory material.  Additional model studies should probe the influence of organics on nitrate 

volatility, including amines, organonitrates, and water-soluble organic compounds, to better 

characterize the disparity between the laboratory and ambient measurements.  

7.4 Implementation of an ion funnel in PTRMS 

7.4.1 Conclusions 
In Chapter 6, the implementation of an ion funnel (IF) in a proton-transfer-reaction mass 

spectrometer was outlined.  Current proton-transfer-reaction mass spectrometers applied to the 

analysis of organic aerosols lack high sensitivity, which may be attributable to the small orifices 

used to step down the pressure from the ionization region to the mass spectrometer.  In contrast, 

ion funnels have demonstrated nearly 100% ion transmission efficiency for the detection of 

biomolecules from electrospray ionization sources.  As this work represented the first application 

of an IF in a proton-transfer-reaction mass spectrometer, proof-of-concept experiments were 

performed using a short 40-plate IF that was designed and constructed in house.  Experiments 

established that modulating the RF amplitude applied to the IF plates can effectively break up 

water clusters of both reagent and analyte ions due to RF heating.  Ion simulations were also 

performed and demonstrated that the IF can transmit up to 90% of the analyte ions utilized in this 

work. IFs therefore provide high sensitivity and ion declustering capability, which collectively 

highlight the strong potential for ion funnels to provide substantial advances in the field of 

chemical ionization mass spectrometry. 

7.4.2 Future directions 
The sensitivity of the instrument could be substantially improved by optimizing the ion 

funnel geometry.  In particular, the IF should be extended to provide longer interaction time 

between the analytes and reagent ions, thereby ensuring maximum protonation of the analyte 

molecules.  The geometry of the vacuum chamber and ion funnel mounts should also be 

redesigned such that the analytes are introduced immediately in front of (or even, perhaps, 
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through) the ion funnel to make sure that all ions are confined and transferred.  Likely the largest 

improvement would involve incorporating an IF trapping region, as developed by Ibrahim et al.5,6   

SIMION simulations will be essential for determining the best design.  The IF plates should also 

be redesigned to reduce the capacitance between adjacent plates as much as possible in order to 

reduce the power needed to drive the IF, and will enable lengthening the IF.  An improved 

aerosol inlet should also be designed and implemented.  Options include collected aerosols onto 

an impactor with subsequent heating via thermal or laser (infrared) desorption.  With these 

improvements, the ion funnel could provide a highly effective means of achieving sensitive 

molecular analysis of organic aerosols in the atmosphere, ultimately at the single-particle level. 

7.5 Concluding remarks 
The analysis tools developed herein can be used by others in the ATOFMS and SPMS 

communities.  The organosulfate markers were identified in field studies around the US and 

spanning a decade, demonstrating that these markers will be broadly applicable to ATOFMS 

studies rather than unique to the Atlanta area.  The additional insights into the impacts of aging on 

laser desorption/ionization can also be applied in future work to improve the quantification 

capability of ATOFMS.  These methods can be used to better understand the processing of 

ambient aerosols, as have been demonstrated herein for organosulfate and nitrate volatility.   

Further, incorporating an ion funnel into proton-transfer-reaction mass spectrometers opens new 

doors to improving the sensitivity of these instruments and may ultimately provide improved 

analyses of organic aerosol constituents. 
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