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Abstract— We propose ORCHESTRA, a channel access pro- The spatial diversity gain can be used to reduce the bit error
tocol that uses reservations and virtual MIMO to provide high  rate (BER) or increase the transmission range of the wiseles

throughput and bounded channel access delays. Channel asse
process is divided into a contention-based access period Gra
scheduled access period. To attain high throughput, nodesuldd
the channel schedule using the contention-based access ipdr
and utilize the spatial multiplexing gain of virtual MIMO |i nks
in the scheduled access period. To attain bounded channel @ss
delays, nodes reserve time slots through opportunistic resva-
tions. We evaluate the performance of ORCHESTRA through
numerical analysis and simulations, and show that it resuk in
much better throughput, delay, and jitter characteristics than
simply using MIMO nodes together with scheduled access (i.e
NAMA) or contention-based access (i.e., IEEE 802.11 DCF).

I. INTRODUCTION

links [3]. We denote byH;; the channel coefficient matrix
between senderand receiverj. H;; can be estimated by the
receiver through the pilot symbols, but it is unknown at the
sender.

Spatial multiplexing and spatial diversity gains cannot be
maximized at the same time, and so there is a tradeoff
between how much of each type of gain any scheme can
extract [1]. In this paper, we use virtual antenna arrays
to emulate a MIMO system, which can provide same type
of antenna gains and have a higher channel capacity. We
propose ORCHESTRA, a channel access protocol that uses

reservations and virtual MIMO to provide high throughput
Multiple-input multiple-output (MIMO) techniques can in-and bounded channel access delays. Channel access pmcess i
crease channel capacity significantly through the use ofimuldivided into a contention-based access period and a satkdul
ple antennas. In a point-to-point MIMO channel, the mudtiplaccess period. To attain high throughput, nodes build a-chan
antenna arrays increase the spatial degrees of freedom)(D@&l schedule using the contention-based access period, and
and can provide spatial multiplexing gain or spatial diitgrs utilize the spatial multiplexing gain of virtual MIMO links
gain [1]. Consider a system wit; transmit and) receive in the scheduled access period. To attain bounded channel
antennas, in order to achieve the spatial multiplexing gaiaccess delays, nodes reserve time slots through oppditunis
the incoming data are demultiplexed indr distinct streams reservations. Section Il provides a summary of related work
and each stream is transmitted from a different antenna wihd Section Ill describes ORCHESTRA. Section IV analyzes
equal power at the same frequency. Foschini et al. [2] htige frame length, throughput, worst-case channel accdag de
shown that the multiplexing gain can provide a linear inseeaand convergence time of ORCHESTRA. Section V evaluates
in the asymptotic link capacity as long as both transmit anbe performance of ORCHESTRA under multi-hop scenarios
receive antennas increase. In rich multipath environmeinés through simulations, and compares it with alternative giesi
transmitted data streams fade independently at the receibased on the application of MIMO nodes to IEEE 802.11 DCF
and the probability that all data streams experience a pand a basic schedule-based channel access protocol.
channel at the same time is reduced. This contributes to
the spatial diversity gain of the MIMO channel. In order
to achieve spatial diversity gain, each stream is transrhitt Sundaresan et al. [4] proposed a fair stream-controlled
using different beamforming weights to achieve a threshofdedium access protocol for ad hoc networks with MIMO
gain at the specified receiver while at the same time nullinigks. This work assumes that the receiver can successfully

Il. RELATED WORK

co-existing, potentially interfering transmitter-reeei pairs.

1This work was partially sponsored by the U.S. Army Researdfic®
under grants W911NF-04-1-0224 and W911NF-05-1-0246, leyNhational
Science Foundation under grant CNS-0435522, by DARPA tiiroAir Force
Research Laboratory (AFRL) Contract FA8750-07-C-0169 layrthe Baskin
Chair of Computer Engineering. The views and conclusiongained in this

document are those of the authors and should not be intethastrepresenting

the official policies, either expressed or implied, of thefése Advanced
Research Projects Agency or the U.S. Government.

decode all the spatially multiplexed streams when the total
number of incoming streams is less than or equal to its DOFs.
A graph-coloring algorithm is used to find the receivers that
may be overloaded with more streams than they can receive,
and then fair link allocation and stream control are appted
leverage the advantage of spatial multiplexing.

SD-MAC [5], NULLHOC [6], and SPACE-MAC [7] all
take advantage of spatial diversity. SD-MAC uses the spatia



degrees of freedom embedded in the MIMO channels #émd superscript denotes complex conjugate transposg;
improve the link quality and multirate transmissions. Iesis denotes the expectation over all channel realizationss Thi
the preamble symbols of each packet to convey the chanegpression forC demonstrates that, under the constraint of
gains. RTS and CTS are transmitted using a default rategwhilonstant total transmit power per node, increasing the rmumb
data packets are transmitted using multi-rate transmissioof receive antennas increases the system capacity. However
NULLHOC divides the channel into a control channel andith the increase of the transmit antennas, the system itgpac
a data channel. It uses RTS/CTS handshake in the contohverges to a constant value if the number of receive aatenn
channel to keep track of the active transmitters and receivés fixed. Based on this observation, we consider a simple
in the neighborhood and distributes the required transmit avirtual MIMO system in which each node transmits using only
receive beamforming weights. After a receiver obtains ame antenna, and decodes simultaneous transmissionsugsing
RTS from the transmitter, it calculates its weight vector t M antennas.

null interfering transmissions and conveys the weightsi® t The spatial multiplexing gain of the virtual MIMO link
transmitter using a CTS. The transmitter then calculates dannot be applied directly to the MAC protocol. When the
weights to null active receivers in the neighborhood and twumber of simultaneous transmissions is more than the numbe
obtain unity gain to the desired receiver. Lastly, the reeei of receive antennas, the performance of the decoder desreas
and the transmitter convey their selections of weight vecto  and the computational complexity of the receiver increases
all their respective inactive and receiving neighbors. GSBA significantly. To correctly achieve the spatial multiplegi
MAC uses a single channel for the transmission of control amgin, senders need to form a schedule to coordinate the
data packets. A node estimates the channel coefficientiaftesimultaneous transmissions. However, it is impossiblese u
receives the RTS/CTS packets. When a node other than fleefect channel scheduling in a multi-hop ad hoc network, an
designated receiver obtains an RTS, it estimates the m#ectrandom channel access has to be used to some extent. Accord-
channel matrix and adjusts the weight vector such that thmyly, ORCHESTRA is built around a hybrid channel-access
signal from the sender of the RTS is nullified for the duratioapproach based on opportunistic reservations to levetzge t
of time specified in the RTS duration field. When a node otheapabilities provided by virtual MIMO links.

than the sender of the RTS receives the CTS, it estimates the

effective channel and stores the weight vector for the dumat B. Channel Organization

specifieq in the CTS duration field. e The channel is organized into time frames of duration
The Virtual Antenna Array (VAA) approach was first INtro-\yith each time frame being divided intb time slots. The

duced by Dohler [8]. A base-station array consisting of 88Ve |0 o4 of each time slot i§,. Each node is synchronized on

antenna elements transmits a space-time encoded datmstrglgt systems and nodes access the channel based on slotted
to the associated mobile terminals which can form seve e boundaries. Each time slot is numbered relative to a

independent VAA groups. Each mobileterminalwithinagrou@Onsensus starting point. A time slot is made up of the

receives the entire data stream, extragts Its own 'nfomat'contention-based access period and the schedule-baseskacc
and concurrently relays further information to the otherit® eriod, as shown in Fig 1-(a). We assume that the channel

terminals. It t_hen receives more of its own information fro oes not change within a time slot.
the surrounding mobile terminals and, finally, processes th
entire data stream. VAA offers theoretically much more ig  contention-Based Access Period

terms of capacity bounds and data throughput. ) _ )

Jakllari et al. [9] proposed a multi-layer approach for ad ho During the contention-based access period, nodes exchange
networks using virtual antenna arrays. By using the spatf€ neighbor information and form the transmission schedul
diversity gain and cooperative transmission among differeind- Itis further divided into a ready-to-receive (RTR) 8eo,
nodes, their approach forms a virtual MIMO link that increas @ équest-to-send (RTS) section and a clear-to-send (CTS)
the transmission range and reduces the route path lengtfiction
However, this approach requires the virtual MIMO links to )
be bi-directional. In addition, when there are not enoudﬂ' RTR Section
collaborating nodes around the receiver, the sender cannoA node that determines itself to be the intended receiver
cooperate with other nodes to utilize the spatial diverg#@in. of other nodes or observes a broadcast transmission request

ll. ORCHESTRA will ide.ntify. itself as areceiver The RTR se_ctiqn is gsed by
o a receiverj to send an RTR packet that indicates: (a) The
A. Motivation current slott is occupied byj and only the nodes that have

The ergodic (mean) capacity for a complex additive whitpackets targeted tg can transmit in slott; (b) the list of
Gaussian noise (AWGN) MIMO channel can be expressednders that have successfully reserved transmissionstin s
by [10] [11): C = Egx{logz[det(In + af]TVT HHY)]}, where ¢ to receiverj; and (c) the number of senders targeted to
Pr is the transmit power constrainfy is the number of receiverj (K7). This information helps each sender to decide
transmit antennas)M is the number of receive antennashow many slots it should reserve in a time frame. We denote
H is the channel matrixg? is the variance of AWGN the overall number of transmission pairs in the two-hop eang




asKk,, K, = Zj K7, then each sender should reserve at least

| | slots in a frame. Niata IS(8)]
Kéased on the neighbor information collected (see Sec- mazd ., Si" Xisy logBi
tion IlI-E), each receiver chooses the time slot it occupies s.t. 1(i,j) = 0, Vi, j € S(t),i # j
in the next frame and send an RTR packet in the RTR section [S(t)] < M, Vtel,..., Naata
of that slot. In the first time frame, the RTR section is empty. (1)
The length of the RTR section iBgrr, WhereTrrr is the
transmission time for an RTR packet. where B; is the past bandwidth share of linkit is obtained
through the exchange of the RTS packets.
E. RTS Section The objective of the optimization is to achieve the pro-

The RTS section is used to exchange neighbor informatiportional fairness among different links. The first conisira
and channel-state information. RTS section is made up @fsures the scheduling is collision free. The second c@instr
multiple mini-slots, as shown in Fig 1-(b). The length of thguarantees the number of simultaneous transmissions is at
RTS section islrrs = M x Tps + R X (Trrs + Tps), where most equal to the number of receive antennas.

Tps is the transmission time for pilot symbol€xrrs is the 2y pistribution of slots reservationsAfter receiver; forms
transmission time for an RTS packet. o the scheduling(t), it reserves a slot fo () in the next time

If a sender: observes an RTR packet that indicates frame. Each node maintains a reservation table to record how
(m < M) senders (including) have successfully reservedagch slot in a time frame is reserved.
transmissions, it will just send the pilot symbols in thetfirs The maximum distance between two reserved slots is
M mini-slots of the RTS period, according to the sequen | Dinax ; ; e
indicated in the RTR packet. The pilot symbols are needgd "©*_ . | =] to satisfy the delay constraint of the specific

. . " plication D,.x). On the other hand, the distribution of

by the receiver to estimate the channel status and utiliee ots reservations influences the jitter of the channel sxce
spatial multiplexing gain. Otherwise it will randomly piakp

L g delay. In the ideal case, the reserved slots for each raceive
one of the remaining? mini-slots and send an RTS packet y

. . 7j should be uniformly distributed, the distance between two
along with the pilot symbols. . LKI .

The RTS packet includes: (a) The intended recejve(b) rese ?./e(;j EOtS :;DT :hL KES | However, |_tdmay_ not alwa:cys bel
the past bandwidth share of link, j) (B;;). (c) the antenna sr?tls 'eb'l ase;c ont eg\ ?Ve twcl) consi era}tlﬁns, We otsula
weight W; to be used by sendérto receive the CTS packet,t € problem of reserved slots selection as follows:

(c) a one-hop neighbor list and whether a one-hop neighbor

is a re_cei_ver.Bij is_ defiped as the percentage of successful min  |[tjz1 — t;j| — Dy|,Vt; € Ry, Vtj41 € Ry
transmissions of linki, j) over the past 5 time frames, and
W; is initialized randomly by the sendér Nodes form the
two-hop topology information through the exchange of onevhereR, is is the set of the previous reserved slots. For each
hop neighbor list. If a node does not receive any packets frosfit), receiver; tries to reserve a time slat; in the next

a neighbor during two time frames, it removes the neighb@tame, whose distance between one of the previous reserved
from the one-hop neighbor list. slots ¢; is closest to the optimal distande,. The maximal

After receiving the pilot symbols from sender receiverj  delay constraint is needed to be satisfied at the same time. If
uses the pilot symbols to estimate the channel matrix betwes node cannot find an unoccupied slot that satisfies the delay
i andj (H; ;). constraint, it will drop the packet at the head of the packet

F. CTS Section queue silently. o _ .
3) CTS transmission :To avoid the collisions of CTS

The CTS section is used.to form the transmission the(_ju"Bgckets from different receivers, each receiyeutilizes the
a;]d broadcist the ;chle(?jul|nghresults thr'oughthe transmsss spatial diversity gain to transmit the CTS packet to each
of CTS pac ets. It includes three step_s. _ selected sender respectively according to the sequengg pf

1) Receiver-based channel scheduling formati@ach re- e c15 packet includes the channel schedufifg, and the
ceiver forms a channel scheduling(¢) based on the in- achieved spatial multiplexing gairG(.,) for S(t). We first

formation collected in the RTS section.is the data slot yofine thecollision-free transmission antenna weight condition
number of the schedule-based transmission petiedl, . . ., as follows:

Nyata; aNd Ny, is the length of schedule-based transmission

s.t. |tj+1 - tj| < Drmax (2)

period, which will be discussed in Section IlI-H. We define WHH, ;W; = 1
two distinct linksi = (s;,7;) andj = (s;,r;) areinterfere WHH; ,W, < e n#j0<e<1
with each other if the distance of either one the two pairs ' 3)

(ss,75), (s4,7:) is less than the node’s transmission range.

The indicator function/ (4, ) equals 1 if link4, j interfere whereW; is the transmission antenna weight of sengéi/;
with each other; otherwise, it equals zero. We formulate th&the receive antenna weight of receiyeandn are the active
transmission scheduling problem as follows: receivers in the transmission range of sender is a small
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value that satisfies: largestGs,. When theGg,, of two CTSs are the same, then
eP,L; the links that are in conflict will not be used.

SlNRn = < SINRthresholda

2
Yoi Pielon + o H. Scheduled Access Period
In the above equationr;, is the background or thermal noise |, the scheduled access period, the senders that sucégssful
power at the front end of the receiver P is the transmission recejve the CTS packets transmit simultaneously usinggiesin

power and; is the corresponding path loss factor 8f antenna. The length of schedule-based access peFig.)
SINRhreshota IS the minimum value of signal to interferencgg e remaining part of the time slot, that Bure = Ts —

plus noise ratio (SINR) that is needed to correctly decoée t&RTR — M x Tps — R x (Trrs + Tps) — 2M x Tors.

transmission signal; andollision-free transmission antenna The schedule-based access period is made up of multiple
weight conditiorguarantees that after the transmission antena: siots. The length of a data sl

weight adjustment of the sender, only the targeted recemer needed to send a data packet with maximum payload length.
receive the packet and the other active transmissions Wil frpe number of the data SI0t&ata) IS Niata = | -Ldsta|
ata, ata —

T,
be corrupted. We use an example to illustrate the channel access pro-

In ORCHESTRA' given that receivef ‘already has the cedure, as shown in Fig 1-(c). We assume that three nodes
antenna weight ;) used by the sender to receive the S1, 52, S3 have packets to send to receivBit, which has

CTS packet, Whi.Ch is stated in the RTS_packet, it calculatﬁﬁo receive antennasi3 does not have packets fétl until

the anj[enna We'ghth) used to trar_lsmlt the CTS pac_ket[he second frame. In all the slots of the first time frame, the
according to thecollision-free transmission antenna We'ghhTR section is emptyS1 and 52 randomly select a slot to
condition The approach used in ORCHESTRA to adJu%Pansmit the RTS packet, after getting the confirmation from

the antehnna we(;g_htlecJ)HE'%gTS dpgg;eésé S/ilfg\%rs_ frtcr)]mt t 1, S1 and S2 transmit in the schedule-based access period.
approaches used in an ) in that ( he channel access procedure of the first time frame is gsimila

H Hrr. _
ORCHESTRA does not require thelt;” 17, , W, = 0, and (b) to the the 802.11 DCF . In the second frani¥, reserves the

the probability that two senders have similar antenna Weigl%lot 20 and send the RTR packet, which indicaésand 52
for CTS. chket reception is very small, b_eca“.gﬁ's aMx1 have successfully reserved the transmissions. ™ieand 52
vector initialized randomly by the sendér This guarantees just need to transmit the pilot symbols in the RTS section

that, even when the channel matrices are highly correlaied nd transmit simultaneously in the scheduling-based acces

dlflfer_ent fsenlgersf(_{m 2nthl-_,n),O\|Ne_can hSt'" fmd_; fez(a;;ilr;lie period.S3 randomly picks up a mini-slot in the RTS section to
solution for Equation 3, thus reducing the possible ¢ transmit the RTS packet and does not receive the confirmation

of é:TS tran?rr]mssmnts). f simult i L . from R1. In the slot 20 of the third frameS1 and S3 are
ecause the number of simultaneous transmissions in Sected, whiles2 sends the RTS packet.

two-hop range is at most twice the number of receive antenna

GE,{y100d) IS the time

ayload

(M), at most2M CTS packets should b(_e sent. The Igngth of IV. PERFORMANCEANALYSIS
the CTS section i8M x Tcrs, whereTors is the transmission . . )
time for a CTS packet. In this section, we numerically analyze the frame length,

. ) throughput, worst-case channel access delay and conwergen
G. Conflict Resolution time of ORCHESTRA. Due to the page limit, we just enumer-

Upon receiving CTS packets from different receivers, nodege the important conclusions. The proof of the lemmas and
compare theGs, and follow the scheduling results with themore detailed discussions can be found in [12].



A. Frame Length

Prtro

Lemma 4.1: The worst-case minimum frame length 24
needed for each node to unicast successfully in one sloy ever
frame in ORCHESTRA is[ M +LN}] ywhere d is the
maximum node degree (number of neighbors a node has) of

[

g
0

Rvmimo/Rmimo
[ .

g
o

the network,N is the number of nodes in the network{ is il * —
the number of receive antennas. pd - ° o )
Lemma 4.2: The worst-case minimum frame length for Transmission power (d&im)

each node to unicast successfully to each of its neighbas on

] ) ) 2 Fig. 2. Tx rate comparison of MIMO and virtual MIMO
every frame in ORCHESTRA g/ {2(d—d+D.N17 glots,

B. Worst-Case Channel Access Delay Table I, we can get the transmission rate comparison of

At the stationary state, each node should reserve one sloMMMO and virtual MIMO systems with different number of
every time frame. The worst channel access delay is decidgstennas, as Fig 2 shows. It demonstrates that MIMO system
by the following case, node reserves the first slot of the always achieves a lower total transmission rate than \lirtua
current frame and the last slot of the next frame. MIMO system. The ratio ofRymimo OVEr Ruyime INCreases

. with the number of antennas but decreases with the additiona
Amaz = 2L — 2 (5) Co
transmission power.
V. PERFORMANCE COMPARISON

We compare the performance of ORCHESTRA with two
alternative designs: DCF-MIMO and NAMA-MIMO.

TABLE |
TX POWER AND TX DATA RATE RELATIONSHIP

In DCF-MIMO, an RTS/CTS handshake is used to eliminate Tx power(dBm) | Tx data Rate (Mbps)
the hidden terminal effect and pilot symbols are sent in the ig:g 12', 28
RTS packet to the receiver. The RTS/CTS packets are sent 18.0 24,736
with a low transmission rateR},asic), while the DATA/ACK 16.0 48, 54

packets are sent with a high transmission ratg.(,) which o
utilizes the spatial multiplexing gain of MIMO links. DCF- Now we assume thakin, is fixed at 54 Mbps and vary

MIMO is the most direct extension of IEEE 802.11 DCF fofh® number of receive antennas. Then, according to Fig 2,
MIMO system. we can get the corresponding transmission rate of the Virtua
NAMA-MIMO extends the NAMA scheme [13]. NAMA MIMO_ system (Rymimo) and maximum transmission rate of

uses a hash function that takes the node identifier and fRFh ik Rink), as Table Il shows.

current time slot number as input to derive a random priority
for every neighbor within two hops. If a node has the highest
priority, it can access the channel within the correspogdin

TABLE Il
TX RATE OF VIRTUAL MIMO SYSTEM

time slot. The advantage of NAMA is that it incurs very small|_Number of antennas(M) Rymimo (MDPS) Riink (Mbps)
L : o . 2 69.63 34.82

communication overhead in building the dynamic channet; 5504 5376

access schedule. NAMA-MIMO extends NAMA by using the 6 117.75 19.63

spatial multiplexing gain in the payload transmission oftea

slot.

B. Simulation Settings

We assume that each receiver has four receive antennas

To make a fair comparison between the MIMO and thand uses 802.11a as the physical layer. The MIMO trans-
virtual MIMO system, we need to derive an approximatmission rate is 54 Mbps. The transmission power is 16dBm.
physical layer rate mapping relationship. The physicaktayThe receive threshold for 54Mbps data rate is -63dBm, the
transmission rate iftate = C x BW, whereC is the channel corresponding transmission range is around 40m. All these
capacityBW is the channel bandwidth. We assume the MIMGimulation parameters are default settings in Qualnet.[14]
and the virtual MIMO systems have the same total bandwidfttcording to Table IlI, the total transmission rate of the
and unit variance noise. There are no spatial interferencggual MIMO system is 95.04Mbps, while the maximum
and both systems can achieve their channel capacity upgransmission rate for each link is 23.76Mbps. The duration
bounds. Hence, from the expressions for channel capadity af the simulation is 100 seconds. A time frame is made up of
transmission rate presented before, we can get an appr@@d0 time slots [ = 100). The simulations are repeated with
mate relationship of total transmission rate of virtual MDM ten different seeds to average the results for each scenario
(Rymimo) and MIMO (Rnimo) system:f’jgn':i:n"oo = lol;(gl(r;m). We set the path loss factar = 4, the number of mini-slots

Based on the default transmission power and data ratethe RTS sectionR) is 5, and the delay constrainDg,,,.)
settings in Qualnet simulator [14], which are indicated iis 20ms.

A. Physical Layer Transmission Rate Comparison




We evaluate the performance of ORCHESTRA under twiateracts badly with certain applications that are seresitd
scenarios: multiple-sender single-receiver topologies @n- the delay, such as TCP congestion control and AODV route
dom topologies. We omit the simulation results of multipleapdate mechanisms.
sender single-receiver topologies due to the page limieyTh

can be found in the technical report [12]. V1. ConcLusioN

We proposed a joint PHY/MAC optimization approach
C. Random Topology based on spatial diversity gain to reduce the collisions of
isc_ontrol packets, while utilizing the spatial multiplexiggin to
Jjcrease the transmission rates of data packets. The ad&ant
ORCHESTRA is that enjoys the high throughput merit
robabilistic channel access schemes, the boundedsacces

We generate 10 topologies with 50 nodes uniformly d
tributed across a 50@ 500 square meters area. We set up
CBR flows between randomly selected sender-receiver paﬁ) ,
such that senders and receivers are always more than two h - _ ;
away from each other. The packet length of the CBR flows Ia_y chargcterlstlgs of res_ervat_mn-based schemes, aitt m
1024 bytes. The simulation results is shown in Fig 3, whic®XINg gains attainable with virtual MIMO. ORCHESTRA
demonstrates that even in random topology, ORCHESTRA ¢

gnsuitable for ad hoc networks in which voice and data
still increase at least two times of the system throughphitiaw services must be provided, and takes advantages of multiple
attain bounded channel access delay at the same time.

antennas much more efficiently than simply applying MIMO
techniques at the physical layer to conventional contentio
based or dynamic-scheduling channel access schemes.
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