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Abstract 

Isovalent Anion Substitution in Ga-Mn-pnictide Ferromagnetic Semiconductors 

By 

Peter Robert Stone 

Doctor of Philosophy in Engineering- Materials Science and Engineering 

University of California, Berkeley 

Professor Oscar D. Dubon, Chair 

 

 While remarkable progress has been made towards understanding the properties of Mn-
doped GaAs, the fundamental nature of carrier-mediated ferromagnetism in Mn-doped III-V 
semiconductors remains unclear.  The research described in this dissertation focuses on the 
synthesis of novel ferromagnetic semiconductor alloys using ion implantation and pulsed-laser 
melting to investigate how changing the host from GaAs to another semiconductor affects 
ferromagnetism and transport.  Using the Ga1-xMnxAs system as a reference, the chemistry of the 
anion sublattice is manipulated by performing isovalent anion substitution in which either the 
entire anion sublattice is changed from As to another Group V element (e.g. P) or the As 
sublattice is dilutely alloyed with isovalent P or N.  By choosing isovalent elements of shorter 
atomic radius the interplay of carrier localization (determined by the Mn acceptor level in the 
host semiconductor) and exchange strength (determined by the energetic alignment of the Mn 3d 
and anion p states) can be explored.   
 It will be shown that changing the host semiconductor from GaAs to GaP leads to 
significant localization of ferromagnetism-mediating holes.  Nonetheless, robust carrier-mediated 
ferromagnetism is observed in Ga1-xMnxP as determined by combined of ion-channeling, SQUID 
magnetometry, magnetotransport, X-ray magnetic circular dichroism, and magnetic anisotropy 
experiments.  This finding indicates that hole localization does not destroy the carrier-mediated 
ferromagnetic phase, though TC is generally lower in localized systems.  Ternary semiconductor 
hosts are also explored with particular attention paid to the Ga1-xMnxAs1-yPy system that has 
attracted considerable theoretical attention as a system in which it is predicted that carrier 
delocalization and exchange strength are simultaneously maximized.  However, this research 
indicates that TC is not enhanced by dilute P alloying into Ga1-xMnxAs, which is attributed to the 
scattering of ferromagnetism-mediating holes by the alloy disorder introduced onto the anion 
sublattice.  Finally, the magnetic anisotropy of Ga1-xMnxP is explored in detail and found to be 
substantially similar to that observed in other III1-xMnxV materials.  Collectively this work 
demonstrates the importance of considering effects of hole localization for predictions of 
ferromagnetism and transport in III1-xMnxV materials. 
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1. Introduction 

1.1. Spintronics: Motivation and Overview 

 Devices for the processing and storage of information have traditionally exploited either 
the electronic charge or spin.  Transistors for information processing are based on the 
manipulation of electronic charge.  Figure 1 (a) shows a schematic representation of an n+-p-n+ 
metal-oxide-semiconductor field-effect transistor (MOSFET).  If a voltage is applied between the 
source and drain terminals the current that flows between the two regions is controlled by the 
gate voltage, VG.  If VG=0 then very little current can flow from the source to the drain, since the 
material separating the two is p-type and will not support the transfer of electrons from source to 
drain.  For VG>0 the band structure of the semiconductor is modified in the vicinity of the metal-
oxide-semiconductor junction; holes in the p-type semiconductor are depleted by the bias.  For 
large enough VG, referred to as the threshold voltage (VT) a channel near the oxide-
semiconductor interface will be inverted to n-type and current can flow from source to drain 
through the n-type channel.  Therefore, the MOSFET is in an “ON” state for VG≥VT while it is 
“OFF” for VG<VT.   The MOSFET takes advantage of the dynamic control of charge carrier 
populations by electrical gating, which is one of the attractive properties of semiconducting 
materials for electronics. 
   The spin of the electron has primarily entered modern devices in the field of nonvolatile 
information storage.  Figure 1(b) shows a simplified representation of a magnetic recording 
medium.  The orientation of the magnetization within a bit is determined by the electronic spin 
state.  Information is written by applying small magnetic fields in the vicinity of a bit, which sets 
the orientation of the magnetization.  The relative orientation of successful bits encodes the 
binary information on the recording medium.  For the data storage to be nonvolatile, the 
magnetic recording media must be ferromagnetic such that the information is retained by the 
magnetic track once the external field is removed. 

 
Figure 1: (a) Cross-section of a basic n-p-n MOSFET.  (b) Schematic of a perpendicular magnetic recording 
medium.  Arrows represent the orientation of the magnetic domains comprising a single bit.  A “0” occurs 
when there is no change in the orientation of the magnetization between bits, while a “1” occurs when the 
orientation flips direction. 
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Figure 2: Basic structure of a spin valve for low and high resistance states. 

 Unlike the previous two examples, spintronic devices aim to exploit the spin and charge 
degrees of freedom in a strongly coupled manner.  Simultaneous control of the spin and charge 
of the electron would open the door to a host of new device architectures.  One simple example 
is the combination of logic and data storage in a single device [1].  Moreover, spintronic devices 
are proposed to have the potential advantages of increased integration densities and processing 
speeds and decreased power consumption when compared to current electronic devices [2]. 
 One of the first demonstrated spintronic devices was the spin valve shown in Figure 2.  
The spin valve is based on the giant magnetoresistance (GMR) effect [3, 4], which is observed in 
multilayer structures of alternating ferromagnetic and nonferromagnetic layers.  The resistance of 
the structure is lowest when the ferromagnetic layers are parallel and highest when they are anti-
aligned.  GMR is observed in device geometries with either current in-plane (CIP) or current 
perpendicular to the plane (CPP), but the effect is more pronounced for the CPP configuration 
[5].  In a spin valve geometry the GMR effect can be used as a magnetic field sensor.  The 
orientation of the magnetization of one ferromagnetic layer is pinned by a combination of shape 
anisotropy (Section 5.1) and/or exchange biasing to an antiferromagnet.  The magnetization of 
the other ferromagnetic layer is free to switch in the presence of an external magnetic field.  A 
change in resistance of the spin valve thus signifies that the component of the magnetic field 
parallel to the magnetization direction has changed. The spin valve has found technological 
relevance as the readout mechanism of magnetic nonvolatile memory [c.f. Figure 1 (b)].  When 
the read head is passed over the storage medium a change in resistance registers a “1” since the 
fringing magnetic fields flip the orientation of the free ferromagnetic layer.  Otherwise a “0” is 
read.  The spin valve qualifies as a spintronic device because the electrical response of the circuit 
is influenced by a perturbation of the electronic spin state; the spin and charge degrees of 
freedom are intertwined. 

 
Figure 3: Schematic drawing of a spin field-effect transistor.  After [8]. 
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 A closely related device to the spin valve is the magnetic tunnel junction (MTJ) in which 
the conductive metal spacer between ferromagnetic layers is replaced by an insulator, usually an 
oxide.  The so-called tunneling magnetoresistance (TMR) can be much larger in the CPP 
geometry than the associated GMR effect [6].  As in the case for spin valves, MTJs have also 
found use as read heads for nonvolatile magnetic memory.  Moreover, the MTJs themselves can 
serve as memory elements in magnetoresitive random access memory (MRAM) elements.  In the 
MRAM configuration the “1”s and “0”s are coded as the high- and low-resistance states of the 
CPP-MTJ stack.  The state of the memory element is set from the magnetic field from a current-
carrying write wire.  Advantages of MRAM over capacitor-based dynamic random access 
memory (DRAM) or flash are nonvolatile information storage, faster reading and writing times, 
and lower energy consumption during writing [2].  Both GMR read heads and MRAM have 
rapidly found relevance in the technology sector in the past two decades demonstrating the 
potential and promise of spintronic devices [1]. 
 Another goal of the field of spintronics is to integrate the spin degree of freedom to 
traditional charge-based semiconductor devices.  A complete discussion of the spin-based 
analogues of traditional semiconductor devices is beyond the scope of this work.   A review can 
be found elsewhere [7].  Perhaps the best known example of such a device is the spin field-effect 
transistor (spin-FET) that was first proposed by Datta and Das in 1990 [8], which is illustrated in 
Figure 3.  The ferromagnetic contact at the source serves as an injector of spin polarized carriers 
to a high mobility channel, which in the original proposal of Datta and Das is a two-dimensional 
electron gas (2DEG) that forms at the (In,Al)As/(In,Ga)As interface.  A second ferromagnetic 
contact at the drain acts as a detector of spin-polarized carriers.  The degree of spin polarization 
of the carriers is controlled by the gate voltage, which would determine the spin diffusion length.  
The electric field applied through the gate generates an effective magnetic field through 
relativistic transformation known as the Rashba field [5], which decreases the spin relaxation 
time for spin-polarized carriers in the semiconductor base.  The Rashba effect thus provides a 
means to execute spin transistor action by controlling the spin polarization of the current that 
reaches the drain contact. 
 An implicit assumption in the operation of the spin-FET illustrated in Figure 3 is that one 
can efficiently inject spin-polarized carriers from the ferromagnetic contact into the 
semiconductor.  However, the injection of spin polarized carriers from a metallic contact into a 
semiconductor is fundamentally limited by the conductivity mismatch between the two materials.  
The conductivity mismatch problem has been approached theoretically by adaptation of the “two 
current” model originally used to describe electrical transport in ferromagnetic metals [9].  In the 
two current model it is assumed that the spin-conserving scattering events that determine the 
electrical resistivity are much more frequent than spin-flip scattering events.  Thus, one can 
define parameters such as the conductivity, current density, diffusion length, etc. for each spin 
orientation that need not be equal if a spin-polarization is present, which is the case for a 
ferromagnet.  The extension of the two current model to spin-injection from a ferromagnet to a 
normal material has been done by numerous groups [5, 7, 10, 11].  Here, the notation of Fert and 
Jaffrès is used [12].  For a perfect interface between the magnetic and normal materials the spin 
polarization at the interface is 
 

 (1) 

where J+ and J- are the current densities of the spin up and spin down channels, J is the total 
current, β is the spin polarization of the ferromagnetic material (β=1 for a half metal, β=0 for a 
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normal metal), and rF (rN) is the product of the resistivity, ρ, and spin diffusion length, Lspin, in 
the ferromagnetic (normal) material.  For the case of a ferromagnetic metal/normal 
semiconductor interface, rF<<rN implying that the spin polarization transferred through the 
interface is vanishingly small (approximately β/rN).  This contrasts with the case where the 
normal material is a metal and rF and rN are of comparable magnitude, which allows for 
reasonable levels of spin injection (see, for example, Figure 1 of Ref. [12]).  Ferromagnetic 
semiconductors, the materials class that is the main subject of this dissertation, provide one such 
route to overcome the impedance-match issue.  If the ferromagnetic material is a semiconductor, 
then one can tune its properties such that rF≈rN thus allowing for efficient spin injection between 
the ferromagnetic and normal material. 
 For completeness it should be noted that alternate routes besides ferromagnetic 
semiconductors exist to overcome impedance mismatch.  For example, if one introduces a 
tunneling barrier between the ferromagnetic and normal materials an additional interface 
resistance term must be added to Equation 1 [12], 
 

 (2) 

where rB is related to the interfacial resistance and γ is the spin-selectivity of the tunnel barrier.  
Thus, by taking advantage of spin-dependent tunneling through a resistive barrier one can in 
principle obtain efficient spin injection provided rB>>rF. 

1.2. Ferromagnetic Semiconductors: Basic Principals 

 Creating a material that is simultaneously semiconducting and ferromagnetic would not 
only solve the impedance mismatch problem discusses in Section 1.1 but would also allow 
dynamic control of both the charge and spin degrees of freedom of the electron.  Such a material 
does not occur naturally.  Traditional ferromagnetic materials such as Ni and Fe possess the 
desired spin polarization of carriers at the Fermi energy (EF).  However, these systems are 
strongly metallic and thus do not possess the desired tunable electronic properties provided by 
semiconductors.  On the other hand, common semiconductors such as Si or GaAs are non-
magnetic.  Furthermore, their low Landé g factors imply that prohibitively large magnetic fields 
would be necessary to produce a large asymmetry in the spin-resolved density of states (DOS) 
[13]. 
 One strategy for obtaining a material that is both semiconducting and ferromagnetic is to 
replace a few percent of a semiconductor lattice with a magnetically active impurity, resulting in 
a so-called diluted magnetic semiconductor (DMS).  DMSs are particularly attractive since they 
maintain the crystal structure of the host semiconductor, thus allowing for easy integration into 
the currently existing technological infrastructure.  If a long-range exchange interaction 
spontaneously couples the impurity spins, then the material is said to be a ferromagnetic 
semiconductor (FS).  The magnetic ions present in ferromagnetic semiconductors typically 
constitute only a few percent of the total atoms in a material.  Accordingly, the exchange 
interaction between the magnetically active atoms is mediated by the spins of the charge carriers 
since the individual Mn moments are spatially too separated to communicate via direct exchange.  
As a result of this carrier-mediated exchange interaction there is a strong coupling between the 
spin and charge degrees of freedom of the electron in FSs, which gives rise to many novel effects 
(Section 1.4).  This work will focus on one particularly well-studied subset of ferromagnetic 
semiconductors: Mn-doped III-V materials.  However, there is currently active research into 
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ferromagnetic semiconductors based on semiconducting oxides [14] as well as II-VI [15] and 
Group IV [16] materials. 

1.3. Exchange Interactions in III1-xMnxV Ferromagnetic Semiconductors 

 Qualitatively, one can understand the indirect exchange mechanism operative in III1-

xMnxV materials as follows.  When Mn is introduced into an III-V semiconductor one possible 
location of its incorporation is onto a cation site.  Mn atoms which are substitutional upon the 
Group III sublattice serve a twofold purpose.  First, their 5 localized 3d electrons give rise to a 
local magnetic moment of 5 µB.  Second, Mn, with an electronic structure of [Ar]3d

54s
2 has one 

fewer valence electron than the Group III element, which has electronic structure [No](n-
1)d10

ns
2
np

1, where [No] represents the noble gas core electrons and n represents the principle 
quantum number of the valence shell.  As a result, when Mn is incorporated substitutionally onto 
cation sites, it acts not only as a source of local magnetic moments but also as an acceptor.  A p-d 
kinetic exchange mechanism between the holes provided by substitutional Mn acceptors and the 
local Mn magnetic moments gives rise to long range ferromagnetic order.  The spin-polarized, 
magnetic state is stable if the lowering in energy of the system due to the exchange interaction is 
greater than the decrease in entropy associated with spin alignment [17]. 
 A qualitative picture of the p-d exchange mechanism between one spin-1/2 degenerate 
valence band and the Mn 3d states is presented in Figure 4.  Due to Hund’s rules, the 5 3d 
electrons of Mn have parallel spins, resulting in an energetic difference in 3d states of opposite 
spin.  In Figure 4 it is (arbitrarily) assumed that the spin down d-level is deep in the valence 
band, while the spin up level is higher in energy.  The mixing of the Mn 3d and anion p states of 
like spin (p-d hybridization) results in the spin-down Mn 3d states moving lower in energy while 
the spin-down anion p states near the top of the valence band move up in energy.  Similarly, p-d 
hybridization moves the spin-up Mn 3d states up in energy relative to the spin-up valence band 
states.  When electrons are excited from the (spin-split) valence band to the Mn acceptor levels 
more spin-down holes will be created than spin-up.  The spin-polarized carriers thus have a net 
spin-down moment.  The total Mn magnetic moment is due to the spin-down 3d electrons.  Due 
to the negative charge of the electron, the moment vector points opposite to the angular 
momentum, and the Mn moments are spin up.  Therefore, the p-d exchange interaction leads to 
antiferromagnetic coupling between valence-band holes and Mn spins.  The Mn moments 
themselves are ferromagnetically coupled to one another through mutual interaction with the 
spin-polarized holes.  It must be stressed that this simple example of the p-d exchange 
mechanism is for illustrative purposes only.  In actuality the spin degeneracy of all three valence 
bands in GaAs are split by the p-d exchange interaction and the states are perturbed by the 
influence of the Mn acceptor levels as well.  Furthermore, there is considerable controversy over 
whether or not EF lies in the valence band (as pictured in Figure 4) or in a detached impurity 
band derived from the Mn acceptor states.  This point will be discussed further in Section 1.5.  
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Figure 4:  Illustration of the p-d exchange interaction in III1-xMnxV materials according to a valence band 
model.  Image modeled after Ref. [18]. 

 The p-d exchange interaction also can give rise to short range antiferromagnetic coupling 
between substitutional Mn spins due to superexchange.  This superexchange interaction is 
mediated by the spin polarization of occupied electronic states in contrast to the kinetic-exchange 
interaction described above in Figure 4, which is mediated by the spin polarization of the carrier 
liquid [19].  Superexchange arises when local moments are separated by a non-magnetic atom.  
An electron can be transferred from the non-magnetic (in this case Group V) atom to the 
unoccupied 3d orbitals of the localized Mn moment.  In turn, the transferred electron can interact 
via direct exchange with the other 3d electrons on the localized moment.  The nonmagnetic atom 
is thereby polarized by its interaction with all of its magnetic neighbors in the tetrahedral crystal 
field environment of the III-V semiconductor.  When a Mn-Group V-Mn trimer exists locally in 
the material the two direct exchange interactions give rise to antiferromagnetic coupling between 
the Mn moments [18].  Antiferromagnetic coupling due to superexchange may limit the 
ferromagnetic Curie temperature (TC) in heavily doped magnetic semiconductors as the 
probability of finding Mn-Group V-Mn complexes increases.  On the other hand, Mn moments 
in close proximity to one another can also form bound magnetic polarons with localized holes, 
which are likely to be found near substitutional Mn due to their dual function as sources of 
magnetic moments and charge carriers.  The mutual antiferromagnetic interaction of the Mn 
moments with the hole causes ferromagnetic coupling of Mn within the polarons.  Thus, the 
effect of antiferromagnetic superexchange in materials where compensation is low may be 
limited in III1-xMnxV materials [19]. 
 Another possible source for antiferromagnetic exchange interaction comes from Mn 
atoms that occupy the tetrahedral interstitial sides of the zincblende lattice.  These interstitial Mn 
atoms (MnI) do not participate in the p-d exchange interaction.  Instead, they form complexes 
with substitutional Mn atoms in which the magnetic moment of the MnI aligns 
antiferromagnetically with a substitutional Mn moment [20].  Furthermore, since its two valence 
electrons do not participate in valence bonding, MnI is a double electron donor.  Thus, each MnI 
effectively eliminates one Mn spin and two mediating holes.  Interstitial Mn is commonly found 
in III1-xMnxV materials grown by low-temperature molecular beam epitaxy (LT-MBE).  The 
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effect of MnI can be minimized through proper post-growth annealing of LT-MBE grown 
samples, which eliminates a large fraction of the MnI defects (Section 2.1) [21]. 

1.4. Ferromagnetic Semiconductors as Spintronic Materials 

 The carrier-mediated nature of the exchange interaction in ferromagnetic semiconductors 
gives rise to numerous novel properties that can potentially be exploited for spintronic 
applications.  The ability of ferromagnetic semiconductors to overcome the impedance mismatch 
problem that has impeded the development of spin-FETs and related devices has already been 
discussed in Section 1.1.  Ferromagnetic semiconductors also possess the advantage that the 
charge carriers responsible for generating an electrical current are themselves involved in the 
exchange interaction.  Hence, there exists a natural spin polarization of the current even in the 
absence of an applied magnetic field. 
 By utilizing techniques from the semiconductor industry designed to dynamically 
modulate the carrier concentration it is possible to control the degree of magnetic ordering in a 
ferromagnetic semiconductor.  For example, holes can be accumulated or depleted from a FS by 
electrical gating, which alters TC.  By working in an appropriate T and p regime, gating can drive 
the system from a ferromagnetic to paramagnetic state [22, 23].  Electrical current pulses have 
been shown to be able to reorient magnetic domains and drive domain-wall motion in Ga1-

xMnxAs [24].  The magnetic ordering can also be controlled by illumination with circularly 
polarized photons, which preferentially excite charge carriers according to their spin state [25, 
26].  Optical and electrical control of the magnetic anisotropy and magnetization reversal 
processes has also been demonstrated in Ga1-xMnxAs [27]. 
 These unique effects are observed in ferromagnetic III-V semiconductors only below TC, 
which is still well below room temperature, thus hindering the development of useful devices out 
of these materials.  To understand the factors that control TC and strategies for potentially 
boosting TC to values that would allow for the integration of these materials into mainstream 
technology, the details of ferromagnetic exchange in III1-xMnxV materials must be explored in 
more detail.  This is the subject of the following two sections. 

1.5. Theoretical Overview of III1-xMnxV Materials 

 An overview of several theoretical models developed to explain carrier-mediated 
ferromagnetism is given in this section, which focuses on the mean-field, valence band theory 
adapted from Zener’s kinetic-exchange model.  This model was shown to be consistent with 
results in the Ga1-xMnxAs system by the authors of Ref. [13] and has developed into arguably the 
most widely utilized theoretical approach for studying III1-xMnxV FSs.  Other computational and 
theoretical methods have been applied to III1-xMnxV materials including first principles 
calculations, and tight binding approaches [28] as well as polaronic models [29].  A detailed 
review of the theory of III1-xMnxV materials can be found in Ref. [18].  Currently none of the 
theoretical approaches are able to capture successfully all of the physics that have been observed 
experimentally; the detailed, microscopic description of ferromagnetism is still an area of 
considerable controversy.  Likely the true mechanisms responsible for the properties of Mn-
doped III-V materials lie intermediate to the extremes represented by the various models and 
theoretical constructs.  In general, the advantages of a fully microscopic approach have 
increasing importance for more localized acceptors, and, hence, shorter Mn-Mn interactions, 
while the mean-field approaches are better suited for systems with more shallow Mn acceptors in 
which interactions are longer range [18]. 
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1.5.1 Effective k·p Hamiltonian Approaches 

 The band structure of a semiconductor over the entire Brillouin zone can be extrapolated 
from the zone center energy gaps and optical matrix elements by k·p band structure calculations.  
The method is so-named since the use of periodic Bloch functions as the eigenfunctions in the 
single particle Schrodinger equation leads to a term in the Hamiltonian proportional to the dot 
product k·p.  The band dispersion is determined from the k·p Hamiltonian by first-order 
perturbation theory.  Thus, this method best reproduces the band structure for small k since the 
perturbation terms are proportional to the magnitude of k.  To apply this method to magnetic 
semiconductors, the 6×6 k·p matrix describing the 6 T2 symmetric valence bands is augmented 
by terms describing the perturbation of these valence bands by the p-d exchange interaction 
between the holes and Mn moments.  The kinetic exchange interaction is described by the p-d 
exchange Hamiltonian, which within the virtual-crystal and molecular-field approximations is 
written as [19, 30] 
  (3) 

where s and M(r) are the orientations of the hole and Mn spins, respectively, g is the Landé 
factor of the electron, µB is the Bohr magneton, and β is the p-d exchange integral and quantifies 
the strength of the antiferromagnetic exchange interaction between the holes and Mn moments.  
Some theoretical formulations utilize the p-d exchange constant Jp-d=N0β in the Hamiltonian, 
which changes its functional form but not the relevant results [18, 31].   Equation 3 has been 
written as a 6×6 matrix in the Kohn-Luttinger basis by Dietl et al. [19].  This method is attractive 
since it contains no free parameters: β can be extracted from photoemission experiments [32, 33] 
and the valence band parameters for III-V semiconductors that enter the k·p Hamiltonian are well 
tabulated.  Diagonalization of the p-d exchange-augmented k·p Hamiltonian yields the 6 spin-
polarized valence bands of the ferromagnetic semiconductor.  In combination with the partition 
function of the system, these eigenstates provide a basis for computing the carrier contribution of 
the free energy to the system, FC[M], which depends on the magnetization orientation.  The total 
free energy functional, F depends also on the part of the free energy due to the localized spins 
 

 (4) 

where H(M0) is written as an inverse Brillouin function (BS) in the mean-field approximation 
 

 (5) 

with xN0 equal to the concentration of Mn, kB the Boltzmann constant, and S equal to 5/2 for Mn 
in a 3d

5 configuration.  Minimization of F at a given T, H, and hole concentration yields the 
equilibrium orientation and magnitude of the magnetization.  TC can then be determined as the 
temperature at which M→0. 
 While the method described in the preceding paragraph provides the most accurate 
quantitative prediction of the Curie temperature, it must be performed numerically as it involves 
taking the determinant of a 6×6 matrix and evaluating the system’s partition function.  It is 
possible to derive an analytical expression for TC from simple thermodynamic considerations.  
Near TC M≈0, which allows one to expand the free energy in a Taylor series about M=0.  
Combined with the linearization of the Brillouin function in Equation 5, TC can be written as a 
function of materials parameters and physical constants.  Using the notation of Dietl et al. [19] 
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 (6) 

where meff is the valence band effective mass and kF is the Fermi wavevector.  The form of 
Equation 6 assumes that antiferromagnetic interactions are negligible and that the carrier states 
are strongly degenerate.  These approximations should be valid for the high doping densities 
used to synthesize ferromagnetic semiconductors if compensation is not severe.  Equation 6 does 
not require any detailed knowledge of either the parameters that enter into the p-d exchange or 
k·p Hamiltonians.  It provides a useful method by which to estimate the dependence of TC on 
important materials parameters such as doping (x), carrier concentration (kF ∝ p

m), and 
semiconductor host (N0 and β) at least within the approximations made above. 

1.5.2 Applicability of the Effective k·p Approach 

 One can identify two major assumptions about the character of the charge carriers 
implicit in the valence band, mean-field approach.  First, the p-d exchange Hamiltonian assumes 
that each Mn or hole spin feels an effective field due to the collective action of all other Mn and 
hole spins.  Localization and disorder effects, which are expected to be important in a strongly-
correlated system with randomly distributed magnetic dopants, are not explicitly considered by 
this approach.  Second, through the use of valence band parameters to describe the band 
dispersion, it is implicit that EF lies within the valence band.  This scenario may be plausible 
given the 1020-1021 cm-3 level impurity concentrations typically found in Ga1-xMnxAs.  At these 
doping levels it is argued that the Mn impurity band and host valence bands are sufficiently 
broadened by screening and disorder effects to cause them to overlap and EF to lie in delocalized 
states of predominantly valence band character [34].  These assumptions appear to be valid in 
highly-doped, metallic Ga1-xMnxAs thin films where the mean field models adequately describe 
experiment.  Of particular note is the successful quantitative description of the variation of TC 
with x and p [18, 19, 31, 35], and the magnetic anisotropy (see also Section 5.3) [17, 19, 36-38].  
On the other hand, this approach may not be explicitly valid in samples with lower Mn doping in 
which electrical transport is thermally activated and a sharp minimum in the density of states 
exists between the valence and impurity bands.  Similarly, these approaches may not capture 
completely the behavior of materials in which the Mn acceptor level is deep in the band gap.  
The larger binding energy of the deep acceptors shifts the metal-insulator transition to higher 
doping levels.  It will be shown in Chapter 3 that due to an acceptor level that is 4 times deeper 
than in Ga1-xMnxAs, Ga1-xMnxP exhibits impurity-band physics for at least x≤0.042.  Therefore, 
the prediction of materials properties in Mn-doped GaP, GaN, C, etc. through the extension of 
the k·p formalism is misguided as the Fermi energy does not lie in the valence band in these wide 
gap materials. 
 The valence band formalism has struggled, moreover, to explain several important 
experiments in Ga1-xMnxAs that seem to indicate that the Fermi energy does not reside in the 
valence band but instead in a separate unmerged Mn impurity band even at Mn concentrations 
where electrical transport is nominally metallic.  Infrared absorption studies point towards the 
existence of an unmerged Mn impurity band and an effective mass of the mobile holes that is on 
the order of 10 times the free electron mass [39].  Electrical transport measurements show 
signatures of weak localization, which suggests that transport occurs in a narrow, localized band 
[40].  Magnetic circular dichroism (MCD) measurements imply that the carriers responsible for 
mediating ferromagnetic exchange are localized [41].  While these experiments have called into 
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question some of the assumptions of the effective k·p, valence band approach, theories based on 
impurity-band physics are much less well-developed, though there have been a few notable 
successes.  An impurity-band picture based on multiband tight-binding calculations has recently 
been used to explain MCD measurements as well as the relationship between ferromagnetism 
and electrical transport in low-doped, insulating Ga1-xMnxAs [42, 43].  An impurity-band model 
based on band anticrossing theory has been used to explain the behavior of the hole effective 
mass, mobility, and thermopower in Ga1-xMnxAs [44, 45]. 

1.6. Anion Substitution 

 From the preceding section it is clear that the fundamental nature of ferromagnetism 
throughout Mn-doped III-V semiconductors remains unclear.  One significant contribution to this 
is materials growth; successful, reproducible synthesis routes for the carrier-mediated phases of 
several III1-xMnxV materials have yet to be identified.  Combined experimental-theoretical 
studies have been nearly exclusively limited to the canonical Ga1-xMnxAs system and to a lesser 
extent In1-xMnxAs [46-48], although some experimental results are also available in Ga1-xMnxSb 
[49] and In1-xMnxSb [50].  Systematic expansion of the range of experimentally accessible III1-

xMnxV materials would provide a broader parameter space with which to test and refine current 
models.  One can identify two general trends that occur when one changes the host 
semiconductor for MnGa moments from GaAs to one with a wider band gap and shorter lattice 
constant.  These trends are illustrated in Figure 5 for Ga-based III-V semiconductors, which are 
the subject of this dissertation.  In comparison to GaAs the wider gap semiconductors GaP and 
GaN have band edges that are closer energetically to the Mn-derived 3d levels.  Thus, there is 
increased mixing of Mn 3d and anion p states leading to an enhancement of p-d exchange– that 
is, β increases.  On the other hand, as one moves up the group V column of the periodic table, the 
Mn acceptor level becomes much deeper in the forbidden gap.  For example, at 400 meV above 
the valence band  [51], the Mn acceptor level is nearly four times deeper in the band gap of GaP 
than it is in GaAs where it is 110 meV above the valence band maximum  [52].  As the acceptor 
level moves farther away from the valence band edge, the hole wavefunctions become 
increasingly localized, which decreases their efficacy at mediating exchange between the dilute 
Mn moments. 
 There are, therefore, two competing and intimately correlated effects that occur upon 
changing the composition of the semiconductor host: localization and exchange.  Both of these 
effects are determined by the semiconductor host.  Therefore, it is possible to systematically 
explore the interplay of localization and exchange by altering the composition of the host 
semiconductor.  Here, this is accomplished by using the Ga1-xMnxAs system as a baseline and 
performing isovalent anion substitution

∗
.  This work explores two classes of isovalent anion 

substitution.  The first, as was discussed above, is changing completely the anion sublattice of 
the semiconductor host from As to P.  One can also perform partial isovalent anion substitution 
to examine the properties of Mn-doped ternary III-V hosts (e.g. GaAs1-yPy) and how 
ferromagnetic exchange and localization vary between the end point compounds.  These are the 
subjects of Chapters 3 and 4, respectively. 

                                                 
∗ Of course a similar argument holes for the cation sublattice (e.g. moving from Ga1-xMnxAs to Al1-xMnxAs) but due 
to constraints in the materials processing (Chapter 2) it proves more convenient to study isovalent anion substitution. 
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Figure 5: Valence and conduction band offsets for the Ga-V semiconductors.  The Mn-derived energy levels 
are constant across the series due to the internal reference rule [53, 54]. 

 In addition to addressing important fundamental questions regarding the interplay of 
exchange and localization effects, the synthesis of novel ferromagnetic semiconductor alloys is 
also highly relevant in the search for room temperature ferromagnetism in III1-xMnxV materials.  
Currently the highest reported TCs for Ga1-xMnxAs are between 180-190 K, the highest reliable 
TCs reported for any III1-xMnxV system [55-57].  While this is within 100 K of room temperature 
the TC record has hardly changed during the period in which the research in this dissertation has 
been conducted; in 2005 the TC record was already 173 K [58] indicating that progress towards 
room temperature ferromagnetism in Ga1-xMnxAs is proceeding at a very slow rate.  The reasons 
for this slow progress are rooted in difficulties in substitutionally incorporating large quantities 
of Mn into the GaAs lattice [57, 59-61].  Calculations suggest that x=0.1-0.125 is necessary for 
room temperature ferromagnetism in Ga1-xMnxAs [19, 31].  It must be emphasized that this value 
of x is the substitutional Mn concentration and isn’t the nominal or total Mn concentration 
quoted in many works. 
 There have also been efforts to increase TC through increasing the concentration of holes 
by co-doping with an additional, non-magnetic impurity.  However, calculations indicate that the 
dependence of TC is weak for large p [31].  Large p is defined relative to the concentration of Mn 
moments (NMn) or, analogously, to the degree of compensation in the material.  When p/NMn is 
low (i.e. a highly compensated material) the authors of Ref. [31] find good agreement with the 
expected TC ~ xp

1/3 trend.  But for p/NMn≥1 (the regime of additional hole doping), the 
dependence of TC on p becomes very weak.  This indicates that while a critical concentration of 
carriers is necessary to effectively mediate ferromagnetic coupling, the prospects for 
enhancement of TC through incorporation of holes in excess of those produced by the MnGa 
acceptors is limited. 
 With prospects for achieving room temperature ferromagnetism limited in Ga1-xMnxAs, 
some have proposed utilizing wider gap semiconductor hosts with larger values of β.  According 
to mean-field theory (Equation 6) this would result in a higher TC for a given MnGa 
concentration, x.  However, mean-field theory does not explicitly consider the increased 
localization associated with Mn acceptor states in the wider gap III-V hosts.  It is, therefore, 
essential to synthesize materials such as Ga1-xMnxP and Ga1-xMnxN to assess the validity of the 
predicted increase in TC by enhancement of the p-d exchange interaction in wider gap 
ferromagnetic semiconductors. 
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1.7. Organization of the Dissertation 

 This document is organized as follows.  In Chapter 2 the growth procedures for III1-

xMnxV materials are discussed with emphasis placed on the combination of ion implantation and 
pulsed-laser melting (II-PLM), which has allowed for the synthesis of novel III1-xMnxV 
ferromagnetic semiconductor alloys including Ga1-xMnxP and Ga1-xMnxAs1-yPy.  The structural, 
electronic, and magnetic properties of Ga1-xMnxP formed by II-PLM are presented in Chapter 3.  
These experiments on Ga1-xMnxP unambiguously demonstrate that ferromagnetism in Ga1-xMnxP 
is mediated by carriers localized in a detached Mn impurity band.  In Chapter 4 the synthesis of 
novel Mn-doped ternary semiconductors Ga1-xMnxAs1-yNy and particularly Ga1-xMnxAs1-yPy are 
discussed.  The interplay of localization and exchange can be examined in these quaternary 
materials, which has led to important discoveries concerning the critical parameters governing 
electrical transport and TC in Mn-doped III-V materials.  Chapter 5 is devoted to the discussion 
of the magnetic anisotropy of Mn-doped III-V semiconductors.  A complete discussion of the 
magnetic anisotropy of Ga1-xMnxP and its dependence of epitaxial strain, and compensation is 
given.  Finally, some concluding remarks and future perspectives are given in Chapter 6. 
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2. Materials Synthesis: Ion Implantation and Pulsed-Laser Melting 

 The occurrence of ferromagnetism in Mn-doped semiconductors requires incorporating a 
few percent Mn substitutionally onto the cation sublattice, which translates to substitutional Mn 
concentrations on the order of 1020-1021 cm-3.  These concentrations exceed the equilibrium 
solubility of Mn in GaAs or GaP by at least an order of magnitude [62, 63].  Therefore, the 
synthesis of ferromagnetic semiconductors requires the use of non-equilibrium processing 
techniques.  For the most part, the most reliable synthesis method has been low-temperature 
molecular beam epitaxy, which has been used to grow Ga1-xMnxAs [64], In1-xMnxAs [46], and 
several other Mn-doped semiconductors.  However, some Mn-doped III-V materials have yet to 
be grown successfully by LT-MBE including Ga1-xMnxP.  This suggests the need for alternate 
synthesis routes for magnetic semiconductors that can augment the existing library of materials 
formed by LT-MBE.  The successful synthesis of the carrier-mediated phase of Ga1-xMnxP by the 
combination of ion implantation and pulsed-laser melting (II-PLM) marked an important step in 
this direction (Chapter 3).  The inherent flexibility of the II-PLM method has allowed for 
relatively easy extension into novel quaternary materials- e.g. Ga1-xMnxAs1-yPy, Ga1-xMnxP1-yNy, 
etc. (Chapters 4 and 5).  
 This chapter begins with a brief overview of LT-MBE processing of magnetic 
semiconductors in order to provide a baseline of the structural properties and defect chemistry 
associated with ferromagnetic semiconductors grown by this common method (Section 2.1).  
This is followed by a discussion of the II-PLM processing technique used to make the films in 
this work.  A general overview of the II-PLM process is given in Section 2.2.  More detailed 
discussion of the individual steps of and theory underlying the synthesis method are given in 
Sections 2.3-2.5.   Finally a brief overview of the properties of Ga1-xMnxAs is given in Section 
2.6.  Comparison is made to Ga1-xMnxAs produced by LT-MBE in order to demonstrate the 
similarity of the bulk magnetic and electronic properties of the materials produced by these two 
methods. 

2.1. Growth of III1-xMnxV Materials by Molecular Beam Epitaxy 

 The growth of GaAs and other III-V materials by MBE is usually performed at 
sufficiently high temperature to promote the necessary surface reactions and migration kinetics 
required to produce stoichiometric, single crystalline thin films [65].  Typical growth 
temperatures for GaAs range from about 400º-700º C [66].  The incorporation of large 
concentrations Mn into GaAs by MBE requires the use of much lower growth temperatures to 
avoid Mn-related phase segregation [67].  An inverse relationship exists between the 
concentration of Mn that can be incorporated into a film and growth temperature [68].  However, 
if the growth temperature is too low the growth mode changes from two-dimensional to three-
dimensional due to insufficient surface mobility.  A narrow temperature window exists wherein 
large quantities of Mn can be incorporated into GaAs while maintaining the requisite atomic 
mobilities required for two-dimensional layer-by-layer growth.  The temperature window is 
approximately 180º -300º C [67] with the current state-of-the-art Ga1-xMnxAs films grown at 
~200º C [57]. 
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Figure 6: Schematic of the II-PLM process. 

 Low growth temperatures have important ramifications on the defect chemistry of the 
final Ga1-xMnxAs film.  The formation of arsenic antisite (AsGa) and Mn interstitial (MnI) defects 
is promoted by the low growth temperature.  Both are undesirable as they are double donors and 
compensate the holes necessary to mediate ferromagnetic exchange.  Furthermore, electrostatic 
interaction causes the MnI to migrate towards oppositely polarized MnGa where an 
antiferromagnetic complex is formed with zero net moment [20].  Annealing at temperatures 
near the growth temperature increases the magnitude of both TC and the conductivity of LT-MBE 
formed Ga1-xMnxAs [69].  This behavior was directly correlated to the removal of MnI upon 
annealing by ion beam studies [70] whereby the MnI outdiffuse to the surface of the film [71].  
Arsenic antisites, on the other hand, cannot be removed after growth as they remain stable up to 
annealing temperatures and timescales known to produce Mn-containing second phases.  Films 
formed by II-PLM have no MnI defects (Appendix A and Section 4.2.1).  Therefore, the best 
comparison for II-PLM formed materials is provided by annealed LT-MBE  grown films [18, 
72]. 

2.2. Overview of the II-PLM Process 

 The II-PLM process is illustrated in Figure 6 for the synthesis of Ga1-xMnxP.  Specific 
processing parameters used to produce the materials in this work are given in later chapters and 
the appendices.  The first step, ion implantation, serves to introduce the Mn dopants into the 
material.  In order to synthesize Ga1-xMnxP, a GaP wafer is implanted with 50 kV Mn+ ions to 
doses of 1015-1016 cm-2.  Ion implantation is performed at an angle of 7º from normal incidence 
to avoid channeling.  For the synthesis of Ga1-xMnxAs, the GaP wafer is simply replaced with a 
GaAs wafer.  If one desires to make a quaternary material, the fourth element is introduced 
during a second ion implantation step.  After implantation the near-surface region is 
supersaturated with Mn and is amorphous due to the damage caused by the implantation of high-
energy ions.  In order to repair the damage as well as incorporate the Mn atoms substitutionally 
onto Ga sites, the sample is illuminated with a single pulse from a KrF (λ=248 nm) excimer laser 
with duration ~32 ns, FWHM 23 ns, and peak intensity at 16 ns.  The laser beam is homogenized 
to ensure spatial uniformity of ±5% of the incident beam on the sample.  The energy from the 
laser pulse melts the amorphous region down to the crystalline substrate.  Resolidification then 
occurs in crystallographic registry with the underlying substrate.    The standard laser energy 
fluences of 0.30 J/cm2 and 0.44 J/cm2 for GaAs- and GaP-based materials, respectively, are 
sufficiently large to melt the entire amorphous region and produce an epitaxial thin film 
(Sections 2.3 and 2.4) [73]. 
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 Due to the short temporal duration of the laser pulse the heating and cooling processes 
are rapid.  The large cooling rate results in solid-liquid interfacial velocities on the order of 
several meters per second (Section 2.4).  The rapid movement of the interface does not allow 
sufficient time for the diffusion of atomic species to and from the interface, which is necessary 
for solidification at equilibrium stoichiometries.  Thus, equilibrium solubility limits can be 
overcome via this kinetically-controlled “solute trapping” process (Section 2.5) [74].  After 
PLM, samples are then etched in concentrated HCl for to remove excess Mn from the surface 
that was present in Ga-rich droplets and in surface oxides [75]. 
 It should be emphasized that the II-PLM method is highly flexible, which makes it well-
suited for the current study.  Mn can be easily introduced to many semiconductors by ion 
implantation.  By appropriately adjusting the laser energy for the different optical and thermal 
properties of the semiconductor hosts, one can synthesize numerous III1-xMnxV materials by II-
PLM although group III-nitrides and AlP are likely exceptions to this rule since they do not have 
a stable liquid phase and are therefore poor candidates for PLM [73].  Quaternary materials are a 
simple extension through the implantation of a second species.  However, positive results in the 
quaternary alloys have been achieved only in systems where the second implanted element 
incorporates on the group V (anion) sublattice.  If both Mn and the other element (e.g. Be, Zn) 
prefer the group III (cation) sublattice, the other element will tend to incorporate preferentially to 
Mn due to the extremely low solubility and segregation coefficient of the latter.  Therefore, the 
quaternary materials discussed in this work will focus on manipulating the composition of the 
anion sublattice through implantation of P+, As+, N+, or S+ into Mn+-implanted GaAs and/or 
GaP. 

2.3. Ion Implantation of Mn into III-V Semiconductors 

 

 
Figure 7: (a) Mn concentration profile after an implantation of 1.5x1016 50 kV Mn+/cm2 into GaAs at an angle 
7º offset from normal.  (b) Distribution of vacancies throughout the film for generic Mn implantation into 
GaAs at 50 kV.  The Ga and As curves are basically indistinguishable due to similar defect formation 
energies.  To obtain the vacancy concentration for a specific implant, the ordinate axis should be scaled by the 
implant dose, which gives the proper units of cm-3.  Both panels are simulations done using the SRIM 
software package for 10,000 incident ions [76]. 
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 In ion implantation the semiconductor host is exposed to an ionized beam of the desired 
dopant species, which is rastered over the surface of the host material.  The number of dopant 
atoms introduced to the system is determined by the integrated current of the beam.  Higher 
currents and longer exposure times lead to higher final concentrations of dopant atoms.  This 
external control of the doping concentration makes ion implantation particularly well-suited for 
applications in which large, non-equilibrium dopant concentrations are required; in principle 
only time and surface sputtering limit the final concentration of dopant atoms in the host.  The 
figure of merit for ion implantation is the implanted dose, which is the number of ions per unit 
area that is incident on the substrate.  There is no one-to-one correspondence between dose and 
concentration.  Converting from dose to concentration requires knowing the depth and 
distribution of ions. 
 The final distribution of the dopant atoms in the host is determined by a combination of 
nuclear and electronic stopping of the ions by the substrate target, which dissipates the kinetic 
energy of the incident ion.  For the energy scales and ion masses considered in this work nuclear 
stopping- that is a binary collision in which some of the energy of the incident ion is transmitted 
to a displaced host atom- is the dominant mechanism.  Energy transfer to the substrate via 
electronic excitations is prominent only for higher energy implants of ions with low Z.  The 
stopping process is statistical.  Each ion undergoes a different series of nuclear collisions, which 
leads to a distribution of dopant atoms throughout the depth of the film that is nonuniform.  A 
representative implantation profile is shown in Figure 7(a) for a 50 kV Mn+ implantation into 
GaAs.  The profile is a simulation using the Stopping Range of Ions in Matter (SRIM) package, 
which is a Monte Carlo simulation of implantation process [76].  For a 50 kV implant the peak in 
the Mn concentration occurs at a depth of ~25-35 nm. 
 One important consequence of ion implantation is that each implanted ion causes 
numerous damage events through nuclear collisions.  SRIM simulations indicate that a 50 kV 
Mn+ ion causes about 1000 atomic displacements in GaAs.  Hence, the material will be highly 
damaged after implantation, and, for a sufficiently high implanted dose, will be completely 
amorphous.  To see this more clearly the SRIM-simulated concentration of Ga and As vacancies 
throughout the film for a 50 kV Mn+ implant are shown in Figure 7(b).  The implant damage 
more or less tracks the implantation profile, though the peak is slightly closer to the surface.  The 
units are such that multiplying the ordinate value by the implanted ion dose will yield the 
concentration of vacancies in units of cm-3.  For a typical implanted dose of 1.5x1016 cm-2, the 
peak total vacancy concentration is on the order of 1024 cm-3, which exceeds the atomic density 
of GaAs by about a factor of 20.  It can be reasonably inferred from the simulations that the near-
surface region is completely amorphous.  Arbitrarily defining the amorphous phase as that 
concentration of vacancies which is equal to the atomic density of GaAs (4.42x1022 cm-3) allows 
one to place a lower bound on the thickness of the amorphous layer.  This corresponds to 80 nm 
for an implant dose of 1.5x1016 Mn+/cm2 at 50 kV.  All implant doses in this work are ≥1015  
cm-2

, which is more than sufficient to create an amorphous surface layer. 
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Figure 8: SRIM simulations of (a) Mn concentration, and (b) substrate vacancies for a 1.5x1016 50 kV 
Mn+/cm2 implant into GaP at 7º off-normal incidence. 

 
 The transition from amorphous to crystalline material is not sharply defined.  The defect 
concentration due to implantation damage decreases gradually with depth.  Immediately 
following the amorphous layer is a highly defective crystalline region, which is referred to as the 
end-of-range damage.  The concentration of point defects then smoothly varies towards its 
equilibrium value in the substrate as one moves deeper into the film.  These characteristic length 
scales for ion implantation- namely, the amorphous depth and the extent of the end of range 
damage- factor into the quality of the film that is regrown during the subsequent pulsed-laser 
melting step.  This point will be discussed further in Section 2.4. 
 For completeness Figure 8 shows the results of SRIM simulations for Mn+ implantation 
into GaP under the same conditions that were used for the simulations in Figure 7.  The results 
are qualitatively similar to those in GaAs except that the peak in the total Mn concentration and 
vacancy distribution are slightly deeper in the film owing primarily to the lower mass density of 
GaP relative to GaAs. 
 In summary ion implantation provides a method for supersaturating a semiconductor with 
dopants in excess of their equilibrium solubility.  For example, the peak concentration of Mn in 
GaAs shown in Figure 7(a) would represent x=0.11 in a Ga1-xMnxAs film if all of the Mn were 
directly incorporated substitutionally on Ga sites.  Of course this is not the case since the implant 
process causes the layer to be amorphous.  Thus, the goal of the following step is to repair the 
lattice damage while maintaining dopant supersaturation.  The following sections briefly 
describe how pulsed-laser melting can achieve this goal. 

2.4. Heating and Cooling of a Material During PLM 

 In general, the heating of an ion-implanted material by a laser pulse and the subsequent 
cooling process constitute a complex problem.  To completely treat the problem requires 
knowledge of the thermal and optical properties of the sample as well as the temporal and spatial 
characteristics of the laser pulse.  The problem is further complicated by phase changes, and 
additional latent heat terms must also be introduced.  The thermal and optical properties are also 
different for the different phases.  Moreover, the materials properties of the amorphous and 
liquid phases as a function of temperature are generally not well tabulated for many materials.  
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Even if these parameters are all known, the problem can only be solved numerically.  A detailed 
numerical treatment of this problem is found elsewhere [73, 77]. 
 Here some general qualitative observations of the heating and cooling processes are 
made.  If the energy of an individual photon in the laser pulse is greater than the band gap of the 
semiconductor then it can be assumed that the absorbed light intensity is instantaneously 
converted to heat.  The incident photons are absorbed and excite bound electrons over the 
bandgap of the material while holes are formed in the valence band.  Further free-carrier 
absorption by these excited photoelectrons can occur which raises their energy well above the 
conduction band minimum.  This excess electronic energy is then converted to heat.  The excited 
electrons quickly come into thermal equilibrium with one another and can be treated as a plasma 
phase.  The hot carriers then heat the lattice by emitting phonons as they relax to lower energy 
states before eventually recombining.  The emitted phonons are responsible for the lattice 
heating.  The timescale for electron-lattice relaxations is on the order of 10-11-10-12 seconds, 
which is essentially instantaneous for the timescales associated with laser heating by nanosecond 
pulses. 
 Once the surface has been melted, the remaining energy of the laser pulse drives the 
liquid-solid interface inward.  For a given pulse width duration, higher power pulses increase the 
volume of the sample that is melted.  Once the laser pulse has ended and the source of heat 
removed from the system the molten volume resolidifies from the internal liquid solid interface 
towards the surface.  The underlying solid material is used as a “template” for growth [78].  If 
low energy densities are used the melt depth may not exceed the amorphized depth of the 
implanted region.  The resulting films are either amorphous or highly defective polycrystals 
since the template has no long range order.  If the energy density is sufficiently high, the material 
is melted all the way down to the undamaged crystalline substrate.  In this case the crystal quality 
is very high.  Intermediate energies melt down to the end of implantation range damage and 
result in films of intermediate quality.  These qualitative observations underscore the importance 
of considering the characteristic length scales of both ion implantation and laser processing [73].  
In general it is best to work in a regime where the implantation range and melt depth are 
approximately the same, which allows for the greatest flexibility in determining the final 
properties of the film. 
 The velocity of the liquid-solid interface during resolidification can be estimated by 
considering the conservation of heat [77, 79].  As the interface moves towards the sample surface 
the latent heat of fusion (∆Hm) that is liberated must be conducted away from the interface 
through the substrate.  The heat balance is expressed as 
 

 (7) 

where (∂T/∂z)i is the temperature gradient in the solid immediately behind the interface, v is the 
velocity of the interface, and ρ is the mass density.  Since the temperature of the material 
immediately adjacent to the interface is at the melting point (Tm) and the characteristic length 
scale for heat transfer is the thermal diffusion length 
  (8) 

the temperature gradient can be approximated as 
 

 (9) 
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Table 1: Thermal properties of several semiconductors near their melting point as well as the calculated 
interfacial velocity according to Equation 10. 

Material κκκκ [W cm-1K-1] ∆∆∆∆Hm [J/g] ρρρρ [g/cm3] Cp [J g-1 K-1] Tm [K] v [m/s] 
GaP 0.1(a) 1200(b) 4.14 0.5(c) 1749 4.5 

GaAs 0.1(d) 728(d) 5.32 0.4(d) 1511 5.0 
Si 0.2(e) 1790(f) 2.33 1.0(g) 1687 7.8 

(a)Ref. [80];  (b)Ref. [81]; (c)Estimated from Ref. [82]; (d)Ref. [83]; (e)Ref. [84]; (f)Ref. [77]; (g)Ref. 
[85] 
 
In Equations 8 and 9 τ is the temporal pulse duration of the laser, Dth=κ / ρCp is the thermal 
diffusivity, κ is the thermal conductivity, and Cp is the heat capacity of the material.  Combining 
Equations 7 and 9, the velocity of the interface is 
 

 (10) 

where the thermal diffusivity term has been expanded to emphasize the dependence of the 
interfacial velocity of the thermal and structural parameters of the material.  To obtain the most 
accurate estimate of the interfacial velocity, Equation 10 should be evaluated using the thermal 
properties of the solid near its melting point, which are listed in Table 1 for GaP, GaAs, and Si.  
For the KrF excimer laser in this study (τ=32 ns) the interfacial velocities are on the order of 
meters per second. 

2.5. Solute Trapping 

 The large velocity of the solid-liquid interface during regrowth is the primary factor that 
allows for the incorporation of dopants in excess of their equilibrium solubility.  If the interface 
were moving at near-zero velocity, then the growing solid would incorporate the alloying species 
according to equilibrium thermodynamics.  In general the concentration of a solute in the solid 
and liquid phases is different and characterized by the equilibrium segregation coefficient 
 

 (11) 

where Cs and Cl and the equilibrium concentrations of the solute in the host solid and liquid 
phases respectively.  There will be a discontinuity in the concentration of impurity at the liquid-
solid interface as shown in Figure 9 (a), which arbitrarily assumes that ko = 1/3.  As solidification 
occurs, solute is rejected at the interface since k0< 1.  To maintain impurity concentration Cl in 
the liquid near the interface, the excess impurity atoms must diffuse away, which takes some 
finite amount of time.  
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Figure 9:  Impurity concentration near a moving solid-liquid interface for (a) zero interfacial velocity, and (b) 
finite growth rate. 

  A more realistic picture of the advancing solid-liquid interface is given in Figure 9 (b).  
There is some characteristic distance, δ, over which the liquid is locally out of equilibrium since 
the interface is moving faster than impurities can diffuse away from it.  The appropriate figure of 
merit of the degree of dopant segregation is no longer the equilibrium segregation coefficient but 
the effective segregation coefficient k’.  According to simplified Burton-Prim Slichter theory k’ is 
related to the equilibrium segregation coefficient, ko, by[86] 
 

 (12) 

where D is the solute diffusivity through the stagnant layer which is usually intermediate to the 
values of the diffusivity of the solute in the solid and liquid phases [87].  Some general 
conclusions about impurity segregation can be drawn from Equation 12.  As the magnitude of the 
triple Dv /δ  increases, the exponential function tends to zero and k’ tends to 1, which represents 
a supersaturation of solute in the solid phase.  This process is known as solute trapping.  For 
example, as the width of the stagnant layer, δ, increases, so does k’ since the impurity atoms 
must diffuse over a longer distance.  Similarly k’ increases as D decreases since slowly diffusing 
impurity atoms require a longer time to leave the stagnant layer.  These are primarily materials 
properties and generally cannot be significantly affected by altering the processing parameters.  
What can be controlled through processing, however, is the interfacial velocity.  As v→∞, k’→1 
demonstrating that high liquid-solid interfacial velocities enhance substitutional incorporation of 
dopants. 
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2.6. Ga1-xMnxAs Grown by II-PLM 

  
Figure 10: Measured total Mn concentration as a function of depth for a GaAs film implanted with 1.5x1016 
Mn+/cm2 at 50 kV and laser melted using a 0.3 J/cm2 pulse from a KrF laser.  The sample was etched in 
concentration HCl for 20 minutes after PLM to remove Ga-rich surface phases as well as Mn-related oxide 
species. 

 Figure 10 shows the total Mn concentration profile in a typical Ga1-xMnxAs film formed 
by II-PLM.  A maximum Mn concentration in the film of >1021 cm-3 is observed and Mn 
concentrations of over 1020 cm-3 exist for ~100 nm.  From ion beam analysis (Appendix A), it 
was determined that 80% of the Mn atoms reside in substitutional positions.  These two 
observations demonstrate that the II-PLM method is capable of overcoming the 1018-1019 cm-3 

maximum equilibrium solubility limit of Mn in GaAs by one to two orders of magnitude.  The 
total concentration of Mn in the film after PLM is about a factor of 2 or 3 less than was present 
in the as-implanted state (compare Figure 7 and Figure 10).  This implies that the factor limiting 
Mn incorporation is not the concentration of implanted ions, but the redistribution of Mn in the 
growing solid during PLM.  The “missing” Mn atoms were likely segregated to the surface 
during PLM and subsequently removed by the post-PLM etching step or ablated during PLM.  
Hence, while the experimental setup is sufficient to exceed solubility limits of Mn in GaAs, there 
is still room for improving k’ by optimizing the PLM parameters and driving the liquid-solid 
interface to even higher velocities. 
 Similar results hold for Mn in GaP (see Appendices A and B).  Further information about 
the synthesis of Ga1-xMnxP and Ga1-xMnxAs by II-PLM can be found elsewhere [73, 75, 88-90]. 
 In order to demonstrate the viability of II-PLM as a reliable method for synthesizing 
ferromagnetic semiconductors, it is necessary to confirm that the properties of films produced by 
II-PLM are similar to more well-established LT-MBE counterparts.  This step is particularly 
important since, unlike typical LT-MBE films, Ga1-xMnxAs formed by II-PLM has a non-
uniform concentration of Mn throughout the film thickness.  Measurements of several important 
properties of Ga1-xMnxAs synthesized by II-PLM are shown in Figure 11.  Figure 11(a) shows 
that the films are clearly ferromagnetic with a sharp ferromagnetic to paramagnetic transition 
occurring at approximately 100 K.  The temperature dependence of the electrical resistivity 
[Figure 11(b)] shows the characteristic lineshape observed in Ga1-xMnxAs grown by LT-MBE 
with critical behavior observed near T=TC.  Further discussion of the electrical transport behavior 
of Ga1-xMnxAs can be found in Section 4.3.  The Hall resistance [Figure 11(c)] shows a strong 
anomalous component that tracks the out-of-plane field-dependent magnetization profile 
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indicating that the mobile charge carriers are participating in ferromagnetic exchange [90].  
Finally, Figure 11(d) shows the relation between TC and x for Ga1-xMnxAs produced by both LT-
MBE and II-PLM.  When x is defined for II-PLM films as the peak substitutional Mn 
concentration, it is observed that both LT-MBE and II-PLM films fall along the same 
approximately linear relationship expected for carrier mediated ferromagnetism.  Hence, the 
static electronic and magnetic properties of Ga1-xMnxAs are substantially similar to films 
produced by LT-MBE.  The effects of the alternate II-PLM processing method can be excluded 
as being responsible for any differences observed in the behavior of the novel ferromagnetic 
semiconductor alloys presented in Chapters 3 through 5.  
 

 
Figure 11: (a) Magnetization as a function of temperature and field (inset) for Ga1-xMnxAs.  The temperature 
dependent measurement was performed at µµµµ0H=5 mT.  (b) Temperature dependence of the sheet resistivity 
for the same material.  (c) Field dependence of the Hall resistance at various temperatures.  After [90].  Films 
in panels (a), (b), and (c) have x≈0.04.  Relationship between TC and x for Ga1-xMnxAs produced by II-PLM 
and LT-MBE.  LT-MBE data from Ref. [31]. 
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3. Complete Anion Substitution: Ga1-xMnxP 

3.1. Introduction 

 Early reports of ferromagnetism in Mn-doped GaP focused largely on polycrystalline 
materials grown by molecular beam epitaxy and/or ion implantation followed by rapid thermal 
annealing [91-93].  These studies were initially quite exciting as ferromagnetic behavior 
persisted up to room temperature (300 K) suggesting that the GaP semiconductor host provided a 
more robust environment for ferromagnetism than GaAs or InAs.  However, insufficient 
evidence was given to establish that the magnetic behavior of the samples was carrier-mediated.  
Characterization focused mostly of SQUID magnetometry measurements, which can only 
distinguish the total magnetic moment of the sample and gives no insight as to its origin.  Little 
to no connection was made between the magnetic and electrical transport characteristics of the 
materials.  The authors never clearly established that the Mn dopants were substitutionally 
incorporated onto the Ga sublattice as required for carrier-mediated ferromagnetism according to 
the standard models (Section 1.5).  Moreover, the processing temperatures used in these studies 
are inconsistent with the formation of a metastable state in which the Mn reside predominantly 
on Ga sites.  The MBE growth temperature of the Mn-doped semiconductor was 600º C [92].  
This growth temperature is known in Ga1-xMnxAs to result in phase segregation of MnAs [67].  
For ion-implanted films the implantation step was done at 350º C followed by a post-
implantation anneal at 700 º -1000 º C for 5 minutes [94].  These processing temperatures are 
above the activation threshold for removal of Mn from Ga sites, which occurs for heat treatments 
above 300˚ C [95].  It is unlikely that the observed magnetic behavior in these studies is due to 
carrier-mediated exchange among MnGa moments.  A more plausible explanation is that the 
observed magnetic properties are due to Mn-rich second phases such as MnP or Ga1-xMnx-type 
compounds.  The combination of Mn+ ion implantation and heat treatment at 600˚-920˚ C for 
0.083-20 min is known to give rise to submicron-sized Ga1-xMnx ferromagnets [96].  
Furthermore, MnP has a TC of ~291 K [97] while several Ga1-xMnx phases with above 300 K TC 
are known to exist (for example Mn7Ga3 has TC=470 K [98]), which may explain the 
observations of room temperature ferromagnetism in Refs. [91-94].  The hypothesis of 
ferromagnetism due to second phases is further supported by the fact that the films in question 
are polycrystalline thereby containing grain boundaries which can serve as nucleation sites for 
second phases [73]. 
 More recently it was demonstrated that II-PLM is a viable growth method that can 
produce epitaxial Ga1-xMnxP thin films [73, 99].  Ion-channeling analysis and transmission 
electron microscopy (TEM) of II-PLM-formed Ga1-xMnxP revealed that the films are single 
crystalline, epitaxial and have the majority of Mn atoms incorporated substitutionally on Ga sites 
[88].  Electrical and optical studies of Ga1-xMnxP indicated that the carriers responsible for 
mediating ferromagnetic exchange are localized in a Mn-derived impurity-band that remains 
unmerged with the GaP valence band for x≤0.042.  Nonetheless, ferromagnetic behavior was 
observed in Ga1-xMnxP although TC is lower in Ga1-xMnxP than Ga1-xMnxAs for a given x due to 
the more strongly localized carriers in the former. 
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Figure 12: (a) Zero-field cooled thermomagnetic curve for Ga0.962Mn0.038P measured in an applied field µµµµ0H=1 
mT.  (b) Field-dependence of the magnetization for the same sample at T=5 K.  The applied field was parallel 
to the in-plane [0-11] direction in both measurements. 

 This chapter focuses on the current author’s own contributions to the understanding of 
Ga1-xMnxP films produced by II-PLM.  These studies have provided further proof that 
ferromagnetism in Ga1-xMnxP synthesized by II-PLM is carrier-mediated.  The characterization 
of a series of Ga1-xMnxP films with varying Mn concentration (0.0042≤x≤0.042), as well as 
different levels of intentional compensation by S donors is presented in Section 3.2.  
Magnetometry measurements of these samples show the proper TC scaling with x and p.  Section 
3.3 details X-ray absorption and magnetic circular dichroism spectroscopy measurements of Ga1-

xMnxP.  These synchrotron techniques probe directly the Mn atoms responsible for ferromagnetic 
exchange.  The Mn X-ray absorption and circular dichroism lineshapes show spectroscopic 
signatures of the high-spin 3d

5 configuration identical to that observed in Ga1-xMnxAs.  Section 
3.4 gives a brief overview of the onset of ferromagnetism of Ga1-xMnxP as a function of Mn 
doping.  This is followed by a discussion of the collective evidence that demonstrates that 
ferromagnetism in Ga1-xMnxP is carrier-mediated in Section 3.5.  The evidence for carrier-
mediated ferromagnetism includes an extensive magnetic anisotropy study of Ga1-xMnxP and its 
alloys that is given its own chapter later in this dissertation (Chapter 5).  Finally, Ga1-xMnxP is 
compared to other III1-xMnxV systems in Section 3.6, which is followed by a summary of the 
chapter (Section 3.7).  Several important early studies of Ga1-xMnxP that were done by my Dubón 
Group colleagues are presented as appendices.  A discussion of the ion-beam techniques used to 
probe the lattice location of Mn atoms as well as the methods used to determine the overall thin 
film composition are given in Appendix A.  Details of the electrical and optical measurements 
which were crucial to establishing the localized, impurity-band nature of the charge carriers 
responsible for ferromagnetic exchange are presented in Appendix B.  Appendix B also contains 
information regarding the synthesis parameters and structural properties of the Ga1-xMnxP films 
discussed in this chapter. 
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Figure 13: Temperature-dependence of the magnetization as a function of (a) x (after [31]]) and (b) p (after 
[40]).  Data were taken with the applied field µµµµ0H=5 mT parallel to an in-plane <110> direction.  Samples in 
panel (b) have x=0.041 except for y=0 which has x=0.042.  (c) TC as a function of x for II-PLM grown Ga1-

xMnxP and Ga1-xMnxAs as well as LT-MBE grown Ga1-xMnxAs.  The dashed lines are linear fits to the data.  
II-PLM data from [31] and [83].  LT-MBE data from Ref. [74]. 

3.2. Magnetic Properties of Ga1-xMnxP 

 Despite the localized nature of the charge carriers in Ga1-xMnxP long range ferromagnetic 
interactions are observed.  Figure 12 (a) shows the temperature dependence of the magnetization 
for a Ga1-xMnxP sample with x=0.038.  The data were measured in an applied field µ0H=1mT 

parallel to 011  after zero-field cooling.  The 011  direction is the magnetic easy axis for this 
sample (Section 5.5).  A clear and distinct rise in the magnetization is observed at TC=50 K.  The 
field-dependence of the magnetization for the same sample exhibits hysteresis and is shown in 
Figure 12 (b).  Hysteresis persists until T≈TC at which point is disappears, which is consistent 
with ferromagnetic behavior (not shown).  At fields of greater than 1 T, the magnetic moment 
saturates to a value of ~3.6 µB/MnGa at this low temperature limit, which is on the same order as 
the 4-4.5 µB/MnGa observed in the carrier-mediated phase of Ga1-xMnxAs [20]. 
 Figure 13 (a) shows the effect of intentional compensation of holes by incorporation of S 
donors onto the anion sublattice on TC for constant MnGa concentration.  The quaternary Ga1-

xMnxP1-ySy alloys were synthesized by implantation of S+ ions into Mn-implanted GaP prior to 
PLM.  Further details of the synthesis procedure can be found in Section 5.7.1 and references 
[100] and [101] .  As expected for carrier-mediated ferromagnetism TC decreases monotonically 
with increasing y due to compensation of the ferromagnetism-mediating holes by S donors.  A 
parallel trend has been observed in Ga1-xMnxP co-doped with Te [99].  Figure 13 (b) shows 
thermomagnetic curves for several Ga1-xMnxP samples with different MnGa concentration x.  The 
ferromagnetic Curie temperature of Ga1-xMnxP is proportional to x providing further evidence of 
carrier-mediated ferromagnetism.   
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 Figure 13 (c) compares the dependence of TC with x for Ga1-xMnxAs and Ga1-xMnxP.  For 
a given value of x, the TC of a Ga1-xMnxP thin film is lower than its arsenide counterpart.  This 
behavior is attributed to the decreased efficacy of localized carriers at mediated ferromagnetic 
exchange between the MnGa moments.  The dependence of TC on x is substantially similar in 
these two materials suggesting that similar mechanisms are responsible for ferromagnetic 
exchange in the two materials despite the differences in carrier localization.  Indeed, both sets of 
data are well described by linear trends, though other fits (e.g. x4/3) also reasonably describe the 
Ga1-xMnxP data over this dilute range of x.  Linear extrapolation of the Ga1-xMnxP data to room 
temperature implies that x~0.18 is required for room temperature ferromagnetism in this system.  
The data for both II-PLM-formed and LT-MBE-formed Ga1-xMnxAs follow the same linear trend 
indicating that II-PLM processing of materials has little influence on TC (Section 2.6). 

3.3. X-ray Magnetic Circular Dichroism (XMCD) in Ga1-xMnxP 

 XMCD provides a means for probing directly the element or elements responsible for 
ferromagnetism in a material.  The element-specific magnetic information is obtained through 
measuring resonant photon absorption in which either the initial or final states are at least 
partially responsible for a material’s magnetic moment.  In the context of III1-xMnxV 
ferromagnetic semiconductors, one probes 2p→3d excitations (i.e. the L3 and L2 absorption 
edges), which provides information about the spin polarized 3d density of states at EF.  A more 
detailed description of the theory underlying XMCD is found in Appendix D.  XMCD provides 
supplementary information to that provided from the aforementioned traditional bulk 
characterization techniques (e.g. SQUID magnetometry).  As an X-ray absorption spectroscopy it 
is element-specific.  Therefore, XMCD can unambiguously verify that Mn is, indeed, the source 
of ferromagnetism in these materials.  Furthermore, examination of the XMCD spectral 
lineshape provides information about the local bonding and electronic structure around each 
magnetically active, MnGa atom [102]. 

3.3.1 Experimental 

 Room temperature X-ray absorption spectroscopy (XAS) was performed at beamline 8.0 
at the Advanced Light Source (ALS).  Low-temperature XAS and XMCD measurements were 
carried out between 13 and 52 K in the vector magnetometer endstation at beamline 4.0.2 at the 
ALS in applied fields of up to ±0.54 T [103].  Data were collected with 90% circular polarization 
of the incident X-rays.  The field and beam were oriented 30º from the sample normal towards a 
<011> in-plane direction.  The dichroism signal was produced by fixing the circular polarization 
of the incident photons and reversing the sample’s magnetization axis.  This is equivalent to 
holding the sample magnetization constant and reversing the circular polarization of the photons 
(Appendix D). 

Data were collected both total electron yield (TEY) and total fluorescence yield (TFY) 
modes.  These detection methods provide complementary information as TEY is very surface 
sensitive while TFY can probe depths on the order of a few tens of nanometers [104].  To 
facilitate TEY data collection samples were mounted on a Cu rod using doubled-sided adhesive 
conductive carbon tape.  Silver paste was applied around the perimeter of the sample to improve 
electrical contact.  In some measurements a small Indium contact was soldered to the sample to 
mitigate surface charging.  The samples were surrounded by a gold mesh that is kept at a positive 
bias, which serves as a collector for the photoemitted electrons for TEY data acquisition. 
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Figure 14: Room temperature XAS spectra before and after etching in HCl for 24 hrs for a Ga0.958Mn0.042P at 
the Mn L3,2 edge (main) and oxygen K edge (inset). 

3.3.2 Room Temperature X-ray Absorption Spectroscopy (XAS) 

 Early XMCD experiments on Ga1-xMnxAs were obscured by the presence of native oxide 
phases on the surface of the thin films [105, 106].  This led to the observation of a so-called 
“magnetization deficit” in the XMCD measurements in which it appeared less than 15% of the 
Mn atoms were involved in ferromagnetic exchange within the film.  These issues were resolved 
through a simple HCl etch immediately before measurements were taken [107].  TEM analysis 
revealed that the HCl etch removes an MnO phase that was present at the surface.  Upon removal 
of this oxide, there was a distinct change in the X-ray absorption lineshape which was consistent 
with Mn in the GaAs lattice as opposed to Mn in a surface oxide. 
 Similar precautions were therefore taken before commencing XMCD studies of Ga1-

xMnxP in order to minimize the effect of surface oxide phases.  The main panel of Figure 14 
presents room temperature XAS data at the Mn L3,2 edge taken in total electron yield (TEY) 
mode from a sample having x=0.042 before and after etching with HCl for 24 hours.  The pre-
edge absorption intensities have been normalized to unity and the main Mn2+ absorption peak in 
the unetched sample has been calibrated to fall at an energy of 640.0 eV.  The spectrum before 
HCl etching shows multiple sharp peaks characteristic of the unhybridized atomic Mn d

5 

absorption spectrum, which is similar to that observed in MnO [102, 107].  The atomic multiplets 
and higher energy peaks disappear after etching, resulting in the smoother Mn absorption 
spectrum characteristic of the orbital mixing between MnGa d states and phosphorus p states.  
Furthermore, the L3 absorption peak shifts to a lower energy by approximately 0.5 eV, which is 
characteristic of the spectral change from atomic to hybridized Mn [102, 107]. 
 Corresponding effects can be seen at the oxygen K-edge, as demonstrated in the inset to 
Figure 14.  After etching, the signal from oxygen is reduced by an order of magnitude 
demonstrating the removal of a majority of surface oxide phases.  A very small residual oxygen 
signal is still observed perhaps due to brief exposure of the sample to air after etching.  The 
strong spectral shifts observed at the Mn L3,2 edge indicates that the Mn atoms that we are 
probing via X-ray absorption are predominantly incorporated substitutionally into the GaP 
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lattice. Therefore, the following XAS and XMCD signals obtained at low temperature arise 
primarily from Mn in the GaP matrix and not from surface oxide phases. 

3.3.3 XMCD Spectra of Ga1-xMnxP 

 Figure 15(a) presents Mn L3,2 TEY XAS spectra taken at 17 K with the field and photon 
helicity parallel (I+) and antiparallel (I-) for Ga0.966Mn0.034P.  The XMCD spectrum is also shown.  
Linear backgrounds fit to the pre-edge region were subtracted from the raw data, and the data 
were normalized to the main L3 peak.  Strong XMCD is present at both the L3 and L2 edges 
indicating strong magnetization of Mn and a large spin polarization of states derived from Mn d 
levels at EF.  Very similar XMCD spectra were obtained for all of the samples with different 
compositions as shown in Figure 15(b).  These spectra were all measured in a field of 0.5 T at a 
temperature of 17 K.  Successive spectra are offset from each other by 0.2 arbitrary units for 
clarity.  This behavior is similar to that observed in Ga1-xMnxAs in which the XMCD lineshape is 
not altered by the Mn concentration [20]. 
 The existence of a large Mn XMCD asymmetry at large magnetic fields does not itself 
imply ferromagnetism.  In large fields even paramagnetic moments would show a dichroism due 
to the field-induced Zeeman splitting.  Therefore, measurements were performed to determine 
the remanent XMCD signal.  The sequence of steps to produce a remanent XMCD spectrum is as 
follows: 

1. Apply a large, positive magnetic field greater than the sample’s coercive field.  In this 
case a field of 400 mT was used.  Measure the intensity (I1). 

2. Reduce the field to zero.  Measure the intensity (I2). 
3. Apply a large, negative magnetic field symmetric to that in step 1.  Measure the intensity 

(I3). 
4. Reduce the field to zero.  Measure the intensity (I4). 
 

 
Figure 15: (a) Mn L3,2 TEY XAS spectra for magnetization and helicity parallel (I+) and antiparallel (I-) 
as well as the difference (XMCD) spectrum for a Ga0.966Mn0.034P measured at 17 K.  (b) Mn L3,2 XMCD 
spectra for Ga1-xMnxP samples with different MnGa concentration.  Successive spectra have been offset by 
0.2 for clarity.  Data were measured in an applied field of 0.5 T at a temperature of 17 K. 
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Figure 16: (a) Field-dependence of the magnetization for a Ga0.966Mn0.034P1-yNy sample with y≈0.004 measured 
at T=5K with the field oriented normal to the plane of the film.  (b) XMCD spectra of the same sample 
measured with an applied field of 400 mT and at remanence.  The XMCD data were taken at 13 K. 

The points in the hysteresis loop at which the intensities are measured according to this sequence 
are illustrated in Figure 16 (a) for a Ga0.966Mn0.034P sample that has been alloying with N.  The 
nitrogen content of the anion sublattice was approximately 0.4%.  The N alloying reduces the 
lattice constant of the film, which causes the magnetic easy axis to rotate out of the plane of the 
film (Sections 5.3 and 5.6).  This step was necessary for remanent measurements since the 
experimental geometry is such that the out-of-plane component of the magnetization is probed 
by the XMCD measurement.  Ga1-xMnxP, which has an in-plane easy axis does not show a 
remanent moment in the out-of-plane geometry [see Figure 45 (a)].  From the measurement 
sequence the XMCD spectra is determined at both 400 mT (I1-I3) and at 0 mT (I2-I4).  These 
XMCD spectra are shown in Figure 16 (b) and were measured at a temperature of 13 K.  The 
sample clearly shows remanent XMCD, which indicates that the Mn moments are 
ferromagnetically coupled.  Quantitative comparison is hindered by the different measurement 
temperatures used for the two measurements shown in Figure 16.  However, the remanent 
XMCD intensity is greatly reduced relative to the near-saturation value measured at 400 mT in 
qualitative agreement with the field-dependent magnetization measurements. 

3.3.4 Comparison of Electron Yield and Fluorescence Yield Results 

 Figure 17 displays Mn L3,2 XMCD spectra collected in both the total fluorescence yield 
and total electron yield modes for a Ga1-xMnxP film with x=0.034.  The ratio of the intensity of 
the L3 peak to the L2 peak is smaller in the TFY measurement than the TEY measurement.  This 
is likely due to saturation effects associated with TFY data collection that can lead to suppression 
of high intensity peaks when the film thickness is on the order of the photon escape depth from 
the sample [104].  TEY, on the other hand, is less sensitive to saturation effects since the electron 
escape depth is usually less than the X-ray penetration depth [108].  While the relative peak 
intensities are different in TEY and TFY measurements the overall features of the two spectra 
are quite similar, though the signal-to-noise ratio is significantly worse in the TFY spectrum.  
The maximum value of the XMCD is larger at both the L3 and L2 edges for the TFY spectrum.  
This is in contrast to behavior in XMCD spectra measured for LT-MBE grown Ga1-xMnxAs in  
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Figure 17: Comparison of Mn L3,2 XMCD spectra as obtained in total electron yield and total fluorescence 
yield mode for Ga0.966Mn0.034P. 

which the TEY and TFY spectra are nearly identical [20].  The difference in behavior of II-PLM 
Ga1-xMnxP can be understood in terms of the different processes used to make the materials.  
Recall from Section 3.3.1 that TEY probes primarily the near surface region while TFY probes 
much deeper into the sample.  LT-MBE grown films have a uniform Mn distribution through the 
depth of the film.  Thus, there should be little difference in the XMCD signal whether the probe 
depth is a few nanometers (TEY) or tens of nanometers (TFY).  However, the II-PLM films have 
a non-uniform Mn distribution with the peak Mn concentration generally occurring between 20 
and 30 nm from the surface (Figure 58).  The locally lower Mn concentration in the first few 
nanometers of the film implies that the magnetic coupling is weaker in this region of the film, 
which gives rise to a smaller effective magnetic moment and, therefore, a smaller measured 
XMCD signal.  Thus, TFY is a better probe of the bulk properties of the film, although absolute 
quantitative analysis may be hindered by saturation effects. 
 The maximum XMCD asymmetry at the Mn L3 absorption edge measured at 17 K and a 
field of 0.5 T is plotted as a function of x in Figure 18.  Here the asymmetry is defined as the 
quotient of the XMCD intensity to the average XAS intensity [2(I+-I-)/(I++I

-)].  Some authors  

 
Figure 18: TEY and TFY asymmetry at the Mn L3 peak versus x.  The raw XMCD data have been corrected 
for non-unity X-ray polarization and incident angle by multiplying by 1.283. 
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Figure 19: Temperature dependence of magnetization (MSQUID) measured at fields of 0.5 and 0.005 T and 
normalized XMCD signals from TEY (squares) and TFY (circles) taken at 0.5 T for Ga0.966Mn0.034P. 

divide by the sum of the I+ and I- XAS signals and care must be taken when comparing results 
from different studies to avoid being off by a factor of 2.   The asymmetry is corrected for the 
grazing angle of incidence and degree of circular polarization of the photons.  For the 
experimental setup at Beamline 4.0.2, the photon beam is incident at 30º off normal with a 
degree of circular polarization of 90 %, which leads to a normalization factor of 
(1/cos(30))(1/0.9) ~ 1.283.  The error bars in Figure 18 account for both the observed spread in 
experimental measurements as well as any uncertainties in background removal during data 
processing.  The TFY asymmetry is generally larger than that measured by TEY as discussed 
above.  The only exception is for Ga0.982Mn0.018P.  This is attributed to the significantly more 
uniform Mn concentration profile for samples with low x [73].  The TFY asymmetry value 
saturates at 0.70±0.04 in all samples except for the one having x=0.018.  This is primarily 
because the TC of 18 K of this film is very close to the measurement temperature, and thus its 
magnetic order is disrupted by thermal fluctuations.  The near-constant value of the TFY XMCD 
asymmetry at the higher compositions suggests that at the measurement field and temperature the 
magnetization per Mn and spin polarization in the hole density of states is nearly constant [20] 
although this effect could, in principle, be an artifact of signal saturation [104, 108, 109]. 

3.3.5 Comparison of XMCD to Bulk Magnetometry 

Figure 19 compares the film magnetization measured by SQUID magnetometry, MSQUID, 
and normalized XMCD TEY and TFY signals as a function of temperature for Ga0.966Mn0.034P.  
The magnetization data obtained with a measuring field of 50 Oe yield a film TC of 43± 2K.  In a 
measuring field of 5 kOe, corresponding to the measuring field with which XMCD spectra were 
taken, sample magnetization (dashed line) persists at temperatures above TC.  This explains the 
stronger than expected spin polarization above TC when the sample in nominally paramagnetic as 
well as the observation of a strong XMCD signal at T=17 K in the sample with x=0.018 and 
TC=18 K.  The identical temperature dependencies of magnetization and XMCD demonstrate 
that the SQUID magnetometry and XMCD signal originate from the same magnetic phase. 
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Figure 20: TEY XAS and XMCD spectra for (a) Ga0.966Mn0.034P at 17 K and 5 kOe and (b) Ga0.933Mn0.067As at 
15 K and 6 kOe.  Data in panel (b) reproduced from [107]. 

3.3.6 Comparison of the XMCD of Ga1-xMnxP to Other Ga1-xMnxV Materials 

 Figure 20 compares the XAS and XMCD spectra for the Ga0.966Mn0.034P grown by II-
PLM from this work to LT-MBE grown Ga0.933Mn0.067As as measured by TEY.  The spectra 
were measured at similar temperatures and magnetic fields.  The XAS and XMCD lineshapes are 
nearly identical.  The only major difference is that the Mn L3 and L2 peaks occur at slightly 
different energies.  However, this is not a materials effect and is likely due to calibration.   
 The similarity between the XAS and XMCD lineshapes for Ga1-xMnxP and those reported 
for Ga1-xMnxAs is remarkable.  Because XAS and XMCD lineshapes are strongly influenced by 
the hybridization of the Mn d orbitals with the neighboring anion p orbitals, this suggests that the 
bonding and p-d exchange between MnGa and As or P in dilute alloys are substantially similar.  
This experimentally confirms electronic structure calculations, which generally show very 
similar densities of states near EF for Ga1-xMnxAs and Ga1-xMnxP [110]. 
 The similarity of the XMCD lineshapes also sheds some light on the electronic 
configuration of Mn in GaP.  When Mn is substitutionally incorporated into the zincblende 
lattice, it requires one extra electron to complete its bonding.  In GaAs:Mn the consensus view is 
that the electron comes from the valence band, which results in a weakly localized hole.  This 
results in a quasi-hydrogenic d5+bound hole ground state for which the hole states are composed 
primarily of As p states, which form the valence band.  In GaN:Mn the acceptor level is mid-gap.  
Therefore, one of the Mn d electrons is used to complete the bonding, resulting in Mn d

4 
configuration and a hole with dominant d character [111].  For the Ga1-xMnxP alloy, the hole 
states at EF are expected to have more localized Mn d character than for Ga1-xMnxAs but still 
contain substantial phosphorus p character, leading to a stronger tendency for a non-zero, spin-
polarized density of states separated by a gap from the valence band.  Electronic structure 
calculations show a very small difference in energy between the d4 and d5 configurations [112].  
In fact, conflicting results have been reported with a nearly equal split between reports of d4 and 
d

5 configurations. 
 These XMCD measurements suggest that in this dilute alloy limit (i.e. for 1.8-4.2% 
MnGa) the Mn acceptor is predominantly d

5 in character due to the similarity in lineshapes 
between the Ga1-xMnxP and Ga1-xMnxAs in which the Mn electronic configuration has been well-
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established.  A transition to a d
4 configuration in going from a GaAs to GaP host would be 

accompanied by a change in the overall XMCD lineshape [102].  For parameters which 
reproduce the XMCD lineshapes in Ga1-xMnxP, as well as the LT-MBE grown Ga1-xMnxAs [20, 
107], there is a significant difference in the pre- and post- absorption edge fine structure between 
the d

4 and d
5 configurations at the L3 and L2 edges (see Figure 1 in Ref. [102]).  This 

interpretation is supported by XMCD measurements of Ga1-xMnxN at the Mn K edge, which 
indicate that the MnGa are in a d4 charge state [113].  In parallel, the L edge XMCD and XAS 
spectra associated with bulk, substitutional Mn in GaN exhibit a marked difference in XMCD 
lineshape as well as an energy shift when compared to materials in the d5 configuration [114]. 

3.4. Onset of Ferromagnetism in Ga1-xMnxP 

 Figure 21 shows M(H) curves for Ga1-xMnxP samples with x=0.0042 and x=0.0088.  The 
sample with x=0.0042 exhibits no spontaneous magnetization when the applied field is parallel to 
either in-plane <011> orientation or the film normal [100] at T=2 K.  Since no remanence or 
hysteresis is observed in any of the measurements, it can be concluded that the sample with 
x=0.0042 is not ferromagnetic at T=2 K.  The sample with x=0.0088 clearly shows hysteresis and 
magnetic remanance at T=2 K, and ferromagnetic behavior persists to 5 K implying that TC≈5-6 
K for this sample.  The onset of ferromagnetism occurs in Ga1-xMnxP for 0.0042≤x≤0.0088. 
 A recent study on lightly doped, insulating Ga1-xMnxAs correlated the onset of 
ferromagnetism to the magnitude of the activation energy for hopping transport [42].  The 
authors of Ref. [42] used Mott variable-range hopping (VRH) theory to analyze electrical 
transport data since TC and hopping energies were mostly insensitive to the estimated hole 
concentration [115].  It was determined that the hopping energy at TC was the primary factor 
determining whether or not a sample had ferromagnetic order.  A current study is ongoing to 
determine whether similar critical behavior is present in Ga1-xMnxP. 

 
Figure 21: (a) Field dependence of the magnetization for a Ga1-xMnxP sample with x=0.0042 and the field 
applied parallel to three principal orthogonal directions.  <011>A and <011>B refer to the two distinct in-
plane <011>-type directions, but the polarity was not explicitly determined.  (b) Field dependence of the 
magnetization for x=0.0088 at various temperatures and H||<011>. 
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Figure 22: The temperature dependence of the sheet resistivity is shown for Ga1-xMnxP samples with x 
varying by a factor of 10.  The TC for each sample as well as the ferromagnetic to paramagnetic transition is 
indicated. 

3.5. Establishment of the Carrier-Mediated Phase of Ga1-xMnxP 

 While there are no standardized minimum requirements for the establishment of carrier-
mediated ferromagnetism in a material, it is generally accepted that one must demonstrate the 
interconnection of the magnetic, electrical, and optical properties of the material.  As was 
discussed in Section 3.1, previous studies of Ga1-xMnxP have fallen short of establishing the 
carrier-mediated nature of exchange interactions by focusing almost exclusively on bulk 
magnetometry studies.  Here, structural, magnetic, electrical, and optical measurements have 
been presented which indicate that ferromagnetism in Ga1-xMnxP is unambiguously carrier-
mediated.  The large majority of the Mn atoms sits substitutionally on the cation sublattice in 
GaP (Appendix A).  No evidence of second phase precipitates is found in X-ray diffraction 
(Appendix B), transmission electron microscopy (Ref. [73]), or magnetic measurements (Section 
3.2).  TC is proportional to the concentration of MnGa moments and holes (Section 3.2).  In 
parallel, changes are observed in the electrical transport as is illustrated in Figure 22.  There is a 
direct correlation between the resistivity of Ga1-xMnxP and robustness of magnetic ordering that 
persists over an order of magnitude of Mn doping.  Further evidence of carrier-mediated 
ferromagnetism in Ga1-xMnxP comes from similarities of this materials system to Ga1-xMnxAs.  
The similarity of the XAS and XMCD spectral lineshapes indicates that the hybridization 
between the Mn d and anion p orbitals and local environment are similar in the two systems.  
This result, along with the similar dependence of TC on x [Figure 13 (c)], magnetotransport 
characteristics (Ref. [99]), and control of the magnetic anisotropy by epitaxial strain and carrier-
concentration (Section 5.5-5.7), suggests that similar carrier-mediated ferromagnetic exchange 
mechanisms are operative in the two materials systems. 

3.6. Comparison of Ga1-xMnxP to Other III1-xMnxV Materials 

 Perhaps the most important conclusion that can be drawn for the collective work in Ga1-

xMnxP is the importance of localization in determining the properties of III1-xMnxV ferromagnetic  
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Figure 23: Scaling plot for the TC of multiple III1-xMnxV ferromagnetic semiconductors with nearest neighbor 
cation distance.  The ordinate value would be strictly proportional to Jp-d for systems with no compensation 
and negligible localization.  Blue circles refer to II-PLM samples discussed in this work, while red squares are 
taken from the literature.    Plot courtesy of Prof. Michael Scarpulla.  References: a= [113] (wurtzite), b= 
[116] (zincblende), c= [117], d= [93], e= [99], f= [57], g= [90], h= [26], i= [49] using x=0.023 and TC=25 K to 
exclude phase-separated samples, j= [50]. 

semiconductors.  The expected increase in the p-d exchange constant ((Jp-d=|N0β|) with 
decreasing lattice constant was discussed previously in Section 1.6.  This has been expected to 
increase the effective coupling between different Mn ions (JMn-Mn) through their hole-mediated 
interaction leading to higher TC.  However, localization of holes lessens the interaction between a 
hole associated with a specific Mn ion and other Mn ions in the crystal.  Thus, in systems with 
more strongly localized holes as a result of strong Coloumb interactions or disorder, the effective 
coupling JMn-Mn through a mediating hole can be smaller.  The balance between Jp-d and spatial 
localization determines JMn-Mn and therefore, TC. 
 Localization effects are not explicitly considered in the mean field theory of carrier-
mediated ferromagnetism.  Instead, only scaling with p-d exchange strength is considered (c.f. 
Equation 6) 
 

 (13) 

where N0 is proportional to a
-3.  Based on Equation 13 a plot of (TC/x)1/2 vs. ao

3/2 will be 
proportional to Jp-d for mean-field systems [19].  This simple analysis ignores the effect of 
compensation which is always present in real samples.  Here only the highest TC samples 
reported for different materials with 0<x<0.1 are considered, which should represent the highest 
x, lowest compensation samples achieved over this range of compositions.  Figure 23 illustrates 
the dependence of (TC/x)1/2 on nearest neighbor distance for the record highest TC samples of a 
variety of III1-xMnxV ferromagnetic semiconductors [26, 31, 49, 50, 90, 99, 113, 116, 117].  The 
expected increasing trend in the Jp-d parameter (TC/x)1/2  with decreasing nearest neighbor 
distance is seen for InSb, GaSb, InAs, and GaAs hosts.  The striking break in this trend is seen 
for Ga1-xMnxP and the low-TC Ga1-xMnxN data where (TC/x)1/2 begins to decrease with decreasing 
nearest neighbor distance, while the scaling for larger-lattice-constant materials would suggest 
that it should continue to increase.  We interpret this as the effect of localization, which negates 
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the fundamental assumption of the mean field treatment that holes interact with each Mn in the 
crystal.  The relevant parameter to consider is not Jp-d but instead JMn-Mn which depends on the 
details of the semiconductor band structure and impurity energy levels that determine the degree 
of hybridization and carrier localization in the system. 
 For illustrative comparison, data are included for two notable reports of high-TC Mn-
doped GaP (data point d [93]) and GaN (data point c [117]) in which the ferromagnetism was not 
shown conclusively to originate from a dilute, random, hole-mediated ferromagnetic phase.  The 
data from these reports are clearly above the trend of increasing Jp-d established in the larger 
lattice constant materials.  The work on II-PLM formed Ga1-xMnxP presented herein is consistent 
with well-substantiated data from both zincblende and wurtzite Ga1-xMnxN demonstrating TCs in 
the 5-15 K range [113, 116], indicating that the low TC results in Ga1-xMnxN are more consistent 
with the hole-mediated dilute ferromagnetic phase akin to that observed in In1-xMnxSb, Ga1-

xMnxSb, In1-xMnxAs, Ga1-xMnxAs, and Ga1-xMnxP. 

3.7. Summary 

 Ga1-xMnxP is a novel ferromagnetic semiconductor alloy in which ferromagnetism is 
mediated by holes that are localized in a detached Mn-derived impurity band for x≤0.042.  The 
unique, optical, electrical, and magnetic properties of this materials system make it an important 
medium for exploring the interplay of carrier localization, band structure and ferromagnetic 
exchange.  Ga1-xMnxP thin films exhibit all of the hallmarks of carrier-mediated exchange that 
are present in the canonical Ga1-xMnxAs system, where the character of the mediating holes is 
still unclear.  The ferromagnetic Curie temperature in Ga1-xMnxP is linear in x with a slope close 
to that for Ga1-xMnxAs.  L3,2 XMCD spectra provide unambiguous evidence that the origins of 
ferromagnetism in Ga1-xMnxP  are due to MnGa acceptors which have a local electronic 
environment identical (within experimental resolution) to that of MnGa Ga1-xMnxAs. 
 The similar nature of the MnGa acceptor and holes suggest that ferromagnetism in III1-

xMnxV varies continuously as exchange strength and carrier localization are adjusted through 
compositional tuning of the semiconductor host.  Hence, one would expect a single unifying 
theory to be able to quantitatively describe and predict the properties of many  
III1-xMnxV materials.  Mean field models which are adequate at describing numerous materials 
properties in Ga1-xMnxAs must, therefore, be revisited as their assumption of itinerant holes 
which can be well-described using semiconductor valence band parameters is inconsistent with 
observation of impurity band ferromagnetism in Ga1-xMnxP.  Polaronic models in which 
localized holes polarize a cloud of Mn spins are more consistent with the results of Ga1-xMnxP; 
however their predictive power is only qualitative, and applicability may not be appropriate for 
highly-doped, metallic Ga1-xMnxAs [29].  Clearly more theoretical and experimental advances 
are needed in order to elucidate the fundamental effect of anion substitution on ferromagnetic 
exchange.  Integration of localization parameters into models of ferromagnetic exchange is 
crucial for improving their quantitative accuracy and predictive power. 
  



37 
 

4. Partial Anion Substitution: Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy 

4.1. Introduction 

 The optimal semiconductor host for Mn moments is the one that simultaneously 
optimizes the two competing effects of carrier localization and p-d exchange strength.  
Empirically, it can be inferred that among binary III-V semiconductors GaAs seems to lie at this 
optimal point (see Figure 23).  Nonetheless, record TCs have remained well below room 
temperature even in this materials system.  Increasing the magnitude of p-d exchange by 
tailoring the composition of the host semiconductor is a proposed, though relatively unexplored, 
route by which to raise TC [54, 118].  It has been proposed that dilute alloying of GaAs with GaP 
may yield a host in which the itinerancy of the mediating holes is maintained while p-d exchange 
is enhanced due to the shorter average Mn-anion bond length [118].  First principles calculations 
have, in fact, predicted an enhancement of TC by a factor of 1.5 due to this effect [54].  It should 
be noted that the calculations in Ref. [54] overestimate TC in Ga1-xMnxP by about a factor of 3 
since they do not explicitly consider the strongly localized wavefunctions of Mn-doped GaP.  
Nonetheless, the predictions on the quaternary Ga1-xMnxAs1-yPy system are expected to be 
accurate as long as the assumption of itinerant carrier-mediated ferromagnetism is still 
applicable. 
 In this chapter the synthesis and magneto-electronic properties of Mn-doped GaAs1-yPy 
and GaAs1-yNy ferromagnetic semiconductors are discussed.  Emphasis is placed on dilutely 
alloyed As-rich materials- i.e. GaAs1-yPy and GaAs1-yNy with y<0.04- since the dilute, As-rich 
quaternary materials have garnered the most theoretical interest as materials with potential for 
higher TC.  Even in this dilute limit the incorporation of P and N into Ga1-xMnxAs results in a 
strong decrease in TC with increasing y (Section 4.5).  Concurrent to the decrease in magnetic 
ordering, a metal-insulator transition as a function of y is observed in both quaternary materials 
even as the MnGa concentration is held constant (Sections 4.2 and 4.3).  The alloy-induced metal-
insulator transition is understood within the context of a simple impurity-band picture where 
increased scattering of holes by alloy disorder drives the system to an insulating phase (Section 
4.4).  Finally, a summary and perspective for future prospects in Mn-doped quaternary systems 
are presented in Sections 4.6 through 4.8. 

4.2. Materials Synthesis and Structural Properties 

 Ga1-xMnxAs was synthesized by implantation of 1.5×1016 cm-2 50 keV Mn+ ions into 
semi-insulating GaAs followed by irradiation with a single pulse from a KrF (λ=248 nm) 
excimer laser at a fluence of 0.3 J/cm2.  Quaternary alloys were synthesized by further 
implantation of P+ or N+ ions into the Mn+-implanted GaAs prior to PLM.  The P+ implant 
parameters were doses in the range of 1×1015-1×1016 cm-2 at 35 kV while the N+ implant doses 
ranged from 1×1015 to 5×1015 cm-2 at 33 kV.  All implants were intentionally performed at 7º 
offset to prevent channeling.  Films were etched for 20 minutes in concentrated HCl to remove 
surface oxide layers [107].  Mn and P concentrations and substitutional fractions were 
determined by the combination of secondary ion mass spectrometry (SIMS) and ion beam 
analysis (Sections 4.2.1 and 4.2.2) [75, 119].  Weak N fluorescence prevented the determination 
of the N lattice location and concentration in Ga1-xMnxAs1-yNy by PIXE.  Instead the active 
nitrogen content y of Ga1-xMnxAs1-yNy films was determined by photomodulated reflectance (PR) 
spectroscopy of GaAs1-yNy films that were prepared under identical implant and laser conditions 
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[120, 121].  Nitrogen implant doses of 1.0, 2.5, and 5.0×1015 cm-2 correspond to y values 0.004, 
0.010 and 0.014 respectively. 

4.2.1 Ion Beam Analysis of Ga1-xMnxAs1-yPy 

 Figure 24 shows PIXE spectra around the P Kα emission energy for a Ga1-xMnxAs1-yPy 
sample that had an implant dose of 1.0x1016 P+/cm2 as well as a Mn+ implant dose of 1.5x1016 
cm-2.  Details of the ion beam analysis techniques are found in Appendix A.  These implant 
conditions produce a film with y=0.031 after PLM.  The PIXE intensity is reduced significantly 
for the two channeled orientations relative to the random orientation.  In fact, the channeled 
PIXE intensity for both <110> and <111> orientations is essentially zero.  This signifies to 
within the noise and resolution of the measurement that all P atoms are commensurate in the 
lattice.  This eliminates the possibility of P clusters or P-containing incoherent precipitates as a 
possible site of P incorporation in Ga1-xMnxAs1-yPy since such inclusions would result in some 
PIXE counts in the channeled geometry due to their random distribution relative to the 
semiconductor lattice.  The negligible channeled PIXE counts also rule out the incorporation of P 
atoms as interstitials since both the tetrahedral and hexagonal interstitial sites in the zincblende 
lattice are visible in the <110> channel.  Therefore, the fraction of substitutional P is nearly 1 
since the P χmin is nearly zero.  However, it should be noted that the ion-beam measurements 
cannot directly exclude the possibility of P antisites (P incorporated on the Ga sublattice) since 
those too would be shadowed in both the <110> and <111> orientations although energetically 
this is highly unlikely.  Similar PIXE spectra were observed for P Kα radiation in all Ga1-

xMnxAs1-yPy samples indicating that the P fsub is nearly 1 for all Ga1-xMnxAs1-yPy samples 
presented in this work. 

 
Figure 24: PIXE spectra of a Ga1-xMnxAs1-yPy with y=0.031 taken around the P Kαααα emission line with the αααα 
particle ion beam aligned parallel to <110>, <111> and random directions. 
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Figure 25: PIXE spectra for (a) Ga1-xMnxAs and (b) Ga1-xMnxAs1-yPy.  The sample in panel (b) is the same for 
which the phosphorous PIXE results were presented in Figure 24.  Data below 7 keV have been multiplied by 
30 in order to be seen on the same scale as the Ga and As signals which dominate the measurement due to 
substrate effects. 

 Figure 25 shows PIXE spectra including the Mn, Ga, and As emission lines for Ga1-

xMnxAs1-yPy samples with y=0 and y=0.031.  Comparison of the two sets of data indicates that the 
co-implantation of P into Mn-implanted GaAs does not have a significant effect on the 
substitutional fraction of the Mn in the film after PLM.  Both samples show identical PIXE 
yields for <110> and <111> channeled measurements, which demonstrates that P alloying does 
not induce the formation of MnI.  Moreover, the ratio of the channeled to random PIXE signals is 
unaltered by changing y implying that χmin is constant.  Indeed, integrating over the Mn Kα 
emission peak results in χMn=0.23±.02 for both y=0 and y=0.031.  Figure 26 shows the 
channeling RBS spectra for the same two samples for which PIXE data is shown in Figure 25.  
The RBS spectra are dominated by backscattering off of As and Ga atoms, which combine to 
produce a strong increase in the backscattered yield at ~1550 keV (see Table 9).  The channeled 
RBS spectra are quite similar over the range of energies corresponding to the Ga1-xMnxAs1-yPy 
thin films indicating that both films are of similar crystalline quality.  Quantitatively, both films 
have χGaAs=0.06±0.01.  This value is within a factor of two of the theoretical minimum χmin of 
~0.02-0.05, which signifies that both films are of high quality.  Combining the c-RBS and PIXE 
data results in fsub≈0.82 for the Mn atoms in Ga1-xMnxAs1-yPy with y=0 and y=0.031, which shows 
that alloying with P has little effect on the Mn fsub. 
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Figure 26: RBS spectra for Ga1-xMnxAs1-yPy samples with y=0 and y=0.031 for random and <110>-channeled 
orientations of the ion beam.   

 The retained dose of Mn is determined by comparing the magnitude of the PIXE 
intensities of the Mn and substrate signals.  Here, the Ga Kα signal is used as the substrate 
reference signal since it is strong and easily resolved.  The similar height ratios of the Ga Kα and 
Mn Kα PIXE peaks in films with y=0 and y=0.031 implies that the Mn retained dose is similar in 
the two materials.  Quantitatively, one compares the total integrated intensities corresponding to 
Ga Kα and Mn Kα X-ray emission.  Doing so it was found that Mn Kα/Ga Kα≈0.018 for both y=0 
and y=0.031 in agreement with the general observations above.  To obtain the actual retained 
dose the Mn Kα/Ga Kα ratio is compared to that of a Mn-implanted GaAs standard for which the 
total dose is known.  The implant standard analysis revealed that the Mn Kα/Ga Kα ratio of 0.018 
corresponds to a Mn retained dose of 7.2x1015 cm-2. 
 The structural and compositional parameters of a series of Ga1-xMnxAs1-yPy samples are 
shown in Table 2.  Those parameters that were determined by ion beam analysis are in the 
leftmost eight columns of the table.  The sample series as a whole bears out the trends discussed 
above, namely: 

1. The Mn substitutional fraction and retained dose are not significantly affected by P+ co-
implantation.  The scatter in values of for both parameter is less than 10% which is about 
the resolution of ion beam measurements. 

2. The concentration of interstitial Mn is negligible for all samples. 
3. The P atoms are nearly completely substitutional.  The concentration of interstitial P is 

negligible. 
4. The overall sample quality (parameterized by χGaAs) is not significantly different between 

samples.  Thus scattering by growth-related defects will not be that different between the 
materials. 

These effects can be excluded when discussing the origins of the electrical and magnetic 
behavior in Ga1-xMnxAs1-yPy in Sections 4.3 through 4.5. 
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Table 2: Structural and compositional parameters of Ga1-xMnxAs1-yPy as determined by the combination of 
ion beam analysis and secondary ion mass spectrometry.  All samples listed in this table were PLMed with a 
nominal laser fluence of 0.3 J/cm2. 
Mn implant 
dose [cm-2] 

P implant 
dose [cm-2] 

χMn χGaAs Mn 
fsub 

P fsub Mn retained 
dose [cm-2] 

P retained 
dose [cm-2] 

x y 

1.5x1016 0 0.22 0.05 0.82 ---- 7.2x1015 ---- 0.046 0 
1.5x1016 1.0x1015 0.26 0.06 0.80 >0.9* 7.7x1015 6x1014* 0.045 0.004 
1.5x1016 2.5x1015 0.21 0.04 0.82 >0.9 7.7x1015 1.4x1015 0.047 0.009 
1.5x1016 5.0x1015 0.19 0.04 0.84 >0.9 7.7x1015 3.0x1015 0.045 0.016 
1.5x1016 7.5x1015 0.24 0.05 0.80 >0.9 7.2x1015 4.9x1015 0.046 0.024 
1.5x1016 1.0.x1016 0.21 0.04 0.82 >0.9 7.2x1015 6.7x1015 0.046 0.031 

*Estimated by average P retained fraction for other samples (~60%) due to weak P PIXE signal at low P 
concentrations. 

4.2.2 Secondary Ion Mass Spectrometry 

 While ion beam analysis indicates that the Mn retained dose and substitutional fraction 
are unaffected by P alloying in Ga1-xMnxAs1-yPy, it cannot definitively determine whether or not x 
is the same for all films.  Thus, SIMS measurements were performed in order to obtain depth-
dependent Mn and P concentration profiles for all films.  A summary of the SIMS measurements 
is shown in Figure 27.  The SIMS measurements show that the Mn distribution throughout the 
thickness of the film is also not strongly affected by P alloying [Figure 27 (a)].  Therefore, since 
the distribution, retained dose, and substitutional fraction of Mn are similar, all Ga1-xMnxAs1-yPy 
samples have similar x.  The values of x for all samples are shown in the penultimate column of 
Table 2.  The P concentration profiles for selected Ga1-xMnxAs1-yPy samples are shown in Figure 
27 (b).  The values for y were calculated in a similar manner by taking the maximum in the P 
concentration profiles and multiplying by the P fsub.  The values of y are shown in the last column 
of Table 2. 

 
Figure 27: Secondary ion mass spectrometry profiles for (a) Mn and (b) P for Ga1-xMnxAs1-yPy.  Profiles are 
labeled by the implanted phosphorus dose.  All materials had the same nominal Mn+ implant dose of 1.5x1016 
cm-2. 
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Figure 28: X-ray diffraction profiles around the GaAs (400) reflection for (a) Ga1-xMnxAs1-yPy and (b) Ga1-

xMnxAs1-yNy.  Arrows in panel (a) emphasize the main features associated with X-ray diffraction from the 
Ga1-xMnxAs1-yPy film. 

4.2.3 X-ray diffraction 

 Figure 28 (a) displays X-ray diffraction results from a series of Ga0.954Mn0.046As1-yPy 
samples.  The incorporation of the slightly smaller P atoms in place of As results in a contraction 
of the lattice, which is illustrated by the shift of the film peak to higher angle.  While the film 
with y=0.016 is still under slight compressive strain substitution of 3.1% P atoms on the As 
sublattice gives rise to a film under tensile strain.  In addition to substantiating the other 
structural measurements, the change in the strain state with P alloying has important 
connotations for magnetometry measurements.  As will be discussed in more detail in Chapter 5 
the magnetic easy axis of Mn-doped III-V semiconductors depends on the strain state of the film.  
In-plane easy axes are observed for samples in compressive strain while out-of-plane easy axes 
are found in materials under tensile strain.  Hence, the strain state of the films determines the 
proper orientation for measuring the temperature-dependence of the magnetization (Section 4.5) 
in order to accurately determine TC.  It is important to probe both in-plane and out-of-plane 
components of the magnetization over the compositional range 0.016≤y≤0.031 where the easy 
axis is transitioning from in-plane to out-of-plane.  The transition from compressive to tensile 
strain occurs at much lower alloying levels in Ga1-xMnxAs1-yNy as is illustrated in Figure 28 (b).  
The behavior is expected as the atomic radius of nitrogen is significantly smaller than that of 
both As and P, which leads to a change in the sign of the strain state of the film at lower alloying 
levels. 
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Figure 29: (a) ρρρρsheet as a function of temperature for Ga0.954Mn0.046As1-yPy.  A magnification of the low 
resistivity range is shown in panel (b) to emphasize the lineshape of the metallic samples.  Color scheme is the 
same as in panel (a). 

4.3. Electrical Transport in Ga1-xMnxAs1-yPy 

 The temperature dependence of the sheet resistivity for a series of Ga0.954Mn0.046As1-yPy 
samples is shown in Figure 29 (a).  The sample with no phosphorous exhibits transport behavior 
typical of Ga1-xMnxAs films synthesized by both LT-MBE and II-PLM with x=0.046.  The 
resistivity shows critical behavior at T=TC due to the onset of magnetic ordering; the resistivity 
increases (decreases) with decreasing temperature on the paramagnetic (ferromagnetic) side of 
TC due to correlated (uncorrelated) spin fluctuations [56].  Recently it has been shown that in 
very uniform LT-MBE grown samples the critical behavior manifests itself as a singularity in 
dρ/dT, which results in a kink in the ρ(T) curve [56].  The non-uniformity of the Mn 
concentration throughout the depth of II-PLM formed Ga1-xMnxAs precludes the observation of 
such critical behavior.  Different layers of the film may exhibit different effective transition 
temperatures depending on their Mn content.  Thus, even though the transport behavior of II-
PLM Ga1-xMnxAs is dominated by the region of the film with maximum MnGa concentration 
[90], the critical behavior is likely broadened by contributions from regions of the film with 
lower x.  Disorder and nonuniformity also manifest themselves in many LT-MBE grown Ga1-

xMnxAs samples in which ρ(T) shows a “peak” or “shoulder” at TC [67].  The temperature 
dependence of ρsheet observed in the sample with y=0 is therefore quite reasonable given these 
considerations.  This type of lineshape will be used as the working definition of a “metallic” 
resistivity profile. 
 Ga0.954Mn0.046As1-yPy samples with y≤0.016 all show metallic lineshapes which are 
qualitatively similar to the sample with y=0.  In general the alloyed materials tend to show an 
increase in the resistivity with increasing y although the sample with y=0.016 seems to break this 
trend, which is likely due to minor sample-to-sample variation in x or crystalline quality that can 
result from fluctuations of the laser power during materials processing and therefore influence 
the magnitude of the resistivity.  As y continues to increase a metal-insulator transition (MIT) is 
observed, which is qualitatively similar to the doping-induced MIT in Ga1-xMnxAs [122].  The 
sample with y=0.024 is identified as an insulating phase in that its resistivity increases  

0

2000

4000

0 50 100 150 200 250 300

y=0.031

y=0.024

y=0.016

y=0.009

y=0.004

y=0

ρρ ρρ s
h

e
e

t(Ω(Ω (Ω(Ω
/s

q
)

T (K)

300

400

500

600

700

0 50 100 150 200 250 300

ρρ ρρ s
h

e
e

t(Ω(Ω (Ω(Ω
/s

q
)

T (K)

(a) (b)



44 
 

 
Figure 30: ρρρρsheet as a function of temperature for Ga1-xMnxAs1-yNy.  Thin films with y=0, y=0.004, and y=0.010 
have x=0.037 while the film with y=0.014 has x=0.046 and should be compared to the Ga1-xMnxAs reference 
sample in Figure 29. 

exponentially at low temperature as T→0.  This in contrast to the behavior of the metallic 
samples where the low temperature increase is non-exponential and tends towards a constant 
value in low temperature (mK) resistivity measurements [40].  The exponential behavior of the 
resistivity is even more pronounced in the sample with y=0.031 where the thermally-activated 
nature of the transport is more apparent.  Using these standard definitions for the metallic and 
insulating phases of Ga1-xMnxAs the critical value of y (ycrit) must be between 0.016 and 0.024 
for x=0.046.  An MIT is also observed when Ga1-xMnxAs is alloyed with N as shown in Figure 
30 (b) with ycrit < 0.004.  The stoichiometrically similar alloys Ga0.954Mn0.046As0.984P0.016 and 
Ga0.954Mn0.046As0.986N0.014 show vastly different transport behavior.  While alloying of the As 
sublattice with 1.4% nitrogen is sufficient to induce the MIT, the holes in the parallel 
phosphorus-alloyed sample remain itinerant.  Hence, substitution of N for As in Ga1-xMnxAs has 
a much stronger effect on electrical transport than P.  It should be emphasized that in both alloys 
these MITs are driven by the incorporation of isovalent species while the MnGa doping 
concentration is held at a constant value.  Additionally, the electrical behavior of these Ga1-

xMnxAs1-yNy samples is similar to those reported for LT-MBE-grown films[123-125]. 

4.4. A Simple Model for the MIT in Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy 

 In this section a simple band structure argument that is consistent with the composition at 
which the MIT occurs in Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy is outlined.  The electrical 
transport measurements that were presented in Section 4.3 are inconsistent with the valence band 
Zener model (Section 1.5).  According to valence band models the change in electrical transport 
from insulating to metallic in Ga1-xMnxAs is essentially a Mott transition.  Thus, the doping-
induced (x dependent) metal-insulator transition (MIT) occurs when the broadened impurity 
band eventually merges with the valence band [34].  Experimentally this is typically observed 
around x≈0.01-0.02.  In the context of the valence band model the effect of alloying Ga1-xMnxAs 
with P or N would be to shift the Mn acceptor level slightly deeper in the band gap as the valence 
band is shifted downwards (Figure 5).  Within the virtual crystal approximation (VCA) the 
incorporation of 1% P or N into the anion sublattice of GaAs should shift the valence bands by 
~4 and 20 meV respectively [44].  The slight increase in Mn acceptor binding energy with a few 
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percent alloying is unlikely to induce a Mott-type MIT in Ga0.954Mn0.046As since this system is 
well beyond the critical Mn density required for the merging of the valence and impurity bands. 
 Instead an impurity band picture that focuses on the effect of alloying on the mobility of 
the charge carriers is used to explain the alloy-induced MIT in Ga1-xMnxAs1-yPy.  One of the 
principal features that differentiates the character of impurity band or valence band holes is the 
effective mass.  The effective mass of a hole residing in a narrow impurity band is much greater 
than that of a quasi-hydrogenic hole in the valence band.  As will be shown below (Equation 16), 
the effect of alloying on mobility goes as the inverse square of the effective mass of the charge 
carrier.  Thus, the effect of alloy disorder on electrical transport is significantly greater for 
impurity band systems.  In the following it will be demonstrated that the reduction of the 
mobility of impurity band holes by alloy disorder is consistent with experimental findings for the 
onset of the MIT in Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy.  The notion of alloy disorder limited 
transport is inconsistent with the valence band picture as calculations using the effective mass of 
holes in the GaAs valence band show that alloying has a negligible effect on the magnitude of 
the resistivity [44]. 
 In this work it is proposed that an impurity band arises due to a valence band anticrossing 
(VBAC) interaction between the Mn impurity states and host valence band states.  A band 
anticrossing interaction has been used previously to account for the sign and magnitude of the 
exchange energy in another transition metal-doped III-V semiconductor, Ga1-xFexN [126].  The 
development of the VBAC theory and its application to magnetic semiconductors was primarily 
the work of Drs. Kirstin Alberi and Władysław Walukiewicz at Lawrence Berkeley National 
Laboratory.  Here, the application of the VBAC model to metal-insulator transitions in III1-

xMnxV materials is briefly outlined.  A more rigorous discussion of the VBAC model and 
anticrossing in general is found in Refs.[44, 127, 128].  Alteration of the GaAs valence band 
edges by either P or N is treated according to the virtual crystal approximation (VCA).  The 
VCA approximation is well justified in these dilute ternary alloys as deviation from the linear 
dependence of the valence band location on composition is negligible.  The anticrossing 
interaction is treated according to the k·p formalism in which the standard 6×6 Kohn-Luttinger 
matrix expressing the VCA-corrected valence band structure of the GaAs1-yPy (or GaAs1-yNy) 
host is augmented with the six wavefunctions of the localized Mn p-states resulting in a 12×12 
Hamiltonian matrix.  The band anticrossing interaction leaves the 6×6 Kohn-Luttinger matrix 
unperturbed.  The addition of the interaction terms between localized impurity states and 
extended band states results in two types of additional terms to the Hamiltonian matrix.  The 
diagonal terms are the self-energy of the Mn impurity state, EMn.  The second type of term arises 
between host and impurity states of like symmetry and can be shown to be equal to Cx

1/2 where 
C is a coupling parameter that describes the strength of the anticrossing interaction and x is the 
impurity concentration.  C must be determined empirically.  For the case of Mn-doped GaAs the 
magnitude of C was determined by fitting the compositional dependence of the bandgap and is 
equal to 0.39 eV [44]. 
 Accepting the existence of a Mn impurity band, one can now discuss transport of holes 
through such a band.  Transport within an impurity band can be either metallic or insulating in 
nature depending on the relative magnitude of the impurity band width, W, and the lifetime 
broadening of the hole energies, δE.  For W>δE the scattering of holes is such that metallic 
transport is possible while for W<δE transport occurs primarily by hopping conduction.  More 
explicitly one can write for the lifetime broadening based on the time-energy uncertainty relation 
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Figure 31: (a) Mn impurity-band width and lifetime broadening of the hole energies as a function of MnGa 
doping in Ga1-xMnxAs.  Plot adapted from Ref. [44] and courtesy of K. Alberi.  (b) Mn impurity band width 
and lifetime broadening of the hole energies for Ga0.954Mn0.046As1-yPy (red) and Ga0.954Mn0.046As1-yNy (blue) as a 
function of anion sublattice composition. 

 
 

 (14) 

where meff is the hole effective mass and µ is the hole mobility.  The effective mass in Equation 
14 is determined from the VBAC-calculated impurity band dispersion by the relation 
 

 (15) 

which is evaluated at the Fermi wavevector, kF.  For Ga1-xMnxAs the effective mass is assumed 
to be limited primarily by ionized impurity scattering.  Under such assumptions the anomalously 
low values for the hole mobility in Ga1-xMnxAs relative to GaAs doped with hydrogenic 
acceptors could be explained by the VBAC theory [44].  When this form for the mobility is 
substituted into Equation 14, it is possible to explain the onset of the metal-insulator transition as 
is illustrated in Figure 31 (a).  The VBAC calculations suggest that the MIT should occur at 
x≈0.018 in Ga1-xMnxAs, which is in reasonable agreement with the range 0.01≤x≤0.02 typically 
seen experimentally. 
 Following this protocol the alloy-induced MIT in Mn-doped GaAs1-yPy and GaAs1-yNy is 
addressed.  Now the mobility is limited by a second significant mechanism: alloy disorder.   The 
effect of alloy disorder is treated using a standard formula applicable to extended impurity band 
states[129], 
 

 (16) 

In Equation 16, Ω is the unit cell volume.  VAD is the alloy disorder potential- i.e. the matrix 
element of the potential difference between the actual potential for the sites that are occupied by 
either As or P (N) and the average, composition-weighted (VCA) potential, which should be 
evaluated using the wave functions of the Mn band.  For transport within an impurity band VAD is 
taken to be the offset of the impurity band edges of the appropriate Ga1-xMnx-pnictide endpoint 
compounds[130], which is estimated from experimentally-determined valence band offsets and 
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Mn acceptor level positions.  Figure 31 (b) shows the impurity band-width along with δE 
calculated for Ga0.954Mn0.046As1-yPy as a function of y for VAD = 0.21 eV.  According to these 
calculations, the MIT should occur at approximately y = 0.018 in Ga0.954Mn0.046As1-yPy, which is 
in good agreement with experiment (c.f. Figure 29). While the Mn impurity band-width 
decreases slightly with y, the driving force behind the MIT is the strong increase of δE due to 
alloy disorder scattering.  Estimation of the critical value of y might be improved by including 
the effects of state broadening by Mn, which would decrease the mobility and thus shift the 
calculated MIT to slightly lower y. 
 Unlike the case of Ga1-xMnxAs1-yPy, the exact value for VAD in Ga1-xMnxAs1-yNy is 
unknown since valence band offsets between GaAs and zincblende (ZB) GaN are not known.  
Given that VAD≈0.7 eV for wurtzite (WZ) GaN and that the bandgap of ZB GaN is 0.23 eV 
smaller than that WZ GaN, VAD should be between 0.47 and 0.7 eV depending on the exact 
positions of the band offsets.  For VAD=0.7 eV, the MIT is calculated to occur for y=0.0025 as is 
shown in Figure 31.  Choosing smaller values of VAD (i.e., introducing a valence band offset 
between ZB GaN and GaAs) shifts the calculated value of the MIT towards y = 0.004, which is 
in better agreement with experiment.  This simple model reproduces and describes well the 
experimentally observed trend in the MIT in Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy, namely, that 
significantly less N than P is necessary to induce a metal-insulator transition.  The agreement of 
this model with our experimental data lends further support to the picture of impurity band 
ferromagnetism in Ga1-xMnxAs even when x is high as 4.6%[39, 40, 131]. 

4.5. Magnetic properties of Ga1-xMnxAs1-yPy and Ga1-xMnxAs1-yNy 

 The scattering of holes by alloy disorder has a profound effect on TC.  Figure 32 (a) 
shows thermomagnetic profiles for selected Ga0.954Mn0.046As1-yPy films.  Measurements were 

performed with the 50 Oe field applied parallel to either the in-plane 011  direction or the out-
of-plane [100] direction; the addition of P to Ga1-xMnxAs films on a GaAs substrate results in a 
tensile-strain-induced rotation of the easy axis from in-plane to out-of-plane[132].  Details of the 
magnetic anisotropy of Ga1-xMnxAs1-yPy are presented in Section 5.4.  The films with y=0 and 

y=0.009 have 011  easy axes while the easy axis for films with y≥0.024 is perpendicular to the 
film.  TC was determined by extrapolation of the steepest portion of the thermomagnetic curve 
corresponding to a sample’s easy axis to zero magnetization resulting in an uncertainty of 2-3 K.  
Increasing the P concentration of the film causes a clear decrease in TC for the entire series of 
samples as shown in Figure 32 (b).  This trend is in agreement with theoretical calculations 
which show the importance of maximizing the hole mean free path (l=ħkfµ/e) to achieve the 
highest possible TC for a given x[133].  Isovalent anion substitution results in a decrease in l 
since µ decreases as holes are scattered by an increasingly disordered potential landscape, thus 
lowering TC.  Indeed, TC drops by nearly a factor of 2 from Ga0.954Mn0.046As to 
Ga0.954Mn0.046As0.969P0.031— to a value below that observed in Ga0.954Mn0.046P—with the 
substitution of only 3.1% of As atoms with P.  In Ga1-xMnxAs1-yNy TC falls from ~100 K to 60 K 
for y=0.010 (not shown). 
 Alloy disorder scattering has a strong effect on the magnitude of the saturation moment 
as well.  Prior to the onset of the MIT, alloying the As sublattice with P decreases TC without 
changing the saturation moment of 4.2±0.2 µB/MnGa as shown in Figure 32 (c).  A transition 
from the metallic to insulating state results in a reduction of the saturation moment to ~3 
µB/MnGa for y=0.031 despite the fact that the concentration of substitutional Mn remains the 
same.  The random distributions of P (substituting As) and MnGa lead to regions in the film  
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Figure 32: (a) Magnetization as a function of temperature for selected Ga0.954Mn0.046As1-yPy films.  Filled 
symbols correspond to data collected with the applied field parallel to an in-plane [011] direction.  Open 
symbols show data collected with the applied field parallel to the [100] direction for films with out-of-plane 
easy axes, thus allowing for more accurate comparison of TC.  (b) Dependence of TC on y for Ga0.954Mn0.046As1-

yPy for small y.  The dashed grey line represents the TC of Ga0.954Mn0.046P indicating where the data points 
must eventually converge for y = 1 and is extrapolated from Figure 13.  (c)  Dependence of the saturation 
magnetization as measured in a field of 50 kOe as a function of y.  The grey shaded regions of panels (b) and 
(c) represent the range of y in which the MIT occurs. 

where stronger hole scattering by alloy disorder decouples locally MnGa moments from the 
global ferromagnetic exchange.  Hence, when y>ycrit TC is depressed further due to a decrease in 
the concentration of ferromagnetically active MnGa moments. 
 The trends in magnetic and electrical properties discussed in this and the preceding 
sections have also been observed in other sets of Ga1-xMnxAs1-yPy thin films synthesized by II-
PLM.  Some data for these samples are given in Appendix E. 

 
Figure 33: (a) RBS spectra for Ga1-xMnxAs1-yNy samples for random and <111>-channeled orientations of the 
ion beam.  (b) Relationship between GaAs χχχχmin, Mn fsub and P content for Ga0.96Mn0.04As1-yPy. 
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4.6. Limitations of II-PLM on the Study of Quaternary Ferromagnetic Semiconductors 

 The internal growth interface inherent to II-PLM makes this processing method 
incompatible with the use of buffer layers between the thin film and underlying substrate.  
Therefore, thin films based on GaAs must be grown on GaAs, thin films based on GaP must be 
grown on GaP, etc.  This processing limitation places limits on the amount of an alloying species 
that can be incorporated into the material without compromising crystal quality due to the 
accommodation of the lattice mismatch between film and substrate.  For the situation of Mn 
substituting for Ga, the difference in atomic radii is quite small, and high-quality films (here 
defined by having χmin<0.1) can be achieved for x up to 0.046.  On the other hand, the quaternary 
materials that have been discussed in this chapter are already approaching critical lattice misfits 
due to the size mismatch between N or P and As. 
 Figure 33 (a) shows the RBS spectra for Ga1-xMnxAs1-yNy samples with various N 
concentrations.  As y increases the backscattered intensity from the <111> channel 
monotonically increases relative to the random backscattered intensity.  The value of χmin 
increases from 0.05 to 0.09 as y increases from 0.004 to 0.014.  In parallel, the full-width at half 
maximum (FWHM) of the X-ray diffraction peaks of the Ga1-xMnxAs1-yNy film increases with 
increasing y [Figure 28(b)].  These observations indicate that the defect levels in the Ga1-

xMnxAs1-yNy film increases with N alloying, which is attributed to the accommodation of the 
lattice misfit of the Ga1-xMnxAs1-yNy film. 
 Figure 33 (b) shows the effect of P alloying on the GaAs χmin and Mn fsub for 
Ga0.96Mn0.04As1-yPy.  For y>0.05 a sharp increase in χmin is observed, which indicates a 
degradation of the crystalline quality of the thin film.  Along with the poorer quality film, the Mn 
fsub is also diminished.  Once this structural regime is reached the usefulness of the materials is 
lessened in two ways.  First, the increased defect levels will obviously affect resistivity 
measurements through increased scattering, which makes it difficult to directly assess the role of 
alloy scattering on the electrical properties.  Second, since the Mn fsub is affected, it is not 
possible to easily produce films with constant x by keeping the Mn implantation and laser 
processing conditions unchanged (c.f. Table 2).  In this regime x will scale with y, which makes 
studies requiring nearly constant x difficult to accomplish. 
 One possible route to overcome processing limitations due to lattice misfit is to implant 
the Mn directly into a GaAs1-yPy film.  Then, the regrowth would occur using the GaAs1-yPy as a 
template and misfit would only be due to Mn-related defects.  The limiting factor here is the 
growth of single crystalline GaAs1-yPy thin films with large P concentrations by MBE.  
Preliminary attempts to grow Ga1-xMnxAs1-yPy with larger y by this method have been 
unsuccessful mainly owing to the high defect levels in the initial GaAs1-yPy film. 

4.7. Comparison to Other Studies of Ga1-xMnxAs1-yPy 

 After the commencement of this work several other groups have since produced Ga1-

xMnxAs1-yPy by LT-MBE.  Qualitatively, the trends observed in this work were observed in 
preliminary studies of Ga1-xMnxAs1-yPy grown by LT-MBE; namely, TC decreases and alloying 
induces a MIT and increase in resistivity [134, 135].  In both of these studies, however, the onset 
of the MIT was found to occur at a larger value of y, which may be due to the films examined in 
these studies having a higher MnGa concentration, x. 
 More recently, it was argued that TC and conductivity are only weakly influenced by P 
alloying in Ga0.93Mn0.07As1-yPy with y≤0.088 [136].  No MIT was observed over this 
compositional range, which the authors claim is in contradiction to the results presented in this 
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dissertation.  However, the accuracy of the alloy compositions presented in Ref. [136] (as well as 
Ref. [134]) must be questioned as they were determined only by indirect methods.  For example, 
the P concentration of each film was determined by applying Vegard’s law to GaAs1-yPy thin 
films grown in the absence of Mn, which assumes that the addition of a Mn flux to the LT-MBE 
growth conditions does not affect P incorporation or growth mode.  Moreover, the electrical 
resistivity varies unsystematically by over a factor of 3 in these Ga1-xMnxAs1-yPy films, which 
suggests that the Mn incorporation and/or film quality is influenced by the presence of P during 
growth.  Clearly, this must affect the interpretation of the electrical and magnetic measurements. 
 Recently presented data in the same series of samples in Ref. [136] shows that an MIT 
occurs for y≈0.1 [137].  Upon moving from metallic to localized electronic transport, both TC and 
the saturation moment decrease [137].  The principal difference between Ref. [136] and the work 
presented herein is the that in the former the critical anion sublattice composition at which the 
MIT occurs is larger by a factor of ~3.  Given the uncertainty in alloy composition (both in x and 
y) as well as the fact that the former study focused on films that were nominally more heavily 
doped, the differences between the two studies are not as significant as they appear at first sight.  
In this respect the behavior of LT-MBE grown Ga1-xMnxAs1-yPy is rather similar to II-PLM 
formed Ga1-xMnxAs1-yPy; an alloy-induced MIT occurs which results in sharp decreases in TC and 
the saturation moment.  These observations underscore the need for careful and systematic 
determination of the structural properties of Ga1-xMnxAs1-yPy films (Section 4.2) in order to allow 
for accurate comparison of their electronic and magnetic properties. 

4.8. Summary 

 This chapter has explored the effect of dilute anion sublattice alloying on the structural, 
electronic, and magnetic properties of Mn-doped III-V semiconductors.  The principle finding of 
this chapter is that the conductivity and TC of Ga1-xMnxAs decrease strongly upon dilute alloying 
(<4%) with either P or N.  In both cases a transition from metallic to insulating electrical 
behavior is observed with 0.016≤ycrit≤0.024 for Ga0.954Mn0.046As1-yPy and ycrit<0.004 in 
Ga0.954Mn0.046Mn1-yNy.  The observation of an MIT at such small alloying levels is consistent 
with a band structure in which impurity-band holes are increasingly scattered by the potential 
fluctuations due to alloy disorder.  This work further demonstrates the complex parameter space 
which determines TC in ferromagnetic semiconductors.  In addition to the MnGa and hole 
concentrations, the mean free path, which depends strongly on local disorder, plays an important 
role in determining the robustness of ferromagnetic exchange. 
 The dependence of TC on anion sublattice composition determined in this work is in 
contradiction with calculations based on mean-field theory that predict an enhancement of the TC 
of Ga1-xMnxAs with P alloying due to an enhanced p-d exchange interaction [54].  Such 
calculations do not explicitly consider localization effects and therefore would not capture the 
effect of alloy disorder scattering.  This further emphasizes the importance of integrating 
localization and disorder effects into theoretical predictions of the magnetic properties 
(particularly TC) of ferromagnetic semiconductors. 
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5. The Magnetic Anisotropy of Ga1-xMnxP and Related Alloys 

5.1. Introduction to Magnetic Anisotropy 

 The internal energy of a ferromagnetic material depends on the orientation of the 
magnetization relative to its coordinate axes[138].  As a result, the magnetic properties of a 
sample will depend on the direction on which they are measured, which is referred to as 
magnetic anisotropy[139].   Before exploring the origins of the magnetic anisotropy in 
magnetic materials, it is useful to review some basic definitions.  The anisotropy energy refers to 
the contribution to the total energy of the system that is due to the orientation of the 
magnetization vector.  The magnetic easy axis refers to the direction of the spontaneous 
magnetization that occurs at a minimum in the anisotropy energy landscape.  Put another way it 
refers to the orientation that the magnetization vector takes in the absence of an applied magnetic 
field; since there is no Zeeman term for H=0, the anisotropy energy alone determines the 
orientation of the magnetization.  Similarly a magnetic hard axis, refers to a maximum in the 
energy landscape.  In order to orient the magnetization parallel to a hard axis an external field 
must be applied to overcome the anisotropy energy, which is known as the anisotropy field.   
 Some origins of the magnetic anisotropy in general ferromagnetic materials are now 
discussed.  For contributions to the magnetic anisotropy specific to ferromagnetic 
semiconductors refer to Section 5.3.  The magnetocrystalline anisotropy energy refers to the 
energy difference between samples magnetized along easy and hard directions [139].  While not 
completely understood from first principles the origin of the magnetocrystalline anisotropy is 
believed to be due to the coupling of the spin and orbital angular momenta.  A simple illustration 
of the origin of the magnetocrystalline anisotropy is shown in Figure 34.  The discussion follows 
that given by Spaldin [139].  The left side of the figure shows the minimum energy configuration 
of the atomic orbitals (represented schematically by green diffuse ovals).  The coupling of the 
spin and orbital angular momenta is such that the spin wants to point up.  Suppose now that one 
wishes to orient the spin vector such that it points to the right.  This motion is resisted since the 
orbital angular momentum is coupled to the lattice.  In the final, higher energy state (right side of 
Figure 34) the orbital components no longer have favorable overlap with one another or the 
lattice.  The magnitude of the magnetocrystalline anisotropy scales with the strength of the spin-
orbit interaction.  Since the spin-orbit interaction scales as Z4, the magnetocrystalline anisotropy 
is most pronounced in materials with heavy magnetic elements.  Similarly, if the total orbital 
angular momentum is zero, then no magnetocrystalline anisotropy is expected to first order since 
there is no orbital angular momentum for the spins to couple to. 

 
Figure 34: Schematic illustration of magnetocrystalline anisotropy arising from spin-orbit coupling.  An 
applied field of magnitude H is needed to orient the spins along the magnetically hard direction.  Illustration 
modeled after [140]. 

Magnetic Ground State In Applied Field

H
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Figure 35: Illustration of the demagnetization field in a bar magnet. 

 Since the orbital angular momentum is strongly tied to the crystal lattice, it is not 
surprising that the symmetry of the magnetocrystalline anisotropy is the same as the crystal 
structure.  The anisotropy energies for magnetocrystalline anisotropy are generally expressed as 
series of trigonometric functions which reflect the symmetry of the underlying lattice.  For 
example a crystal of cobalt has hexagonal symmetry.  The magnetic easy axis in such a material 
is the c axis while orientations in the basal plane are magnetically hard [138].  Following 
Chikazumi, the free energy is expanded in terms of sin2φ where φ defines the angle between the c 
axis and the magnetization vector: 
  (17) 
where Ku1 and Ku2 are the first and second order anisotropy constants.  Higher order terms may 
be added as needed, but usually the first term Ku1 is sufficient to describe the anisotropy.  For 
materials of cubic symmetry the free energy is written as a polynomial series of the directional 
cosines α1, α2, α3 between the magnetization vector and the cube edges.  The series is simplified 
by making a few observations.  All terms containing odd powers of αi must vanish since the 
energy should be invariant under the transformation αi →-αi.  Second, not all of the directional 
cosines are independent of one another; in a cubic system the relation α1

2+α2
2+α3

2=1 holds.   
Using these relations the energy is written as 
  (18) 

where KC1 and KC2 are now the first and second order cubic anisotropy constants.  The sign of 
KC1 determines which crystallographic axes are magnetically easy. 
 Magnetic anisotropy can also arise due to the shape of a material.  The origin of the shape 
anisotropy is the demagnetization field, which is depicted in Figure 35.  When an external 
magnetic field is applied as shown in Figure 35, the magnetic moment will rotate such as to align 
the magnetization vector with the applied field.  For the bar magnet shown in Figure 35 this 
results in the north pole on the left and south pole on the right.  By definition magnetic field lines 
are drawn from the north pole to the south pole.    Therefore the effective field within the 
material is reduced by an amount Hd referred to as the demagnetization field.  The 
demagnetization field is a function of the sample magnetization 
  (19) 

where Nd is the demagnetization factor.  The demagnetization factors can be solved exactly only 
for a few high-symmetry geometries such as spheres, infinite planes, and ellipsoids.  For 
example, a sphere has Nx=Ny=Nz=1/3 where Nx, Ny, and Nz are the components of the 
demagnetization factor parallel to the three Cartesian axes.  For a thin film with surface normal 
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parallel to the z-axis, we have that Nz=1 and Nx=Ny=0.   Therefore, it is harder to magnetize a 
thin-film sample for H||z than for H||x or H||y due to shape anisotropy. 

5.2. Experimental Determination of the Magnetic Anisotropy 

5.2.1 Magnetic Resonance 

 The starting point for discussing magnetic resonance is the gyromagnetic effect, which 
refers to the generation of angular momentum by the magnetization of a ferromagnetic body 
[138].  Consider a magnetic moment with angular momentum L that is placed in an external 
magnetic field H as is illustrated in Figure 36.  The magnetic field H causes a torque 
ττττ=dL/dt=µ0MHsinθ which changes the angular momentum.  At any moment in time, dL is 
orthogonal to both H and L giving rise to the characteristic precessional motion traced out by the 
dashed line in Figure 36.  Since dφ=dL/(L sinθ), the precession frequency Ω=dφ/dt is 
 

 (20) 

Defining gyromagnetic ratio as 
  (21) 
which connects a particles angular momentum and magnetic moment, the precessional frequency 
is 
  (22) 
The gyromagnetic ratio is defined as 
 

 (23) 

where m is the rest mass of the electron, e is the elementary charge, and g is the Landé g-factor, 
which is equal to 1 for angular momentum derived from orbital motion and 2 for spin.  Equation 
23 is given in SI units as indicated in the square brackets.  Electromagnetic radiation applied 
perpendicular to H can excite this precession into resonance provided that the frequency f of the 
incident radiation is matched to the precessional frequency Ω.  Therefore, we arrive at the 
resonance condition 
 

 (24) 

which is satisfied for λ=1.1 cm and g=2 by an applied field of 1 T.  

 
Figure 36: (a) Illustration of the precessional motion of a magnetic moment of angular momentum L in a 
magnetic field H.  The frequency of precession ΩΩΩΩ=dφφφφ/dt is given by ννννH. (b) Energy level splitting by the 
Zeeman effect for a spin-1/2 state. 
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 One can also arrive at the condition for magnetic resonance by considering simple energy 
arguments.  When an electron with s=1/2 is placed in a magnetic field H=H0 the energy level 
Zeeman splits with a gap equal to gµBH0 [Figure 36 (b)].  Therefore, photons of frequency f= 

gµBH0/h are resonantly absorbed.  Recognizing that the Bohr magneton is defined as eh/4πm, one 
arrives at Equation 24. 
 The position of the magnetic resonance line depends strongly on a material’s magnetic 
anisotropy.  Consider a magnetic moment that is subject to a uniaxial anisotropy.  The anisotropy 
energy can be written as 
  (25) 

where Ku1>0 and α is the angle between the magnetization vector and the easy axis.  The effect 
of the uniaxial magnetic anisotropy can be thought of as producing a fictitious magnetic 
anisotropy field Ha, the effect of which is to drive the alignment of magnetic moments along the 
easy axis.  Therefore, the pseudo Zeeman energy of this field is 
 

 (26) 

Comparing Equations 25 and 26 the effective anisotropy field is defined as 
 

 (27) 

The anisotropy field alters the resonance condition since the frequency of precession will be 
determined by the combined effect of the applied magnetic field and the anisotropy field 
  (28) 
Typically magnetic resonance experiments are performed by holding the frequency of the 
incident radiation constant and scanning the magnitude of the magnetic field through the 
resonance condition.  Therefore, the applied field at which the resonance occurs is altered 
 

 (29) 

Since Ku1>0 for an easy axis in this example, the applied field at which resonance is observed for 
a given frequency is smaller than if no anisotropy were present (i.e. Ku1=0).  Likewise if we were 
measuring a magnetically hard direction (Ku1>0 according to this convention), it requires a larger 
applied magnetic field it excite resonance.  The resonance experiments performed in this work 
were performed at f=9.26 GHz resulting in µ0Hres≈331 mT for moments exhibiting zero 
anisotropy with g≈2.0, which is a useful reference point for the anisotropy fields. 
 The situation in ferromagnetic materials is significantly more complicated than the 
simple examples discussed above.  The magnetic field H that drives the precession motion is 
replaced by an effective field, which is the sum of the applied field, anisotropy fields, and the 
exchange field which couples the individual magnetic moments.  Furthermore, the lattice 
dampens the motion of the magnetic moments around the field direction, which has so far not 
been considered.  The full motion of the magnetic moments in a ferromagnetic material can be 
described by the Landau-Lifschitz-Gilbert equation 
 

 (30) 

where  is the Gilbert damping parameter and Msat is the value of the saturation magnetization.   
The first term in Equation 30 is the torque exerted on the magnetic moments by the effective 
field on the magnetic moment and is identical to that derived in the first paragraph of this section 
where H has been replaced by the effective field Heff.  The second term describes the effect of 
energy losses on the trajectory of the magnetic moment, which relaxes towards the direction of 
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Figure 37: Coordinate system used for FMR calculations.  The orientation of the magnetization is described 
by capital letters, while the applied field is described by lowercase letters.  The [100] direction is normal to the 
thin film plane. 

the applied field (the vector  that describes the direction of the damping force is 
always orthogonal to both Heff and M; see Figure 36). 
 While Equation 30 describes the complete time-dependent motion of the magnetic 
moment during a resonance experiment, it can be quite difficult to use in modeling experimental 
results.  A more convenient approach is derived from applying Lagrange’s equations of motion 
to a classical top in a potential field, F.  In this formalism the resonance condition is written as 
 

 (31) 

with the angles Θ and Φ describing the orientation of the magnetization vector relative to the 
crystallographic axes according to the coordinate system defined in Figure 37.  The angles Θ0 
and Φ0 denote the equilibrium orientation of the magnetization.  The free energy F contains 
contributions from the Zeeman, and anisotropy energies 
 

 
(32) 

where the anisotropy energy contains information about demagnetization, strain and 
magnetocrystalline effects.  The specific form of the anisotropy energy will be written in the 
following section once the specific contributions to the magnetocrystalline anisotropy of III1-

xMnxV materials have been discussed.  The Equations 31 and 32 along with the condition for 
equilibrium for the magnetization 
 

 (33) 

form a set of three equations in three unknowns, Θ,Φ, and H.  Therefore, for a specific magnetic 
field orientation relative to the sample’s crystallographic axes one can calculate the equilibrium 
orientation of the magnetization {Θ0,Φ0}, and the resonance field Hres for a specific set of 
anisotropy constants. 
 To determine the anisotropy parameters from the free energy approach, one measures the 
dependence of the magnetic resonance field as a function of the orientation of the applied 
magnetic field– i.e. by rotating θ and φ.  The data are compared to calculations of the position of 
the resonance field according to Equations 31-33.  The set of anisotropy constants enter as fitting 
parameters; the anisotropy constants are iteratively adjusted until the measured angular 
dependence of the FMR is reproduced by the model. 
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 It should be noted that the free energy model does not capture the complete set of 
information described by Equation 30.  In essence Equation 31 considers only the driving term of 
Equation 30.  While this is sufficient to determine the field at which magnetic resonance is 
observed for a specific frequency, information related to energy losses and the interaction of the 
precessing magnetic moments with the lattice is lost.  Descriptions of the FMR line width and 
spin wave excitations are not possible using the free energy approach.  The former requires 
modeling the entire absorption lineshape (not just the position of the resonance) while the latter 
produces additional resonances at fields less than the collective mode (Section 5.5).  Both of 
these features are not captured by Equation 31.  Nonetheless, the free energy approach provides a 
straightforward method by which to determine the anisotropy parameters of a material, which is 
the main focus of this chapter. 

5.2.2 SQUID Magnetometry 

 The magnetic anisotropy can also be determined by measuring the field and/or 
temperature dependence of the magnetization in a SQUID magnetometer.  This can be 
understood by considering the interplay of the Zeeman and anisotropy energies, which is 
considered here by the simple two-dimensional example in Figure 38.  Let the magnetization be 
confined to the x-y plane.  The magnetization and magnetic field vectors make angles α and β 
with the y axis, respectively, as illustrated in Figure 38.  For this simple example the magnetic 
anisotropy will consist of a single uniaxial term.  The energy of such a system is 
  (34) 
where the first term describes the anisotropy energy and the second term the Zeeman energy.  
Taking Ku>0, Eq. 34 implies that the y-axis is the magnetic easy axis.  Figure 38(b) and Figure 
38(c) show the energy of the systems as a function of the orientation of the magnetization for the 
applied field parallel to the easy axis (α=0°) and hard axis (α=90°) respectively.  For these 
calculations it was assumed that M=10 kA/m and Ku=300 J/m3.  For the case of H || y the free 
energy curves have minima at β=0° for H≥0 mT.  Recalling that one are measuring the 
projection of the magnetization along the direction of the applied magnetic field, this implies that 
we will measure a large, positive signal for the α=0° geometry.  The situation for α=90° is much 
different.  At the highest field the Zeeman energy dominates and the minimum in the free energy 
contour occurs near β=90°, which again implies a large, positive signal.  However, as the 
magnitude of the applied magnetic field is reduced, the anisotropy energy begins to dominate.  
Since y is the easy direction, the minimum shifts towards β=0°, thereby reducing the measured 
magnetic moment by a factor of Cos(90°-β) relative to the value measured at the same field for 
α=0°.  At zero applied field the Zeeman energy vanishes thereby causing the minimum to occur 
precisely at β=0° and causing zero remanent magnetization to be measured in the α=90° 
alignment.  As such the remanent moment provides a measure of the angle between the easy axis 
and the orientation of the applied magnetic field; one can triangulate the orientation of the 
magnetic easy axis by measuring M(H) for the principle crystallographic directions. 
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Figure 38: Example of the measurement geometry and determination of the magnetic anisotropy for a 
traditional magnetometry experiment.  Panel (a) defines the two dimensional coordinate system used in the 
example.  The y-direction is assumed to be the magnetic easy axis.  Panel (b) displays free energy contours for 
the case where the magnetic field is parallel to the y-axis (αααα=0°).  The energy minima always occur for 
ββββ=0°/180° in accordance with Eq. 34.  In panel (c) the field is applied parallel to the x-axis (αααα=90°). 

 The situation is, of course, more complicated in actual materials systems where there are 
numerous contributions to the magnetic anisotropy, as well as magnetic domains, materials 
defects, temperature effects, etc.  Such effects were not considered in the simple example, where 
single domain behavior and T=0 K were assumed in order to calculate the free energy curves.  As 
a result the remanent moment, even for the magnetic easy axis, is diminished relative to its 
saturation value, an effect not captured above where M is always the same value for the magnetic 
easy axis.  However, the basic principles derived from Equation 34 are still applicable.  The 
moment at remanence is reduced for non-easy axes by an amount proportional to the cosine of 
the angle between the easy axis and the magnetic field vector, and the lineshape of the M(H) 
curves will differ for easy and hard axes. 
 

5.3. Magnetic Anisotropy in III1-xMnxV Materials 

 Based purely on the symmetry of the zincblende lattice, one would expect the magnetic 
anisotropy of Ga1-xMnxAs and other Mn-doped cubic III-V semiconductors to be dominated by 
cubic terms [141].  This would indeed be true for free-standing III1-xMnxV materials, and one 
could describe this cubic magnetocrystalline anisotropy by KC1, and KC2 (see Equation 18).  
However, this is not done in practice because Mn-doped III-V materials are nearly exclusively 
grown as pseudomorphic, epitaxial thin films, which lowers the symmetry of the system from 
cubic to tetragonal.  Instead, it is conventional in the field of magnetic semiconductors to use 
anisotropy parameters associated with tetragonal symmetry.  Cubic anisotropy in the plane of the 

film and perpendicular to the plane are described by KC1
||

 and KC1, respectively, which should 
only be equal when the system is of cubic symmetry.  The sign of the cubic anisotropy terms 
determines whether the <100> or <110> crystallographic axes are magnetically easy.  The strain 
along the growth direction also gives rise to a perpendicular uniaxial magnetic anisotropy term 
Ku

100 in addition to the cubic terms.  The sign and magnitude of Ku
100 are tied to the strain state of 

the film.  In both In1-xMnxAs [47, 142] and Ga1-xMnxAs [143, 144] the magnetic easy axis tends 
to lie in (perpendicular to) the thin film plane for compressive (tensile) epitaxial strain.   
However, some exceptions to this rule have been found in Ga1-xMnxAs with very low carrier 
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concentration where a perpendicular easy axis can be found in material under compressive strain 
[145].  
 Finally there is an additional component to the magnetic anisotropy that is unexpected on 
the grounds of symmetry: the in-plane <011>-type directions are magnetically inequivalent, 
which is parameterized by Ku

0 .  While this is by far the weakest contribution to the magnetic 
anisotropy, it is found in both Ga1-xMnxAs [38, 143, 146-148] and In1-xMnxAs [142] suggesting 
that it is a general property of III1-xMnxV systems.  The origin of in-plane uniaxial anisotropy 
remains unclear and will be discussed in more detail in the following section.  In Ga1-xMnxAs the 
magnitude and sign of Ku

0  have been correlated to the carrier concentration of the material [38]. 
 The interplay of the cubic and uniaxial anisotropies can give rise to several unique 

behaviors.  In Ga1-xMnxAs both positive and negative KC1
||

 have been observed meaning that in 
some samples <001> axes are magnetically preferred [141, 143] while in others <011>-type easy 
axes are observed [56, 57].  The underlying mechanism responsible for this behavior is not 
understood, nor can it be explained by common theoretical approaches [17, 19].  In Ga1-xMnxAs 

the uniaxial anisotropy favors <011>-type directions with either 011  or 011  as the easy axis 

depending on the sign of Ku
0 .  In general, uniaxial anisotropy fields scale with M2 while cubic 

anisotropy fields scale with M
4 [141].  Therefore, when the temperature is low and the 

magnetization is large the cubic anisotropy dominates.  Then, for samples with positive KC1
||

, the 
easy axis is parallel to one of the in-plane <001> directions at low temperatures.  As the 
temperature increases and the magnetization decreases, a transition occurs whereby the uniaxial 
anisotropy is more significant than the cubic anisotropy.  Since the uniaxial anisotropy field 
favors a non-<001> direction, there is a temperature at which the easy axis reorients 

spontaneously from <001> to either 011  or 011  [149].  On the other hand, in In1-xMnxAs as 

well as Ga1-xMnxAs films with negative KC1
||

 the cubic anisotropy field seems to always favor 
<011>-type easy axes in the plane of the film[150].  In this case, no temperature-induced 
reorientation of the easy axis is observed.  The interplay of the cubic and uniaxial anisotropy 
fields leads to a complicated free energy landscape, particularly when the two are of similar 
magnitude.  This can lead to multistep spin switching processes during magnetization reversal 
and the development of double hysteresis loops.  In low-doped Ga1-xMnxAs double hysteresis 
loops were observed for out-of-plane magnetization reversal when the out-of-plane anisotropy 
fields were of similar magnitude [151].  It will be shown below that similar behavior is observed 
in Ga1-xMnxP for in-plane magnetization reversal (Section 5.7). 
 Having identified the principle components of the magnetic anisotropy in epitaxially-
strained III1-xMnxV materials it is possible to rewrite the total anisotropy energy in Equation 32.  
The anisotropy energy is 
 

 

(35) 

and depends only on the orientation of the magnetization vector according to the coordinate 
system in Figure 37.  The anisotropy constant K  combines the effect of the out-of-plane 

uniaxial anisotropy, Ku
100, due to epitaxial strain and the shape anisotropy, which have the same 

angular dependence.  In the absence of strain (that is, the system relaxes to its cubic structure), 
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Equation 35 simplifies since Ku
100=0 and KC1=KC1

||
.  In this case K  is exclusively due to the 

shape anisotropy and the second and third terms of Equation 35 are the first-order cubic 
magnetocrystalline anisotropy energy 
 

 (36) 

The right-hand side of Equation 36 is equivalent to the leading terms of Equation 18 by the 
addition theorem for directional cosines 
 . (37) 

Therefore, the effects of strain on the magnetic anisotropy enter the theoretical framework in 
multiple locations.  The cubic anisotropy parameters used in the rest of this chapter should not be 
interpreted as the magnetocrystalline anisotropy parameters as both contain a contribution from 
strain.  It should be noted that it is possible to derive an alternate form of the free energy for 
tetragonally-distorted epitaxial thin films in which the anisotropy is written in terms of a single 
cubic magnetocrystalline anisotropy parameter and a second order perpendicular uniaxial 
parameter related to strain [119]. 
 It may seem surprising that the magnetic properties of Mn-doped III-V semiconductors 
show such a strong dependence on crystal orientation since the MnGa moments are incorporated 
in a high-spin Mn2+ electronic state; all five 3d orbitals contain one electron and the total angular 
momentum of the system is 0, implying that magnetocrystalline anisotropy due to first order 
spin-orbit effects should be extremely weak.  Indeed, the anisotropy fields due to single ion spin-
orbit effects derived from electron-spin magnetic resonance experiments of Mn in GaAs are 
orders of magnitude too small to account for the magnitude of the magnetic anisotropy fields 
observed in Ga1-xMnxAs [146, 152].  Furthermore, shape anisotropy effects also cannot explain 
the magnetic anisotropy in Ga1-xMnxAs.  The effect of the demagnetization field would always 
induce the magnetization to lie in the plane of the film, which is inconsistent with the behavior of 
films in tensile strain.  Even for compressively strained films demagnetization effects alone are 
generally too weak (owing to the dilute nature of the magnetic impurities) to explain the 
magnitude of the magnetic anisotropy.   Assuming an atomic moment of 4.5µB/MnGa, the 
saturation magnetization of Ga0.95Mn0.05As is only 46 kA/m.  Thin films of such a material 
exhibit a demagnetization field µ0Msat of only 58 mT– for comparison a thin film of Fe despite 
having a smaller moment per atom of 2.2 µB/Fe [139] has a demagnetization field of 2.18 T.   
Since perpendicular uniaxial anisotropy fields of over 350 mT have been determined from FMR 
measurements[143], there must be other contributions to the magnetic anisotropy than those 
considered so far. 
 What makes the magnetic anisotropy different in III1-xMnxV materials from typical 
ferromagnets is the carrier-mediated nature of ferromagnetic exchange.  The holes introduced by 
MnGa acceptors strongly influence the magnetic anisotropy through their p-d exchange 
interaction with the localized MnGa moments, which causes the total energy of the Mn-hole 
system to depend on the orientation of the magnetization vector.  To date, theoretical 
understanding of the hole-dependent magnetic anisotropy in III1-xMnxV materials has focused on 
valence band models (Section 1.5).  In these models biaxial strain terms are added to the p-d 
exchange enhanced k·p Hamiltonian.   The effect of epitaxial strain is to cause the spin-split light 
and heavy hole bands to shift relative to one another, which changes the character of the hole 
states at EF.  Since heavy hole and light hole states interact differently with the magnetic 
moments via the p-d exchange Hamiltonian, the total energy of the system for a given orientation 
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of the magnetization depends both on the epitaxial strain and the orientation of the 
magnetization.  The evolution of the perpendicular magnetic anisotropy with strain has been both 
qualitatively and quantitatively reproduced by this method in Ga1-xMnxAs [19, 35, 37].  The 
dependence of the sign and magnitude of Ku

011 on the hole concentration has also been 
successfully accounted for by the valence band models [38].  However such agreement requires 
the assumption of a trigonal distortion of the lattice, which to the author’s knowledge has never 
been directly correlated by experiment to in-plane uniaxial anisotropy in Ga1-xMnxAs. 
 The ability to describe the orientation of the easy axis as a function of doping, carrier 
concentration, and strain is one of the principal successes of the valence band theories of carrier-
mediated ferromagnetism.  This has taken on even greater significance in recent years as an 
increasing body of evidence has developed suggesting that the holes in the canonical Ga1-xMnxAs 
system reside not in the valence band, but in a Mn-derived impurity band[39, 40, 42-44, 153].  
The goal of the subsequent sections is to examine the magnetic anisotropy in a ferromagnetic 
semiconductor where it has been conclusively established that ferromagnetism is mediated by 
holes localized within a Mn impurity band- i.e. Ga1-xMnxP (Chapter 3).  The discovery that the 
magnetic anisotropy of Ga1-xMnxP exhibits all of the hallmarks associated with Ga1-xMnxAs 
provides more compelling evidence that II-PLM Ga1-xMnxP is the carrier-mediated phase of the 
material.  Furthermore, the similar anisotropies in the two material systems have important 
implications to magnetic semiconductors in general; models of ferromagnetism must be able to 
account for the fact that localized, impurity-band carriers are capable of producing mediating 
anisotropic exchange interactions. 

5.4. Magnetic Anisotropy in Materials Formed by II-PLM 

 Nearly every study on the magnetic anisotropy of Mn-doped III-V semiconductors has 
been performed on materials grown by LT-MBE.  The magnetic anisotropy studies in this work 
were all performed on samples grown by II-PLM.  Therefore, before considering the magnetic 
anisotropy of Ga1-xMnxP and its alloys, it is worthwhile to compare and contrast the magnetic 
anisotropy in materials grown by different techniques in order to determine what effect, if any, 
the different growth technique has on the magnetic anisotropy.  There have been only two 
detailed studies of the magnetic anisotropy of II-PLM-formed Ga1-xMnxAs.  Cho et al. performed 
a comparative study of II-PLM formed and LT-MBE formed Ga1-xMnxAs/GaAs films [154].  
Zhou et al. made a detailed study of the magnetic anisotropy of II-PLM formed Ga1-xMnxAs 
grown on (100) (110) and (311) oriented substrates [155].  Collectively these works determined 
that the magnetic anisotropy of materials formed by II-PLM and LT-MBE is quite similar.  The 
magnetic anisotropy fields have the same sign and follow the same symmetry regardless of 
growth method.  As mentioned in Section 5.3, this includes the presence of the in-plane uniaxial 
anisotropy between <011>-type directions.    Based on work on Ga1-xMnxAs, it was postulated 
that cubic symmetry of the (100) surface was lowered by surface reconstructions that occur 
during MBE growth [147].  The reconstructions were proposed to be seeded at the Ga1-

xMnxAs/GaAs interface and replicated in successive layers as growth continued [148].  However, 
uniaxial in-plane anisotropy is also observed in Ga1-xMnxAs grown by II-PLM, which is a form 
of liquid phase epitaxy [154].  The presence of this uniaxial component to the magnetic 
anisotropy in films grown by both II-PLM and LT-MBE indicates that the symmetry breaking 
mechanism responsible for the appearance of the uniaxial component to the magnetic anisotropy 
is not related to solid/vacuum surface reconstructions [143, 148] as such reconstructions are 
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unlikely to take place along the advancing liquid-solid interface during PLM.  Therefore, the 
<011> in-plane uniaxial anisotropy is likely an intrinsic materials property. 
 Some caution must be expressed when attempting a quantitative comparison of the 
magnetic anisotropy between materials.  Quantitative differences may exist in the magnitude of 
the anisotropy fields for materials formed by different techniques.  Cho et al. found that the 
magnitude of the out-of-plane uniaxial anisotropy field 2Keff

100/M is significantly smaller in 
materials grown by II-PLM than LT-MBE [154].  In parallel it was determined by X-ray 
diffraction that the sample grown by II-PLM was under significantly less compressive strain than 
its LT-MBE counterpart, which is reasonable given that the sign and magnitude of 2Keff

100/M are 
correlated to the strain state of the material (Section 5.3).  The reasons for the difference in strain 
state are two-fold.  First, the II-PLM formed material studied in [154] has about a factor of two 
less Mn than the LT-MBE formed film that was studied.  Second, the LT-MBE formed film was 
unannealed and therefore contained a significant concentration of lattice-expanding Mn 
interstitials (Sections 1.3 and 2.1).  Therefore, it is not so surprising that quantitative differences 
in the strain-related component of 2Keff

100/M were found.  On the other hand, Zhou et al. found 
much better quantitative agreement between films grown by the two different methods.  Ideally, 
comparison of II-PLM formed materials should be made to materials grown by LT-MBE that 
have been annealed.  These cautionary remarks also apply to any comparison between nominally 
identical samples that differ only in their post-growth annealing schedule.  The annealing process 
is known to change the strain, hole concentration, and active MnGa concentration through the 
outdiffusion of MnI.  All three effects may change the anisotropy parameters. 
 The strain-engineering of the magnetic easy axis has also been demonstrated in II-PLM-
formed Ga1-xMnxAs [132].  Historically the strain state of Ga1-xMnxAs thin films was controlled 
by changing the lattice constant of the buffer layer upon which the thin film was grown.  
Compressively-strained films were simply grown on GaAs; the slightly larger Mn atoms expand 
the lattice when substituting for Ga.  Additionally, further compressive strain can result from MnI 
in LT-MBE films that have not been properly annealed.  Films under tensile strain with out-of-
plane easy axis were produced by growing on an (In,Ga)As buffer layer, which has a larger 
lattice constant than Ga1-xMnxAs [143, 144].  When growing materials by II-PLM, it is not 
possible to use buffer layers to tune the epitaxial strain.   Since the growth interface is internal in 
II-PLM (as opposed to external in MBE which allows for multilayer vertical growth) the 
substrate for II-PLM formed thin films is always the starting wafer (see Chapter 2 and Section 
4.6).  Thus, while it is straightforward to produce compressively-strained Ga1-xMnxAs thin films, 
obtaining material in tensile strain requires an alternate approach. 
 Since the lattice constant of the substrate cannot be changed and the use of buffer layers 
is not feasible, the only method to produce II-PLM Ga1-xMnxAs in tensile strain is to further 
manipulate the composition of the film such that its lattice constant is shorter than that of GaAs.  
One method by which to accomplish this is to replace a few percent of the As atoms with a 
smaller radius anion such as phosphorus, which compensates the compressive strain induced by 
MnGa atoms.  For Ga1-xMnxAs1-yPy grown on GaAs, the presence of a few percent PAs sites on the 
anion sublattice is sufficient to reverse the strain state of the film, which is demonstrated in 
Figure 39(b).  The growth conditions for these films can be found elsewhere [132].  The film 
with x≈0.04 is characterized by the main GaAs substrate peak at ω=33.02° and a broad shoulder 
at ω<33.02° corresponding to the Ga1-xMnxAs film.  A shoulder is observed instead of a peak due 
to the vertically inhomogeneous distribution of Mn throughout the depth of the film, which is 
characteristic of films produced by II-PLM at this Mn concentration (Appendix C).  Addition of 



62 
 

 
Figure 39: (a) Magnetization as a function of field for the same samples at T=5K with the applied magnetic 
field normal to the thin film plane.  (b) X-ray rocking curves about the (400) reflection of Ga0.964Mn0.04As 
(blue) and Ga0.962Mn0.04As0.972P0.028 (red).  

 only 3% PAs into the anion sublattice causes a significant change in the diffraction profile.  The 
low angle feature decreases in intensity by an order of magnitude while a new, strong feature 
appears at ω > 33.02° indicating that the film has a lattice constant less than that of GaAs.  The 
Mn and P atoms have slightly different concentration profiles.  Therefore, there exists a region of 
the Ga0.962Mn0.04As0.97P0.03 film that is in compressive strain even though a majority of the film is 
under tension, which explains the multiple non-substrate features present in this film’s rocking 
curve. 
 The change in the film’s strain state has a clear effect on the perpendicular magnetic 
anisotropy.  This is illustrated in Figure 39(a), which shows the field dependence of the 
magnetization for the same two samples that were shown in Figure 39(b).  The hysteresis loops 
were measured with the applied field normal to the film plane at T=5K.  It is obvious from these 
measurements that changing the strain state of Ga1-xMnxAs1-yPy from compressive to tensile by 
isovalent anion substitution causes a reorientation of the magnetic easy axis from in-plane to out-
of-plane. 
 To summarize this brief but important section, the magnetic anisotropy of Ga1-xMnxAs 
films formed by II-PLM is substantially similar to films of the same material grown by LT-MBE.  
This applies to films grown in both compressive and tensile strain.  Therefore, reasonable 
comparisons are possible between II-PLM formed of Ga1-xMnxP and LT-MBE formed Ga1-

xMnxAs as the qualitative effect of growth technique on the magnetic anisotropy is minimal.  
However, care must be taken when making quantitative comparisons between materials due to 
the sensitivity of the magnetic anisotropy parameters on x, p, and ε. 

5.5. The Magnetic Anisotropy of Ga1-xMnxP 

 The contributions to the magnetic anisotropy of Ga1-xMnxP grown in compressive strain 
were studied  in depth by Bihler et al.[119].  Figure 40 shows the dependence of the 
ferromagnetic resonance field on crystallographic orientation for a Ga1-xMnxP sample with 
x=0.042.  For the out-of-plane rotation, the resonance field is at a maximum when H||[100] and 
minimized for the in-plane orientation of the magnetic field.  This indicates the presence of a  
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Figure 40: Angular dependence of the ferromagnetic resonance field for Ga0.958Mn0.042P for rotations about 
the [011] axis (out-of-plane rotation) and [100] axis (in-plane rotation).  Data were collected at T=5K and 
ωωωω/2ππππ = 9.3 GHz.  Open circles represent experimental data while the solid line is a fit according to the model 
described in the text.  After [119]. 

large uniaxial anisotropy field normal to the film plane.  The in-plane rotation exhibits local 
minima for H||<011> and local maxima for H||<001> due a cubic term; however the four fold 
symmetry is broken by an additional uniaxial term that breaks the degeneracy between <011>-

type directions.  The 011  direction is magnetically easier than 011 .  This in-plane uniaxial 
component to the magnetic anisotropy seems general to III1-xMnxV systems as it is also observed 
in In1-xMnxAs [150] and Ga1-xMnxAs [38, 145, 156]. 
 The magnetic anisotropy fields were determined by simulating the FMR data according 
to the model outlined in Section 5.2.1.  The total free energy used in the simulation was 
 

 

(38) 

where the anisotropy parameters have been defined in Section 5.3 and the angles in Figure 37.  
The results of the FMR simulation are shown as the solid line in Figure 40.  The data are well 
described by the range of anisotropy fields given in Table 3.  The magnetic anisotropy of Ga1-

xMnxP grown in compressive strain is dominated by the out-of-plane terms, which induce the 
easy axis to lie in the plane of the film.  Based on the saturated magnetic moment measured by 
SQUID magnetometry, it is possible to estimate the demagnetization field that contributes to 
K .  It should be noted that there is some intricacy to this process.  All of the terms that enter 
Equation 38 are volumetric.  Since the Mn distribution in II-PLM formed materials is not 
homogeneous throughout the depth of the film (Appendices A and B and Section 4.2.2), one 
cannot simply divide the total magnetic moment measured in SQUID by the sample volume.  
Instead the magnetization corresponding to the region of the film with highest Mn concentration 
is estimated as follows.  The magnetic moment per substitutional Mn is 
  (39) 

In Equation 39 mMn is the moment per MnGa, mtot is the total magnetic moment measured by the 
magnetometer, DMn,retained is the Mn retained dose, A is the sample area and fsub the Mn 
substitutional fraction.  The total magnetization M is approximately 
  (40) 
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Table 3: Range of anisotropy fields at T=5 K for Ga0.958Mn0.042P grown on GaP determined by simulation of 
FMR experiments.  After [119]. 

2K /M (mT) 2K /M (mT) 2K /M (mT) 2K /M (mT) 

160-190 -100-(-60) -40-(-30) 0-12 
 
where [Ga] is the Ga sublattice density and is 2.47×1022 cm-3 for GaP at room temperature.  This 
approach is equivalent to defining an effective film thickness teff=x[Ga]/(DMn,retained fsub) for the 
II-PLM formed materials, which, since the area of the sample can be measured, allows for 
calculation of the magnetic moment per unit volume.  For the Ga0.958Mn0.042P sample M=37 
kA/m according to Equations 39 and 40.  The demagnetization field µ0M is therefore ~ 50 mT 
and constitutes only a small fraction of 2K /M.    The remainder of 2K /M must be due to 
strain-related anisotropy owing to the tetragonal distortion of the Ga1-xMnxP film [143, 157, 158].  
The negative sign of the in-plane cubic anisotropy field indicates that the <011> directions are 
magnetically preferred over <001>, which is reminiscent of results in In1-xMnxAs [142].  Finally 
the small in-plane uniaxial anisotropy field 2K /M reflects the broken symmetry between 

<011> in-plane directions.  Its negative value indicates that 011  is the magnetic easy direction 
in the plane of the film.  As the temperature increases the position of the resonance field tends 
towards and eventually reaches µ0Hres≈331 mT, which is the expected field at which 
paramagnetic Mn2+ moments with g≈2.0 would exhibit resonance (Section 5.2.1).  All anisotropy 
fields decrease and eventually tend to zero at TC. 
 Changing the concentration of MnGa has an effect on the magnetic anisotropy of Ga1-

xMnxP [159].  While the FMR rotations exhibit the same symmetry as discussed above for 
x=0.042, the magnetic anisotropy fields differ quantitatively.  The principal difference is that the 
value of 2K /M scales with Mn doping.  There are two reasons for this observation.  First, the 
demagnetization field scales with the value of the magnetization.  If the moment per 
substitutional Mn is constant then a sample’s magnetization and demagnetization field must 
increase with Mn doping (c.f. Equations 39 and 40).  Second, increasing the Mn concentration 
will increase the strain in the film.  This augments the tetragonal distortion of the film, thus 
increasing the strain-related contribution to 2K /M. 
 The resonance fields plotted in Figure 40 were those due to the so-called collective mode.  
For out-of-plane orientations of the magnetic field, spin-wave resonances were also visible and 
appear at lower fields than the collective mode (see for example Figure 1 of Ref. [119]).  In the 
collective mode all of the moments precess in phase with one another, which is essentially a spin 
wave with wavevector k=0.  Higher order modes with finite k are also possible provided the 
allowed values of k meet the boundary conditions imposed by sample geometry.  For magnetic 
semiconductor thin films the appropriate boundary conditions are that the magnetization is 
pinned at M=0 at both the film surface and film-substrate interface.  For the geometry where the 
magnetic field is applied perpendicular to the thin film the problem therefore becomes analogous 
to the quantum mechanical particle in a box where the wavefunction is replaced by the 
magnetization vector and the potential by the magnetic field.  In parallel to the particle in a box, 
the spacing of the spin wave eigenenergies is representative of the shape of the potential well.  
For example for a parabolic magnetic field distribution the energies of the spin wave modes j 
scale as j1 while a triangular distribution results in a j2/3 energy spacing.  A homogenous film 
with a rectangular magnetic field profile would show j

2 mode spacing.  Experiments on 
Ga0.958Mn0.042P showed spin waves resonances only up to index j=2 and T=15 K, which limited  



65 
 

 
Figure 41: Magnetization as a function of applied magnetic field for Ga0.958Mn0.042P grown on GaP for three 
different crystal orientations.  Data are courtesy of Christoph Bihler. 

quantitative analysis in the current case.  Based on these resonance fields the mode spacing 
exponent is estimated to be around 0.8 indicative of an inhomogeneous magnetization profile 
perpendicular to the growth direction, which is in lineshape somewhere between parabolic and 
triangular.  This behavior is in reasonable agreement with Mn concentration profiles observed by 
SIMS; however deviations from the homogeneous case have been observed in Ga1-xMnxAs films 
with depth dependent carrier concentrations [160]. 
 The strong and complex magnetic anisotropy in Ga1-xMnxP causes the magnetization 
reversal process to depend strongly on crystallographic orientation.  M(H) curves for 
Ga0.958Mn0.042P are shown in Figure 41 for three different crystallographic orientations. When the 
applied field is normal to the film plane, the M(H) curve shows no remenance as expected for a 

hard axis.  It is clear that the 011  is the easy axis; it exhibits the largest remenant magnetization 
and the most square hysteresis loop.  The small uniaxial in-plane anisotropy field has a strong 
effect on magnetization reversal.  The Ga0.958Mn0.042P sample shows a “kinked” hysteresis loop 
when the field is applied parallel to [011].  The kinked hysteresis loop is the result of a multistep 
spin switching process whereby magnetization reversal occurs by a combination of coherent 
rotation and noncoherent spin switching, which will be discussed in greater detail in Section 
5.7.5.  Overall, the M(H) curves are in agreement with FMR results.  The experimental M(H) 
curves can be reasonably reproduced by Equation 38 using a model described in the following 
sections and Appendix F [119]. 

5.6. Strain-Engineered Easy Axis in Ga1-xMnxP1-yNy 

5.6.1 Introduction 

 In this section, a direct connection is established between the magnetic easy axis in Mn-
doped GaP and epitaxial strain by a combined ferromagnetic resonance, X-ray diffraction and 
SQUID magnetometry study.  The magnetic easy axis of Ga1-xMnxP is gradually rotated from the 

in-plane  direction towards the film normal [100] through alloying with isovalent N which 
changes the strain state of the film from compressive to tensile.  For a nearly lattice-matched film 
the strain-related component to the out-of-plane uniaxial anisotropy field is close to zero.  Both 
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in-plane and out-of-plane magnetization reversal processes are explored by a simple model that 
considers the combination of coherent spin rotation and noncoherent spin switching.  The results 
are used to estimate domain wall sizes and energetics, which have yet to be directly measured in 
this materials system. 

5.6.2 Materials Synthesis and Structural Properties 

 Ga1-xMnxP was synthesized by implantation of 50 keV Mn+ into (100)-oriented GaP 
([100] is the crystallographic direction normal to the film plane) to a dose of 1.5x1016 cm-2 
followed by irradiation with a single pulse from a KrF (λ=248 nm) excimer laser at a fluence of 
0.44±0.05 J/cm2.  Quaternary alloys were synthesized by co-implanting the Mn-implanted GaP 
with 33 keV N+ to doses ranging from 1.0 to 5.0 x1015 cm-2 prior to PLM. 
 The value of x for the reference, nitrogen free sample was determined by the dependence 
of TC on x which has been carefully established (Section 3.2).  The reference sample’s TC of 44 
K indicates that x≈0.034.  All samples had similar Mn retained doses and substitutional fractions 
of 7.3×1015 cm-2 and 0.77 respectively as determined by ion beam analysis (Appendix A) 
suggesting that x is the same for all samples.  The N content with the highest N+ implant dose 
was determined by measuring its lattice constant by X-ray diffraction and then applying 
Vegard’s Law.  The values of y estimated by the work in the Ga1-xMnxAs1-yNy system and are 
shown in Table 4.  The exact value of y is not crucial in this work; the magnetic anisotropy is 
controlled by the epitaxial strain, which is determined below. 
 Reciprocal space maps around the (511) reflection of GaP are shown in Figure 42 for all 
Ga0.966Mn0.034P1-yNy samples.  The measurements were performed on a Panalytical brand X’Pert 
PRO Difrractometer using Cu Kα radiation (λ=1.5405 Å) with line focusing.  The sample with 
y=0 shows significant intensity in a diffuse region at smaller perpendicular reciprocal lattice 
vector (q⊥) than the substrate, which is attributed to the compressively-strained Ga1-xMnxP thin 
film.  Again, a shoulder is observed instead of a distinct peak due to the non-uniform vertical Mn 
concentration profile inherent to II-PLM formed materials at these doping levels, which leads to 
significant broadening of the diffraction peak.  The replacement of only 1.0% of the P atoms in 
the anion sublattice with Mn causes the strain state of the film to shift from compressive to 
tensile.  The significantly smaller N atoms easily reverse the strain state of the film to the point 
where the film peak can be resolved, although significant broadening still exists due to vertical 
inhomogeneity.  A residual feature at q⊥ below the substrate peak still exists due to imperfect 
overlap of the Mn and N profiles (Section 5.4).  Increasing y from 1.0% to 1.4% causes the film 
peak to shift to even larger q⊥ implying that the film is under increased tensile strain.  The film 
with 0.4% N alloying is nearly lattice-matched; there is very little intensity outside of the main 
substrate peak. 

Table 4: Relationship between N+ implant dose, anion sublattice composition (y), lattice constant (a) and 
perpendicular strain (εεεε⊥⊥⊥⊥) for Ga0.966Mn0.034P1-yNy. 
Implanted N+ Dose (cm-2)  Approximate y a (Å) ε⊥ (%) 

0.0x1015 0 5.4519±0.0012 0.0220±0.0189 
1.0x1015 0.004 5.4480±0.0012 -0.0404±0.0202 
2.5x1015 0.010 5.4456±0.0020 -0.0808±0.0331 
5.0x1015 0.014 5.4396±0.0024 -0.182±0.0442 
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Figure 42: Reciprocal space maps around the GaP (511) peak for four Ga0.966Mn0.034P1-yNy samples.  
Measurements were taken using Cu Kαααα,1 radiation, λλλλ=1.5405 Å with line focusing of the X-rays.  The solid line 
at q||=21/2××××2ππππ/5.4505 Å =1.6303 Å-1 indicates the in-plane projection of the scattering vector corresponding to 
pseudomorphic films. 

 Even though peak broadening hinders quantitative analysis of the reciprocal space maps, 
it is still possible to extract information regarding the in-plane (a||) and out-of-plane (a⊥) film 
lattice constants from the data shown in Figure 42.  For the films with y=0.010 and y=0.014, the 
analysis is rather straightforward since the film peak can be separated from the substrate peak.  
The values of q|| and q⊥ are the center of the film peak are used to determine a|| and a⊥.  Errors 
are determined from the full-width at half maximum (FWHM) contour.  For the films with y=0 
and y=0.004 it is assumed that a||=aGaP=5.4505 Å.  The fact that the films with y=0.010 and 
y=0.014 are pseudomorphic yet under considerably more strain justifies this assumption.  The 
individual ω-2θ scans comprising the reciprocal lattice map were fit using the two peak model 
described in Appendix C in which the film is described by a Gaussian distribution [161].  The 
mean value of a⊥ was taken as the mean of the Gaussian film fit, and errors are once again 
quoted as the FWHM.  For all films the relaxed lattice constant a was determined by 
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Figure 43: Angular dependence of the ferromagnetic resonance field at T=5 K for Ga0.966Mn0.034P1-yNy as a 
function of εεεε⊥⊥⊥⊥.  Data courtesy of Lukas Dreher. 

 
 (41) 

It was assumed that dilute alloying with Mn or N did not alter Poisson’s ratio, ν=0.31 [162].  
Finally the strain along the growth direction 
  (42) 

was calculated.  The calculated values of a and ε⊥ are listed in Table 4 for the various N 
concentrations.  The quantitative analysis of the X-ray diffraction measurements reflect the 
trends discussed qualitatively above, particularly the change in the strain state with N alloying. 

5.6.3 Ferromagnetic Resonance Spectroscopy 

 Figure 43 shows the dependence of the ferromagnetic resonance field on rotations about 

the 011   axis and [100] axis.  The in-plane rotations are all qualitatively similar regardless of the 
strain in the film.  Local minima occur for H||<011> and local maxima for H||<001>.  The 

behavior of the out-of-plane rotations about the 011  axis show a strong dependence on ε⊥.  For 

the film under compressive strain the µ0Hres is at a maximum for field orientations normal to the 
film plane indicating that the magnetic easy axis is in the plane of the film.  As the strain in the 
film changes to tensile the global maximum in µ0Hres observed when H||[100] becomes less 
pronounced.  By ε⊥=-0.08% the global maximum has shifted to the plane of the film.  In parallel 
the global minimum shifts towards [100] revealing that the magnetic easy axis is shifted out-of-
plane as the lattice constant of the film is decreased although the easy axis is still not parallel to 
[100] at ε⊥=-0.18% 

Table 5: Cubic and uniaxial magnetic anisotropy fields determined from FMR for Ga0.966Mn0.034P1-yNy 

ε⊥ (%) 2K /M (mT) 2K /M (mT) 2K /M (mT) 2K /M (mT) 

0.0220±0.0189 78±3 -26±3 -24±3 5±1 
-0.0404±0.0202 4±3 -84±3 -34±3 4±1 
-0.0808±0.0331 -80±3 -116±3 -38±3 3±1 
-0.182±0.0442 -172±3 -124±3 -40±3 4±1 

  

200

400

200

400

200

400

200

400
µµ µµ 0

H
re

s
(m

T
)

ε⊥ = 0.02%

ε⊥ =-0.04%

[100][011] [011][001][011][010] [011]

ε⊥ =-0.08%

ε⊥ =-0.18%

[100][011] [011][001][011][010] [011]



69 
 

 The solid lines in Figure 43 are the results of FMR simulations according to the free 
energy model discussed in Sections 5.2.1 and 5.5 using the parameters listed in Table 5.  The 
small uniaxial anisotropy field 2K /M is positive for all samples.  This, along with the negative 

sign of 2K /M indicates that 011  is the in-plane easy axis for all samples.  The out-of-plane 
anisotropy fields are much more dependent on film strain and dominate the magnetic anisotropy 
of the Ga1-xMnxP1-yNy system.  In particular the effective uniaxial anisotropy field 2K /M is 

strongly linked to both the sign and magnitude of ε⊥.  The linear dependence of 2K /M  on ε⊥  

is emphasized in Figure 44.  In Ga1-xMnxAs a linear relationship between  2K /M and ε⊥ is 
observed for both compressive and tensile strains up to 0.4%, which suggests a common origin 
to this effect in the two materials systems [37].  However, this linear behavior in Ga1-xMnxAs has 
been shown to be consistent with the standard valence band theory of magnetic anisotropy in III1-

xMnxV ferromagnetic semiconductors [19, 37], which is unlikely to apply to the Ga1-xMnxP1-yNy 
samples studied here.  The linear regression crosses the ordinate axis at 2K /M ≈46 mT.  High 

field (1 T ≤ |µ0H| ≤5 T) SQUID magnetometry measurements indicate that the saturation 
magnetization Msat=26.1±2.1 kA/m, which implies a demagnetization field µ0Msat of 32.8±2.6 
mT, which accounts for a significant portion of 2K /M at ε⊥=0.  Within the rather large error 

bar of the strain measurements, it is likely that 2K /M =µ0Msat at ε⊥=0, which would be 

expected if the strain-related contribution to 2K /M was determined entirely by tetragonal 

distortion.  Therefore, for a nearly lattice-matched film the component of 2K /M related to 
epitaxial strain is close to zero for Ga1-xMnxP. 

 
Figure 44: Relationship between 2K /M and εεεε⊥⊥⊥⊥ for Ga1-xMnxP1-yNy.  The dashed line is a linear fit to the 

mean data points, which intercepts the ordinate axis at 2K /M ≈46 mT. 
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Figure 45: (a) Magnetization as a function of applied magnetic field for H||[100].  (b) Simulations of M(H) 
curves according to the model described in Appendix F.  The anisotropy fields 

{2K /M, 2K /M, 2K /M , 2K /M} used in the simulation were {60 mT, -64 mT, -52 mT, 5 mT } for 

εεεε⊥⊥⊥⊥=0.02%, {-18 mT, -60 mT, -40 mT, 4 mT } for εεεε⊥⊥⊥⊥=-0.04%, {-84 mT, -98 mT, -40 mT, 3 mT } for εεεε⊥⊥⊥⊥=-0.08%, 
and {-222 mT, -164 mT, -40 mT, 4 mT } for εεεε⊥⊥⊥⊥=-0.18% 

5.6.4 Field Dependence of the Magnetization 

 Measured M(H) curves for H||[100] and T=5 K are shown in Figure 45(a).  The sample in 
compressive strain shows no remanance; the magnetic easy axis is perpendicular to the field 
direction (in the sample plane).  As the strain state of the film changes from compressive to 

tensile the remanent magnetization increases as the magnetic easy axis rotates from 011  
towards [100].  At the same time the line shape of the M(H) curves change and hysteresis is 
observed.  All of these observations are characteristic of gradually changing the magnetic easy 
axis from in-plane to out-of-plane. 
 To gain further insight into the magnetization reversal processes in Ga1-xMnxP1-yNy the in-
plane and out-of-plane M(H) curves have been simulated using a free energy approach.  Details 
of the calculations are found in Appendix F.  Briefly, the calculations are performed by inputting 
the values for the anisotropy fields determined from FMR, which allows for the free energy to be 
calculated as a function of the magnetization for a given magnetic field.  A free parameter ∆E 
can be used to account for the energy required to nucleate and grow domains that gives rise to 
hysteresis during the magnetization reversal process. The values of ∆E are chosen such that the 
measured fields at which noncoherent spin switches occur are reproduced by the simulation.  
Simulations of the out-of-plane M(H) curves are found in Figure 45(b).  In these simulations the 
effects of hysteresis have been neglected for simplicity and clarity; the effect of energy losses 
and irreversible processes will be considered below.  The key features of the experimental 
hysteresis loops, namely the increase in the remanent magnetization with increasing tensile strain 
and the general change in lineshape of the M(H) curves, are captured by the simulations.  The 
specific values of the anisotropy fields that were used to generate the M(H) simulations are listed 
in the caption to Figure 45.  In general, the anisotropy fields used to fit the M(H) data and the 
FMR data agree with one another to within a factor of two.  This level of agreement is quite 
reasonable given the simplicity of the magnetization reversal simulations.  Additionally, we  
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Figure 46: (a) Definition of the angle γγγγ which describes the orientation of the magnetization in the (011) plane.  
(b) Comparison of experimental and simulated M(H) curves for the sample with εεεε⊥⊥⊥⊥=0.02%.  The anisotropy 
parameters used in the simulations are the same as those in Figure 45.  (c) F(γγγγ) contours for specific values of 
the applied magnetic field.  The colored arrows in panel (b) refer to the contours in (c).  The solid black 
circles denote energy minima are determined the orientation of the magnetization vector.  Multiple minima 
present in panel (c) are related by symmetry and do not affect the results of the calculations. 

observe spin wave resonances in FMR experiments on Ga1-xMnxP1-yNy.  Spin wave excitations 
were briefly discussed in the previous section.  Although a complete treatment of spin wave 
excitations is again limited by the observation of only two higher order modes it is worth noting 
a few effects of spin wave excitations on the quantitative analysis of FMR experiments.  The 
anisotropy parameters listed in Table 5 were determined by analyzing the angular-dependence of 
the fundamental mode.  According to the previously discussed model whereby the spin wave 
excitations are treated in parallel to the particle in a potential well the presence of spin waves can 
cause an underestimation of the resonance field corresponding to the collective mode [163].  
This may explain some of the discrepancy between the anisotropy parameters determined from 
the FMR and SQUID simulations.  Regardless, the anisotropy fields determined from M(H) 
calculations further emphasize that the sign and magnitude of 2K /M are primarily determined 
by the epitaxial strain of the film. 
 The simulations indicate that the magnetization vector is always of the form uvv  during 
the reversal process when the field is applied normal to the film.  This behavior is understood as 
follows.  As the magnitude of the magnetic field is reduced, the Zeeman energy decreases.  Since 
none of the samples have an easy axis parallel to [100] eventually the anisotropy energy will 
cause the magnetization to bend towards the sample plane.  The lowest energy path is that 

towards the in-plane easy axis, which is 011 .  Therefore, reversal occurs in the (011) plane, 

which is common to both [100] and 011  directions.  To aid in the visualization of the 
magnetization reversal process it is therefore useful to write the magnetization in terms of a 

single angle in the (011) plane.  The angle, γ, is measured from [100] towards 011  in the (011) 
plane [Figure 46 (a)].  In this coordinate system the free energy simplifies to  
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when H||[100].  Simulations for H||[100] are shown in Figure 46 for the compressively strained 
film (ε⊥=0.02%) alongside selected F(γ) contours.  The free energy minimum shifts gradually 
through γ=90° demonstrating that the magnetization process is completely reversible and occurs 
by coherent rotation of the moments.  At µ0H=0 mT the minimum occurs at precisely γ=90° 
resulting in a projection of the magnetization vector on the field direction of zero in agreement 
with the negligible remanent magnetization observed in experiment. 
 The magnetization reversal process is markedly different for films under tensile strain.  
Experimental and calculated M(H) curves for the film with =-0.18% are shown in Figure 47.  
In this case as the field is lowered from a large positive value towards zero, the magnetization 
stays pinned near γ=0° since the magnetic anisotropy energy induces the magnetization to lie 
close to [100] at zero field.  Since the minimum does not gradually shift past γ=90°, the only 
mechanism whereby the magnetization can change sign is by noncoherent switching.  The 
noncoherent switch occurs when the energy gained by switching from the local minimum in F(γ) 

 
Figure 47: (a) Comparison of experimental and simulated M(H) curves for the sample with εεεε⊥⊥⊥⊥=0.02%.  The 
anisotropy parameters used in the simulations are the same as those in Figure 45.  (b) F(γγγγ) contours for 
specific values of the applied magnetic field.  Solid black circles again denote energy minima.  Open symbols 
and arrows represent noncoherent spin switching from one magnetization orientation to another which 
occurs at the specified field. 
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Figure 48: (a) Simulations of the M(H) curves (solid lines) for the sample with =-0.18% using a single value 
for ∆∆∆∆E.  Experimental data points are shown by the black solid symbols.  The two simulated curves place 
upper and lower bounds for the value of ∆∆∆∆E according to the single-valued model.  (b) Comparison of 
experimental (symbols) and simulated (solid line) M(H) curves for the same sample using a Gaussian 
distribution of ∆∆∆∆E.  The Gaussian distribution is centered at ∆∆∆∆E=1.9x10-3 meV/Mn with σσσσ=0.60x10-3 meV/Mn 
and is shown in the inset. 

 to the global minimum is sufficient to account for the energy necessary for domain nucleation 
and growth, ∆E

100.  For the simulation shown in Figure 47, it was assumed that ∆E
100= 2.01x10-3 

meV/Mn which causes the noncoherent spin flips to occur at ±7 mT in reasonable agreement 
with the experiment. 
 It is readily apparent that the M(H) simulations predict much sharper spin switches than 
are observed experimentally.  One reason for this disagreement is that the simulations account 
only for hysteretic effects caused by noncoherent spin switching and neglect other processes, 
particularly the pinning and depinning of domain walls by defects during magnetization reversal.  
Furthermore, the model assumes that the material is completely homogeneous and well-
described by single-valued parameters for both the magnetic anisotropy (set of K) and the 
hysteretic processes (∆E).  Nonuniform distribution of the Mn moments and materials defects 
can result in local fluctuations in the magnetization and carrier concentration which can affect 
both the magnetic anisotropy and reversal process [164], thus giving rise to differences in the 
experimental and calculated hysteresis loops.  In regards to the single-valued model, error bars 
can be placed on the value of ∆E

100  by “bounding” the hysteresis loop as is done in Figure 48 
(a).  Based on these results the approximate range of ∆E

100 is 0.863x10-3≤∆E
100≤3.44x10-3 

meV/Mn for the energy required for domain nucleation and growth for the sample with ε⊥=-
0.18%.  The model can also be improved by taking into account that the anisotropy parameters 
are not single-valued, and have a distribution of values related to the inhomogeneity in the 
sample.  Kim et al. have demonstrated that local fluctuations give rise to a broad distribution of 
domain pinning fields (∆E/M) in annealed, LT-MBE grown Ga1-xMnxAs thin films, which is well 
described by a broad Gaussian distribution [164].  The simulated M(H) curve shown in Figure 48 
(b) follows this approach and shows must better agreement with experiment indicating that local 
fluctuations in x, p, and/or defect concentrations have a significant effect on the magnetic 
anisotropy and magnetization reversal.  The Gaussian distribution of ∆E centered around 1.9x10-
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3 meV/Mn with a standard deviation of 6.0x10-4 meV/Mn.  Further details regarding computation 
of M(H) curves for distributions of ∆E are found in Appendix F. 

5.6.5 Domain Parameters and Materials Trends  

 As was indicated in Section 5.4, quantitative comparison of the magnetic anisotropy of 
materials grown by II-PLM and LT-MBE is not straightforward.  It is noted here as a point of 
reference that Liu et al. found that ∆E

100≈5.5x10-3 meV/Mn in Ga0.98Mn0.02As thin films with 
out-of-plane easy axis using a similar approach [165].  This value is of similar magnitude to the 
values reported here for Ga1-xMnxP1-yNy. However, direct comparison is limited since the Ga1-

xMnxP1-yNy film with ε⊥=-0.18% has nearly a factor of 2 larger x and its easy axis is not 
completely out-of-plane. 
 With knowledge of the ∆E, it is possible to estimate the Bloch domain wall energy per 
unit area according to the standard approach[165, 166] 
 

 (44) 

where J is the exchange energy, d=ax
-1/3 is the average spacing between Mn atoms and ∆E is 

determined from simulation.  In Equation 44 ∆E takes the units of J/m3.  The conversion for ∆E 
from meV/Mn to J/m3 is 
  (45) 
Following Refs. [165] and [21], it is assumed that J=3kBTC/2zS(S+1) where S=5/2 for Mn2+ ions 
and TC = 35 K for the film with =-0.18 %.   As pointed out in Ref. [21] the number of nearest-
neighbor spins z is not well-defined for a system of random magnetic dopants in a zincblende 
lattice; so the range 4≤z≤12 was used which introduces a source of error.  Within these 
approximations we find that 0.013<σw<0.032 erg/cm2 (1.31x10-5<σw<3.17x10-5 J/m2), which is 
close to the value of 0.027 erg/cm2 reported for Ga0.98Mn0.02As established by a similar 
method[165].  On the other hand, Gourdon et al. determined a much larger value of σw≈0.2 
erg/cm2 from domain theory for Ga0.93Mn0.07As films in a state of tensile strain[167].  The range 
of domain parameters determined for Ga1-xMnxAs of different compositions underscores the need 
to compare materials of nearly identical x, p, and  since the magnetic anisotropy depends 
strongly on these quantities.   
 Finally an attempt is made to compare the magnitude of 2K /M between Ga1-xMnxAs 

and Ga1-xMnxP.  Based on the results of Ref. [164], 2K /M≈30 mT for Ga0.976Mn0.024As.  While 
this value is significantly less than the 78 mT found in this work for Ga0.966Mn0.034P, one cannot 
discount the increase in 2K /M with Mn doping as explaining some of this difference (Section 
5.5).  Thus, further studies are necessary in order to establish trends in the domain parameters 
between Ga1-xMnxAs and Ga1-xMnxP. 

5.6.6 Summary 

 In summary, this study has revealed a correlation between the perpendicular magnetic 
anisotropy and epitaxial strain in Ga1-xMnxP.  Substitution of N for P in the anion sublattice 
causes a contraction of the film lattice constant and induces the easy axis to lie perpendicular to 
the film plane.  This behavior is reminiscent of the strain-dependent perpendicular magnetic 
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anisotropy in Ga1-xMnxAs, which suggests a common origin for the effect in the two materials 
despite differences in band structure and carrier localization. 
 The ability to strain-engineer the easy axis in Ga1-xMnxP1-yNy may open the door to new 
experiments that will increase our understanding of the material.  An out-of-plane easy axis 
enhances contrast in techniques such as spatially-resolved magneto-optic Kerr effect (MOKE) 
microscopy, which has been used previously to image both the domain structure and domain 
dynamics during magnetization reversal[168, 169].  These measurements may also provide 
additional information about the magnetic anisotropy of Ga1-xMnxP.  The combination of 
spatially-resolved MOKE and micromagnetic theory provides a complementary approach by 
which to calculate domain parameters.  In this way it is possible to check and refine the estimates 
made from the simple free energy analysis in the previous section.  Furthermore, the 
micromagnetic theory approach allows for the determination of additional parameters that are 
inaccessible from the free energy model, including the spin stiffness constant, which has yet to 
be experimentally determined in Ga1-xMnxP[167]. 

5.7. Compensation-Dependent Magnetic Anisotropy in Ga1-xMnxP1-ySy 

5.7.1 Introduction 

 The effect of dilute alloying of the anion sublattice with S on the in-plane uniaxial 
magnetic anisotropy and magnetization reversal process in Ga1-xMnxP as measured by both FMR 
and SQUID magnetometry is presented.  At T=5K, raising the S concentration increases the 
uniaxial magnetic anisotropy between in-plane <011> directions while decreasing the magnitude 
of the (negative) cubic anisotropy field.  Simulation of the SQUID magnetometry indicates that 
the energy required for the nucleation and growth of domain walls decreases with increasing y.  
These combined effects have a marked influence on the shape of the field-dependent 

magnetization curves; while the 011  direction remains the easy axis in the plane of the film, the 
field dependence of the magnetization develops double hysteresis loops in the [011] direction as 
the S concentration increases similar to those observed for perpendicular magnetization reversal 
in lightly doped Ga1-xMnxAs.  The incidence of double hysteresis loops is explained with a 
simple model whereby magnetization reversal occurs by a combination of coherent spin rotation 
and noncoherent spin switching, which is consistent with both FMR and magnetometry 
experiments.  The evolution of magnetic properties with S concentration is attributed to 
compensation of Mn acceptors by S donors, which results in a lowering of the concentration of 
holes that mediate ferromagnetism. 

5.7.2 Materials Synthesis 

 Ga1-xMnxP was synthesized by implantation of 50 keV Mn+ into (100)-oriented GaP to a 
dose of 1.5x1016 cm-2 followed by irradiation with a single pulse from a KrF (λ=248 nm) 
excimer laser at a fluence of 0.44±0.05 J/cm2.  Quaternary alloys were synthesized by co-
implanting the Mn-implanted GaP with 60 keV S+ to doses ranging from 2.5 to 7.3 x1015 cm-2 
prior to PLM.  Selected compositional parameters for the samples used in this study are 
presented in Table 6.  The substitutional Mn concentration was determined by the combination 
of secondary ion mass spectrometry (SIMS) and 4He+ ion beam analysis[75, 119].   For samples 
used in this study the fraction of Mn atoms substituting for Ga was 80-88%, which is comparable 
to that observed in Ga1-xMnxAs thin films grown by LT-MBE [31].  It is important to reiterate  



76 
 

Table 6: Selected compositional parameters of Ga1-xMnxP1-ySy as determined by SIMS and ion beam analysis. 

Mn+ Implant Dose (cm-2) x S+ Implant Dose (cm-2) y 

1.5x1016 0.042 0 0 
1.5x1016 0.041 2.5x1015 0.010±0.001 
1.5x1016 0.041 5.0x1015 0.021±0.0015 
1.5x1016 0.041 7.3x1015 0.027±0.002 

 
here that the II-PLM process results in no interstitial Mn (MnI); the remainder of the Mn atoms is 
incommensurate with the lattice.  Therefore, II-PLM films have no unintentional compensation 
due to MnI defects, allowing for more reliable control of the carrier concentration in this study.  
The S concentration as a function of depth was determined by SIMS.  The peak substitutional 
sulfur concentration, y, was estimated by multiplying the peak in the S concentration by the 
typical substitutional fractions of dopants in GaP and GaAs after PLM, which ranges between 
75% and 90% based on previous pulsed-laser melting studies of dopant incorporation into GaP 
and GaAs [89, 99, 170].  The parameter y refers to the concentration of substitutional sulfur.  
The fraction of S atoms that is electrically active was estimated from Hall effect measurements 
on GaP0.979S0.021 synthesized under identical conditions to the Ga0.959Mn0.041P0.979S0.021 film.  
Without Mn the carrier concentration can be measured because the anomalous Hall contribution 
to the Hall resistivity is absent.   Comparison of the Hall effect, SIMS, and ion channeling data 
indicate that ~36% of substitutionally incorporated S atoms are electrically active.  Ion 
channeling measurements on S-doped Ga1-xMnxAs show that there is no appreciable 
incorporation of S into interstitial sites.  Given the similarities in processing between GaAs and 
GaP the formation of interstitial S defects can be precluded for the samples presented in this 
work. 
 DC magnetization measurements were performed using a SQUID magnetometer.  FMR 
measurements were performed at ω/2π ≈ 9.26 GHz in an electron paramagnetic resonance (EPR) 
spectrometer using magnetic field modulation with the sample temperature controlled using a 
liquid-He flow cryostat.  Differentiation of the in-plane <011> directions was accomplished by 
etching samples in H3PO4 at 180˚ C for 5 minutes, which produces asymmetric etch pits oriented 

in the 011  direction [171, 172]. 

 
Figure 49: Field dependence of the ferromagnetic resonance for Ga0.958Mn0.042P1-ySy with y=0, y=0.010, 

y=0.021, and y=0.027 taken with the field applied parallel to the in-plane 011  direction at T=5K. 
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5.7.3 Ferromagnetic Resonance Spectroscopy 

 The field dependence of the FMR intensity at T=5 K and H|| 011  is shown in Figure 49 
for films with various S concentrations.  The film with no sulfur shows a single, orientation-
dependent resonance due to the collective mode of the ferromagnetically-coupled Mn moments.  
As y increases a second resonance appears in the FMR measurements at µ0H≈330 mT.  This 
resonance shows only a very weak angular dependence.  For H||[100] this resonance appears at 
µ0H=330.3 mT which corresponds to a g-factor of 2.004.  This value of the g-factor is identical 

to that observed for paramagnetic Mn2+ in GaP [173].   For H|| 011  or [011] the position of the 

resonance shifts to µoHres ~ 328.8 mT (g=2.013).  The 1.5 mT shift in the resonance position with 
crystallographic orientation is consistent with the hypothesis that the resonance is due to 
paramagnetic Mn2+ moments.  A similar effective shift in the resonance field of ionized Mn 
acceptors in highly doped Ga1-xMnxAs has already been observed and attributed to low 
temperature demagnetization effects of Mn2+ ions [174].  The paramagnetic resonance at 
µ0H≈330 mT is unlikely to be caused by electrons at neutral S donors.  The g-factor of the S 
donor resonance is g=1.998.  Additionally the peak-to-peak line width of the S donor resonance 
is ~6 mT, which is about a factor of two lower than that observed here (Figure 49) [175, 176].  
Therefore, the resonance at ~330 mT is attributed to paramagnetic Mn2+. 
 As y increases, the magnitude of the paramagnetic Mn2+ resonance increases with respect 
to that of the collective mode.  This observation suggests that as the concentration of S increases 
an increasing fraction of the MnGa moments are decoupling from ferromagnetic exchange.  Such 
behavior can be explained with the help of the SIMS profiles in Figure 50.  As the S 
concentration increases, the inhomogeneous distribution of Mn and S throughout the film creates 
regions of the film where the sulfur concentration is greater than or equal to the Mn 
concentration.  In these regions compensation due to S donors decreases the concentration of 
ferromagnetism-mediating holes to a point where long-range exchange is interrupted.  As a result 
the Mn moments in such regions behave as paramagnets.  For y up to 0.027, the region of the 
film with maximum Mn concentration still has a sufficient hole concentration support 
ferromagnetic exchange as evidenced by the TC of 21K for Ga0.959Mn0.041P0.973S0.027 [101, 177].  
Therefore, a magnetic resonance measurement at T= 5K detects two resonances: an orientation-
dependent resonance due to the collective precession of ferromagnetically-coupled Mn moments, 
and another due to paramagnetic Mn moments.  As y increases, the paramagnetic “tail” of the 
Mn distribution increases because the depth over which the sulfur concentration is sufficient to 
completely disrupt ferromagnetic exchanges increases.  Consequently, the relative intensity of 
the paramagnetic resonance to the collective ferromagnetic resonance increases with increasing 
y. 
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Figure 50: Mn (solid lines) and S (dashed lines) concentrations as a function of depth for samples with 
y=0.010 and y=0.027 as determined by secondary ion mass spectrometry.  The near-surface peaks visible in 
the S profiles are measurement artifacts. 

 The decrease in the fraction of ferromagnetically coupled Mn atoms with increasing y is 
supported by SQUID magnetometry measurements.  The magnetic moment at µ0H=5T decreases 
monotonically from 3.5±0.2 µB/MnGa for y=0 to 1.9±0.2 µB/MnGa for y=0.027 since at this 
magnitude of the applied field the paramagnetic Mn spins are not yet completely aligned along 
the field direction.  Further support for sulfur-induced compensation comes from the decrease of 
TC as well as the XMCD asymmetry with increasing y [101, 177], and similarity to results 
obtained in Te co-doped Ga1-xMnxP [99].  In addition, the aforementioned Hall and ion 
channelling measurements demonstrate an electrical activation of ~36% of substitutional S 
donors in GaP:S synthesized by II-PLM. 
 Since this chapter is focused on magnetic anisotropy the remainder of the analysis will 
focus on the ferromagnetically-coupled collective mode.  The dependence of the magnetic 
resonance field for in-plane orientations of the applied magnetic field is shown in Figure 51 as a 
function of y.  As has already been discussed in Sections 5.5 and 5.6, the in-plane rotations  

 
Figure 51: In-plane FMR rotations for Ga1-xMnxP1-ySy.  Open symbols refer to experimental data while the 
solid lines are simulations according to the model described Section 5.2.1. 
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exhibit minima when the field is parallel to <011> directions, and the four-fold symmetry is 
broken by the presence of an in-plane uniaxial component to the magnetic anisotropy in all 
samples. 
 Following the procedure outlined in Section 5.2.1, the anisotropy fields are determined 
from the angular dependence of the resonance field.  The solid lines in Figure 51 show the results 
of the ferromagnetic resonance simulations, which were calculated using the range of anisotropy 
fields listed in Table 7.  These simulations also agree with the out-of-plane FMR rotations as 
well for the same range of anisotropy fields (data not shown).  The magnetic anisotropy is 
dominated by the out-of-plane cubic and uniaxial terms.  The combined effect of the 
perpendicular anisotropy parameters is to confine the magnetization strongly to the film plane.  
These terms show a non-monotonic dependence with y, but in general are weaker in samples 
with sulfur.  The origin of this behavior is not completely understood at this time and will not be 
further discussed in this work.  The values of the out-of-plane anisotropy fields do, however, 
play a role in determining the absolute magnitude of the in-plane resonance fields shown in 

Figure 49 and Figure 51.  Thus, the resonance field for H|| 011  occurs at a lower field for y=0 
than for y=0.010, 0.021, or 0.027 due to the enhanced out-of-plane anisotropy in the former 
material.  On the other hand, the relative difference in resonance fields for different in-plane 
magnetic field orientations within a given sample does not depend strongly on the out-of-plane 
anisotropy parameters, which makes it possible to compare the in-plane anisotropy between 

materials by considering in-plane rotations of the external magnetic field.  For all y, 2K /M is 
negative and 2K /M is positive.  The former results in the <011>-type directions being 
magnetically preferred over <001>-type directions while the latter determines that the in-plane 

easy axis is oriented parallel to 011   as opposed to [011].  Increasing the S content of the anion 

sublattice results in an enhancement of the in-plane uniaxial anisotropy between 011  and [011] 
directions; the [011] direction becomes progressively magnetically harder.  This observation is 
consistent with the effect of carrier concentration on 2K /M in Ga1-xMnxAs where a rotation of 

the easy axis from 011  to [011] occurs as p increases [38].  In terms of anisotropy parameters 

2K /M  is negative is Ga1-xMnxAs with large p but changes sign and subsequently increases in 
(positive) magnitude as p decreases.   In Ga1-xMnxP a similar trend is observed.  The 
Ga0.958Mn0.042P sample starts with small, positive 2K /M.  As compensation occurs and p is 
decreased, 2K /M remains positive and increases in magnitude.  Presumably the synthesis of 
Ga1-xMnxP with even larger p would result in a change in sign of 2K /M in analogy to the 
behavior of Ga1-xMnxAs. 

Table 7: Cubic and uniaxial anisotropy fields of Ga1-xMnxP1-ySy as determined by FMR 

y MKu /2 011   (mT) MKC /2 ||
1  (mT) MKeff /2 100  (mT) MKC /2 1

⊥  (mT) 

0 5±1 -35±2 175±3 -80±3 
0.010 8±1 -28±2 68±3 -40±3 
0.021 10.5±1.5 -28±2 98±3 -50±3 
0.027 12.5±2 -25±2 75±3 -40±3 
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Figure 52: Field dependence of the magnetization for y=0, y=0.010, y=0.021, and y=0.027 for the two different 
in-plane <011> directions.  Measurements were performed at T=5K after saturating the magnetic moment at 
µµµµ0H=5T.   

5.7.4 SQUID Magnetometry Measurements 

 The effect of the changes in the in-plane magnetic anisotropy fields on the process by 
which in-plane magnetization reversal occurs will now be explored.  Figure 52 shows the field 
dependence of the magnetization, M(H), at T=5K for the applied external field oriented parallel 

to either the [011] or 011  as measured by SQUID magnetometry.   All curves for H|| 011  show 
relatively small coercivities (less than 4 mT) and square-like hysteresis loops indicative of a 
magnetic easy axis.  The remanent magnetization decreases as y increases.  This is not a result of 
magnetic anisotropy but instead is due to the drop in the saturation moment with compensation 
(see above). 
 The magnetization reversal process for H||[011] is strongly influenced by the increase in 
the in-plane uniaxial anisotropy with S alloying.  For y=0 the M(H) curve exhibits a “kink” near 
H=0.  As the sulfur concentration increases, the kinked lineshape changes into a “wasp-waisted” 
or “double” hysteresis loop.  The incidence of both the kinked and double hysteresis loops is due 
to a multistep magnetization reversal mechanism that will be discussed in the detail in the 
following section.  Double hysteresis loops have previously been observed in Ga1-xMnxAs for the 
case of perpendicular magnetization reversal when the Mn concentration was low (x≈1-2 %) 
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[151].  The existence of double hysteresis loops in Ga1-xMnxAs was attributed by Titova et al. to 
the complex nature of the free energy surface arising from uniaxial and cubic anisotropy terms 

that were of similar magnitude [151].  For Ga1-xMnxP1-ySy, 3.5≤|K  /K |≤2 for the wasp-
wasited loops.  In this regard, these results are consistent with this explanation. 

5.7.5 Modeling of Hysteresis Loops 

 To further investigate the evolution of the M(H) lineshape with increasing compensation, 
the in-plane hysteresis loops were simulated according to the model described in Appendix F.  
For these calculations it was assumed that the both the magnetic field and magnetization vectors 
were confined to the film plane (Φ=φ=0°, or 180°).  Within these assumptions the free energy 
takes on the more simple form, 
 

 
(46) 

The assumption that Φ=0˚ or 180˚ is reasonable given the compressive strain state of the Ga1-

xMnxP1-ySy thin films on GaP, which induces the easy axis to lie in the film plane (Section 5.6).  
Therefore, when the magnetic field is applied in the plane of the film, both the Zeeman and 
anisotropy energies favor an in-plane orientation of the magnetic moment, which justifies the use 
of Equation 46.  Since the magnetization is confined to the film plane, the reversal process 

depends only on the in-plane anisotropy parameters K  and K .  The simulated M(H) curve 
for y=0 and H||[011] is shown in Figure 53 (a) along with the calculated free energy curves as a 
function of the in-plane orientation of the magnetization vector Θ.  When the magnetic field is 
large the equilibrium orientation of the magnetization vector is parallel to [011] (Θ=45°), due to 
the dominance of the Zeeman energy.  As the magnitude of the magnetic field decreases a global 

minimum emerges near (Θ=45°) which is parallel to the in-plane easy axis 011 .  The 

magnetization remains pinned in the minimum at Θ=45° until the energy gained by switching to 
the global minimum E011 is sufficient to overcome the energy barrier to domain wall nucleation 
and growth (Appendix F).  For a noncoherent spin switch occurring at µ0H=-0.2 mT, 

E011=4.3x10-4 meV/Mn produces reasonable agreement with experiment.  After the first 

noncoherent spin switch the magnetization vector rotates towards 011 ; as the Zeeman energy 

increases with increasing magnitude of the (negative) magnetic field, the minimum of F(Θ) 
shifts away from Θ=-45°.  Magnetization reversal proceeds by coherent rotation until another 
noncoherent spin flip occurs to the global minimum at Θ=-135°, which again requires 
overcoming an energy barrier of 4.3x10-4 meV/Mn.  For y=0 the second switch occurs at µ0H=-
4.5 mT.  Similar arguments hold for the opposite process.  As the field is swept from negative to 
positive values, noncoherent switches occur at µ0H=0.2 mT and 4.5 mT, thus completing the 
kinked hysteresis loop. 
 The magnetization reversal process occurs by the same two mechanisms in the sample 
with y=0.027 [Figure 53 (b)].  However, now the noncoherent spin switches are separated by a 
much larger magnetic field range in which magnetization reversal occurs by coherent rotation of 
the magnetic moment.  Both the decreased width of each half of the double hysteresis loop as 
well as the higher field at which the center of each half of the double hysteresis loop occurs are 



82 
 

 
Figure 53: Comparison of simulated and experimental M(H) curves (top panels) and free energy contours at 
selected magnetic field strengths (bottom panels) for Ga0.959Mn0.041P1-ySy films with (a) y=0 and (b) y=0.027.  
Filled symbols correspond to the orientation of the magnetic moment at a given field.  Open symbols and 
arrows represent noncoherent spin switching from one magnetization orientation to another which occurs at 
the specified field. 

captured by our simple model using a reduced value for E011 of 6.2x10-5 meV/Mn and the in-
plane anisotropy fields determined from FMR. 
   As a guide to further discussion of the SQUID simulations, Figure 54 indicates the effects 
of the key model parameters on the shape of the M(H) lineshape when H||[011].  The fields at 
which the first and second noncoherent spin switches occur are defined as µ0H1 and µ0H2, 
respectively.  Therefore, the “width” of each lobe of a double hysteresis loop is equal to 
(µ0H2−µ0H1) and determined predominately by the value of E011.  The simulations tend to 
predict much sharper noncoherent switches than are observed in experiment as discussed in 
Section 5.6.4.  Using the method presented in Section 5.6.4 and Figure 48(a) the range of E011 
for the single-valued model can be “bounded.”  The results of these calculations are displayed in 
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Figure 54: The effect of the in-plane anisotropy fields and ∆∆∆∆E on the shape of calculated M(H) curves for 
H||[011].  The orientation of the magnetic moment at magnetic fields specified by filled black circles is 
indicated by black arrows above or below the symbols with respect to the coordinate system included.  The 
magnetic fields µµµµ0H1 and µµµµ 0H2 correspond to those at which the first and second noncoherent spin flips occur.  
A positive magnetic field is defined as parallel to [011]. 

 Table 8.  Although the spread in values is rather large the general trend suggests that E011 
decreases with increasing y. 
 As mentioned in Section 5.6.4 the M(H) simulations can be improved by assuming that 
the parameter ∆E is not single valued but takes on instead a continuous distribution of values.  
Figure 55 shows the results of M(H) calculations where a Gaussian distribution [164] of E011 
with a mean of 1.2x10-4 meV/Mn and standard deviation of 4.9x10-5 meV/Mn are used.  Clearly, 
the calculated M(H) loops agree much better with experiment when a distribution of E011 is 
used.  The similar distributions of domain wall energies between the annealed LT-MBE grown 
Ga1-xMnxAs and II-PLM formed Ga1-xMnxP1-ySy suggests that lateral inhomogeneity is inherent to 
materials grown by both processes and that the vertical inhomogeneity inherent to II-PLM 
processing does not produce additional spread in the domain wall energies. 
 Simulations of the M(H) profiles for all samples were performed using a Gaussian 
distribution in ∆E.  The results of the calculations are summarized in Figure 55(c).  For all y 

E011< E011, which is reasonable considering that the former case requires nucleation of 90º 
domain walls while the latter involves 180º domain wall formation [119].  As y increases, both 

E011 and E011 decrease.  This indicates that magnetization reversal by noncoherent spin 
switching becomes easier as the carrier concentration is decreased– that is, it requires less 
energy.  This trend is in agreement with that observed from the single-valued model calculations. 

Table 8: ∆∆∆∆E011 as a function of y for Ga1-xMnxP1-ySy for single-valued M(H) simulations. 

y 011
minE∆  (x10-4 meV/Mn) 011

maxE∆  (x10-4 meV/Mn) 

0 1.5 3.1 
0.010 0.95 1.9 
0.021 0.62 1.2 
0.027 0.19 0.62 
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Figure 55: (a) Comparison of simulated and experimental hysteresis loops for y=0.010 in which ∆∆∆∆ΕΕΕΕ011 is 
assumed to follow a Gaussian distribution with a mean of 1.2x10-4 meV/Mn and standard deviation of 4.9x10-5 
meV/Mn.  (b) Relative abundance of different ∆∆∆∆ΕΕΕΕ011 according to the Gaussian distribution.  (c) ∆∆∆∆E as a 
function of y for both in-plane <011> orientations.  Symbols represent the mean value and the errors bars one 
standard deviation of ∆∆∆∆E within a Gaussian distribution. 

 Returning to Figure 54, the slope of the portion of the M(H) curve where magnetization 

reversal occurs by coherent rotation is principally determined by K .  A larger value of the 

anisotropy field 2K /M implies that the energetic difference between <011> and <001> 
directions is increased.  Thus, less rotation of the magnetization occurs per unit magnetic field 
since the Zeeman energy has less influence on the angular location of the free energy minimum.    
It should be noted that the experimental hysteresis loops would be better described by anisotropy 

fields (2K /M) that are approximately a factor of two smaller than those determined from FMR 
experiments and therefore used in the simulations.  This discrepancy may be due to the small 
total sample magnetization (~10-7 emu) that is measured by the SQUID magnetometer in the 
region of the M(H) curve where magnetization reversal is occurring by coherent rotation.  On the 
other hand, the angular-dependence of the FMR is not subject to such limitations, which makes it 
better suited for the determination of the in-plane cubic anisotropy field than explicitly matching 
the slope of the measured and simulated field-dependent SQUID measurements.  Furthermore, as 
was alluded to in Section 5.6.4, agreement within a factor of two of the anisotropy parameters 
determined by FMR and SQUID is quite reasonable as a result of the simple nature of the M(H) 
model.  Given these collective limitations the level of agreement between M(H) experiments and 
calculations is adequate. 
 Each lobe of the double hysteresis loop is centered at roughly µ0H=K /M.  Some 
deviation from this value occurs because of the in-plane cubic anisotropy, which causes the two 
noncoherent spin flips that bound the lobe to occur over different angles.  In Figure 54 the 
noncoherent switch at µ0H1 occurs over a greater angle than that at µ0H2 since less coherent 
rotation has occurred at µ0H1 than µ0H2.  Nevertheless, the deviation in lobe width from 
µ0H=K /M is minor.  As an example, for y=0.010 the simulated loop [Figure 55(a)] has lobes 
centered at µ0H=4.1 mT while K /M=3.5 mT, a difference of about 20%.  The effect becomes 

more pronounced as the magnitude of 2K /M decreases.  The increased slope of the quasi-linear 
portion of the M(H) curve enhances the angular disparity at fields µ0H1 than µ0H2 resulting in 
greater shifts in the lobe centers.  All Ga1-xMnxP1-ySy samples analyzed here have similar values 

for 2K /M.  Comparison of the location of the lobe centers between samples by the parameter 
K /M is, therefore, valid. 
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 With these basic trends in mind the evolution of kinked hysteresis loops to double loops 
is easily understood in the context of the present model.  For y=0.010, the hysteretic width of 
each lobe of the double hysteresis loop, µ0H2−µ0H1, is ~2 mT.  The center of each lobe occurs at 
~4.1 mT.  Therefore, the field at which the first non-coherent spin flip occurs upon 
magnetization reversal is −µ0H1≈4.1 mT-(µ0H2−µ0H1)/2≈3 mT.  The two halves of the loop do 
not overlap and are connected to one another by a reversible linear region, resulting in the wasp-
waisted lineshape.  On the other hand, when y=0 the increase in E011 causes each lobe to be 
much broader.  At the same time the smaller value of the in-plane uniaxial anisotropy field 
causes the center of each lobe to occur at ~2.5 mT.  Hence, µ0H1≈0 resulting in an effective 
overlap of the two lobes, which leads to the “kinked” lineshape.  Increasing y from 0.010 to 
0.027 causes further wasp-waisting of the hysteresis loops due to the combined increase of 
K /M and decrease in E011.   As a result the proportion of magnetization reversal that occurs 
by coherent spin rotation increases with respect to noncoherent spin switching.  By further 
increasing y, it is expected that magnetization reversal will eventually occur entirely by rotation 
of the magnetization vector as the uniaxial contribution to the in-plane magnetic anisotropy will 
start to dominate.  The situation would be similar to that observed in Section 5.6.4 for 
perpendicular magnetization reversal in Ga1-xMnxP1-yNy where the compressively-strained films 
show completely reversible behavior due to the dominance of the uniaxial anisotropy in this 
geometry.  Assessing this behavior in Ga1-xMnxP1-ySy may not be straightforward as increasing y 
will result in further lowering of TC; the sample may become paramagnetic before 2K /M 

exceeds 2K /M. 

5.7.6 Summary 

 The effect of dilutely alloying the anion sublattice of Ga1-xMnxP with S has been 
investigated by the combination of FMR spectroscopy and SQUID magnetometry.  The in-plane 
uniaxial anisotropy field along [011], 2K /M, can be controlled by adjusting the S 

concentration whereby the 011  axis is increasingly preferred as y increases.  In parallel, the 

magnitude of the (negative) in-plane cubic anisotropy field, 2K /M, decreases as y increases.  
The combination of these two effects creates an intricate free energy landscape in which 
magnetization reversal occurs by a combination of coherent spin rotation and noncoherent spin 
switching, which produces either a kinked or wasp-waisted hysteresis loop when the applied 
field is parallel to [011].  The appearance of wasp-waisted loops as the sulfur concentration 
increases is also caused by a decrease in the barrier to domain nucleation ∆E

011, which causes a 
greater fraction of magnetization reversal to occur by coherent rotation as y increases.  Indeed, 
for y=0.027 the field-dependence of the magnetization is nearly completely reversible, in contrast 
to the behavior observed at smaller values of y.  The unique magnetization reversal behavior in 
Ga1-xMnxP1-ySy is, therefore, the consequence of a multifaceted interplay of anisotropy and 
thermodynamic parameters, each of which has its own unique compositional dependence. 
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Figure 56: (a) X-ray diffraction measurements of Ga1-xMnxP1-ySy samples with and without sulfur.  The 
addition of S clearly places the film under additional compression.  (b) Field-dependence of the magnetization 
for Ga0.96Mn0.04P1-ySy with y≈0.02 for the in-plane <011> directions.  Note that the units of the magnetization 
are normalized per implanted Mn (not per MnGa) since complete ion beam analysis was not performed on this 
sample.  (c) Dependence of the in-plane uniaxial anisotropy field on anion sublattice composition for Ga1-

xMnxP1-ySy and Ga1-xMnxP1-yAsy. 

 The changes in the magnetic anisotropy and magnetization reversal mechanism with 
increasing y have been attributed to compensation of ferromagnetism-mediating holes by S 
donors.  Since the evidence for compensation is indirect (owing to complications of measuring 
the carrier concentration by the Hall effect in magnetic systems [178]), it is important to rule out 
other possible explanations.  One possibility that can be ruled out is the effect of strain.  The 
larger atomic radius of S compared to P causes the films to be placed under additional 
compressive strain [Figure 56(a)].  To test the effect of increasing the compressive strain on the 
in-plane magnetic anisotropy a parallel series of Ga0.96Mn0.04P1-yAsy films were synthesized.  
When isovalent As substitutes for P it adds compressive strain without intentional compensation.  
The addition of As to the anion sublattice does not cause the same changes in the magnetization 
reversal process as the addition of S.  Figure 56(b) shows that the kinked lineshape is maintained 
for [011] magnetization reversal even for y≈2%; no wasp-waisting occurs.  FMR experiments 
support these observations; 2K /M does not change as y increases in Ga0.96Mn0.04P1-yAsy 
indicating that strain alone cannot cause the observed changes in the magnetic anisotropy of 
Ga0.96Mn0.04P1-ySy.  The development of a paramagnetic resonance signal, and decrease in TC and 
XMCD asymmetry with increasing y provide additional evidence that suggests that the results 
presented in this study are truly due to the modulation of p by compensating sulfur donors. 

5.8. Summary and Implications of Results 

 Detailed knowledge of magnetic anisotropy in Ga1-xMnxP has important ramifications 
towards fundamental understanding of the exchange interactions in Mn-doped III-V 
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semiconductors.  The magnetic anisotropy of Ga1-xMnxP is substantially similar to both Ga1-

xMnxAs and In1-xMnxAs.  This observation provides even more compelling evidence that we have 
synthesized the carrier-mediated phase of Ga1-xMnxP by II-PLM.  If ferromagnetism resulted 
from, for example, 2nd phase impurities, one would not expect the magnetic anisotropy to exhibit 
the symmetry of the tetragonally-distorted zincblende structure. 
 Furthermore, strain and hole concentration dependence of the magnetic anisotropy of 
Ga1-xMnxP is similar to that observed in Ga1-xMnxAs.  In Ga1-xMnxAs the sign and magnitude of 
the in-plane uniaxial anisotropy field 2K /M is strongly dependent on the carrier concentration 
while that of 2K /M depends on the epitaxial strain.  As alluded to in Section 5.3 mean-field, 
valence-band theory reproduced this behavior by explicitly considering strain terms in the p-d 
exchange augmented k·p Hamiltonian.   In these models the magnetic anisotropy arises due to 
the k-dependence of the hole dispersion, which through the p-d exchange interaction causes the 
energy of the entire Mn-hole system to depend on the orientation of the Mn moments relative to 
the crystallographic axes.  The strain-dependence of the anisotropy then arises due to further 
splitting of the spin-split light-hole and heavy-hole valence bands, which causes a redistribution 
of the spin-polarized holes and therefore can change the orientation of the magnetic easy axis.   
In this formalism the p-dependence of the in-plane uniaxial anisotropy is consistent with a small 
shear εxy term while the out-of-plane anisotropy can be explained by biaxial strain terms.  The 
evolution of the magnetic easy axis with doping[159], compensation[100], and strain has been 
observed in Ga1-xMnxP a system with localized, impurity band carriers.  Therefore, we conclude 
that itinerant valence band holes are not essential for producing anisotropic carrier-mediated 
exchange interactions.  An alternate and useful perspective can perhaps be found in multiband 
tight binding calculations[28] which have previously been shown to successfully describe STM 
experiments between MnGa pairs as well as the behavior of insulating, ferromagnetic Ga1-

xMnxAs[42, 179].   Extension of this model would allow for the calculation of the anisotropy 
energy due to the relative orientation of the MnGa spins and the crystallographic axes[179]. 
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6. Conclusions and Future Work 

6.1 Summary of Findings 

 This work has focused on exploring the interplay of carrier localization, exchange 
strength, and ferromagnetism in Mn-doped Ga1-xMnx-pnictide ferromagnetic semiconductors by 
the synthesis of the novel alloys Ga1-xMnxP, Ga1-xMnxAs1-yPy, and Ga1-xMnxAs1-yNy by II-PLM.  
One of the principal findings of this work is that changing the composition of the anion sublattice 
from GaAs to one with shorter bond length in order to enhance inter-Mn coupling is inhibited by 
carrier localization.  In Ga1-xMnxP the deeper acceptor level causes significant localization of 
holes while in the quaternary materials Ga1-xMnxAs1-yPy and Ga1-xMnx As1-yNy scattering from the 
alloy-disorder potential decreases the mean free path of holes 
 Throughout this work great care was taken to demonstrate the ability of the II-PLM 
process to produce high-quality ferromagnetic semiconductors that exhibit the hallmarks of 
carrier-mediated ferromagnetism.  This was achieved through detailed comparison of structural, 
magnetic and electrical measurements.  Further evidence comes from the demonstrated 
equivalence of the static bulk magnetic and electrical properties of magnetic semiconductors 
grown by the conventional LT-MBE and II-PLM methods.  The main findings of this work are 
intrinsic materials properties and are not artifacts of alternate materials synthesis. 
 Building upon previous research, the results of this dissertation have conclusively 
established the carrier-mediated nature of ferromagnetic exchange in Ga1-xMnxP.  Films of Ga1-

xMnxP with systematically varying x and compensation (through S co-doping) exhibit the 
expected TC scaling behavior; TC increases (decreases) monotonically with increasing MnGa (S) 
concentration.  XMCD spectroscopy proves unambiguously that MnGa atoms in a local 
environment similar to those in Ga1-xMnxAs are the source of ferromagnetism in Ga1-xMnxP.  
Finally, the magnetic anisotropy of Ga1-xMnxP is dominated by contributions due to the 
anisotropic hole dispersion and can be modulated with strain, compensation, and doping.  The 
results in combination with previous photoconductivity and electrical transport studies 
demonstrate that Ga1-xMnxP is a ferromagnetic semiconductor in which exchange is mediated by 
localized, impurity-band holes.  This provides an important model system for testing models of 
ferromagnetism, band structure and localization beyond Ga1-xMnxAs. 
 Localization effects are also prominent in Mn-doped GaAs1-yPy and GaAs1-yNy ternary 
hosts even in the dilute limit.  The introduction of additional scattering mechanisms, in this case 
alloy disorder, can be detrimental to TC depending of the MnGa concentration.  The proposed path 
of moving towards room temperature ferromagnetism by increasing p-d exchange by tailoring 
the composition of the semiconductor host seems unlikely to yield the desired result unless x is 
increased at the same time.  Extension of models of ferromagnetism based on itinerant holes to 
Mn-doped GaP, GaAs1-yPy, and GaAs1-yNy is, therefore, not valid in its present form.  
Localization effects must be taken into account explicitly in models of ferromagnetism in order 
to accurately predict TC and other figures of merit in III1-xMnxV materials as well as to provide 
suitable guidance for exploring new materials.  
 

6.2 Future Work 

 While the II-PLM process successfully overcomes equilibrium solubility limits in Mn-
doped III-V semiconductors, there is still room for improving the process.  The greatly reduced 
retained dose relative to the implanted dose of Mn implies that the effective segregation 
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coefficient, k’, is less than 1 (Section 2.6).  To increase k’ one must increase the velocity of the 
liquid-solid interface.  This can be done by using a laser pulse with shorter temporal duration 
since v ∝ τ1/2 (Equation 10).  Currently a collaboration is in progress with the Bhamba Atomic 
Research Center in India where the 3rd harmonic of a Q-switched Nd-YAG laser (fundamental 
λ=1064 nm) can be used to produce laser pulses on the order of 1 ns.  However, moving to even 
shorter pulse lengths will result in a saturation of the liquid-solid interfacial velocity at the point 
where the characteristic length scale for laser heating moves from heat transfer to optical 
absorption limited.  In this case the characteristic length scale is 1/α, where α is the linear 
absorption coefficient, and the velocity is no longer proportional to the pulse length.   
Furthermore, faster interfacial velocities can promote constitutional supercooling during 
regrowth resulting in cellular dopant distributions, which places an upper limit on k’ [74]. 
 Though the static electrical and magnetic properties are similar between II-PLM and LT-
MBE synthesized magnetic semiconductors, there is still a question as to what effect the non-
uniform Mn distribution has locally on the magnetic properties.  This can be probed using 
polarized neutron reflectometry, which can depth-resolve the magnetic profile of a material.  
Comparing the magnetization profile measured by this method and the Mn distribution as 
measured by SIMS can elucidate whether or not the magnetization scales with Mn concentration 
throughout the thickness of the film.  It will be interesting to see if the effective magnetic field 
due to the region of maximum Mn concentration enhances magnetic ordering in regions of the 
sample with lower Mn concentration that would be nominally paramagnetic in analogy to the 
exchange biasing of ferromagnetic thin films.  Preliminary measurements performed in 
collaboration with the NIST Center for Neutron Research indicate that a gradient in magnetic 
properties is visible in the neutron reflectometry measurements.  
 There is also a need for future work to confirm several of the assumptions of the VBAC 
model of the MIT in quaternary ferromagnetic semiconductors.  One of the major assumptions 
that has been made in attributing the transport behavior to alloy disorder scattering is that the 
concentration of ferromagnetism-mediating holes is not altered by alloying the anion sublattice.  
Accurate measurement of the carrier concentration in Ga1-xMnxAs has been carried out by 
measuring at milliKelvin temperature in magnetic fields of over 20 Tesla [67].  Though difficult, 
similar experiments on the Ga1-xMnxAs1-yPy films to test the assumption that the carrier 
concentration of these films remains constant upon alloying. Another assumption of the 
model is that carriers are localized in a detached, Mn-derived impurity band.  In order to confirm 
the presence of a Mn impurity band, it is worthwhile to perform far-infrared photoconductivity 
spectroscopy on Ga1-xMnxAs1-yPy.  Such measurements have been previously used in order to 
establish the presence of a Mn impurity band in Ga1-xMnxP for x≤0.042 [95, 99]. 
 Finally, it would be useful to see if recently developed theoretical models of insulating 
Ga1-xMnxAs can improve the understanding of Ga1-xMnxP.  These models have been shown to 
explain the onset of ferromagnetism in low Mn doping [42] as well as the orientation of the 
magnetic easy axis [179].  Since this dissertation has presented these types of experiments for 
Ga1-xMnxP, it will be interesting to see what information can be gleaned from more-detailed 
modeling of the experimental results.  
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Appendix A: Ion Beam Analysis of III1-xMnxV Materials 

 The lattice location and total quantity of Mn atoms in III1-xMnxV materials can be 
determined by ion beam analysis techniques.  In these measurements a sample is exposed to a 
1.95 MeV 4He+ ion beam.  When the high energy 4He+ ions encounter an atom in the sample the 
ion is elastically scattered.  An energy detector can be placed in a backscattered geometry and 
detect those 4He+ ions that are scattered through an angle of 180º, which is known as Rutherford 
backscattering spectrometry (RBS).  The scattering event is modeled as a classic billiard ball, 
binary collision.  The energy of the 4He+ ion after the collision depends both on the mass of the 
other atom involved in the collision and the angle θ by which it is scattered.  From conservation 
of energy and momentum one can derive the kinematic factor for the collision, which is the 
fraction of the original energy that the 4He+ ion maintains after the scattering event 
 

 (A.1) 

where m1 is the mass of the incident projectile, and m2 is the mass of the target atom.  For the 
backscattered geometry θ=180º, and the kinematic factor depends only on the ratio of the mass 
of the target atom to that of the incident ion 
 

 (A.2) 

Equation A.2 indicates that heavier atoms have larger K than lighter atoms for a given m1.  The 
kinematic factors for several elements relevant to this work are given in Table 9 for m1=4.  The 
energy of the detected ions also depends on the depth from which they are scattered.  As the 4He+ 
particles move through the solid they lose energy primarily due to electronic stopping.  The 
deeper in the film that a nuclear collision occurs, the lower in energy the backscattered particle 
will appear since it will have lost energy due to electronic interactions over a length scale of 
approximately two times the depth at which the collision occurs.  Therefore, it is possible for one 
to obtain depth-resolved, element specific information from an RBS measurement.  The energy 
of a 1.95 MeV 4He+ particle backscattered from a surface atom is shown in the last column of 
Table 9. 
 Further information can be obtained by orienting the ion beam such that it is incident ion 
is parallel to a channel in the target’s crystal structure.  If the material is a high-quality single 
crystal then the backscattered yield should be significantly reduced in channeled geometries 
since the channels are free of atoms.  By comparing the channeled backscattered yield to the 
yield in a “random” geometry (one not intentionally aligned to open channels) one can quantify 
the quality of the sample by its χmin value, 

Table 9: Kinematic factors for several elements based on a binary collision with a 4He+ ion.  Masses are 
naturally occurring isotopic averages 

Element m2 (amu) K 
4
He

+
 Energy From Surface Atom and Beam 

Energy of 1.95 MeV 

P 30.974 0.5948 1.160 
Mn 54.938 0.7470 1.457 
Ga 69.723 0.7947 1.550 
As 74.922 0.8075 1.556 
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 (A.3) 

where Y stands for the total backscattered yield.  A smaller value of χmin reflects higher 
crystalline quality.  The minimum value of χmin is usually around 0.02-0.05 since there is a finite 
probability that the incident ions will collide with atoms at the sample surface due to their finite 
scattering radius. 
 With the basic theory and definitions defined, the rest of this appendix is devoted to an 
example of how one uses the ion-beam technique to determine the value of x for a III1-xMnxV 
material.  Here, the Ga1-xMnxP system is used as an example, though similar principles apply to 
the analysis of Ga1-xMnxAs as well as the quaternary alloys discussed in Chapter 4.  Figure 57 (a) 
shows RBS results for a representative Ga1-xMnxP sample with an implant dose of 1.5x1016 
Mn+/cm2 and laser processed at 0.4 J/cm2 for <011> and random orientations.   The energy 
corresponding to scattering events from the sample surface are indicated by the arrows.  The 
RBS spectrum is dominated by contributions from the Ga and P atoms since these are the 
majority species present in the sample.  To obtain the value of χmin the channeled and random 
spectra are integrated over the energy interval 1.479-1.535 MeV which corresponding to 
particles backscattered from Ga atoms to a thickness of ~100 nm, the approximate depth of the 
film.  For this sample χmin≈0.04 indicating that the material is of high crystalline quality. 
 To quantify the lattice location of the Mn atoms, it is necessary to determine χmin due to 
scattering events exclusively from Mn atoms.  If the scattering in channels is larger for Mn atoms 
relative to Ga and P then some of the Mn atoms are incommensurate with the lattice since they 
are not being shadowed from the incident ion beam.  In cases where the solute atom is lighter 
than an element in the host, it is necessary to use a different technique to detect the atomic 
collisions since the solute atom’s RBS signal is overwhelmed by the host.  Simultaneous to the 
RBS measurement one can measure the characteristic radiation emitted from the target atom 
during the collision, which is known as particle-induced X-ray emission (PIXE).  Like RBS, 
PIXE can also be performed in channeling geometries.  However, it is slightly less powerful than 
RBS because one loses the depth resolution inherent in an RBS measurement.  Figure 57 (b) 
shows PIXE measurements in the channeling mode, in particular along the <011> and <111> 
axial channels as well as in a random orientation, which were measured at the same time as the 
RBS measurements in Figure 57 (a).  The detected radiation corresponds to the Mn Kα and Kβ 
emission lines.  A couple of conclusions regarding the lattice location of the Mn atoms can be 
made based on the PIXE results.  The reduced Mn X-ray signals for the <011> -and <111>- 
aligned spectra in comparison to the random spectrum indicate that a large fraction of the Mn 
atoms occupies commensurate lattice sites in the zincblende structure.  The <011> and <111> 
scans are nearly identical.  Any atoms occupying the interstitial sites in the zincblende lattice 
would be exposed in the <011> channels but not the <111> channels.  Therefore, if an 
appreciable fraction of Mn were present at this interstitial site (as is the case for as-grown LT-
MBE Ga1-xMnxAs), one would expect a larger Mn PIXE signal for the <011> spectrum than the 
<111> spectrum [70].  As this is not the case, the presence of Mn occupying interstitial positions 
can be excluded in II-PLM Ga1-xMnxP.  As was done for the analysis of RBS measurements one 
can similarly define a χmin for the Mn atoms.  For the Mn impurities χmin comes from the ratio of 
the integrated intensities of the channeled and non-aligned PIXE signals and is equal to ~0.23 for 
the sample in Figure 57 (b).  The fraction of Mn occupying substitutional sites (fsub) is then 
determined from the following approximate formula 
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Figure 57: (a) Channeling RBS spectra for <110> channeling alignment and random alignment for a Ga1-

xMnxP prepared by implanting 1.5x1016 50 keV Mn+ ions into GaP followed by PLM with a single 0.44 J/cm2 
laser pulse.  (b) PIXE spectra of an identically prepared film with the ion beam in <110>, and <111> 
channeled alignment and random alignment. 

 
 (A.4) 

where the χmin for the lattice has been determined above from the Ga RBS signals.  Based on the 
χmin values evaluated above fsub for this sample is equal to ~0.8.  This level of substitutional 
incorporation is similar to that observed in annealed Ga1-xMnxAs samples grown by LT-MBE.  
The location of the remaining ~20% of the Mn remains an open question.  All that the ion 
channeling measurements can indicate is that they are incommensurate with the lattice- i.e. 
neither substitutional nor interstitial.  One hypothesis is that they reside in small clusters too 
small to constitute a new phase since no evidence of 2nd phase formation is found in XRD, TEM 
or magnetic measurements [73]. 
 One final piece of information that can be obtained from the ion beam measurements is 
the concentration of Mn per unit area that is present in the film after processing, which is known 
as the retained dose, DMn.  The retained dose is usually less than the implanted dose since not all 
of the implanted ions are incorporated during PLM (Section 2.6).  The retained dose can be 
understood as the integrated concentration profile (see for example Figure 58).  To obtain the 
retained dose the random PIXE yield at the Mn and Ga Kα edges for the sample of interest are 
measured and compared to a standard of known dose produced by ion implantation.  The ratio of 
the integrated Mn Kα edge intensity to that of the Ga Kα edge provides a measure of the relative 
dose of the sample to that of the implant standard.  The retained dose is used as the calibration 
standard for SIMS measurements. 
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Figure 58: Total Mn concentration as a function of depth for a sample prepared identically to the one 
analyzed in Figure 57.  

 In order to calculate x, the peak MnGa concentration, it is necessary to know the 
distribution of Mn atoms throughout the film, which is determined by secondary ion mass 
spectrometry (SIMS).  Figure 58 shows a SIMS profile for a sample prepared identically to the 
one in which the ion beam analysis displayed in Figure 57 was done.  The film is characterized 
by a Mn distribution that is approximately 100 nm in width and peaks ~20-30 nm from the film’s 
surface, which is typical for most of the Ga1-xMnxP films that will be discussed.  An 
inhomogeneous distribution of Mn is also present in Ga1-xMnxAs formed by II-PLM (Figure 10); 
nonetheless, good quantitative agreement is found between the ferromagnetic and transport 
properties of II-PLM grown Ga1-xMnxAs and LT-MBE formed materials (Section 2.6) [73, 90].  
For the film in Figure 58 the maximum total Mn concentration is 1.04x1022 cm-3, the Ga 
sublattice concentration in GaP is 2.47x1022 cm-3 and fsub≈80% resulting in x=0.034 for this 
sample.  
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Appendix B: Supplemental Experimental Information for Ga1-xMnxP 

B.1. Materials Synthesis and Structural Properties of Ga1-xMnxP 

 50 keV 55Mn+ ions were implanted into (100)-oriented, n-type GaP substrates to doses 
ranging from 1.0x1015 – 2.0x1016 cm-2.  The wafers have sulfur background doping of 1016-1017 
cm-3 which is essential to junction isolate the p-type Ga1-xMnxP film for electrical transport 
measurements.  After implantation, samples were irradiated with a single pulse from a KrF 
(λ=248 nm) excimer laser at a fluence of 0.44±0.05 J/cm2.  TEM analysis has shown that after 
the pulsed-laser melting step the Ga1-xMnxP films are single crystalline though the first ~25 nm 
from the surface are highly defective [88].  This poorly regrown layer is readily removed by 
etching in concentrated HCl for ~24 hours [88, 99], resulting in epitaxial Ga1-xMnxP grown on 
GaP.  The parameter x is defined as the peak MnGa concentration and is determined from the 
combination of secondary ion mass spectrometry and ion-beam analysis (Appendix A). 
 Several parameters characterizing the distribution of Mn in a Ga1-xMnxP thin film are 
shown in Table 10 as a function of the nominal implanted Mn+ dose.  The data in Table 10 show 
that increasing the implantation dose results in an increase in x for Mn+ implantation.  The trend, 
however, is not linear.  As the implant dose increases both the retained fraction of the implanted 
Mn dose and the Mn fsub generally decrease.  The combined effect of these two trends is to 
decrease the marginal utility of increasing the Mn+ implant dose. The limiting step in increasing 
x in films formed by II-PLM is the ability of the growing film to incorporate increasing 
concentrations of Mn from the melt during PLM, not the Mn concentration in the melt itself.  
Further details of the interplay of Mn implantation dose, laser processing parameters, and the 
final Mn compositional parameters can be found in Chapter 2 and Ref. [73]. 

Table 10: Dependence of the Mn retained dose, substitutional fraction and peak concentration on the 
implanted Mn dose.  
Implanted Mn+ 

Dose [cm-2] 
Retained Mn+ 

Dose [cm-2] 
Retained 
Fraction 

Mn fsub Peak in Mn Profile by 
SIMS[cm-3] 

x 

1.0x1015 9.0x1014 0.90 0.80 1.36x1020 0.0042 
2.5x1015 1.6x1015 0.64 0.84 2.59x1020 0.0088 
5.0x1015 3.2x1015 0.64 0.84 5.29x1020 0.018 
7.5x1015 4.2x1015 0.56 0.88 5.61x1020 0.020 
1.0x1015 5.0x1015 0.50 0.85 8.43x1020 0.029 
1.5x1016 6.0x1015 0.40 0.80 1.05x1021 0.034 
1.7x1016 7.2x1015 0.42 0.71 1.32x1021 0.038 
2.0x1016 8.3x1015 0.42 0.70 1.48x1021 0.042 
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Figure 59: X-ray diffraction measurement about the (400) peak for Ga0.966Mn0.034P.  The measurement was 
performed with Cu Kαααα radiation (λλλλ=1.5405 Å). 

 Figure 59 shows an X-ray diffraction measurement on a Ga1-xMnxP film with x=0.034 
around the (400) diffraction peak.  The Ga0.966Mn0.034P thin film gives rise to a broad feature at 
lower 2θ than the GaP substrate peak at 2θ=68.847º.  This indicates that the film is under slight 
compressive strain, which is expected since the substitution of 3.4% Mn for the slightly smaller 
Ga atoms leads to an expansion of the lattice perpendicular to the growth direction.  Asymmetric 
reciprocal space maps around the (511) peak indicate the Ga0.966Mn0.034P thin film is 
pseudomorphic with respect to the underlying substrate (Section 5.6.1).  The Ga0.966Mn0.034P film 
gives rise to a shoulder in the diffraction pattern and not a distinct, well-resolved peak due in part 
to the non-uniform Mn distribution throughout the film thickness, which is inherent to II-PLM 
processing (Chapter 2 and Appendix A).  The inhomogeneous Mn concentration as a function of 
depth causes a distribution of interplanar spacing parallel to the growth direction, which in turn 
affects the range of 2θ for which the diffraction condition is satisfied for a given X-ray 
wavelength.  This hinders quantitative analysis of the X-ray diffraction pattern.  In order to 
extract structural parameters such as the epitaxial strain, it is necessary to numerically fit a two-
peak model to the X-ray diffraction measurement (Appendix C).  Based on this model the strain 
in the growth direction ε⊥=0.02201±0.01889%.  

B.2. The Character of Holes in Ga1-xMnxP 

 In Section 1.5 the effective k·p Hamiltonian theory adapted from the Zener kinetic-
exchange model was discussed.  Two major assumptions implicit in this mean-field approach are 
that the holes are itinerant and are well-described by the parameters of the host valence band, i.e. 
the carriers responsible for ferromagnetic exchange and charge transport are of valence band 
character.  In this section, it will be shown that neither assumption is met by Ga1-xMnxP, at least 
for x≤0.042.  Instead the carriers in Ga1-xMnxP are localized in a Mn-derived impurity band. 
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Figure 60: Sheet resistivity as a function of inverse temperature for (a) several Ga1-xMnxP films with varying 
MnGa concentration.  After  [95]. (b) Temperature dependence of the sheet resistivity of Ga0.954Mn0.046As. 

 Figure 60(a) shows the temperature dependence of the sheet resistivity (ρsheet) for several 
Ga1-xMnxP samples with varying MnGa concentration, x.  Ga1-xMnxP is an electrical insulator up 
to at least x=0.042, which is the most heavily doped material produced to date.  For comparison, 
the temperature-dependent sheet resistivity is shown on the same scale in Figure 60(b) for a Ga1-

xMnxAs sample with similar MnGa content (x=0.046).  The magnitude of ρsheet is lower at all 
temperatures in the GaAs-based film.  Furthermore, the low temperature resistivity tends towards 
a constant value, which is indicative of metallic transport by delocalized carriers.  The slight 
peak observed at 1/T≈0.009K-1 (T≈110K) is due to critical behavior of the resistivity at TC  in 
metallic Ga1-xMnxAs (see also Section 4.3) [56].  The compositional change in the anion 
sublattice from GaAs to GaP causes a metal-to-insulator transition for near constant Mn doping.  
This behavior originates from the deeper Mn acceptor level in Ga1-xMnxP  (400 meV [51]) in 
relation to Ga1-xMnxAs (110 meV [52]).  Carrier localization will therefore play a significant role 
in the magnetic properties of the Ga1-xMnxP system since the carriers are non-itinerant. 
 The holes which mediate ferromagnetic exchange in Ga1-xMnxP reside in a Mn-derived 
impurity band which remains unmerged with the valence band for x≤0.042 [95, 99].  The 
presence of this gap has been indicated by three experimental techniques: variable temperature 
resistivity, low-temperature far-infrared photoconductive spectroscopy, and THz spectroscopy.  
Figure 61 shows the temperature dependent sheet resistivity for Ga0.958Mn0.042P.  The high-
temperature behavior indicates a thermally-activated process with activation energy near 30 
meV.  This activation energy differs from the 400 meV acceptor binding energy; however, at the 
~1021 cm-3 doping levels realized in Ga0.958Mn0.042P even very compact wavefunctions will have 
significant overlap leading to the formation of an impurity band.  Thus it is reasonable to 
hypothesize that the observed activation energy may be due to thermal excitation from a 
broadened impurity band to valence band.  Furthermore, samples with lower MnGa concentration 
have larger values for this activation energy (see Figure 60), which is consistent with a picture of 
a broadening of the impurity band with increasing x [95, 99].  An increase in the activation 
energy is also observed by compensating the Mn acceptors by Te donors [99], which is 
consistent with the impurity band model. 
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Figure 61: Sheet resistivity vs. 1/T for Ga0.958Mn0.042P.  The dashed line emphasizes the ~30 meV slope of the 
high temperature data.  After [73]. 

 Figure 62 (a) shows the results of far-infrared photoconductivity experiments on 
Ga0.958Mn0.042P.  In these measurements a bias is applied across a highly resistive sample which 
is illuminated.  If photon absorption results in the transition of carriers from bound states to 
extended, current-carrying states, an increase in conductivity is detected.  The dashed line in 
Figure 62 (a) shows the instrument response function of the spectrometer.  The solid line in 
Figure 62 (a) reproduces this spectrum except in two regions.  The dip at ~45 meV is due to 
absorption by optical phonon modes.  The region below 26 meV, where the sample shows no 
photoconductivity yet where there is significant spectral weight in the incident spectrum is clear 
evidence of an excitation gap for transitions between bound impurity states and delocalized 
valence band states for holes.  The magnitude of the excitation gap determined by the onset of 
the photoconductive response is in good agreement with that determined from variable 
temperature transport.  Figure 62 (b) compares the photoconductive response for Ga1-xMnxP 
samples with x=0.042 and x=0.032.  The decrease in the MnGa concentration causes the 
photoexcitation edge to increase to ~65 meV.  This observation is consistent with the hypothesis 
of an unmerged impurity band, and variable temperature transport measurements.  Additionally, 
in Te-compensated samples the photoconductive response begins to shift to lower energies as the 
temperature is increased, which is consistent with increased thermal population of states closer to 
the edge of the partially-emptied impurity band [99]. 
 Finally, THz spectroscopy measurements on  Ga0.958Mn0.042P (TC=60 K) show that the 
Drude free carrier response of valence band holes is strongly suppressed with decreasing 
temperature [180].  The activation energy of this carrier freeze-out process is ~44 meV, which is 
in reasonable agreement with the gap between the impurity band and valence band extracted 
from variable temperature transport and photoconductivity results.  Furthermore, the Drude free 
carrier response decreased to undetectable levels near T=80 K, which is greater than TC.  The 
negligible concentration of valence band holes at the onset of ferromagnetism provides strong 
evidence for ferromagnetism mediated by impurity band carriers. 
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Figure 62: (a) The solid red line is the far-infrared photoconductivity spectrum from Ga0.958Mn0.042P.  The 
instrument response, which is a measure of the spectrum incident on the sample, is indicated by the dashed 
purple line.  (b) Far-infrared photoconductivity spectra from samples with x=0.032 and x=0.042 showing the 
increase in the activation energy for ionization of holes to the valence back with decreasing MnGa 
composition.  All spectra were measured at T=4.2 K.  After [95]and [99].  
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Appendix C: X-ray Diffraction Measurements of II-PLM-formed Materials 

 X-ray diffraction is a powerful technique commonly used to determine the arrangement 
of atoms within a material.  A simple understanding of this phenomenon in crystals is provided 
by the Bragg construction, which is drawn in Figure 63.  A regular array of atoms is exposed to 
monochromatic electromagnetic radiation of wavelength λ.  The direction of propagation of the 
photons makes an angle θ with the planes of atoms in the crystal.  The planes of atoms partially 
reflect some of this radiation also at an angle θ to the atomic planes.   Consider the reflection of 
electromagnetic waves from two successive plans of atoms separated by a distance d, which are 
indicated by the blue and red wavefronts in Figure 63.  Since the scattering process is elastic the 
wavelength of the reflected wave is equal to that of the incident wave.  The scattered wavefronts 
will interfere constructively if their path difference is equal to an integer multiple of the 
wavelength.  From Figure 63 it is clear that the path difference between the blue and red waves is 
equal to 2d sin(θ), which results in Bragg’s Law 
 n  (C.1) 
where n is an integer.  Therefore, if one measures the intensity of the scattered X-rays with a 
detector peaks will be observed only when the Bragg condition Equation C.1 is met; in other 
cases the scattered waves will deconstructively interfere.  Since λ and θ are typically known in a 
standard diffraction experiment d is readily determined.  Since the sine function can only return 
values up to magnitude 1, nλ≤2d, which places an upper bound on the wavelength that can be 
used to observe diffraction in crystals with interplanar spacing d.  Typically d is on the order of a 
few Angstroms, which necessitates using radiation with λ of similar magnitude, i.e. X-rays.  All 
diffraction studies presented in this dissertation were performed using Cu Kα1 X-rays with 
λ=1.5405 Å. 
 

 
Figure 63: Bragg construction illustrating the diffraction of X-rays by a regular array of atoms with 
interplanar spacing d. 

 An alternative and more general view of X-ray diffraction is derived from consideration 
of the reciprocal lattice.  The reciprocal lattice is the Fourier transform of the crystal lattice.  The 
primitive reciprocal lattice vectors bj are defined in relation to the primitive real space lattice 
vectors ai by the relation 
  (C.2) 

where δij is the Kronecker delta function and equal to 1 for i=j and 0 for i≠j.  The reciprocal 
lattice vectors G are written as linear combination of the basis vectors bj  
  (C.3) 

d
θθθθ

θθθθ λλλλ
λλλλ θθθθ
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where v1, v2, and v3 are integers.  Following Kittel it is shown that the set of G determine all 
possible X-ray reflections from a material[166].  Consider an incident wave of the form exp(ik·r) 
scattered by a volume element dV separated by the origin by vector r, which results in a scattered 
wave exp(ik’·r).  Since the scattering is elastic, k and k’ have the same magnitude but may differ 
in their direction of propagation.  This results in a phase difference between the wave scattered at 
the origin and at r of exp[i(k-k’) ·r].  The total amplitude of the scattered wave can be written as 
 

 (C.4) 

where Q=k’-k is the scattering vector and n(r) is the electronic density responsible for scattering 
the incident photons, and is periodic in crystals.  Since n(r) is periodic we can write its Fourier 
series 
  (C.5) 

where G are the set of reciprocal lattice vectors defined in Equation C.3.  Combining Equations 
C.4 and C.5 reveals that the scattered intensity is maximized when the argument of the 
exponential is zero: 
  (C.6) 
Diffraction occurs whenever the scattering vector is equal to a reciprocal lattice vector of the 
crystal.  Therefore, an X-ray diffraction measurement provides a map of a material’s reciprocal 
lattice, which can then provide information about the material’s lattice parameters through 
Equation C.2.  

 
Figure 64: Schematic illustration of the diffraction geometry used throughout this work.  The sample is a 
rectangular prism with long edges parallel to <011> type directions and the short direction parallel to the out-
of-plane [100] direction.  The scattering vector Q is defined as kout-kin and must be equal to a reciprocal lattice 
vector for diffraction to be observed. 

 The experimental geometry used for all X-ray diffraction measurements in this work is 
illustrated in Figure 64.  Here, discussion is limited to diffraction from {l h h} type planes.  This 
is sufficient for determining the structural parameters of materials of tetragonal symmetry or 
higher, which is the case for the materials studied in this dissertation.  In general the momentum 
transfer vector Q that satisfies the diffraction condition contains components both parallel and 
normal to the film surface.  If γ is the angle between the sample surface and Q then the parallel 
and perpendicular components of the scattering vector are 
  (C.7) 
  (C.8) 

where q|| is parallel to the [0 h h] direction of reciprocal space and q⊥ is parallel to [l 0 0] 
according the coordinate system defined in Figure 64.  In a typical diffraction measurement the 
sample and detector are rotated such that one measures the intensity as a function of ω and 2θ.  
Thus, it is desirable to express Q and γ in terms of ω and θ.  Inspection of Figure 64 reveals 
  (C.9) 
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where the angles are measured in degrees.  From the diffraction condition C.6 one can write 
 

 (C.10) 

as the magnitude of the scattering vector.  Finally, the in-plane and out of-plane lattice constants 
are determined by the parallel and perpendicular components of the reciprocal lattice vector 
 

 (C.11) 

 
 (C.12) 

The relaxed lattice constant, a,- i.e. the lattice constant that the film material would have if it was 
allowed to be free standing and relaxed to its cubic symmetry- is related to a|| and a⊥ by  
 

 (C.13) 

where ν is Poisson’s ratio.  Evaluation of Equation C.13 requires knowledge of both a|| and a⊥, 
which makes it is necessary to choose a diffraction geometry such that a region of reciprocal 
space with non-zero q|| and q⊥ components is probed.  This condition is met as long as γ≠90°, 
which implies that h≠0.  One can also evaluate Equation C.13 for an (l 0 0) scan and measuring 
a⊥ only if one independently knows that the film is pseudomorphic (a||=asubstrate) or fully relaxed 
(a||= a⊥). 
 The specific diffraction peak that one chooses must be allowed by the symmetry of the 
crystal system.  The set of allowed diffractions can be determined by the structure factor 
 

 (C.14) 

where the sum is taken over the n atoms of the unit cell and the coordinates un, vn, wn, refer to the 
position of atom n within the unit cell and fn is the atomic scattering factor of atom n.  The 
absolute magnitude of Fstr gives the amplitude of the scattered waves in terms of the scattering 
factors of the individual atoms that make up a material.  The zincblende crystal system consists 
of a face-centered cubic (fcc) lattice with a two atom basis.  From Equation C.14 one can derive 
the diffraction selection rules for the zincblende crystal system composed of A and B 
atoms[181]: 
  

  (h + k + l) is an even multiple of 2 
  (h + k + l) is odd 

(C.15) 

and the individual indices h,k, and l are unmixed- i.e. all odd or all even.  All diffractions 
normally allowed in the fcc structure are seen, however some will be reduced in intensity due to 
the deconstructive interference between scattering events from planes of different atomic species. 
 The diffraction peak must be accessible to the diffractometer.  The angular range of theω 
and 2θ motors is 90º and 180 º respectively.  For a specific set of ω, 2θ and λ not all reflections 
may be accessible.  This is illustrated in Figure 65 where the accessible region of reciprocal 
space is plotted for GaP measured with Cu Kα1 radiation for reflections of the type (l h h).  
Numerous reflections that are allowed by symmetry are inaccessible due to the experimental 
geometry.  Therefore, the reflections used for mapping out reciprocal space in this work were 
chosen to be (5 1 1) since it meets all of the criteria set forward so far, namely it scans both 
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parallel and perpendicular components of reciprocal space, has maximum intensity from the 
structure factor, and is easily accessible in the diffractometer. 

 
Figure 65: Contour plot of ωωωω as a function of h and l for (l h h) diffraction peaks.  All allowed reflections for 
fcc lattices are plotted as the blue circles, though the intensity of those spots is determined by Equation C.15.  
Only reflections within the light blue shaded area are accessible in diffractometer.  The dark blue area is 
prohibited by the range of ωωωω while the white area is prohibited by the range of the 2θθθθ arm. 

 The analysis of reciprocal space maps and individual ω-2θ scans for films grown by II-
PLM is sometimes not straightforward.  As was discussed in Chapter 2 the II-PLM process can 
give rise to an impurity distribution that is non-uniform in the growth direction of the film.  A 
non-uniform distribution of impurities implies that the interplanar spacing normal to the film 
growth direction will also vary as a function of depth.  Peaks are broadened significantly since 
the diffraction condition is met for a greater range of angles.  For small lattice mismatches and 
strong non-uniformity of the impurity concentration the film peak cannot be resolved from the 
substrate peak.  The film signal instead appears as a broad shoulder to one side of the substrate 
peak.  In these cases it is necessary to fit the diffraction data to a numerical model in order to 
extract the lattice parameters of the film.  The substrate peak is modeled by a combined 
Lorentzian-Gaussian function[161] 
 

 (C.16) 

The substrate peak is centered around x0 with a width parameter w that is equal to the half width 
at half maximum (HWHM).  The degree of Lorentzian-Gaussian mixing is parameterized by m 
which is equal to 0 for a pure Gaussian and 1 for a pure Lorentzian.   The film peak is modeled 
by a Gaussian of variance σ2 with its peak center shifted by δ from the substrate peak: 
 

 (C.17) 

with A the amplitude of the film peak.  The total intensity It=Isub+Ifilm is fit to the experimental 
data using a least squares routine written in Mathematica.  The results of the fitting routine are 
illustrated in Figure 66 for a Ga0.966Mn0.034P film grown on GaP where the q⊥ values were 
determined from a (400) ω-2θ scan.  This sample is nominally identical to the one for which the 
(511) reciprocal space map was presented in Section 5.6.1 and assumed to be pseudomorphic 
with the substrate.  The simple two peak model fits the experimental data quite well, with the 
exception of the thickness fringes which are not considered in the model.  For this film the best 
fit is achieved for δ=-0.0022 Å-1 and σ2=3.6×10-6 Å-2.  Therefore the mean vale for a⊥ is 5.4531 

ωωωω<0°ωωωω<0°

2θ2θ2θ2θ>180° 2θ2θ2θ2θ>180°
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Å, and the relaxed lattice constant a=5.4519 Å.  Taking into account σ2 and the lattice constant 
of the GaP substrate the strain in the growth direction for this film is ε⊥=0.02201±0.01889%. 

 
Figure 66: Diffracted intensity as a function of perpendicular scattering vector for a Ga0.966Mn0.034P/GaP film.  
The q⊥⊥⊥⊥ values were derived from an ωωωω-2θθθθ scan about the (400) reflection.   The solid lines represent fits to the 
model described in the text. 

 In some cases a (400) scan was not available because only the (511) reciprocal space 
maps were measured.   In these cases it is not possible to obtain data akin to Figure 66 since the 
ω-2θ scans that constitute the (511) reciprocal space map produce q⊥ values that that are a 
function of q||.  This is illustrated in Figure 67 for Ga0.966Mn0.034P which shows the mesh of 
points used to construct the reciprocal lattice map.  Ideally, one would construct a plot similar to 
Figure 66 using the mesh points with q||≈1.6303 Å, but not enough of the points satisfy this 
criterion to perform a useful data analysis.  Instead, the following procedure was used to 
determine the film strain: 

1. Analyze the asymmetric ω-2θ scan using the two peak model to determine ε and σ2. 
2. Assume that the substrate peak lies at q⊥=5.7639 Å-1, and q||=1.6303 Å-1. 
3. Generate a “virtual” (400) ω-2θ scan using the values of ε and σ2, but confining q|| to a 

value of 1.6303 Å-1. 
4. Calculate the strain as above from the (400) scan. 

The basic concept of this method is to generate a symmetric (400) scan using information from 
the (511) ω-2θ scan, which is indicated by the red points in Figure 67.  While not perfect, this 
method provides a reasonable estimate of the film strain.  The error introduced by the scan 
asymmetry should be on the order of Sin(γ), which is equal to ~25% for the (511) geometry.  
This error is less than the error bar introduced by the film Gaussian half-widths.  For a 
Ga0.966Mn0.034P sample the strain was determined by both methods: a (400) scan and the 
adaptation of parameters extracted from a (511) scan.   The former yielded mean values of 
ε⊥=0.02201% while the latter produced ε⊥=0.02458%, which is well within the intrinsic error of 
the measurement.  The modified (511) procedure outlined above was used to determine the strain 
in the Ga0.966Mn0.034P1-yNy film with y≈0.004 (Section 5.6.1). 
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Figure 67: Reciprocal space map for Ga0.966Mn0.034P around the (511) reflection.  The blue dots indicate the 
points in reciprocal space where the data were measured.  Red points are from the ωωωω-2θθθθ scan analyzed using 
the two peak model described in the text. 

 Annotated versions of the Mathematica routines used to process the reciprocal space 
maps and fit the data to the two peak model are presented below.  The programs were compiled 
using Version 7.0; some syntax may not be compatible with previous versions. 
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This  notebook takes  the raw w  - 2  q data acquired from  an X-ray  diffraction  measurement  and converts it to a offset-
corrected reciprocal space map.

In[117]:= SetDirectory @"C:\Documents and Settings \Peter\My
Documents \Lab Work\GaMnPN \XRD \Reciprocal Lattice Maps \MS712 "D;

In[118]:= r115 = Import@"MS712_ 115_rsm_3_2_09.csv"D;

The first  lines of the data file contain the measurement  conditions.  This  puts them in a separate array  and then deletes
them from the array to be processed.

In[119]:= MeasurementConditions = 8<;
For@i = 1, i < 37,

AppendTo @MeasurementConditions , r115@@iDDD;
i++D

In[121]:= For@i = 1, i < 36,
r115 = Delete @r115, 1D;
i++D

r115@@1DD

Out[122]= 82Theta position, Omega position, Intensity<

In[123]:= rplot115 = Delete@r115, 1D;

To deal  with the log scaling of the intensity plot I remove  all of the "0" s  from the data file and replace  them with "1"s.
The  data  file  right  now  is  in  counts.   The  peak  count  intensity  is  of  the  order
105 so replacinga 0witha 1does notposea problem.

In[124]:= For@i = 1, i < Length @rplot115D+ 1,

If@rplot115@@iDD@@3DD ä 0,

rplot115 = ReplacePart@rplot115, 1, 8i, 3<D;D;
i++D

Wavelength of radiation was  Cu Ka.  The  number  of points per w-2q scan is obtained in the preliminary  information in
the datafile.

In[125]:= l = 1.5405;

In[126]:= PointsPerScan = MeasurementConditions @@27DD@@2DD;

The  following lines generate an array which contains the intensity as  a function of perpendicular and parallel compo -
nents of the Q vector.  The intensity goes first  into the array 'recip'  for ease of sorting.  The array 'recipscan' contains the
scan number  as well for  ease of pulling out individual w-2q scans if desired for  the data processing.
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In[127]:= recipscan = 8<;
mincounts = Sort@rplot115, 	1@@3DD < 	2@@3DD &D@@1DD@@3DD;
maxcounts = Sort@rplot115, 	1@@3DD < 	2@@3DD &D@@Length @rplot115DDD@@3DD;
recip = 8<;
For@i = 1, i < Length @rplot115D+ 1,

Q = H4 * p ê lL* Sin@p ê 180* rplot115@@iDD@@1DD ê 2D;
g = p ê 180* rplot115@@iDD@@2DD + Hp-p ê180 * rplot115@@iDD@@1DDL ê 2;

AppendTo @recip, 8Q * Cos@gD, Q * Sin@gD, rplot115@@iDD@@3DD ê maxcounts <D;
AppendTo @recipscan,
8Q *Cos@gD, Q * Sin@gD, rplot115@@iDD@@3DD ê maxcounts , IntegerPart@Hi -1L êPointsPerScan D+ 1<D;

i++D
intmin = 10-5;
intmax = Sort@recip, 	1@@3DD < 	2@@3DD &D@@Length@recipDDD@@3DD;

The following finds the "center of mass" of the substrate peak.  After  finding the maximum  intensity an array  is generat -
ing of all mesh  points that have  intensity greater than 10 % of the maximum  intensity.  These  contributions are due
entirely to the substrate.  This method  is more  accurate  than simply using the maximum  intensity to find the center of
the substrate peak which suffers  from errors  due to the finite spacing of the reciprocal  lattice point mesh.   The  offests
are then calcuated by taking the difference  of the measured  substrate peak with its theoretical value determined  from the
lattice constant of GaP.

In[134]:= qparsubs = 8<;
qperpsubs = 8<;
For@i = 1, i < Length @recipD+ 1,

If@recip@@iDD@@3DD ä intmax,

Print@recip@@iDD@@1DDD;
Print@recip@@iDD@@2DDD;D;

If@recip@@iDD@@3DD > intmax ê 10,

AppendTo @qparsubs , recip@@iDD@@1DDD;
AppendTo @qperpsubs , recip@@iDD@@2DDD;D;

i++D
qpartrue = 1.6303;

qperptrue = 5.7639;
paroffset= qpartrue -Mean @qparsubs D
perpoffset = qperptrue - Mean@qperpsubs D

1.59676

5.77525

Out[139]= 0.0364902

Out[140]= -0.00952215

For ease  of computation (especially  for  the contour plots) I define  some  smaller  arrays  that contain all the relevant
information but exclude the regions of near zero intensity.
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In[141]:= recip2 = 8<;
recipscan2 = 8<;
For@i = 1, i < Length @recipD+ 1,

qparcorrected = recip@@iDD@@1DD +paroffset;

qperpcorrected = recip@@iDD@@2DD +perpoffset;

If@qparcorrected > 1.60999,
If@qparcorrected < 1.650001,

If@qperpcorrected > 5.73999,

If@qperpcorrected < 5.810001,
AppendTo @recip2, 8qparcorrected , qperpcorrected , recip@@iDD@@3DD<D;
AppendTo @recipscan2,

8qparcorrected , qperpcorrected , recip@@iDD@@3DD, recipscan@@iDD@@4DD<D;D;D;D;D;
i++D

The following creates  the color scheme  and contour scaling for  the contour plot.

scaling = 10;

scalefactor= N@Log@scaling, intminDD;
conts = 8<;
Legend1 = 8<;
Legend2 = 8<;
max = N@Log@scaling, intmaxDD;
min = N@Log@scaling, intminDD;
numconts = 40;
spacing = Hmax - minL ênumconts ;

For@i = 1, i < numconts +2,
AppendTo @conts , N@scaling^ Hmin+ Hi -1L *spacingLDD;
AppendTo @Legend1 , Hmin+ Hi -1L* spacingL ê scalefactor* .9D;
i++D

q = 1;

For@i = 1, i < Length @Legend1 D +1,

AppendTo @Legend2 , Hue@Legend1 @@iDDDD;
AppendTo @Legend2 , Rectangle@81, q -1<, 80, q<DD;
If@FractionalPart @Round@Log@10, conts@@iDDD, .0001DD ä 0,

AppendTo @Legend2 , BlackD;
AppendTo @Legend2 ,

Text @Style @Scientif icForm @conts@@iDDD, 8FontWeight Æ Bold, FontSize Æ 16<D, 85, q<DDD;
q = q+ 1;

i++D
Finally, the reciprocal  space map  is generated.  Most of this code simply defines  the tick marks,  and plot characteristics.
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In[157]:= frameticksx = 8<;
frameticksxtop = 8<;
s = 0;
For@i = 1.61, i < 1.66,

If@Mod@s, 10Dä 0, AppendTo @frameticksx, 8i, , 8.02, 0<<D;, If@Mod@s, 5D ä 0,
AppendTo @frameticksx, 8i, ToString @iD, 8.02, 0<<D, AppendTo @frameticksx, 8i, , 8.01, 0<<DD;D;

If@Mod@s, 10Dä 0, AppendTo @frameticksxtop, 8i, , 8.02, 0<<D; , If@Mod@s, 5D ä 0,

AppendTo @frameticksxtop, 8i, , 8.02, 0<<D, AppendTo @frameticksxtop, 8i, , 8.01, 0<<DD;D;
s++;
i = i + .001D

frameticksy = 8<;
frameticksyright = 8<;
s = 0;
For@i = 5.74, i < 5.810001,

If@i ä 5.80, AppendTo @frameticksy, 8i, StringJoin@ToString @iD, "00"D, 8.02, 0<<D;,
If@Mod@s, 5Dä 0, AppendTo @frameticksy, 8i, StringJoin@ToString @iD, "0"D, 8.02, 0<<D;,

AppendTo @frameticksy, 8i, , 8.01, 0<<DD;D
If@Mod@s, 5D ä 0, AppendTo @frameticksyright, 8i, , 8.02, 0<<D;,

AppendTo @frameticksyright, 8i, , 8.01, 0<<DD;
s++;
i = i + .002D

In[165]:= ShowAListContourPlotArecip2 ,

PlotRange Æ 881.61, 1.65<, 85.74, 5.81<, 8intmin, intmax<<, FrameLabel Æ

9StyleA"q»»HÞ-1L", 8Bold, FontSize Æ 22<E, StyleA"q¦ HÞ-1L", 8Bold, FontSize Æ 22<E=,
FrameTicks Æ 88frameticksy, frameticksyright<, 8frameticksx, frameticksxtop<<,
LabelStyle Æ 8FontSize Æ 20<, ColorFunction Æ HHue@Log@10, 	D ê scalefactor* .9D &L,
ContourLines Æ False, ColorFunctionScaling Æ False, Contours Æ contsE,

ListPlot@881.6303, 0<, 81.6303, 100<<, Joined Æ True , PlotStyle Æ 8Thickness @.01D, GrayLevel @0D<DE

Out[165]=
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The following routine fits an experimental  w  - 2  q curve to the two peak model.   The  example  shown here is for  the 511
reciprocal lattice map  of a GaMnP  sample with x=0.034.   While the specific case shown here is a 511 scan the notebook
is easily generalized to other diffraction  peaks.  First  the scan is identified in the data.  Then the appropriate functions
are defined.  The center of the substrate peak is set to the variable 'mean'

MS712finalscans = 8<;
MS712usefulmesh = 8<;
scannumber = 29;
For@i = 1, i < Length@recipscan2 D+ 1,

If@recipscan2@@iDD@@4DDä scannumber ,

AppendTo @MS712finalscans, 8recipscan2 @@iDD@@2DD, recipscan2 @@iDD@@3DD<D;
AppendTo @MS712usefulmesh, 8recipscan2@@iDD@@1DD, recipscan2 @@iDD@@2DD<D;

D;
i++D;

In[219]:= Gauss@x_ , x0_ , s_D := E^ I- Hx -x0 L2 ë H2 * sLM
substratefit@x_ , F_ , e_, m_D := H1 -mL * E^ I-Log@2D* Hx - eL2 ë F2M +m ë I1 + Hx -eL2 ëF2M
peak = 8<;
For@i = 1, i < Length @MS712finalscansD +1,

If@MS712finalscans@@iDD@@2DD ≥ .3,
AppendTo @peak, MS712finalscans@@iDD@@1DDD;

D;
i++D

mean = Mean @peakD;

First perform  a fit  only to the substrate contribution.  In  this case  the fit  is done for  the substrate peak and larger values
of q_perp since the film  only  contributes to the left-hand  side of  q_perp.  The  fitting is done using a least-squares
method.  The  least squares  sum is formed  by the relative difference  of the model  and data, not the absolute difference;
this was found to best describe the data as  a whole and not overemphasize  the contribution  of the substrate peak.

mgap = .01;
mmin = 0;
mmax = 1;
ggap= .00001;
gmin= 0.0001;

gmax = 0.001;

d = 10-11;
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scrit = 1 000 000;
n = 0;
ForAm = mmin, m < mmax+ d,

ForAg = gmin, g < gmax+ d,

s = 0;
ForAi = 85, i < Length@MS712finalscansD+ 1,

n++;
dum = HHsubstratefit@MS712finalscans@@iDD@@1DD, g, mean, mD -MS712finalscans@@iDD@@2DDL ê

MS712finalscans@@iDD@@2DDL2;

s = s +dum ;
i++E;

If@s < scrit ,
scrit = s;
mguess = m;

gguess = g;
D;
g = g + ggapE;

m = m + mgapE;
Print@"The critical value of m is ", mguessD;
Print@"The critical value of G is ", gguessD;
ShowALogPlotA8substratefit@x, gguess, mean, mguessD<, 8x, 5.74, 5.81<, PlotRange Æ 910-5, 1=E,

ListLogPlotA8MS712finalscans<, PlotRange Æ 910-5, 1=EE

The critical value of m is0.13

The critical value of G is 0.00047

Out[237]=

5.74 5.75 5.76 5.77 5.78 5.79 5.80 5.81

10-4

0.001

0.01

0.1

1

Now the fit  is done for  the entire set  of data.   The  substrate parameters  are taken as  those determined  in the previous
step.  Again a modified  least squares method is used to fit  the data.
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In[238]:= shifgap= .0002;

shifmin= -0.05;
shifmax= 0.005;
Ggap= .2 * 10-6;

Gmin= 1* 10-6;
Gmax = 1 * 10-5;
Agap = .001;

Amin = 0.001;
Amax = 0.03;
m = mguess;

g = gguess; d = 10-11;
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scrit = 1 000 000;
n = 0;
ForAshif = shifmin, shif < shifmax+ d,

ForAG = Gmin, G < Gmax+d,

ForAA = Amin, A < Amax+ d,

s = 0;
ForAi = 1, i < Length@MS712finalscansD+ 1,

n++;
dum =

HHsubstratefit@MS712finalscans@@iDD@@1DD, g, mean, mD+ A * Gauss@MS712finalscans@@iDD@@1DD,
mean+ shif , GD -MS712finalscans@@iDD@@2DDL ê MS712finalscans@@iDD@@2DDL2;

s = s + dum;
i++E;

If@s < scrit,
scrit = s;
Gcrit = G;
mcrit = m;
gcrit = g;

shifcrit = shif;
Acrit = A;D;

progress = n ê steps;

A = A + AgapE;
G = G +GgapE;

shif = shif + shifgapE;
Print@"The critical value for the shift is ", shifcritD;
Print@"The critical value of A is ", AcritD;
Print@"The critical value of G is ", GcritD;
Print@"The critical value of m is ", mcritD;
Print@"The critical value of G is ", gcritD;
ShowALogPlotA8substratefit@x, gcrit, mean, mcritD+ Acrit * Gauss@x, mean + shifcrit, GcritD<,

8x, 5.74, 5.81<, PlotRange Æ 910-5, 1=E, ListLogPlotA8MS712finalscans<, PlotRange Æ 910-5, 1=EE

The critical value for the shift is-0.003

The critical value of A is 0.005

The critical value of G is 4.2µ10-6

The critical value of m is0.13

The critical value of G is 0.00047
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Appendix D: X-ray Magnetic Circular Dichroism of 3d Transition Metals  

 Circular dichroism (CD) refers to a difference in the absorption of right- and left-hand 
circularly polarized light by a material.  Magnetic circular dichroism (MCD) is a specific case of 
the CD effect in which the asymmetric absorption of circularly polarized light occurs due to 
broken degeneracy of the ground state, excited state, or both due to a magnetic field.  The even 
more specific X-ray magnetic circular dichroism (XMCD) effect simply refers to an MCD 
experiment in which the photons have energy in the X-ray regime.  This appendix explores the 
physical origins of the XMCD effect.  Specific emphasis is placed on circular dichroism in 3d 
transition metals since it is excitations involving the 3d states of Mn that provide information 
about ferromagnetic exchange in Mn-doped III-V materials. 
 Right-hand circularly polarized (RCP) and left-hand circularly polarized (LCP) photons 
have equal and opposite projections of their angular momentum.  This work will use the 
Feynman convention for defining the chirality of circularly polarized photons [182].  According 
to the Feynman definition, one’s thumb points in the direction of the photon’s k vector.  If the 
helicity is described by wrapping the fingers of the right hand about the k axis then the photon 
has right-handed circular polarization.  A similar definition is used for left-handed circular 
polarization [Figure 68 (a)]. 

 
Figure 68: (a) Illustration of left- and right-hand circularly polarized light according to the Feynman 
definition.  (b) Origin of the electronic orbital angular momentum. 

 When a circularly polarized photon is absorbed by an atom its angular momentum is 
transferred to the excited photoelectron.  In the absence of spin-orbit coupling the angular 
momentum of the photon can be transferred only to the orbital angular momentum of the 
electron.  Taking a simple, classical view of atomic physics one can gain an intuitive 
understanding of how the angular momentum of the photon affects the orbital angular 
momentum of the electron.  The orbital moment originates from the electronic orbit about the 
nucleus, as illustrated in Figure 68(b).  The orbiting electron will feel an equal and opposite 
torque from an RCP or LCP photon since the electric field rotates in opposite directions about 
the k-vector for the opposite circular polarizations.  As an example, the electron in Figure 68(b) 
has its moment parallel to the +z-axis.  Consider that the photons are incident such that k is 
parallel to the +z direction.  Looking head-on down the +z-axis the electron is orbiting clockwise 
and the electric field vector for RCP is rotating in an anti-clockwise manner.  Due to the negative 
charge of the electron, the torque felt by the electron due to the rotating electric field is in the 
opposite direction, i.e. in the same direction as the electron’s motion.  Therefore RCP photons 
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increase the z-component of the electron’s angular momentum.  Analogously, LCP photons 
apply a torque that decreases the z-component of the electron’s angular momentum. 
 The manifestations of the qualitative arguments above are best illustrated using a simple, 
contrived example of the MCD effect.  Let a sample be placed in a magnetic field parallel to its 
z-axis.  The applied magnetic field splits the energy levels characterized by azimuthal quantum 
number l into 2l+1 sublevels ordered energetically by the magnetic quantum number ml.  For 
simplicity it is assumed that the initial state has l=li=0, which is not split by the magnetic field 
since ml must be 0 for l=0.  According to the dipole selection rules ∆l = ±1, resulting in lf=1 for 
this specific transition, which will be split according to the 3 unique values of ml as shown in (a).  
Now let the sample be illuminated with circularly polarized photons which have k parallel to the 
z-axis.  Circularly polarized photons carry an angular momentum of magnitude ћ, which is 
transferred to the excited electron.  Recall from above that in this geometry right (left) circularly 
polarized photons increase (decrease) the orbital angular momentum of an electron.  Therefore, 
right (left) circularly polarized photons possess an angular momentum of +ћ (-ћ), which 
simplifies the dipole selection rule ∆ml = 0, ±1 to ∆ml = 1 (∆ml =-1) for right (left) circularly 
polarized light.  Consequently, RCP light can result only in transitions to the ml = 1 state and left 
circularly polarized light only in transitions to the ml = -1 state. 

 
Figure 69: (a) Simple example of MCD Effect.  (b) Schematic absorption profiles for cases illustrated in (a).  
See text for details. 

  Figure 69(b) schematically shows what the absorption of RCP,I+, and LCP, I-, might look 
like for the two scenarios illustrated in Figure 69(a).  The I- absorption data has been reflected 
over the y-axis for clarity.  For H=0, I+ (solid black line) and I- (dashed black line) are equal for 
all energies since the final states (ml = ±1) are degenerate in energy.  On the other hand when 
H≠0 the RCP absorption will be shifted to higher energy than that for LCP absorption. The 
differential absorption is quantified by the dichroism intensity 
 . (D.1) 
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Taking the zero of the energy scale to be at the energy of the l=0, ml =0 level, the dichroism 
spectrum (gray line) will be less than zero for E<0 since LCP photons are preferentially absorbed 
with respect to RCP photons-i.e. I->I

+.  An equal and opposite effect is observed for E>0 since 
I

+>I
-
.   

 The above examples have shown that it is possible to preferentially excite carriers to 
states based on their orbital angular momentum by utilizing circularly polarized photons.  As the 
orbital contribution to the magnetic moment of 3d transition metals is typically 10% or less of 
the total magnetic moment [183] it would be more useful to use circular dichroism to probe the 
spin polarization of the 3d density of states, which is the dominant contributor to the magnetic 
moment.  Probing the spin asymmetry of the 3d states requires the ability to preferentially excite 
electrons according to their spin, which, as will be shown in more detail below, is possible if the 
initial states are strongly spin-orbit coupled.  In the presence of spin-orbit coupling, the 
electronic wavefunctions are no longer pure spin or orbital states.  A circularly-polarized 
photon’s angular momentum is now transferred to both the orbital and spin degrees of freedom 
of the electron, thus providing a means to achieve preferential excitations of electrons according 
to their spin.  For the 3d magnetic elements an appropriate set of wavefunctions comes from the 
2p3/2 and 2p1/2 energy levels.  The relevant X-ray absorption edges for XMCD of Mn are, 
therefore, L2 (2p1/2 → 3d) and L3 (2p3/2 → 3d) since the final states in these transitions are spin-
polarized. 
 A fairly simple way to understand the origin of the XMCD effect is to use the two step 
model pioneered by Stöhr and Wu [183-187].  In the first step electrons of a specific spin 
orientation are preferentially excited from spin-orbit-split core energy levels.  For a given initial 
state, i, and final state, f, the absorption matrix element can be written as [187, 188]: 
 

 (D.2) 

where Ef and Ei are the energy of the initial and final states, w is the photon frequency and e and 
r are unit vectors describing the orientation of the electric-field of the incident photon and the 
position of the electron respectively.  Taking the +z-direction as parallel to the direction of 
photon propagation, the electric field vector e for an RCP photon is 
 

 (D.3) 

while for LCP it is 
 

 (D.4) 

The dot product in Equation D.2 is then 
 

 (D.5) 

in Cartesian coordinates.  The operator Pml

l  contains the relevant information regarding the 

interaction of a circularly polarized photon with an electronic wavefunction.  Pml

l  can be written 

in terms of the spherical harmonics, Y .  For l=1, and ml=±1 [189] 
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 (D.6) 

Comparing Equations D.5 and D.6 it is observed that 
 

 (D.7) 

with r=(x2+ y
2+ z

2)1/2.  Bethe and Salpeter [190] have evaluated the matrix elements in Equation 
D.2  using the form of the dipole operators in the right hand side of Equation D.7.  For an initial 
state with quantum numbers n, l, ml the appropriate matrix element for absorption of RCP 
photons (ml→ml+1) is 
 

 (D.8) 

While for LCP 
 

 (D.9) 

where R is the radial matrix element, which are assumed to be the same for all initial states [187]. 

Table 11: Spin-orbit coupled p wavefunctions written in both the one-electron label and the |lsmlms> basis. 
One-electron Label 

sl mlsm  Basis 

 

 

p1/2 

( )↓−↑ 1
1

0
1 2

3

1
YY  

( )↓−↑− 1
1

1
12

3

1
YY  

 

 

 

p3/2 

↑1
1Y  

( )↓+↑ 1
1

0
12

3

1
YY  

( )↓−↑− 0
1

1
1 2

3

1
YY  

↓−1
1Y  

  
 The first step of the two step model is concerned only with the spin polarization of the 
excited carriers.  Therefore, it is assumed for these calculations that all final 3d states are 
available for the photo-excited electrons.  As will be discussed below, the occupation of the final 
3d states enters only into the second step of this model.  Equations D.8 and D.9 are inserted into 
Equation D.2 and evaluated for all initial states at the L3 and L2 absorption edges.  The 
wavefunctions for the 2p3/2 and 2p1/2 states are listed in Table 11, and are determined by solving 
the relativistic Dirac wave equation, which is beyond the scope of this work.  The angular parts 
of the resultant p wavefunctions are listed in Table 11 in the |lsmlms> basis as the product of a 
spherical harmonic and a spin state.  This form is the most useful for evaluating Equations D.8 
and D.9 since the dependence on l and ml is obvious.  The spin component of the wavefunction, 
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↑  or ↓ , do not directly enter the calculations since the photons cannot interact directly with 

spin angular momentum.  However, the spherical harmonic coefficients of the spin-dependent 
functions differ within given spin-orbit split wavefunction.  This is a mathematical representation 
of the coupling of the spin and orbital angular momenta. 
 To calculate the spin-polarization of the excited carriers the following summation must 
be evaluated 
 

 (D.10) 

where the summation runs over all dipole allowed transitions and the subscript of the operator P 
is determined by the chirality of the circularly polarized light.  The prefactors in Equation D.2 
are neglected since they will be the same for all absorption elements and this derivation is 
concerned only with the relative spin polarization.  Since there are two wavefunctions 
corresponding to 2p1/2 states, the L2 absorption intensity will have two terms in the summation.  
For RCP photons 
 

 

(D.11) 

The index n has been omitted in Equation D.11 because it does not enter the calculation of the 
matrix elements; all transitions have n=2 for the initial state and n=3 for the final state.  Each of 
the four terms in Equation D.11 is evaluated according to Equation D.8 
 

 

(D.12) 

Equation D.12 demonstrates that when RCP light is used at the L2 absorption edge spin down 

electrons are excited 75% of the time.  For LCP light the operator P1
1 is replaced by P

1

1 , 
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(D.13) 

which is evaluated using Equation D.9 as 
 

 

(D.14) 

At the L2 edge LCP photons excite spin down electrons 75% of the time. 

Table 12: Probability of electronic transition at L3,2 absorption edges as a function of electron spin and 
orientation of circularly polarized light. 
Absorption Edge Spin up, rcp  Spin down, rcp Spin up, lcp Spin down, lcp 

L3 62.5% 37.5% 37.5% 62.5% 
L2 25% 75% 75% 25% 

 Table 12 summarizes the results of calculating all L3 and L2 matrix elements sorted by the 
spin polarization of the electrons.  Details of the L3 calculations were not shown here but can be 
performed in a similar manner to the L2 calculations.  For the L3 edge the summation has four 
terms corresponding to the four 2p3/2 wavefunctions in Table 11.  The calculations demonstrate 
that excitations are spin-polarized at both the L3 and L2 edges when circularly polarized light is 
used.  The spin polarization is opposite at the L3 and L2 edges due to the opposite spin-orbit 
coupling of the p1/2 (l parallel to s) and p3/2 (l antiparallel to s) states. 
 In the second step of the two step model, the “spin rich” baths of electrons serve as a 
probe for the spin-polarized 3d contribution to the density of states at EF as illustrated in Figure 
70.  Figure 70 is artificially divided by a dotted line, which separates steps one and two of the 
two step model.  The left and right hand sides of Figure 70 represent illumination with RCP and 
LCP photons respectively.  The thick green arrows represent strong excitations, while the dotted 
red arrows represent weak excitations (c.f. Table 12).  The 3d density of states is drawn in  
Figure 70 according to the rigid band model in which an asymmetric distribution of spins exists 
due to a reduction in the exchange energy [139].  At EF there is a difference in the number of 
available states for spin up and spin down electrons.  When circularly polarized light is used to 
preferentially excite carriers, the number of final states is different depending on the spin of the 
preferentially excited carrier.  Therefore, one would expect the matrix elements from to be 
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different for spin up and spin down carriers.  In other words, the matrix elements would be 
different for right-hand circularly polarized light and left-hand circularly polarized light.  
Therefore, I+≠I

- and the XMCD≠0.  If there is no asymmetry at the density of states at EF then 
the dichroism signal will be zero.  Circularly polarized light of opposite handedness will still 
excite carriers preferentially, but they now have the same number of final states to go to.  The 
XMCD signal thus contains information about the magnitude of the spin polarization of the 3d 
density of states at EF and, therefore, the magnetic properties of a sample. 

 
Figure 70: Illustration of the two step model of XMCD.  Blue arrows represent photon helicity.  k is assumed 
to be out of the page such that the left hand side represents LCP light and the right hand side RCP light.  The 
dotted line artificially separates the two steps in the process.  See text for further discussion. 
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Appendix E: Supplemental Experimental Results in Ga1-xMnxAs1-yPy 

 Selected electrical, magnetic, and electrical properties of several other Ga1-xMnxAs1-yPy 
films are presented here in order to further emphasize the trends in electrical and magnetic 
properties discussed in Sections 4.2 through 4.5.  These samples have different cation sublattice 
compositions (i.e. different x) than those discussed in and should therefore be viewed as distinct 
sample series.  One series was produced under nominally identical conditions but resulted in 
x≈0.04 for all samples, which was determined by SIMS and ion beam analysis.  Again, no 
significant change in either the Mn concentration profile or the substitutional fraction of Mn was 
observed with P alloying.  The difference in x is likely due to laser calibration differences, as a 
different KrF laser was used to synthesize this series.  The incorporation of 3% P into the As 
sublattice induces an MIT in Ga0.96Mn0.04As [Figure 71 (a)].  In parallel, TC drops from 100 K to 
70 K [Figure 71 (b)], which is in agreement with the trends in magnetic properties discussed in 
Section 4.5. 

 
Figure 71: (a) Sheet resistivity vs. inverse temperature and (b) magnetization as a function of temperature for 
Ga0.96Mn0.04P and Ga0.96Mn0.04As0.97P0.03.  The magnetization data were taken with H||[100] for y=0.03 and 
H||<011> for y=0 in an applied field µµµµ0H=5 mT after field cooling. 

 A series of Ga1-xMnxAs1-yPy films with lower x were also examined.  These samples were 
produced by using a lower Mn implant dose of 5.0x1015 cm-2 while the other processing 
parameters were held the same.  SIMS and ion beam analysis indicate that x≈0.018 for the P-free 
reference sample, which is assumed to hold for samples in this series that contain P.  This series 
of samples provides an interesting contrast to the others that have been presented thus far 
because the P-free reference sample is already on the cusp of the metal-insulator transition due to 
its smaller Mn concentration.  A decrease in TC from 55 to 40 K is observed with 1.6% P 
alloying of the anion sublattice in Ga0.982Mn0.018As. 
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Figure 72: (a) Sheet resistivity and (b) magnetization as a function of temperature for Ga1-xMnxAs1-yPy with 
x=0.018.  The magnetization data were taken with H||[100] for y≈0.016 and H||<011> for y=0 in an applied 
field µµµµ0H=5 mT after field cooling. 
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Appendix F: Simulation of M(H) Curves 

 
Figure 73: Flow chart illustrating the process by which M(H) curves are calculated by the free energy 
approach. 

 The steps involved in calculating the field-dependence of the magnetization are outlined 
in Figure 73.  The FMR experiment yields the resonance field as a function of crystallographic 
orientation.  From the FMR data, as well as basic knowledge of the material’s crystal structure, 
one can infer the form of the free energy from symmetry considerations.  The free energy is then 
combined with the resonance equations 31 and 33 to fit the experimental FMR data, which yields 
the magnetic anisotropy fields as fitting parameters.  Once the anisotropy fields are known 
Equation 38 can be used to map out the dependence of the free energy on the orientation and 
strength of the magnetization and magnetic field. 
 To calculate the field-dependence of the magnetization from Equation 38 the orientation 
of the magnetic field is fixed by setting the values of θ and φ (Figure 37).  The magnitude of the 
magnetization vector is determined from SQUID magnetometry measurements and also used as 
an input.  Once the strength of the magnetic field is specified, Equation 38 is minimized with 
respect to the orientation of the magnetization vector (Θ,Φ).  The projection of the magnetization 
on the field direction is then calculated, which determines the value of the magnetization that 
would be measured for the particular orientation and magnitude of the applied magnetic field.  
The magnetic field is then stepped to its next value and the minimization procedure is repeated.  
There are several possible outcomes: 

1. The global energy minimum occurs at the same magnetization orientation.  No change in 
the magnetization occurs due to the field change. 

2. A new global minimum appears in the free energy landscape.  The energy difference 
between the new global minimum and old local minimum is compared.  If the energy 
gained by switching to the global minimum is greater than the free parameter ∆E then the 
magnetization switches (noncoherent spin switching).  If the energy gained is less than 
∆E the magnetization remains pinned in the local minimum. 

3. The global minimum has shifted slightly in angular space with no energy barrier 
separating it from the previous orientation of the magnetization vector.  The 
magnetization is free to rotate to the new orientation (coherent rotation). 
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4. The previous minimum has completely disappeared.  The magnetization is free to switch 
to the nearest local minimum.  This case is rarely encountered. 

In this manner the M(H) curve is produced as the field is swept from large positive to large 
negative fields and then back to large positive fields with the minimization procedure performed 
at each magnetic field point.  The M(H) model relies on a single free parameter, ∆E, which takes 
into account the hysteretic losses due to domain wall nucleation and growth. 
 The model described above assumes that the material is well-described by single-valued 
parameters for the magnetic anisotropy and hysteretic losses.  As a result the calculations predict 
sharp noncoherent switches, which are generally not seen in experiment.  The experimental 
M(H) loops are characterized by smoother features which suggest that non-uniformity plays a 
role in determining the M(H) lineshape.  To account for this non-uniformity the free parameter 
∆E is assumed to take on a distribution of values.  Normal, log-normal, and uniform distributions 
were explored.  The best agreement was found using a normal distribution of ∆E values in 
agreement with magnetic anisotropy experiments that were performed around the same time in 
Ga1-xMnxAs [164].  Identifying the calculated curve with a single-value of ∆E as M(H,∆E) the 
calculated loop using the normal distribution is 
 

 (F.1) 

where the normal distribution is centered at  with standard deviation, σ. 
 The following are Mathematica notebooks that were used for the M(H) simulations.  The 
first notebook is the M(H) calculation for the single-valued model.  The second notebook takes 
numerous M(H) curves for different values of ∆E and combines them using the normal 
distribution function (Equation F.1).  Both notebooks use the wasp-waisted M(H) loop measured 
for Ga0.959Mn0.041P0.989S0.011 with H||[011] as the model system. 
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Clear @" Global` ∗" D;

Input  the magnetization  in units of  A/m.   The  anisotropy parameters  are  the  anisotropy field  in  Tesla  multiplied by  the
magnetization.

In[360]:= M= 20.988`10 3 ;
KC1= 0.` M;
KC1ip = −0.014`M;
KC1oop= −0.02`M;
KuniaxZ = 0.` M;
KuniaxX = 0.034`M;
KuniaxY = 0.` M;
Kuniax01m1 = −0.00385`M;

Define the various terms that enter the free  energy (Zeeman  and anisotropy terms).   Here  captial letters refer  to the angles of the
magnetization and lower case  to the magnetic  field.  T and t refer  to thetas in the coordinate system defined in the main  text  and
G and g refer  to phi.

In[368]:= Fzeemann@M_, B_, T_, G_, t_ , g_D : =
−M BHSin @TD Sin @GD Sin @t D Sin @gD +Cos@TD Cos@t D + Sin @TD Cos@GD Sin @t D Cos@gDL;

Fcubic @M_, B_, T_, G_, t_, g_ D : =
1

4
KC1ISin @2 TD2 + Sin @TD4 Sin @2 GD2M;

Fcubicip @M_, B_, T_, G_, t_, g_ D : = KC1ip
1

2
−

1

2
ICos@TD4 +Sin @TD4 Cos@GD4M ;

Fcubicoop @M_, B_, T_, G_, t_, g_ D : = −
1

2
KC1oopSin @TD4 Sin @GD4;

FuniaxAlongZ @M_, B_, T_, G_, t_, g_ D : =
KuniaxZ H0 Sin @TD Sin @GD +0 Cos@TD + Sin @TD Cos@GDL2 ;

FuniaxAlongY @M_, B_, T_, G_, t_, g_ D : =
KuniaxY H0 Sin @TD Sin @GD +1 Cos@TD + 0 Sin @TD Cos@GDL2;

FuniaxAlongX @M_, B_, T_, G_, t_, g_ D : =
KuniaxX HSin @TD Sin @GD+ 0 Cos@TD + 0 Sin @TD Cos@GDL2 ;

Funiax01m1 @M_, B_, T_, G_, t_, g_ D : =
1

2
Kuniax01m1 H0 Sin @TD Sin @GD +1 Cos@TD− Sin @TD Cos@GDL2 ;

In[376]:= FreieEnergCubic @M_, B_, T_, G_, t_ , g_D : =
1.` Fzeemann @M, B, T, G, t, g D +0.` Fcubic @M, B, T, G, t, g D +

1.` Fcubicip @M, B, T, G, t, g D + 1.`Fcubicoop @M, B, T, G, t, g D +

0.` FuniaxAlongZ @M, B, T, G, t, g D + 1.`FuniaxAlongX @M, B, T, G, t, g D +

0.` FuniaxAlongY @M, B, T, G, t, g D + 1.`Funiax01m1 @M, B, T, G, t, g D;

Define the free parameter DeltaE inunitsof Jëm3. If a new energy minimum exists inthe free energy

landscape thenit must be at least thismuch lowerin energy inorder for a magnetization switchtooccur.

In[377]:= DeltaE = −20;

In[378]:= Loop011 = 8<;
LMatrix011 = 8<;
rawMatrix011 = 8<;
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Define the magnetic field parameters in Tesla and the angular parameters in radians.  Bstart is the maximum magnitude of the magnetic field
that is used.  Bgap is the step size.  The angular parameters determine the density of the mesh that is used to find all of the local minima in
the free energy landscape.
In[381]:= Bstart = 0.015` ;

Bgap = 0.0002` ;
phigap = 2;
thetagap = 2;

Lists that the local minima of the free energy are written in

Hys = 8<;
Hys1 = 8<;

Orientation of the external magnetic field.  The x direction is normal to the thin film plane.

x = 10 ^ −8 ;
y = 1;
z = 1;

Transformation of the x, y, z coordinates of the external magnetic field into speherical coordinates.

t0 = ArcTan @Sqrt @z ^ 2 +x ^ 2Dê yD;
g0 = ArcTan @x êz D;
If @y < 0, t0 = t0 +Pi D;
If @z < 0, g0 = g0 +Pi , If @x < 0, g0 = g0 + 2 Pi DD;
If @g0 > 2 Pi , g0 = g0 − 2 Pi D;

The starting value for the first minimization.

xm = −x;
ym = −y;
zm = −z;

This for loop compiles half of the M (H) loop.  It starts by converting our best guess of the magnetization orientation from Cartesian
coordinates to spherical coordinates.   Then the energy is calculated for this orientation of the magnetization and magnetic field (Evg1).
Then the program looks for the nearest minimum in free energy in {T,G} space and records its coordinates {xm,ym,zm}  and computes its
magnetization Mr.  We then write the {B, Mr} values into the Hys1 matrix and the details in the rawMatrix.

The program then looks to see if any other minima are present in the free  energy landscape that are lower in energy than the one that we
found.  If a minimum is found that is lower in energy by at least the "DeltaE" value then we overwrite the magnetization coordinates.  If no
such minimum is present then the original coordinates are maintained.
After scanning all of the angular space the final {B, Mr} values are written to the Loop011 matrix.  This is the matrix that is compared to
experiment.

When the loop goes to the next field value the first location from which it searches for a new minimum is from the previous orientation of
the magnetization.  In this way the program successfully captures coherent rotation of the magnetic moment since the first minimum that it
will find will be nearby the old orientation of the magnetization provided that the magnetic field step size is not too large.
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For @B = Bstart , B > −Bstart ,

L = 8<;
L1 = 8<;
t0m = ArcTan @Sqrt @zm ^2 +xm ^2D êymD;
g0m = ArcTan @xm êzmD;
If @ym < 0, t0m = t0m + Pi D;
If @zm < 0, g0m = g0m+ Pi, If @xm < 0, g0m = g0m+ 2 Pi DD;
If @g0m > 2 Pi , g0m = g0m− 2 Pi D;
Evgl = FreieEnergCubic @M, B, t0m, g0m, t0, g0 D;
lsg1 =

N@FindMinimum @FreieEnergCubic @M, B, T, G, t0, g0 D, 8T, t0m + 0.01 <, 8G, g0m + .01 <D, 10 D;
xm = Sin @TD Sin @GD ê. Last @lsg1 D;
ym = Cos@TD ê. Last @lsg1 D;
zm = Sin @TD Cos@GD ê. Last @lsg1 D;
Mr = MHx ∗ xm +y ∗ym + z ∗ zmL êSqrt @x ^2 + y^2 + z^2 D;
lsglist1 = 8B, Mr <;
Hys1 = Append @Hys1, lsglist1 D;
En = lsg1 @@1DD;
AppendTo @rawMatrix011 , 8B, Mr , xm, ym, zm, En, t0m +0.01 , g0m +0.01 <D;

L = 8B, Mr , xm, ym, zm <;
L1 = 8B, Mr <;
Encomp = En;

For @i = −π, i < π,
For @j = −π, j < π,

cand = N@FindMinimum @FreieEnergCubic @M, B, T, G, t0 , g0 D, 8T, i <, 8G, j <DD;
xm = Sin @TD Sin @GD ê. Last @cand D;
ym = Cos@TD ê. Last @cand D;
zm = Sin @TD Cos@GD ê. Last @cand D;
Mr = MHx ∗ xm+ y ∗ym +z ∗zmLêSqrt @x^2 + y^2 +z^2 D;
AppendTo @rawMatrix011 , 8B, Mr, xm, ym, zm, cand @@1DD, N @i D, N @j D<D;

If @cand @@1DD −En < DeltaE, If @cand @@1DD < Encomp , L = 8B, Mr , xm, ym, zm <; L1 = 8B, Mr <;
Encomp = cand @@1DD;

H∗ Print @"Emin" D∗L; D; D;
j = j +phigap D;

i = i + thetagap D;
xm = L@@3DD;
ym = L@@4DD;
zm = L@@5DD;
AppendTo @LMatrix011 , L D;
AppendTo @Loop011 , L1 D;
H∗Print @"MinE: B: ", L @@1DD, " Mr : ", L @@2DD, " xm: " , L @@3DD,

" ym: ", L @@4DD, " zm: ", L @@5DD, " Energy : ",En êH1.4 10^ H15LLD; ∗L
B = B − BgapD
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Here the second half of the M (H) loop is generated.

In[397]:= For @B = −Bstart , B < Bstart ,

L = 8<;
L1 = 8<;
t0m = ArcTan @Sqrt @zm ^2 +xm ^2Dê ymD;
g0m = ArcTan @xm êzmD;
If @ym < 0, t0m = t0m +Pi D;
If @zm < 0, g0m = g0m +Pi , If @xm < 0, g0m = g0m+ 2 Pi DD;
If @g0m > 2 Pi , g0m = g0m − 2 Pi D;
Evgl = FreieEnergCubic @M, B, t0m, g0m, t0 , g0 D;
lsg1 =

N@FindMinimum @FreieEnergCubic @M, B, T, G, t0, g0 D, 8T, t0m + 0.01 <, 8G, g0m + .01 <D, 10 D;
xm = Sin @TD Sin @GD ê. Last @lsg1 D;
ym = Cos@TD ê. Last @lsg1 D;
zm = Sin @TD Cos@GD ê. Last @lsg1 D;
Mr = MHx ∗xm +y ∗ym + z ∗ zmL êSqrt @x ^2 +y ^2 + z^2 D;
lsglist1 = 8B, Mr <;
Hys1 = Append @Hys1, lsglist1 D;
En = lsg1 @@1DD;
AppendTo @rawMatrix011 , 8B, Mr , xm, ym, zm, En, t0m +0.01, g0m +0.01 <D;

L = 8B, Mr , xm, ym, zm <;
L1 = 8B, Mr <;
Encomp = En;

For @i = −π, i < π,
For @j = −π, j < π,

cand = N@FindMinimum @FreieEnergCubic @M, B, T, G, t0, g0 D, 8T, i <, 8G, j <DD;
xm = Sin @TD Sin @GD ê. Last @cand D;
ym = Cos@TD ê. Last @cand D;
zm = Sin @TD Cos@GD ê. Last @cand D;
Mr = MHx ∗ xm+ y ∗ym +z ∗ zmLêSqrt @x ^2 + y^2 + z^2 D;
AppendTo @rawMatrix011 , 8B, Mr, xm, ym, zm, cand @@1DD, N @i D, N@j D<D;

If @cand @@1DD −En < DeltaE , If @cand @@1DD < Encomp, L = 8B, Mr , xm, ym, zm <; L1 = 8B, Mr <;
Encomp = cand @@1DD;

H∗Print @"Emin" D∗L; D; D;
j = j +phigap D;

i = i + thetagap D;
xm = L@@3DD;
ym = L@@4DD;
zm = L@@5DD;
AppendTo @LMatrix011 , L D;
AppendTo @Loop011 , L1 D;
H∗Print @"MinE: B: ", L @@1DD, " Mr : ", L @@2DD, " xm: " , L @@3DD,

" ym: ", L @@4DD, " zm: ", L @@5DD, " Energy : ",En êH1.4 10^ H15LLD; ∗L
B =

B +

BgapD
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In[398]:= Exploop = Import @
"C:\Documents and Settings \Peter \My Documents \Lab Work \ SQUID Simulation \WSI Model

Hwith Christoph L\Simulations for Paper \Final Simulations \PS24_WaspWais t .csv" D;

Comparison is made between the model and experiment.

In[399]:= ListPlot @8Loop011 , Exploop <, Joined →8True , False <,
PlotStyle → 88Hue@0D, Thickness @0.01` D<, 8GrayLevel @0D, PointSize @.02 D<<,
PlotRange → 88−0.015` , 0.015` <, 8−22000 , 22 000 <<,
AxesLabel → 8Style @" µ0H HTL" , 8Bold , FontSize → 22<D,

Style @"M HAêmL" , Bold , FontSize −> 22D<, LabelStyle → 8FontSize → 20<D

Out[399]=

-0.015-0.010-0.005 0.005 0.010 0.015
m0H HTL

-20 000

-10 000

10 000

20 000
M HAêmL
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This  notebook produces a  calucated M (H)  curve based on a normal  distribution of  domain energies.   Here "Exploop"  is the
experimental  data imported into Mathematica and "Hysloop" is an  array of fields  and magnetizations produced from the single-
valued model.   The  single-valued loops were  done sequentially from DE=-60 J ëm3 toDE =-1 J ëm3.  Each loop had 200 points

and a loop was done every 1  J ëm3 in between the endpoint DE values.  These values must  be modified  if different  ranges  of DE

were used in the single-valued simulations.  The program produces  the M(H) loop based on the inputs for  the mean  value of DE
and its standard deviation.  The distribtuion function is also generated.

In[568]:= SetDirectory @
"C:\Documents and Settings\Peter\My Documents\Lab Work\ SQUID Simulation\WSI

Model Hwith Christoph L\Simulations for Paper\Final Simulations" D;

In[569]:= Exploop = Import @" PS24_WaspWaist. csv "D;

In[570]:= Hysloop = Import @" DeltaETest_ParameterSetPS24 _5K_011_Gaussian . csv " D;

In[571]:= Hysloop = Delete @Hysloop , 1D;

In[573]:= PointsPerLoop = 200 ;
∆EMesh= 1;
∆EMax= −60;

In[576]:= DelE = ∆EMax;
For @j = 1, j < Length @Hysloop D,

counter = 0;
While @counter < PointsPerLoop,

AppendTo@Hysloop @@j + counter DD, DelE D;
counter ++D;

DelE = DelE + ∆EMesh;
j = j + PointsPerLoop D;

In[578]:= mean∆E= −20;
stddev = 8;

In[580]:= ndist = NormalDistribution @mean∆E, stddev D;
pdf = PDF@ndist, x D;

In[582]:= EDist1 = 8<;
EDist2 = 8<;
For @i = ∆EMax, i < ∆EMax+Length @Hysloop D ê PointsPerLoop,

AppendTo@EDist1, 8i, N @PDF@ndist, i DD<D;
i = i + ∆EMeshD

s = 0;
For @j = 1, j < Length @EDist1 D+ 1,

s = s + EDist1 @@j DD@@2DD;
j ++D;

For @k = 1, k < Length @EDist1 D+ 1,
AppendTo@EDist2, 8EDist1 @@kDD@@1DD, EDist1 @@kDD@@2DDê s<D;
k ++D;

s2 = 0;
For @l = 1, l < Length @EDist2 D+ 1,

s2 = s2 + EDist2 @@l DD@@2DD;
l ++D;

s
s2



138 
 

 
 

In[593]:= FinalLoop = 8<;
For @i = 1, i < 201,

c = 1;
s = 0;
For @j = 1, j < Length @Hysloop D +1,

s = s +Hysloop @@j + i −1DD@@2DD∗ EDist2 @@cDD@@2DD;
c ++;
j = j +200D;

AppendTo@FinalLoop, 8Hysloop @@i DD@@1DD, s <D;
i ++D;

ListPlot @8FinalLoop, Exploop <, Joined −> 8True, False <,
PlotStyle → 88Hue@0D, Thickness @0.01` D<, 8GrayLevel @0D, PointSize @.02 D<<,
PlotRange −> 88− .01, .01 <, 8−25 000, 25 000 <<,
AxesLabel → 8Style @" µ0H HTL", 8Bold, FontSize → 22<D,

Style @"M HAêmL", Bold, FontSize −> 22D<, LabelStyle → 8FontSize → 20<D

Out[595]=
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In[596]:=

ListPlot AEDist2, Joined → True,

AxesLabel → 9Style A" ∆E HJêcm3L", 8Bold, FontSize → 22<E,
Style @"Weight of ∆E Ha.u. L", Bold, FontSize −> 22D=,

LabelStyle → 8FontSize → 20<, PlotStyle → Thickness @.01 DE

Out[596]=

-60 -50 -40 -30 -20 -10
DE HJêcm3L

0.01

0.02

0.03

0.04

0.05
Weight of DE Ha.u.L


	Dissertation Front Material
	Dissertation Draft 6.pdf



