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In the first part of this thesis, linear transmitters and receivers (i.e., transceivers) are designed for bi-directional and/or relay multiple input multiple output (MIMO) full-duplex (FD) systems. The transmitters and receivers are designed under imperfect channel state information (CSI) and transmitter/receiver impairments at the FD nodes. Different metrics, like ergodic sum-rate maximization, weighted sum-rate maximization, sum mean-squared-error (MSE) minimization and maximum per-node MSE minimization are considered subject to individual and/or total power constraints in the system.

The proposed sum-rate maximization algorithms exploit both spatial and temporal freedoms of the source covariance matrices of the MIMO links between transmitters and receivers to achieve a higher achievable sum-rate. It is observed through simulations that the algorithms reduce to a FD scheme when the nominal self-interference is low, or to a half-duplex (HD) scheme when the nominal self-interference is high.

As for the MSE based transceiver designs, we studied the sum-MSE and Min-Max MSE transceiver design problems for a FD MIMO bi-directional system that suffers from
self-interference under the imperfect CSI knowledge and limited dynamic ranges at the transmitters and receivers. Since the globally optimal solution is difficult to obtain due to the non-convex nature of the problems, algorithms that iterate between transmit precoding and receive filtering matrices while keeping the other fixed are proposed. It is shown in simulations that sum-MSE minimization scheme achieves the minimum sum MSE over two FD nodes, and the Min-Max MSE minimization scheme almost achieves the same MSE for the two FD nodes.

In the second part of this thesis, we establish the uplink-downlink duality in terms of signal-to-interference-plus-noise ratio (SINR), MSE, and capacity for uplink and downlink multi-hop amplify-and-forward (AF) MIMO relay channels, which is a generalization of several previously established uplink-downlink duality results. And an interesting perspective to the relation of the uplink-downlink duality based on the Karush-Kuhn-Tucker (KKT) conditions of sum-MSE transceiver optimization problems for uplink and downlink multi-hop AF MIMO relay channels is provided.
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Chapter 1

Introduction

To meet the growing demand for high data services, low latencies and enhanced bandwidth efficiency in wireless communication systems, FD radios, which can transmit and receive at the same time and the same frequency were proposed recently to increase the spectral efficiency and as a solution to spectrum scarcity problem.

However, the challenge of designing FD radios is that due to simultaneous transmission and reception, the signal transmitted from the transmitter antennas of a FD node is received (coupled) at the receiver antennas of the same FD node, which leads to strong self-interference. The strong self-interference saturates the front-end of the receiver (low-noise-amplifier, mixer, etc.), and reduces the dynamic range of the analog-to-digital converter, which in turn increases the quantization noise for the desired signal. So to make FD radios feasible, the self-interference must be canceled up to a some degree before it saturates the front-end of the receiver. Recent experimental results have designed some analog domain algorithms to cancel the self-interference.
But it is not possible to cancel the self-interference perfectly due to channel estimation errors, transmitter/receiver impairments (oscillator phase noise, the non-linearities in the power amplifiers, etc.), so residual error always exists in the digital domain (baseband) after the analog-to-digital converter (ADC). So to improve the performance of the FD systems, in the first part of this thesis, we have developed efficient transceiver design algorithms for the optimization problems related to FD MIMO systems under this residual self interference in the digital domain.

MIMO relay systems have attracted much attention for next generation wireless communication systems as promising techniques for extending the cell coverage, increasing the system capacity, reducing power consumption (increasing power efficiency) and reducing the overall path loss, since they lead to cooperative diversity and spatial diversity. MIMO relays can be used in both the uplink (from users to a base station) and the downlink (from a base station to users) communication systems.

Duality properties between uplink and downlink communication systems have gained much interest in signal processing and information theory. Due to the coupled structure of the transmitted signals in the downlink channel, the optimization problems associated with the downlink system are usually difficult to solve. The key technique used to overcome this difficulty is to transform the downlink problem into an uplink problem via a so-called uplink-downlink duality relationship. Since the uplink channel has a simpler mathematical structure, less coupling of variables, it is usually more efficient to solve the optimization problems associated with the dual uplink system. Therefore, in the second part of this thesis, we have established the uplink-downlink duality in terms of SINR,
MSE, and capacity for uplink and downlink multi-hop AF MIMO relay channels, which is a generalization of several previously established uplink-downlink duality results.

1.1 Outline of the Thesis

- Chapter 2 summarizes the last five years of research efforts on FD systems, and provides a comprehensive overview of this exciting research field.

- Chapter 3 focuses on the exact and asymptotic closed form ergodic mutual information maximization of FD MIMO bi-directional and FD MIMO relay radio systems under a fast fading channel model. Since the problem is non-convex, a gradient projection algorithm is developed to optimize the power allocation vectors with the knowledge of statistical CSI at the transmitters.

- Chapter 4 addresses the transmit filter design for weighted-sum-rate maximization problem in FD MIMO bi-directional systems subject to sum-power constraint or individual power constraint. An iterative alternating algorithm to find a local optimum was proposed based on the relationship between weighted-sum-rate maximization and weighted-minimum-mean-squared-error minimization problems.

- Chapter 5 focuses on transceiver design for FD MIMO bi-directional systems based on the minimization MSE and the maximum per-node MSE optimization problems subject to individual power constraints at each node through an iterative alternating algorithm, which is proven to converge to at least a local optimal solution.
• Chapter 6 summarizes the works on uplink-downlink duality, and provides a comprehensive overview of this research field.

• Chapter 7 establishes the SINR, MSE and capacity duality between multiple access (MAC) and broadcast (BC) multi-hop AF MIMO relay systems under an imperfect channel state model, which is a generalization of several previously established MAC-BC duality results. Duality is established under both the total power constraint of the system, and individual power constraints at each node of the system.

• Chapter 8 provides an interesting perspective to the relation of the uplink-downlink duality based on the Karush-Kuhn-Tucker (KKT) conditions of sum-MSE transceiver optimization problems for uplink and downlink multi-hop AF MIMO relay channels.

• Finally, Chapter 9 presents the concluding remarks and some directions for future work.
Part I

Performance Limits of Full-Duplex

MIMO Radios
Chapter 2

Literature Survey on Full-Duplex Radios

This survey concerns radio frequency (RF) wireless communication systems or simply called radios. A radio can be used as a wireless relay between two other radios, which we call a relay system. Wireless relays have attracted a great deal of attention for next generations of wireless communication systems as they can reduce the overall path loss and transmission power consumption and they also can increase cell coverage and capacity. Two radios can be used to communicate directly with each other, which we call a bi-directional system. Conceptually, most networks require a bi-directional communication channel between communicating nodes.

The notion of a communication channel allowing bi-directional data transfer is called duplexing. For duplex communication to be feasible, interference between transmissions and receptions should be eliminated. Currently, the isolation/orthogonality between
the two directions of communication is achieved using independence in either time (Time-Division Duplexing (TDD)) or frequency (Frequency-Division Duplexing (FDD)), which are named as half-duplex (HD) systems. But the problem of using multiple time slots in TDD, and multiple frequency bands can be mitigated by designing a radio that can send and receive data at the same time and at the same frequency (a single carrier frequency), simultaneously, which is named as full-duplex (FD) systems.

But the problem with designing FD radios is that as signals attenuates (the power of the signal decreases) while propagating through the air, the signal transmitted from its own transmitter antennas of a node is much stronger (around 100dB) than the transmitted signals from other nodes. So the challenge is to eliminate the strong self-interference at the receiver antennas of the node before it saturates the front-end of the receiver. In theory, self-interference cancellation should be easy to solve. In particular, since the node knows the signal transmitted from its own transmit antenna, it can subtract it from the signal received at its receive antenna. Unfortunately, solving this problem in practice is difficult. Strong self interference saturates the front-end of the receiver, specifically low-noise-amplifier (LNA), the mixer and the analog to digital converter (ADC), thus the receiver cannot decode the packet after cancelling the self-interference. Particularly, since the desired received signal is hundreds of thousands of times weaker than the self-interference signal, the output of the ADC may contain no information about the desired signal. The reason for that is that since ADC has a finite number of quantization levels (because of finite resolution), it scales its quantization levels to match the level of the self-interference. As a result, even if all the self-interference is cancelled after the ADC, the receiver will not be able to process the
output of the ADC to decode the intended packet. Therefore, to avoid the saturation of
the front-end of the receiver, self-interference should be cancelled (or at least reduced) in
the analog domain before it reaches to any component in the receive chain.

Since HD systems require the partition of the time or frequency resources, it is
not efficient in terms of the spectral efficiency and the data rate. Therefore, the potential
advantages of FD radios over HD radios have recently motivated active research in several
different aspects, ranging from information theory and signal processing based on math-
ematical models to hardware experimentation and real system demonstration [1, 2]. FD
systems has the potential to complement and sustain the evolution of 5G technologies and
can be utilized in wireless communication systems in multiple ways, including increased link
capacity, novel relay solutions, and enhanced interference coordination, etc. [3].

The objective of this chapter is to summarize the last five years of research ef-
forts, so as to provide a comprehensive overview of this exciting research field1. Focus will
be on experimental self-interference techniques (Section 2.1). Self-interference mitigation
techniques using transmit beamforming, multi-user systems and cognitive radio systems
under FD model is discussed in Section 2.2. Finally, performance analysis for FD systems
is discussed in Section 2.3 and alternative categorizations of the available FD systems will
be discussed in Section 2.3.5. We believe that the cited papers (as well as the references
therein) will serve as a good starting point for further reading.

1A wide array of techniques proposed in the literature for self-interference suppression are surveyed in [1].
2.1 Experimental Works

The possible benefits of FD wireless systems have recently led researchers to explore on designing FD radios. As mentioned above, the main challenge in FD systems is the strong self-interference signal caused by the node’s own transmission, which makes it impossible to decode the desired signal, since the self-interference saturates the front-end of the receiver, and limits the dynamic range of the ADC in the receiving chain, which in turn increases the quantization noise for the desired signal. Recent experimental results have designed some algorithms to cancel the self-interference and shown that FD system is a feasible option for future wireless communications. The main techniques used to cancel the self-interference are:

- **Antenna separation** is a simple passive self-interference cancellation method, where the self-interference is attenuated due to the path-loss between the transmitting and receiving antennas on the FD node. The more separation between transmitting and receiving antennas, the better cancellation is achieved, but this will increase the size of the wireless terminals.

- **Analog cancellation** is an active cancellation mechanism where a canceling signal is sent through RF chains to cancel the self-interference signal at the analog domain of the receive antenna;

- **Digital cancellation** is an active cancellation mechanism which uses the knowledge of the self-interference signal to cancel the self-interference signal in the digital domain (baseband) after the ADC.
Some analog cancellation techniques use noise canceling chips [4] to subtract the self-interference signal from the received signal [5]. But practical noise cancellation circuits can only handle a dynamic range of at most 30dB [5]. Similarly, self-interference cancellation can be implemented in the digital domain after ADC, but as mentioned before existing ADCs have finite resolution that increases the quantization noise for the desired signal. Motivated by these limitations, antenna cancellation been explored as a self-interference cancellation technique. Antenna cancellation uses the fact that the signal power decreases as the distance between the transmit and receive antennas increases [6]. However, to eliminate the self-interference, one needs large antenna separation, which in turn increases the size of the wireless node impractically. A promising antenna cancellation technique to implement practical FD radios is proposed in [7]. Although promising, the technique in [7] has three major limitations. The first is that it requires three antennas for the self-interference cancellation: two transmit, and one receive. FD doubles throughput, but with three antennas, MIMO HD system can triple throughput. Furthermore, having two transmit antennas creates slight null regions of destructive interference in the far field. The second limitation is a “bandwidth constraint”, so it does not support wideband signals such as WiFi. Finally, [7] introduces a third, practical limitation: it requires manual tuning, so it cannot automatically adapt to realistic environments.

All three limitations are addressed in [8], which designs a two antenna (one transmit and one receive) FD radio using adaptive cancellation and signal inversion through a Balun (balanced/unbalanced) circuit, which does not have a bandwidth constraint. Fur-
thermore, [8] presents an automatic tuning algorithm to adapt the realistic environments automatically and quickly. However, Balun method still has a critical bandwidth limitation, since it can only cancel the self-interference perfectly at a single frequency, and the cancellation performance degrades as the bandwidth of the self-interference signal increases. Based on the observation that the delay of the echo path equivalently operates as a phase rotation of the baseband transmit signal, in [9], an analog domain self-interference cancellation scheme for orthogonal frequency-division multiplexing (OFDM) systems is proposed. Thus, the baseband transmit signal is rotated at each subcarrier, and the rotated baseband signal is used to emulate RF self-interference signals for analog cancelation. Under an ideal RF radio, where the effect of RF impairments are ignored, a single channel 20MHz FD OFDM wireless system based on analog domain self-interference cancellation is developed and mathematically analyzed in [10].

Other antenna placement techniques to cancel the interference are also discussed in [11, 12, 13, 14], which are, similar to [7], designed to create a null at a single frequency, and the performance degrades for wideband signals. As a result, beamforming nulling based designs in [7, 11, 12] require the antennas to be either symmetrically spaced or placed in a way that transmitted equal-amplitude and opposite-phased signals cancel each other at the receive antenna. In [13], a compact FD MIMO relay antenna domain isolation technique

| Table 2.1: Experimental works on full-duplex systems |
| --- | --- | --- |
| Antenna | Analog | Digital |
| [5, 6, 7, 11, 12, 13, 14] | [5]-[10], [15]-[21], [23, 24, 26] | [6]-[8], [16, 17, 20, 24, 26, 28] |
| [16, 22, 26, 50, 51, 52] | [28]-[31], [43, 48, 52] | [29], [32]-[36], [40, 45, 46, 48] |
is proposed to enhance the isolation using loops for field suppression. [14] proposed the method of self-interference cancellation for FD single-channel MIMO systems based on antenna mutual-coupling model.

The works [5, 7, 8] have assumed single-tap cancellation, which has been shown to have a pseudo-convex optimization surface [8] and the gradient descent algorithms proposed in [5, 7, 8] converge to global optima. However, in practice self-interference channel is emulated using multiple taps. Therefore, the algorithms proposed in [5, 7, 8] are sub-optimal in a multiple-tap environment, and they converge to local optima. Therefore, in [15], an analytical solution for the global optimum is derived, which achieves significant wideband cancellation in multiple-tap self-interference channel in the analog domain. Particularly, an optimal algorithm for tuning the attenuation and phase-shift parameters of a multiple-tap self-interference cancellation technique is proposed.

In [6, 16], a canceling signal is generated by using MIMO RF chains and added at the receive antenna using RF adder in the analog domain. While this technique does not require two transmit antennas as in [7], it also works better at a very narrow bandwidth (0.625 MHz) and the performance degrades for wideband signals. The authors in [17] presented wideband implementation (100MHz) of the Rice architecture [6, 16]. In [18], the authors implement a real-time OFDM-based FD radio. The open-loop techniques used in [6, 16, 18] largely depends on accurate self-interference channel estimation, and thus are directly sensitive to transmitter/receiver impairments. Since self-interference cancellation is not perfect due to these impairments, additional cancellation methods, like digital domain cancellation.
cancellation and separate transmit/receive antenna have to be incorporated to cancel the residual interference. In [19], without using additional antennas, the authors propose the implementation of an analog domain closed-loop adaptive echo cancellation technique for wideband signals, which is robust to impairments.

In [20], a baseband transmitter output based echo cancellation approach with a 2-stage iterative echo canceller at the receiver is proposed. The reference samples for the self-interference cancellation are obtained from the transmit power amplifier output. The method has been shown to increase the channel capacity by a factor between 1.4 and 1.8, depending on the distance between communicating nodes.

All of the proposed systems above require at least two antennas. Using separate transmit and receive antennas may provide a high level of isolation but the same doubling of capacity (achieved by ideal FD mode) could also be achieved by using the two antennas for transmission or reception as in HD mode. [21] first proposed a single antenna FD system that achieves 40dB self-interference isolation and low insertion loss. Different from multiple antenna FD designs in [7, 8, 11, 22], a novel FD design in [23], Picasso, achieves self-interference cancellation using a single antenna and passive attenuation/delay components which do not leak interference into adjacent spectrum. Furthermore, unlike [8], Picasso does not require constant tuning. But Picasso only allows the radio to simultaneous transmission and reception on different adjacent channels, not simultaneous transmission and reception on the same channel, which is more difficult to deal with. In [24], the authors propose novel analog and digital cancellation techniques that can achieve 110dB self interference cancellation for WiFi signals, and it works with the high bandwidths as 80MHz. Particularly, they
design and implement a FD WiFi radio that uses a single antenna and achieves close to the ideal doubling of capacity under all SNR regimes. But to emulate the self-interference channel, the discrete number of parallel, independently-tunable delay lines is used in [24], which increases the complexity of the FD design. Since the self-interference channel may vary rapidly, the delay lines have to tuned frequently. Hence, the performance of the self-interference cancellation [24] decreases in the analog domain for strongly frequency selective channels.

Furthermore, [7] supports only a single data stream, and can not support multiple streams, which is a requirement for future wireless standards. [25] discusses the possibility of extending FD designs to support multiple streams (or MIMO systems) and support asymmetric throughput on forward and reverse links. [26] proposes the first design for a 20 MHz FD MIMO OFDM WiFi radio, which achieves high rate and extended range, which can support most of the indoor WiFi deployments. The authors also present an integrated physical and MAC design that is compatible with IEEE 802.11x standard, enabling accelerated adoption of FD wireless. In [27], the authors consider a more generalized scenario, and examine the performance of a random-access time-slotted wireless network consisting of a single access point and a mix of HD and FD nodes. Unlike the SISO case in [24], the authors in [28] present the implementation of the first in-band FD MIMO WiFi radio that can achieve the ideal doubling of the capacity, and the complexity scales linearly with the number of antennas. The authors in [29] presents the implementation of “FlexRadio”, the first system that enables flexible selection of the number of RF chains for simultaneous transmission and reception dynamically based on network topology.
The experimental works shown in [5, 7, 8, 16, 18] either applied a frequency-domain transmit beamforming method or assumed frequency-flat channels. In [30], the authors present a time-domain transmit beamforming method for broadband self-interference cancellation at the RF front-end, which does not have the prefix-region problem associated with the frequency selective frequency-domain transmit beamforming methods.\(^3\)

In all of the aforementioned works, for example [6, 7, 24], the self-interference is cancelled at the analog RF stage to prevent the saturation of the front-end of the receiver. The work [31] shows that adding a complementary analog baseband self-interference cancellation stage to analog RF stage can significantly improve the performance of total cancellation achieved, and thus enhances the performance of decoding of the desired signal.

In [32], the authors presented efficient algorithms to cancel the self-interference in the digital domain for frequency selective channels. In the proposed method, the canceling signal is fed back prior to ADC, so larger dynamic range and resolution is achieved. A digital domain self-interference cancellation for wideband passband signals is proposed in [33], which is based on adaptive auxiliary transmission.

In [34], an adaptive digital interference cancellation method based on least mean square (LMS) algorithm is proposed. Particularly, the adaptive filter can adjust its coefficients to minimize delay, amplitude and phase offsets between the self-interference signal and the reconstructed signal based on the changes in the self-interference channel. Another adaptive filter that can retrieve the desired signal from the interfered signal in the digital domain by proper selection of the filter parameters is proposed in [35]. The authors in [36]

\(^3\)The theory proposed in [30] also applies for single antenna systems.
propose a robust baseband self-interference cancellation method in the digital domain for wireless OFDM communication systems, based on near- and far-end channel estimation, which have not been considered before.

Moreover, recent works have shown that the radio impairments such as transmitter and receiver phase noise in the local oscillators of the FD node limits the amount of self-interference that can be mitigated [37, 38, 39, 40, 41, 42]. For example, in [37], an analytical model that incorporates the phase noise in the transmit and receive chain, quantization noise, and receiver additive white gaussian noise (AWGN) noise is derived. It is shown that among the three impairments mentioned, oscillator phase noise in the transmit and receive chain is the main bottleneck that limits the amount of self-interference that can be canceled actively. Different from the analytical model in [37], the main reason that limits the performance of FD systems is investigated experimentally in [38], and it is shown, again, that the main bottleneck in the self-interference cancellation is the local oscillator phase noise in the transmit and receive chain. However, a very small phase-noise assumption, separate transmitter and receiver oscillators, and narrow-band signals are assumed in the analysis [38]. In [39], both common shared oscillator and two independent oscillators under wideband signals is considered. A digital-domain self-interference cancellation technique for FD OFDM systems under the transmitter/receiver oscillator phase noise is presented [40]. In [41], the phase noise estimation and mitigation in FD systems under the oscillator phase noise at the transmitter and receiver side has been examined analytically and experimentally. In [42], the performance of a amplify-and-forward (AF) FD OFDM repeater link in the presence oscillator phase noise resulting in inter-carrier interference is investigated. Two
different repeater designs are considered for comparison: One using a single oscillator signal for down- and up-conversion; and the other employing two separate oscillators. In [43], the authors present a new analog-digital hybrid method whose performance is no longer limited by the transmission noise. This method also involves a blind system identification and equalization algorithm for finding the optimal parameters of the cancellation filter.

In addition to phase noise, the amplifiers and mixers cause nonlinear distortion, which can limit the amount of self-interference cancellation. For example, it is shown in [44] that, due to the large power difference between the self-interference and the desired signal, nonlinear distortion in the transmitted and received signals becomes one of the key factors that limit amount of self-interference that can be canceled. The effects of nonlinear distortion on the performance of self-interference cancellation has been ignored in most of the existing works. Recently, the effects of nonlinear distortion on the self-interference cancellation for a FD node, and its compensation, have been studied in [24, 45, 46]. Moreover, in [47], a comprehensive analysis and detailed system calculations of the effects of the nonlinear distortion in the transmitter power amplifier (PA) and the receiver chain of the FD node is analyzed. In [48], the performance of FD MIMO OFDM transceivers with subtractive self-interference cancellation in analog and/or digital domain is analyzed under the non-ideal ADCs. In particular, the trade-off between ADC resolution, maximum transmit power, minimum physical isolation and sufficient signal to self-interference ratio needed to avoid receiver saturation is investigated.

In [49], thermal noise, one of the factors that effect the performance of the self-interference cancellation, is analyzed for wideband FD wireless system, and a power differ-
ence method to mitigate the impact of thermal noise on the FD OFDM Radio is proposed.

It is not known whether passive suppression will also encounter fundamental bottlenecks (phase noise, nonlinear distortion, etc.) mentioned above and what those bottlenecks may be. Thus, the performance of self-interference cancellation for FD systems can be improved by examining and understanding the limitations of passive suppression techniques. Therefore, directional isolation and cross-polarization are used in [50] to suppress the self-interference in a passive way for outdoor-to-indoor relay systems.\textsuperscript{4} The authors in [22] use directional antennas for passive suppression. Moreover, in [51] a measurement-based study is conducted on the performance of the three passive suppression techniques: directional isolation, absorptive shielding, and cross-polarization. The study demonstrates that more than 70dB of passive suppression can be achieved in certain environments.

Prior works, except [30], have assumed that the transmission and reception at the FD node are synchronized, so that channel estimation for the self-interference channel and the channel with the other nodes can be done orthogonally in time. However, in random-access networks, each node makes the decision of a packet transmission independently, so the packet transmitted by a node do not need to be synchronized with the packet received. In [52], the authors study two FD asynchronous communication techniques (i) where the start of packet transmission of a node precedes start of the packet reception from the same node, and (ii) where the start of packet reception precedes the start of packet transmission. And it is shown that the first technique performs better, and performs close to the performance of synchronous FD.

\textsuperscript{4}The first channel measurements for FD MIMO relays are also reported in [50].
2.2 Theoretical Works

In addition to experimental results discussed in Section 2.1, there have been also some analytical studies that show the benefits FD systems over HD systems in the presence of self-interference.

2.2.1 Self-Interference Cancellation

The effect and cancellation of self-interference was first studied in analog repeaters [53], [54]. The optimized gain control to mitigate the effect of self-interference is first introduced in [55] and the benefit of limiting the gain at the relay station depending on the self-interference level was demonstrated.

While the self-interference cancellation is limited mostly to subtractive cancellation in single-input-single-output (SISO) FD systems, the increased degrees of freedom (spatial diversity) offered by MIMO systems result in a range of new solutions to mitigate the self-interference, mostly using transmit beamforming (spatial suppression) techniques. In [56], the authors propose to direct the self-interference of a decode-and-forward (DF) relay in the FD mode to the least harmful spatial dimensions, which is an extension of [55] to MIMO systems. The authors of [57] analyze a wide range of self-interference mitigation techniques when the relay has multiple antenna, including natural isolation, time-domain cancellation and spatial domain suppression (antenna subset selection, null-space projection, and minimum mean-squared error (MMSE) filtering). The techniques in [57] apply to general protocols including AF and DF. Null-space projection and MMSE filtering are
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also considered for spatial self-interference suppression in [58, 59, 60]. In [61], the authors consider spatial-domain suppression using optimal eigenbeamforming that minimizes the power of the residual self-interference signal by pointing the transmit and receive beams to the minimum eigenmodes of the self-interference channel, which covers the null-space projection [57]-[60] as a special case. These spatial domain interference nulling techniques are possible when there are enough degrees of freedom (d.o.f.). In [62], a scheme maximizing the signal-to-interference ratio at the relay input and output is proposed, which may be effective when the d.o.f. are not enough. In [63], interference nulling algorithm is performed by an optimization of the relay processing vectors over the continuous domain, which was shown to have better performance than the singular value decomposition based method [57]. In [64], the authors study spatial self-interference cancellation methods usable for MIMO space division duplexing eigenmode transmission. In [65], the authors propose an adaptive gradient descent method to mitigate the self-interference signal for FD DF MIMO relays which can track temporal variations of the self-interference channel. In [66], two self-interference suppression schemes for cellular FD communication systems are proposed: zero forcing (ZF) precoding, extended regularized channel inversion (RCI), which can jointly leverage the advantages of large-scale MIMO and FD communication. Spatial-domain suppression decreases the degrees of freedom (multiplexing order), on the
other hand time-domain cancellation leads to residual self-interference, and thus increased decoding error. Therefore, the choice (trade-off) between two self-interference mitigation techniques: spatial-domain suppression, time-domain cancellation were considered in [67] for bi-directional systems. The authors in [68] consider the same problem in [67] under transmitter noise as the number of antennas grows large.

Some other spatial domain solutions that exploit the multiple antennas at a FD node have been proposed so that FD systems can eliminate or avoid the interference and improve the link quality [69, 70, 71, 72, 73]. Space-time equalization [69], precoding/decoding [70], or eigenbeam selection [71] techniques were applied for self-interference mitigation. In [72] designed transmit and receive filters for FD relay systems in order to cancel the self-interference and double the achievable rate of the HD relay system by using the orthogonal complement concept. Using the same system model in [63], the usage of asymmetric complex Gaussian signaling in FD DF relay systems is proposed to cancel the self-interference signal and increase the throughput [73] by searching for the optimum weights that increase the smaller signal-to-noise ratio (SNR) between source-relay and relay-destination link such that the self-interference is perfectly nulled. In [74], an overview of beamforming and power allocation for both FD and HD MIMO relays operating in DF or AF mode are provided.

Most of the self-interference cancellation techniques for FD relays assume an instantaneous self-interference channel and apply spatial processing to mitigate the self-interference. However, in practice, a non-negligible delay always occurs because of the
analog transmit/receive filters in the front-ends of relays, so spatio-temporal mitigation techniques should be applied to cancel the self-interference. By exploiting knowledge of the autocorrelation of the useful signal, a blind adaptive feedback cancellation method for MIMO AF FD relays has been proposed in [75], which can mitigate the self-interference for frequency-selective channels as well as perform the channel equalization of the source-relay channel. This extends previous work on SISO [76] and MISO [77] relays to the more general MIMO case. However, one drawback of the design from [76, 77] is that the adaptation of the beamformer requires the knowledge the angle of arrival (AoA) of the incoming source signal. So by extending the methods from [76] and [77], the authors in [78] presents a spatio-temporal adaptive feedback suppressor which does not require AoA knowledge.

Coupling wave cancellation schemes using adaptive filters have been proposed in [54, 79], however, the schemes in [54, 79] require small gains at the relay amplifier in order to have stable adaptive filters. In [80], taking advantage of the fact that the coupling waves to be cancelled at the relay node consist of its own transmitted signals, a beamforming method using not only received signals at actual antenna elements but also virtual coupling wave paths (generated with finite impulse response (FIR) filters) is proposed. The required degrees of freedom to cancel the coupling waves can be achieved by only increasing the number of FIR filters at the relay node without the need to increase the number of antennas. This approach is effective with the small number of paths of between the base station and the relay node. So, in [81], a beamforming method for multi-path FD relay systems

---

6The authors in [76] have presented a blind, second-order statistics based, low complex adaptive feedback cancellation technique for AF FD relays, which can restore the spectral shape of the desired signal effectively. This was extended in [77] to relays with multiple receive antennas (MISO), that can combine the temporal and spatial processing effectively to improve the performance of the self-interference cancellation.
with frequency domain equalization (FDE) based transmission is proposed. Particularly, the relay node uses a blind coupling wave canceller for each antenna that controls the beam weight in order to maximize the SNR at the output of the FDE. In [82], a MMSE based tapped filter is employed at the destination node to mitigate the self interference, where a blind channel estimation used to compute the optimum filter weights, is performed at the destination.

2.2.2 Multi-User

More recently, FD has been studied in the context of multiuser MIMO relay systems, where FD relays are used to improve the cell coverage and the cell-edge throughput [83]. Although most of the works on the FD have focused on self-interference cancellation, a multiple user MIMO relaying scenario has been studied in [84]-[93]. In [84], block diagonalization (BD) based precoding and power allocation is proposed for FD MIMO relay systems, where each relay node receives data streams from the base station (BS) and transmit the decoded data streams to mobile users (MSs) simultaneously. In [85] and [86], the BS serves both the MSs inside its coverage and the FD relay through multiuser MIMO transmission using BD. On the other hand, the FD relay simultaneously helps the BS forward its data to the MSs out of the BS coverage, which in turn cause interference on the MSs inside the BS coverage, and thus the FD relay was designed to deal with both the interference to the MSs within the BS coverage and the self-interference at its own receive antennas.

A centralized approach has been considered in [84]-[86], in which the BS has the
global channel state information, and based on this knowledge, it computes the its own and relay node’s beamforming vector, which is fed to the relay node. Unlike the centralized approach, in [87], a distributed FDR relay is presented for multiuser MIMO relaying systems based on the preliminary results in [88].

Moreover, in [86], a single relay case is considered. So in [89], it is extended to multiple MIMO source, FD relay, destination nodes, where zero forcing approach for single stream transmission is employed. In [90], the authors study self-interference cancellation techniques for MIMO multiuser systems in terms of the achievable sum rate. Capacity of FD MIMO downlink relay system under BD precoding is analyzed in [91], a power allocation method for the multiuser MIMO relay system based on BD is proposed in [92].

In [93], the authors consider the total throughput and energy efficiency maximization problem under a sum power constraint in the downlink channel (DL) and per-user power constraints in the uplink channel (UL) for FD multiuser system. An iterative joint optimization approach that simultaneously optimizes linear precoders of the DL channel and a power allocation strategy of the UL channel using a convex relaxation method is proposed.

The authors in [94] study the network capacity of FD bi-directional communication systems in ad-hoc networks under the delay and outage constraints. It is concluded that the increase in the network capacity through FD mode outweigh the increase in interference caused by the bi-directional use of spatial resources.

In [95], cellular (multiuser) FD networks is considered in which UL and UL operate simultaneously, and the authors identify the scenarios where the interference from UL users
to DL users can be managed to increase the degrees of freedom over the conventional HD cellular networks. In [96], the authors derive the achievable transmission rate of a cooperative wireless network in which users transmit signals to a common destination through a FD AF and FD DF relay node, and an optimal transmission scheduling algorithm is also presented to maximize the minimum transmission rate among a set of users.

2.2.3 Cognitive Radios

A key challenge in two-tier cognitive radio networks (CRN) is the ability of secondary users (SU) to sense and learn the activity of the primary users (PU). With HD radios, once the SU begin to transmit, they cannot learn about the PU activity till they have finished their transmission. As a result, SU transmissions have to be very conservative to ensure due protection to ongoing PU transmissions.

Recent work [97] studies the employment of FD CRN that are able to transmit and sense simultaneously by using the antenna cancellation technique proposed in [7]. As it is mentioned in Section 2.1, the main disadvantage of the scheme in [7] is that it requires manual tuning of RF circuits, so it cannot automatically adapt to realistic environments, which is not practical. Therefore, in [98], the authors study the increase in the achievable rate and transmission range in FD CRN using directional multi-reconfigurable antennas [6] to enable simultaneous transmission and sensing.

In [99], a continuous time Markov chain is used to develop a FD spectrum sensing technique for non-time-slotted CRN. The probabilities of detection and false alarm were derived with random arrival/departure of primary users’ traffic and the effect of bandwidth
and antennas placement error on the performance of non-time-slotted CRNs is analyzed. In [100], the authors try to improve the performance PU detection and SU throughput, where the SU can perform the self-interference cancellation to transmit and receive/sense simultaneously. In [101], an optimal power allocation scheme that minimize the outage probability in FD relay CRN is presented and in addition the outage probability of the SU in the noise-limited and interference-limited environments is analyzed.

In [102], the authors study the achievable primary-cognitive rate region by focusing on the cognitive rate maximization problem. Particularly, a primary system and a cognitive system in a cellular network cooperates in the sense that the FD cognitive BS help the primary system relay its data using AF or DF modes, and in return it can transmit its own cognitive signal. It is shown that the cooperation between the primary and cognitive system substantially increases rate region (system spectral efficiency) and the opportunities for a SU to access the primary system.

2.3 Performance Analysis

In addition to the investigation of signal processing techniques in the presence of self-interference discussed in Section 2.2, the performance evaluation of the FD techniques in terms of outage probability, diversity, etc. becomes an active research area.
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2.3.1 Transceiver Design

It is shown in [103] that the FD relays under self-interference is indeed feasible and can provide higher capacity than the HD systems. The average end-to-end capacity of the HD and the FD AF relays in a SISO frequency flat channel without a direct link is compared in [104] and the corresponding rate-interference trade-off in [105]. The studies on SISO relays [104, 105] demonstrate that FD systems can perform better than HD systems and improve the system spectral efficiency even in the presence of residual self-interference, and can achieve theoretical doubled symbol rate of the HD counterparts provided that residual self-interference is not strong. This motivates to develop and analyze the FD MIMO relays. In [106], the results in [104] are extended to the MIMO channels, in which the optimal relay transformation matrix that maximizes the capacity of the channel between the source and the destination under average power constraint is derived and find the conditions where FD outperforms HD in terms of SNR. The same authors derive the optimal FD AF relay under the presence of LNA and ADC limitations [107]. A non-convex quadratically constrained quadratic programming (QCQP) problem is formulated and the closed form optimal solution is derived by reducing and partitioning the constraint set. Furthermore,
unlike [104], which has not considered DF relays and spatial diversity in their analysis, [108] investigates the performance of FD relays for AF and DF with spatial diversity.

While most of the theoretical works on the FD MIMO systems studied the moderate interference levels which do not saturate the front-end of the receiver, the performance of the FD systems is limited by the quantization error caused by the limited dynamic range of the ADC. By exploiting both spatial and temporal freedoms of the source covariance matrices of the MIMO links, the authors of [109, 110] maximize the lower bound of the achievable rates for FD MIMO relay channels and FD bi-directional MIMO channels for slow fading channels using gradient projection (GP) method under transmitter and receiver distortions, respectively. The work in [111] later extended the findings in [110] to fast fading channels, where instantaneous channel state information (CSI) is not known at the transmitters. In the absence of instantaneous CSI at the transmitting nodes, the knowledge of some statistical properties (mean, variance) of the CSI is used for designing optimal power schedules. Using the same system model in [110], the authors in [112] consider the weighted sum-rate (WSR) maximization problem subject to total power constraint of the FD system. Based on the relationship between WSR and weighted minimum-mean-squared-error (WMMSE) problem, a low complexity iterative alternating algorithm is proposed. The technique in [109, 110] requires global CSI knowledge. However, in practice it is difficult to obtain the self-interference channel of the other node accurately because of the heavy feedback information required by the large dynamic range. Therefore to resolve this feedback problem, in [113], the authors consider a low complexity iterative distributed source covariance matrix design to maximize the sum-rate in the absence of the knowledge of the
other node’s self-interference channel for bi-directional FD MIMO systems.

Moreover, the authors in [114] worked on the optimal transmitting filter design strategies that maximize the achievable sum rate of the MIMO and MISO bi-directional systems, and a two-fold sum rate gain compared to HD system is achieved under small residual self-interference. The same authors extend this bi-directional problem to an AF FD relay system in [115], and propose different convex optimization based suboptimal schemes for different system settings. Since sum-rate maximization problem is non-convex [114]-[115], the same authors propose a sub-optimal solution which maximizes the signal-to-leakage-plus-noise ratio [116]. The same authors also study robust transmit strategies in [117] to minimize the total transmit power of a FD bi-directional MIMO system subject to self-interference constraints and total SINR requirements under a deterministic imperfect channel error model. The authors in [118] study the impact of residual self-interference on sum-rate performance under two situations: CSI is available only at receiver, and CSI is available at both transmitter and receiver. In [119], the instantaneous achievable rates for the FD and HD two-way AF relay systems are derived and compared. In two-way FD AF relay system, all the nodes, including the two source nodes are assumed to operate in the FD mode. Optimal transmit power allocation is further studied to increase the instantaneous achievable rate. Most of the work in the literature does not optimize the precoding and decoding filters jointly, which has resulted in suboptimal end-to-end performance. Hence, in [120], the authors consider joint design of precoding and decoding at the source, the relay and the destination in order to maximize the achievable rate. Exact as well as asymptotic expressions for the outage probability were derived which give insights about the diversity
order and the array gain.

The authors in [121] consider MMSE based FD systems, in which optimal beam-forming matrices at the source and destination node, and optimal relay processing matrices are computed under the transmit power constraints at the source and relay nodes. The relays in [121] were not arbitrarily distributed. Hence, the authors in [122] extend the same problem in [121] to AF MIMO HD/FD wireless distributed relay networks.

While there are so many efforts on the cancellation of the self-interference, FD has not been studied in detail for network protocols. To this end, the authors in [123] study a quality-of-service (QoS) based power allocation for a bi-directional FD systems, in which a resource allocation scheme for FD and HD relay networks in [124] is proposed. Unlike the sub-optimal QoS driven dynamic power allocation scheme in [123], three optimal dynamic power allocation schemes are proposed in [125] to maximize the achievable sum-rate of the FD bi-directional systems. It is shown that the optimal capacity with FD can not always achieve the two-fold gain compared to the HD mode, so it may be better to employ a hybrid transmission mode than using only FD mode. In [126], a method to compute the achievable gains (average sum rate and average network congestion) at the network layer is provided by using a network utility maximization framework when the nodes in the network apply self-interference cancellation techniques with different degree of accuracy.

Since the theoretical self-interference signal model in [109, 110] is intractable and requires approximations, self interference signal is modeled as an increase in noise floor in [127]. In [127], FD and HD systems are compared in terms of the capacity under the constraint that the total amount of analog radio hardware is bounded. Under this constraint,
it is not clear if these radios should be used to increase the MIMO multiplexing gain, or should be used to cancel the self-interference. It is shown in [127] in some practical SNR regions using these radios to cancel the self-interference is more beneficial since the resulting FD system after the self-interference cancellation performs better than the HD systems and almost always outperforms HD in large SNR regions. To perform the self-interference cancellation, FD mode requires additional resources such as antennas and RF chains. In [128], using a realistic residual self-interference model adopted from [16], the achievable rates and degrees of freedom for MIMO HD/FD DF are computed for two cases: The relay has the same number of antennas and the same number of RF chains as in the HD mode. An upper bound on the the performance of the FD systems can be obtained under perfect self-interference cancellation as in [129], which is very optimistic in practice.

As mentioned above, theoretical self-interference signal model in [109, 110] is intractable and requires approximations. In addition, all radio impairments are combined together in one system parameter, which simplifies system, but makes it difficult to identify the performance loss associated with specific transmitter impairments. In [37], for SISO narrow-band FD systems, the authors analytically study the achievable rate gain region as a piecewise linear approximation in log-domain, which is shown that to closely match the exact region under a signal model capturing the performance loss effects of oscillator phase noise, LNA, mixer noise, and ADC quantization noise. A local-area FD cellular radio system which serves the UL and DL channels simultaneously by frequency reuse is considered in [130]. In particular, achievable rate regions of the UL and DL were studied for arbitrary channel inputs and interference in the large system limit by using the replica method. The
ergodic capacity of bi-directional FD systems under channel estimation errors is considered using two combining schemes: maximal-ratio combining and optimum combining is investigated in [131].

Information-theoretic models for the self-interference have not been studied in detail in the literature. Recently, in [132], the deterministic approximate capacity method has been employed for a FD relaying system with an unknown self-interference channel gain. In contrast, [133] random coding methods have been employed for a FD Z–channel with side information.

Because of the trade-off between the self-interference in the FD mode and rate loss in the HD mode, the combination of both FD and HD modes is an efficient approach to improve the performance of the FD and HD systems alone [134, 135, 136, 137]. A hybrid scheme that combines the FD and HD systems for a relay channel is proposed in [134]. The duration of each mode is optimized, and has been shown to achieve higher end-to-end throughput than that of simple switching between FD and HD modes. In [135], single-user hybrid FD-HD transmission scheduling [134] is extended to multi-user hybrid FD-HD transmission scheduling, and has been shown to achieve higher end-to-end throughput than the equal opportunity scheme. A dynamic selection between FD/HD with AF/DF relaying for an orthogonal frequency division multiple access (OFDMA) system under a general optimization problem is studied in [136]. In [137], the authors study the switching boundaries between FD and HD modes with transmit power adaption to maximize the instantaneous and average spectral efficiency for both AF and DF relaying systems. However, the analysis in [137] considered only a single link. In [138], the authors study the performance of FD
multi-hop networks in an indoor environment under practical and realistic self-interference level. FD and HD multi-hop relaying in terms of coverage range is compared in [139], and the effects of FD mode on delay and throughput in interference-limited multi-hop networks under the absence of CSI at transmitters is studied in [140].

### 2.3.2 Outage Performance

Bit error rate (BER) analysis for a FD relay system under different self-interference statistics and binary phase shift keying (BPSK) modulation is studied in [141]. The optimal duplex selection based on the outage probability of a FD DF relay scheme with a cooperative direct link is investigated in [142]. The authors in [143] propose a physical layer network code for SISO FD two-way relay channel, where BER is derived for all the FD nodes (two sources and the relay node). In [144], the outage probability of a multi-hop FD DF relay system has been derived, and the performance of FD and HD systems are compared under a metric named path-loss-to-interference ratio (PLIR). In [145], the closed form expressions for outage probability for both FD and HD relay systems are derived under Nakagami-m fading channels. The authors in [146] derive the closed-form approximate expressions for the outage probability and throughput of a FD Block Markov relaying scheme under independent non-identically distributed Nakagami-m fading. In [147], the outage probability of a FD AF relay system with a MMSE decision feedback equalizer at the destination is studied under a multi-tap channel created by the direct link and self-interference. But, no relay power optimization was addressed in [147]. Therefore, a relay transmit power optimization scheme is proposed in [148] to minimize the outage probability of FD DF
cooperative relay system. In [149], additional power savings is obtained by an incremental selective DF protocol, while keeping the same outage performance as in [148]. The outage performance of an FD DF system with block Markov encoding, is studied in [150]. The outage probability and system throughput of two-way HD and one-way FD relay systems based on physical-layer network coding is compared in [151], and show that one-way FD relay system can perform better than the two-way HD relay system. The outage probability and ergodic capacity performance of two-way FD AF relay channels are derived in [152].

2.3.3 Diversity

The achieved diversity gain for the FD relay systems is discussed in [137, 141, 153]. In [154], two distributed linear convolutional space-time coding schemes are proposed for FD asynchronous cooperative communications: For the complete self-interference cancellation and for partial self-interference cancellation. And both schemes have been shown to achieve full asynchronous cooperative diversity. In [154], the cross-talk interference does not exist, because only one relay node is considered. In [155], a partial distributed linear convolutional space-time coding is proposed for a cooperative network with two FD AF relays, in which loop interference and cross-talk coexist. Unlike the symbol-by-symbol
transmission, FD precoding techniques to ensure diversity (at least one) for single antenna relay networks in block Rayleigh fading channels are presented under a practical and real imperfect self-interference cancellation in [156]. The authors in [157] study the outage probability and the diversity-multiplexing trade-off for a distributed Alamouti code implementation of a FD cooperative network.

Distributed antenna systems (DAS) have attracted much attention to enhance the spectral efficiency and coverage. In [158, 159], a fiber-connected DAS is used as a distributed relay antenna system (DRAS) to support FD transmissions with its self-interference cancellation capability. The throughput and the diversity order of the DRAS are analyzed for Rayleigh fading channels, and it has been shown that FD DRAS outperforms HD relay systems in terms of throughput with large number of antennas at the relay node and at high SNR regions.

2.3.4 Relay/Antenna Selection

The closed-form expressions for the average capacity and the BER are derived in [160] under a relay selection technique based on the best instantaneous SNR over two hops for a FD DF multi-relay network. This relay selection technique assumes a constant self-interference and global CSI knowledge, which result in high power consumption and additional network delays. Therefore, the closed-form expressions for outage and average capacity under partial relay selection based on the best instantaneous SNR over only one-hop (the source-relay link) have been derived for FD AF and FD DF relay systems in [161] and in [162], respectively. In [153], the exact and approximate expressions of the
outage probability under different relay selection algorithms based on the the assumption of availability of different instantaneous information for FD AF cooperative communication systems are derived. Relay selection is also studied in [163] for FD AF cooperative systems, and has been shown to result in a zero diversity order despite the relay selection process. Apart from relay selection, relay location optimization is an effective technique to enhance the system performance. In [164], the relay location optimization based on the minimization of the outage probability for FD DF relay systems is proposed.

The complexity of implementing MIMO radios can be significantly reduced with antenna selection (AS) technique, which requires fewer RF chains than antenna elements. Four low complexity AS schemes at the transmitter side of the relay node to mitigate self-interference are proposed in [165]. In [166], several low complexity AS schemes for MIMO FD relay systems are proposed and the outage performance of these schemes is analyzed. In [120], the outage probability of several optimal and sub-optimal AS schemes that maximize the end-to-end SNR at the destination node are studied. In [167], a transmit-receive antenna pair selection based on two system performance criteria: Maximum sum-rate, and minimum symbol-error rate is proposed for bi-directional FD communication systems.

2.3.5 Other issues

In this section, we discuss the other systems that FD is applied, like femtocells, multi-cells, cross-layer optimization, etc.

FD and HD systems have been compared mostly in terms of outage probability and
sum-rate to evaluate the performance of the system on physical-layer, but these works have not considered the performance of the systems on network-layer, including queue states. Thus, the authors in [168] compared the queuing performance of FD and HD systems under Finite-state Markov chain models with adaptive modulation, and have shown that FD scheme outperforms HD scheme in the low-SNR region but is outperformed by HD scheme as the SNR increases.

Recently, physical layer secure transmission schemes have gained interest to prevent eavesdropping and security attacks by a malicious user. In FD mode, an eavesdropper can act as both a jammer and a classical eavesdropper. In [169], a multi-antenna FD active eavesdropper which can jam and eavesdrop simultaneously is considered. The active FD eavesdropper optimizes its beamforming weights to minimize the achievable secrecy rate of the system under self-interference. In [170], a FD destination node that can jam and receive simultaneously to improve the secrecy rate performance is investigated. In [171], the effect of jamming on the design of two-hop cooperative FD/HD AF relaying is examined. The authors in [172] consider the sum secrecy rate in FD wiretap system under an imperfect CSI model subject to individual transmit power constraints.

Harvest-use (HU) is an energy harvesting (EH) technique where the received energy cannot be stored and must be used immediately to increase the lifetime of energy-constrained networks. [173] has considered the maximization of channel capacity of FD/HD AF cooperative relaying systems where the relay nodes deploy a HU architecture. The closed form expression of optimal time division between EH and relaying transmission that maximize the channel capacity is derived. It has been shown that FD mode is a better choice.
for HU-based systems, since it offers more efficient balance between EH and relaying time than HD mode.

In [174], the authors derive the closed-form expressions of the outage probability and spectral efficiency a FD relay within a cooperative femtocell underlaid in a macro-cell network. It has been shown that FD mode improves the spectral efficiency of the nodes inside the femtocell compared to the HD mode.

In [175], the authors propose distributed FD architecture via wireless side channels for interference management. Particularly, a three-node FD SISO network, where a BS serves UL and DL channels simultaneously, is considered. An orthogonal wireless side channel between the UL and DL channels is used to reduce the impact of interference from UL to DL channel to increase the multiplexing gains. The SISO case in [175] is extended to the MIMO three-node FD network in [176], where the impact of interference from UL to DL on diversity-multiplexing trade-off (DMT) under wireless-side-channel is studied. Similarly, the same authors extend the application of wireless side-channels to a larger multiuser interference network to characterize the generalized degrees of freedom per user per antenna of the system in all SNR regimes [177].

In [178], the authors study the theoretical performance of a FD multi-cell model based on stochastic geometry and show that FD multi-cell systems increase capacity over traditional cellular systems.

The authors in [179, 180] study the cross-layer optimization to choose distributed end-to-end routes that maximize the total profit of users, and that minimize the network power consumption subject to rate constraints in FD ad-hoc networks. In [181], a MAC
technique that takes advantage of the features of FD radios to eliminate the hidden terminal problem and to improve the efficiency WLAN is proposed. The nodes in [181] are fully hidden or fully conflicting, so the interference the nodes experience has not been considered. A more efficient MAC protocol for FD networks that allows partially interfering nodes to cooperate based on interference levels they experience is proposed in [182]. Moreover, when secondary packet transmission is not present, a busy tone is transmitted in [181] to prevent the hidden terminal problem, which wastes the consumption of energy. Therefore, a MAC protocol which improves the energy and bandwidth efficiency for FD radios was proposed in [183]. In [184], an asynchronous MAC protocol for FD multi-hop networks is proposed. The joint routing and power allocation problem for a wireless FD network under residual self-interference is studied in [185]. And in [186], a routing protocol to reduce the hidden terminal problem in FD multi-hop networks is proposed. The authors in [187], propose a MAC protocol for MIMO FD wireless to increase the opportunity to adopt to the MIMO FD operations in WLAN is proposed.

In [188], the authors study the system throughput and packet delay of a token-based MAC scheme for unmanned aerial vehicle ad-hoc networks with FD radios and capability of multipacket reception. The MAC scheme has been formulated and solved under perfect and imperfect CSI as a combinatorial and a discrete stochastic optimization problem, respectively.
Chapter 3

Achievable Rates of Full-Duplex MIMO Radios in Fast Fading Channels with Imperfect Channel Estimation

This chapter studies the theoretical performance of two FD MIMO radio systems: a FD bi-directional communication system and a FD relay system. We focus on the effect of a (digitally manageable) residual self-interference, imperfect channel estimation (with independent and identically distributed (i.i.d.) Gaussian channel estimation error) and transmitter noise. We assume that the instantaneous channel state information (CSI) is not used for the transmitters and an imperfect CSI is used for the receivers. To maximize
the system ergodic mutual information, which is a non-convex function of power allocation vectors at the nodes, a gradient projection algorithm is developed to optimize the power allocation vectors. This algorithm exploits both spatial and temporal freedoms of the source covariance matrices of the MIMO links between transmitters and receivers to achieve higher sum ergodic mutual information. It is observed through simulations that the algorithm reduces to a FD scheme when the nominal self-interference is low, or to a HD scheme when the nominal self-interference is high. In addition to an exact closed-form ergodic mutual information expression, we introduce a much simpler asymptotic closed-form ergodic mutual information expression, which in turn simplifies the computation of the power allocation vectors.

3.1 Introduction

This thesis concerns radio frequency (RF) wireless communication systems or simply called radios. A radio can be used as a wireless relay between two other radios, which we call a relay system. Two radios can be used to communicate directly with each other, which we call a bi-directional system.

Wireless relays have attracted a great deal of attention for next generations of wireless communication systems as relays can reduce the overall path loss and transmission power consumption and they also can increase cell coverage and capacity. A conventional wireless relay is HD, which transmits and receives using two different channels (in time or frequency). A FD relay can transmit and receive using a single frequency at the same time and is more spectrally efficient [103, 104].
Bi-directional communication is commonly required in virtually all modern communication systems, where two terminals exchange information with each other. Currently, all bi-directional systems are HD, which requires two different channels for two opposite directions. A FD bi-directional system uses a single frequency at the same time for both directions and is twice as spectrally efficient [68, 131].

Among the earliest works on FD radio is studied in [189], where a narrowband (200KHz) FD radio testbed was reported. This research effort stayed almost dormant until the work [69] published ten years later. It was then followed by the hardware-based research activities as well as the theoretical research activities mentioned in Chapter 2.

A fundamental enabler for FD radios is known as the self-interference cancelation. When a FD radio transmits, it causes self-interference which must be canceled satisfactorily. The cancelation can be done by different methods, to different degrees, and at different stages along the receiving chain of a FD radio. Cancelation of interference before the interference-corrupted signal is digitized is called analog cancelation. One important advantage of analog cancelation is that the desired (weak) signal from a remote radio will be less saturated with the receiver noise (including the receiver quantization noise).

A simple testbed for analog cancelation was reported in [7] where two transmit antennas were used to create a null at a receive antenna. A demonstration of analog cancelation using an analog circuit was shown in [8]. Analog cancelation using real-time channel estimation was reported in [16]. Analog cancelation for a single antenna used for both reception and transmission was demonstrated in [21, 23, 24, 30]. The works shown in [7, 8, 16, 21, 23] assume that the interference channel is allpass. Broadband analog
cancelation for frequency-selective interference channels was demonstrated in [18, 24, 30]. The amount of cancelation demonstrated on hardware varies and depends on many possible factors in the hardware systems.

The theoretical works shown in [56, 57, 58, 59, 61, 62, 63, 74] all exploit multiple antennas for analog interference cancelation. The key idea among all these theoretical works for analog interference cancelation is based on a well-known concept of array processing, which is often referred to as transmit beamforming. The basic idea of this approach is that the self-interference can be cancelled at the front-end of the receiver by generating a cancellation signal based on the transmit signal in the baseband.

We assume that an (imperfect) analog interference cancelation or passive suppression has been implemented in the FD radios and the residual self-interference can be handled digitally in the baseband. We focus on a theoretical performance of the FD radios under the effect of the residual self-interference. The contributions shown in this chapter are closely related to [109] and [110]. One of the differences between this work and those two is that we consider fast fading channels and they considered slow fading channels. Fast fading channel results from such a fast varying environment where the channel coherence time is much less than a coding and channel estimation delay requirement. For each residual self-interference channel, we also apply the fast fading channel model. This is because the self-interference channel (even if through an RF circulator for a single antenna) still depends on the positions of the nearby moving reflectors. Consequently, we use an ergodic mutual information to measure the system performance. Note that unlike slow fading channels assumed in [109, 110] where instantaneous CSI can be estimated with reasonable accuracy,
here we do not assume any *instantaneous* CSI feedback from the receiver. Instead, we assume that the receiver feeds the transmitter with *statistical* CSI (the mean and variance of the CSI) and the knowledge of the statistics of the CSI is used at the transmitter to design optimal power schedules.

Since computing the closed form expression of the ergodic mutual information for fast fading channels is intractable, unlike [109]-[110], we assume that the variances of the transmission noise and the receiver noise do not depend on the variance of the transmitted signal and the received signal, respectively. Such an assumption is reasonable, since recent experimental results presented in [16] suggest that the residual self-interference of a point-to-point FD system is additive, noise-like and its variance does not depend on the variance of the transmitted signal [118]. In addition, the approximation of the effects of nonlinearities in [109]-[110] is valid only if higher order nonlinearities are contributing significantly [44], which is not the model we are considering in this chapter. This invariant transmission noise model has been commonly used in other papers [44, 57, 58, 66, 68, 130].

By exploiting both spatial and temporal freedoms of the source covariance matrices of the MIMO links, the authors of [109] and [110] maximize the lower bound of the achievable rates for FD MIMO relay channels and FD bi-directional MIMO channels for slow fading channels using gradient projection (GP) method under transmitter and receiver distortions, respectively. In this chapter, we develop algorithms useful to reveal a lower bound on the

---

1Note that the baseband cancellation is only possible when the residual self-interference is small. Subject to a small self-interference, it is appropriate to model the transmission noise variance and receiver noise variance as independent of the variance of the transmitted and received signal, respectively. This is because the impact of these noises is much smaller than the self-interfering “signal”. Note that the power of the transmission noise is typically 30 – 40dB below that of the transmitted signal. The model we use is completely reasonable for a small dynamic range commonly encountered in baseband processing, and this chapter only claims the applicability in this situation.
ergodic mutual information of a FD bi-directional MIMO system and a FD MIMO relay system under a transmitter distortion model for fast fading channels where the instantaneous CSI is not known at the transmitters and imperfectly known at the receivers. In particular, using statistical CSI at the transmitters, we optimize the power allocation vectors at the nodes to maximize the ergodic mutual information of the FD systems subject to power constraints at the nodes under transmitter impairments. We develop a GP method to solve these non-convex optimization problems.

Moreover, based on [190], we introduce a simpler asymptotic closed-form expression for the ergodic mutual information of these FD systems, which is shown to be an accurate approximation even for systems with a small number of antennas. This expression simplifies the computation of the non-convex power allocation problem. It is shown through numerical simulations that at a high self-interference power level (when the INR is above the transmission SNR), the optimal power schedule reduces to the HD mode and at a low self-interference power level (when the INR is below the transmission SNR), the optimal power schedule switches to the FD mode.

This chapter is organized as follows. In Section 3.2, the system model of FD bi-directional MIMO system is discussed. In Section 3.3, we formulate the exact closed form of the lower bound ergodic mutual information expression for the FD bi-directional MIMO system. In Section 3.4, we maximize the sum ergodic mutual information subject to per node average power constraints using the GP method, and a simple asymptotic closed-form ergodic mutual information expression is introduced as well. In Section 3.5, the system model of FD MIMO relay system is discussed. In Section 3.6, simulation results are
provided to validate the performance of the algorithms.

The following notations are used in this chapter. Matrices and vectors are denoted by bold capital and lowercase letters, respectively. For matrices and vectors, \((\cdot)^T\) and \((\cdot)^H\) denote transpose and conjugate transpose, respectively. \(E_H\{\cdot\}\) stands for the statistical expectation with respect to the channel matrix \(H\); \(I_N\) denotes an \(N \times N\) identity matrix; \(\text{tr}\{\cdot\}\) stands for matrix trace; \(|\cdot|\) is the determinant; \(\|\cdot\|\) is the Euclidean norm of a vector and the Frobenius-norm of a matrix; \((\cdot)'\) denotes the first order derivative; \(\text{diag}\{a_1, \cdots, a_n\}\) denotes a diagonal matrix with the diagonal elements given by \(a_1, \cdots, a_n\). \(\mathcal{CN}(\mu, \sigma^2)\) denotes complex Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\).

### 3.2 System Model for a FD Bi-Directional Link

In this section, we describe the system model of a FD bi-directional MIMO system. (A FD MIMO relay system is discussed in Section 3.5.) We assume that each node has \(N\) physical antennas, but also has \(N\) virtual transmit antennas and \(N\) virtual receive antennas at any given time. The reason for using the word “virtual” is because a physical antenna can be used for simultaneous receiving and transmitting at the same carrier frequency [21]-[30].\(^2\) Also note that even for a single physical antenna, there is still a self-interference channel between the virtual transmit antenna and the virtual receive antenna, and the response of this (circuit) channel is still affected by the reflectors around the physical antenna. The number of virtual antennas may correspond to the number of front-ends. A two front-end relay case was studied in [137].

---

\(^2\)A FD WiFi radio that uses a single antenna was designed and implemented in [24].
Similar to [109] and [110], we partition the data transmission period under consideration or control into two time slots, since the benefit when the number of time slots is larger than the number of links is not significant [191]. The partition of the data transmission follows the concept of space-time power scheduling for multiple concurrent co-channel links shown in [191]. Particularly, the use of two distinct time slots gives the freedom to switch between FD and HD signaling depending on the power of the self-interference channel, while one time slot forces FD signaling, regardless of the power of the self-interference channel. This is similar to the MIMO interference channel in [191] and FD systems in [109, 110]. Particularly, the data transmission period is partitioned into two non-equal-length slots normalized to $\tau \in [0, 1]$ and $1 - \tau$, respectively, and $\tau$ can be optimized using a grid search [109]. For convenience, we define $\tau(1) \triangleq \tau$ and $\tau(2) \triangleq 1 - \tau$.

Figure 3.1: The signal flow diagram of a bi-directional full-duplex MIMO system. The node on the left has its transmitter denoted as transmitter 1 and its receiver as receiver 2. The node on the right has its transmitter denoted as transmitter 2 and its receiver as receiver 1. Each of the receivers and transmitters has $N$ antennas.

As illustrated in Fig. 3.1, the receiver $i \in \{1, 2\}$ receives signals from both transmitters via MIMO channels $H_{ij} \in \mathbb{C}^{N \times N}$. Here, $H_{ii}$ is the channel for $i$th transmitter-receiver
pair between the two nodes, and $H_{ij}, j \in \{1, 2\}$ and $j \neq i$ denotes the self-interference channel from transmitter $j$ to receiver $i$. All the channel matrices are assumed to be mutually independent and the entries of each matrix are i.i.d. circular complex Gaussian variables with zero mean and unit variance. We adopt the channel error model used for the FD systems in [57, 58, 59, 62, 131] and [136], where the receiver $i \in \{1, 2\}$ is provided with some partial information of the channel, $H_{ij}, j = 1, 2$, and with this imperfect CSI, the receiver $i$ performs MMSE estimation of $H_{ij}$. Let us denote the MMSE estimation as $\tilde{H}_{ij}$, and the estimation error as $\Delta H_{ij} = H_{ij} - \tilde{H}_{ij}$, where $\tilde{H}_{ij}$ and $\Delta H_{ij}$ are uncorrelated, and the entries of $\Delta H_{ij}$ are zero mean circularly symmetric complex Gaussian with variance $\sigma_{e,ij}^2$, as opposed to non-i.i.d. channel estimation errors in [109, 110]. Note that $\sigma_{e,ij}^2$ is assumed to be known to both the transmitter and receiver [192]. We will assume that the channel matrices remain constant over two consecutive time slots, but change randomly over an interval of many multiples of two time slots. We will design the power schedule to maximize an ergodic system mutual information which is averaged over the statistical distribution of the channel matrices. This mutual information is achievable (approximately) over the interval of many multiples of two time slots. Therefore, our theory is valid for “fast fading” channels, i.e., the time delay due to encoding and decoding over many multiples of two time slots is tolerable.

The quality of transmitted signals suffer from non-linear distortions in the power amplifier, phase noise, and IQ-imbalance [193]. The measurement results by [194] indicate that an i.i.d. additive Gaussian noise model accurately describes the sum of all such residual transmitter impairments. Such an assumption has also been commonly used in other FD
We consider a FD bi-directional MIMO system that suffers from self-interference. The $N \times 1$ received signal vector at the $i$th receiver can be written as

$$y_i(t) = \sqrt{\rho_i} H_{ii} (x_i(t) + c_i(t)) + \sqrt{\eta_i} H_{ij} (x_j(t) + c_j(t)) + n_i(t)$$

$$= \sqrt{\rho_i} \tilde{H}_{ii} x_i(t) + \sqrt{\rho_i} \Delta H_{ii} x_i(t) + \sqrt{\rho_i} \tilde{H}_{ii} c_i(t) + \sqrt{\eta_i} \tilde{H}_{ij} x_j(t)$$

$$+ \sqrt{\eta_i} \Delta H_{ij} x_j(t) + \sqrt{\eta_i} \tilde{H}_{ij} c_j(t) + n_i(t), \quad i, j \in \{1, 2\} \text{ and } j \neq i$$

(3.1)

where $\rho_i$ denotes the average power gain of the $i$th transmitter-receiver link, $\eta_i$ denotes the average power gain of the self-interference channel, $x_i(t) \sim \mathcal{CN}(0, Q_i(t))$ is the signal vector transmitted by node $i$ within time slot $t$, $x_j(t) \sim \mathcal{CN}(0, Q_j(t))$ is the self-interference vector from the transmitter $j$, $j \neq i$ within time slot $t$, and $n_i(t) \sim \mathcal{CN}(0, I_N)$ is the receiver noise which is additive white Gaussian noise (AWGN) vector. We assume that $n_i(t)$ is independent of $x_i(t)$ and $x_j(t)$.

In (3.1), $\sqrt{\rho_i} c_i(t)$ denotes the transmission noise from the $i$th transmitter, where $c_i(t) \sim \mathcal{CN}(0, \sigma_i^2 I_N)$, $i = 1, 2$. Note that the transmit noise in (3.1) is $\sqrt{\rho_i} c_i(t)$, not $c_i(t)$ alone. And since the signal power is $\rho_i P_i$, while the transmission noise power is $\rho_i \sigma_i^2$, the transmitter noise depends on the power level. Here $P_i$ is the averaged transmit power from the $i$th transmitter. In particular, incorporating $\sqrt{\rho_i}$ into $c_i(t)$, we have the same transmission noise model as [44, 57, 58, 66, 68, 130, 194].

The receiver $i \in \{1, 2\}$ knows the interfering signal $x_j(t)$ from transmitter $j \in \{1, 2\}$, $j \neq i$, so the self-interference term $\sqrt{\eta_i} \tilde{H}_{ij} x_j(t)$ can be subtracted from $y_i(t)$ [109,
\( \tilde{y}_i(t) \triangleq y_i(t) - \sqrt{\eta_i} \tilde{H}_{ij} x_j(t) \)

\[ = \sqrt{\rho_i} \tilde{H}_{ii} x_i(t) + v_i(t) \quad (3.2) \]

where

\[ v_i(t) = \sqrt{\rho_i} \Delta H_{ii} x_i(t) + \sqrt{\rho_i} \tilde{H}_{ii} c_i(t) + \sqrt{\rho_i} \Delta H_{ij} x_j(t) + \sqrt{\eta_i} H_{ij} c_j(t) + n_i(t) \quad (3.3) \]

is the total noise in \( \tilde{y}_i(t) \). The covariance matrix of \( v_i(t) \) can be written as

\[ \tilde{\Sigma}_i(t) = E \{ v_i(t)v_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \} \]

\[ = \rho_i E_{\Delta H_{ii}} \{ \Delta H_{ii} Q_i(t) \Delta H_{ii}^H \} + \rho_i \sigma_i^2 E_{\Delta H_{ii}} \{ H_{ii} H_{ii}^H \} + \eta_i E_{\Delta H_{ij}} \{ \Delta H_{ij} Q_j(t) \Delta H_{ij}^H \} \]

\[ + \eta_i \sigma_i^2 E_{\Delta H_{ij}} \{ H_{ij} H_{ij}^H \} + I_N \]

\[ = \rho_i \sigma_{e,ii}^2 \text{tr} \{ Q_i(t) \} I_N + \rho_i \sigma_i^2 \left( \tilde{H}_{ii} \tilde{H}_{ii}^H + \sigma_{e,ii}^2 N I_N \right) + \eta_i \sigma_{e,ij}^2 \text{tr} \{ Q_j(t) \} I_N \]

\[ + \eta_i \sigma_i^2 \left( \tilde{H}_{ij} \tilde{H}_{ij}^H + \sigma_{e,ij}^2 N I_N \right) + I_N, \quad i, j \in \{1, 2\} \text{ and } j \neq i \quad (3.4) \]

where the first expectation is taken with respect to \( x_i(t), x_j(t) \) and \( n_i(t) \), and here we have used the identity of \( E_{\Delta H_{ij}} \{ \Delta H_{ij} A \Delta H_{ij}^H \} = \sigma_{e,ij}^2 \text{tr} \{ A \} I_N \), where the entries of \( \Delta H_{ij} \) are i.i.d. with \( \mathcal{CN}(0, \sigma_{e,ij}^2) \) and \( A \in \mathbb{C}^{N \times N} \) is a known matrix.

### 3.3 Achievable Rates

In this section, we formulate the ergodic mutual information expression for the FD bi-directional MIMO system when the transmitters do not have instantaneous CSI and the receivers have imperfect instantaneous CSI, i.e., \( H_{ii} \) is unknown at the transmitter \( i \).
but partially known at the receiver $i$. As a result of the channel estimation errors and transmitter impairments in (3.3), the noise $v_i(t)$ is generally non-Gaussian. To the best of our knowledge, the exact mutual information of MIMO channels with channel estimation errors is still an open problem even for point-to-point MIMO systems [192, 195]. However, assuming $v_i(t)$ as Gaussian, which is the worst noise distribution from the perspective of mutual information, we can obtain the lower bound [195], which was also used in [109, 110].

For a given time-sharing parameter $\tau$, the lower bound of the sum mutual information of the system averaged over two time slots can be written as

$$I(Q_1, Q_2) = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \log_2 \left| I_N + \rho_i \tilde{H}_i Q_i(t) \tilde{H}_i^H \tilde{\Sigma}_i(t)^{-1} \right|$$

where $Q_i \triangleq [Q_i^T(1), Q_i^T(2)]^T$, $i = 1, 2$. Then, a lower bound of the ergodic sum mutual information of the system averaged over two time slots can be written as

$$\bar{I}(Q_1, Q_2) = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) E_{H_{ij}} \left\{ \log_2 \left| I_N + \rho_i \tilde{H}_i Q_i(t) \tilde{H}_i^H \tilde{\Sigma}_i(t)^{-1} \right| \right\}$$

To derive a closed-form expression for the ergodic sum mutual information (3.5), we use the eigendecomposition of $Q_i(t)$, which can be written as $Q_i(t) = U_i(t)D_i(t)U_i(t)^H$, $i = 1, 2$, where $U_i(t)$ is the unitary matrix of eigenvectors, and

$$D_i(t) = \text{diag} \{d_{i1}(t), d_{i2}(t), \ldots, d_{iN}(t)\}, \ i = 1, 2$$

is a diagonal matrix of all eigenvalues. For convenience, we will use the column vectors $d_1(t)$ and $d_2(t)$ defined as

$$d_i(t) = [d_{i1}(t), d_{i2}(t), \ldots, d_{iN}(t)]^T, \ i = 1, 2.$$
Now we can rewrite (3.5) as

\[ \bar{I}(D_1, D_2) = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) E_{H_{ii}, \tilde{H}_{ij}} \left\{ \log_2 \left| \delta_i(t) + \rho_i \tilde{H}_{ii} D_i(t) \tilde{H}_{ii}^H \hat{\Sigma}_i(t)^{-1} \right| \right\} \]  

(3.6)

where

\[ D_i = [D_i^T(1), D_i^T(2)]^T, \quad i = 1, 2 \]

\[ \hat{H}_{ii} = \hat{H}_{ii} U_i(t), \quad i = 1, 2 \]

\[ \hat{H}_{ij} = \hat{H}_{ij} U_j(t), \quad (i, j) \in \{1, 2\} \text{ and } j \neq i \]

\[ \hat{\Sigma}_i(t) = \rho_i \sigma_{e,ii}^2 \text{tr} \{ D_i(t) \} \delta_i(t) + \rho_i \sigma_i^2 \left( \hat{H}_{ii} \hat{H}_{ii}^H + \sigma_{e,ii}^2 N \delta_i(t) \right) + \eta_i \sigma_{e,ij}^2 \text{tr} \{ D_j(t) \} \delta_i(t) \]

\[ + \eta_i \sigma_i^2 \left( \hat{H}_{ij} \hat{H}_{ij}^H + \sigma_{e,ij}^2 N \delta_i(t) \right) + \delta_i(t), \quad i, j \in \{1, 2\} \text{ and } j \neq i. \]

Since \( \hat{H}_{ii} \) has i.i.d. Gaussian entries and \( U_i(t) \) is unitary, the statistics of \( \hat{H}_{ii} \) is identical to that of \( \hat{H}_{ii} \) [196, Lemma 5]. Therefore, for notational simplicity, in the sequel we will drop the hats on the matrices. Thus, the ergodic sum mutual information expression (3.6) can be rewritten as

\[ \bar{I}(d_1, d_2) = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) E_{H_i, \tilde{H}_i} \left\{ \log_2 \left| \delta_i(t) + \rho_i \tilde{H}_i D_i(t) \tilde{H}_i^H \hat{\Sigma}_i(t)^{-1} \right| \right\} \]

\[ = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \left[ E_{H_i} \left\{ \log_2 \left| \rho_i \tilde{H}_i D_i(t) \tilde{H}_i^H + \hat{\Sigma}_i(t) \right| \right\} - E_{H_i} \left\{ \log_2 \left| \hat{\Sigma}_i(t) \right| \right\} \right] \]

\[ = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \left[ E_{H_i} \left\{ \log_2 \left| \rho_i \tilde{H}_i D_i(t) + \sigma_i^2 N \tilde{H}_i^H + \eta_i \sigma_i^2 \tilde{H}_i \tilde{H}_i^H + c_i(t) \delta_i(t) \right| \right\} \right] \]

\[ - E_{H_i} \left\{ \log_2 \left| \rho_i \sigma_i^2 \tilde{H}_i \tilde{H}_i^H + \eta_i \sigma_i^2 \tilde{H}_i \tilde{H}_i^H + c_i(t) \delta_i(t) \right| \right\} \]

\[ = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \left[ E_{H_i} \left\{ \log_2 \left| \tilde{H}_i \Lambda_i(t) \tilde{H}_i^H + \delta_i(t) \right| \right\} \right] \]

\[ - E_{H_i} \left\{ \log_2 \left| \tilde{H}_i \Lambda_i(t) \tilde{H}_i^H + \delta_i(t) \right| \right\} \]  

(3.7)
where 

\[
\mathbf{\tilde{H}}_i = \begin{bmatrix} \mathbf{\tilde{H}}_{ii} & \mathbf{\tilde{H}}_{ij} \end{bmatrix}
\]

\[
c_i(t) \triangleq \rho_i \sigma_{e,ii}^2 \mathbf{1}_N^T \mathbf{d}_i(t) + \rho_i \sigma_{e,ii}^2 N + \eta_i \sigma_{e,ij}^2 \mathbf{1}_N^T \mathbf{d}_j(t) \\
+ \eta_i \sigma_{e,ij}^2 N + 1, \ i, j \in \{1, 2\} \text{ and } j \neq i
\]

\[
\mathbf{d}_i \triangleq \begin{bmatrix} \mathbf{d}_i(1)^T \mathbf{d}_i(2)^T \end{bmatrix}^T, \ i = 1, 2
\]

\[
\mathbf{\tilde{\Sigma}}_i(t) \triangleq \rho_i \sigma_{e,ii}^2 \text{tr} \{\mathbf{D}_i(t)\} \mathbf{I}_N + \rho_i \sigma_{e,ii}^2 \left( \mathbf{\tilde{H}}_{ii}^H \mathbf{\tilde{H}}_{ii} + \sigma_{e,ii}^2 \mathbf{N}_i \mathbf{I}_N \right) + \eta_i \sigma_{e,ij}^2 \text{tr} \{\mathbf{D}_j(t)\} \mathbf{I}_N \\
+ \eta_i \sigma_{e,ij}^2 \left( \mathbf{\tilde{H}}_{ij}^H \mathbf{\tilde{H}}_{ij} + \sigma_{e,ij}^2 \mathbf{N}_i \mathbf{I}_N \right) + \mathbf{I}_N, \ i, j \in \{1, 2\} \text{ and } j \neq i
\]

\[
\mathbf{\Lambda}_i(t) \triangleq \text{diag} \left\{ \lambda_{1,i}^T(t), \lambda_{2,i}^T(t) \right\} \quad i = 1, 2.
\]

\[
\mathbf{\bar{\Lambda}}_i(t) \triangleq \text{diag} \left\{ \bar{\lambda}_{1,i}^T(t), \lambda_{2,i}^T(t) \right\} \quad i = 1, 2.
\]

\[
\lambda_{1,i}(t) = \frac{\rho_i}{c_i(t)} \mathbf{d}_i(t) + \sigma_{e,ii}^2 \mathbf{1}_N
\]

\[
\lambda_{2,i}(t) = \frac{\eta_i}{c_i(t)} \mathbf{1}_N
\]

\[
\bar{\lambda}_{1,i}(t) = \frac{\rho_i}{c_i(t)} \mathbf{1}_N.
\]

Here \( \mathbf{1}_N \) is an \( N \times 1 \) column vector of ones. Note that \( \mathbf{1}_N^T \mathbf{d}_i(t), \ (i, t) = 1, 2 \) is the power consumed at the \( i \)th node at time slot \( t \) and it is not fixed and changes with respect to self-interference power as we will see in the simulations, whereas \( \sum_{i=1}^{2} \mathbf{1}_N^T \mathbf{d}_i(t) \) is the total power consumed by the node \( i \) and it is fixed.

The expression \( \mathbb{E}_{\mathbf{\tilde{H}}_i} \left\{ \log_2 \left| \mathbf{\tilde{H}}_i \mathbf{\Lambda}_i(t) \mathbf{\tilde{H}}_i^H + \mathbf{I}_N \right| \right\} \) in (3.7) can be viewed as the ergodic mutual information of a point-to-point MIMO channel with \( 2N \) transmit and \( N \) receive antennas. A closed-form expression for the ergodic mutual information of such a system has been shown in [197], where a determinant representation for the distribution of quadratic forms of a complex Gaussian matrix has been used. Using the results in [197], (3.7) can be
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equivalently expressed as

\[ I(d_1, d_2) = \log_2(e) \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \left[ \sum_{n=0}^{N-1} \sum_{k=1}^{2N} (c_{tikn}(\Lambda_i(t)) Q(n, \lambda_{tik}) - c_{tikn}(\bar{\Lambda}_i(t)) Q(n, \bar{\lambda}_{tik})) \right] \]  

(3.8)

where \( c_{tikn}(\Lambda_i(t)) \) and \( Q(n, \lambda_{tik}) \) are defined in Appendix 3.A. Here \( \lambda_{tik} \triangleq [\Lambda_i(t)]_{k,k} \) and \( \bar{\lambda}_{tik} \triangleq [\bar{\Lambda}_i(t)]_{k,k}, k = 1, \ldots, 2N \) denote the \((k,k)\)th element of matrix \( \Lambda_i(t) \) and \( \bar{\Lambda}_i(t) \), respectively. In (3.40) of Appendix 3.A, \( S_1(x) \triangleq \int_{x}^{\infty} e^{-\tau}/\tau d\tau \) is the exponential integral function of order 1 [198].

As shown in (3.8), the ergodic sum mutual information is now expressed as a finite summation involving rational functions and exponential integration functions of the power scheduling vectors \( d_i(t), (i, t) \in \{1, 2\} \), of both transmitting nodes. The exponential integration function is available in many software such as MATLAB and Mathematica. Thus, (3.8) is easy to compute. Note that (3.8) is derived under the assumption that all \( \lambda_{tik}, k = 1, \ldots, 2N \), have distinct values. Under the condition that some of them are identical, the closed-form ergodic sum mutual information expression can be obtained by deriving the limit of (3.8) with respect to those common values of \( \lambda_{tik} \) using L’Hospital’s rule. However, for numerical evaluation, it is sufficient to slightly and randomly perturb these identical values of \( \lambda_{tik} \), since all functions are continuous and \( \lambda_{tik} \) is deterministic [199]. The same assumption holds for \( \bar{\lambda}_{tik} \) as well.
3.4 Maximization of the Sum Ergodic Mutual Information

In this section, we aim at maximizing the sum ergodic mutual information (3.5) by choosing the transmit covariance matrices $Q_1(t)$ and $Q_2(t)$, $t = 1, 2$ subject to per node average power constraints and subsequently optimize the time-sharing parameter $\tau$. Note that we consider fast fading channels in which the instantaneous CSI is assumed to be unknown at the transmitting nodes. When the knowledge of the instantaneous CSI is absent, statistical properties of the CSI is necessary for designing optimal power schedules. The optimization problem can be formulated as

$$\max_{Q_1, Q_2, \tau(t)} \sum_{i=1}^{2} \bar{I}_i (Q_1, Q_2) \quad (3.9)$$

subject to

$$\sum_{t=1}^{2} \tau(t) \text{tr}\{Q_i(t)\} \leq P_i, \quad i = 1, 2 \quad (3.10)$$

$$Q_i(t) \geq 0, \quad \forall i, t \in \{1, 2\} \quad (3.11)$$

where $\bar{I}_i (Q_1, Q_2)$ is given in (3.5) and $P_i$ is the averaged transmit power from the $i$th transmitter.

3.4.1 Gradient Projection Approach

For a fixed $\tau$, the optimal $d_1$ and $d_2$ can be obtained by solving the following problem

$$\max_{d_1, d_2} \bar{I}(d_1, d_2) \quad (3.12)$$

subject to

$$\sum_{t=1}^{2} \tau(t) \|d_i(t)\|_1 = P_i, \quad i = 1, 2 \quad (3.13)$$

$$d_i \geq 0, \quad i = 1, 2 \quad (3.14)$$
where \( \bar{I}(d_1, d_2) \) is given in (3.8) and (3.13) is the power constraint at the \( i \)th transmitter. Here \( \| \cdot \|_1 \) denotes the sum norm (or \( l_1 \) norm) of a vector. For a vector \( x, x \geq 0 \) means that each entry of \( x \) is nonnegative.

The objective function (3.12) is highly non-convex and does not have a clear structure. We can develop numerical algorithms based on nonlinear programming techniques to obtain a locally optimal solution to the problem (3.12)-(3.14). We choose the GP method [200], which is an extension of the unconstrained steepest descent method to the convex constrained problems. The GP method is simple, efficient, and guarantees the convergence to a stationary point, provided that proper step sizes are chosen.

There are two important steps in the GP algorithm: the computation of the gradient of the objective function, and the projection of the updated optimization variable onto the convex set specified by constraint functions. To apply the GP method to solve the problem (3.12)-(3.14), we first take gradient steps for \( d_1 \) and \( d_2 \), and then project the updated \( d_1 \) and \( d_2 \) onto the constraint set specified by (3.13) and (3.14). The gradient of the objective function (3.12) with respect to \( d_{lm}(t), \ l = 1, 2, \ m = 1, \ldots, N, \ t = 1, 2 \), is given by

\[
\frac{\partial \bar{I}(d_1, d_2)}{\partial d_{lm}(t)} = \tau(t) \log_2(e) \sum_{i=1}^{N} \left[ \sum_{n=0}^{N-1} \sum_{k=1}^{2N} \left( c'_{tikn} (\Lambda_i(t)) Q(n, \lambda_{tik}) + c_{tikn} (\Lambda_i(t)) Q'(n, \lambda_{tik}) 
- c'_{tikn} (\bar{\Lambda}_i(t)) Q(n, \bar{\lambda}_{tik}) - c_{tikn} (\bar{\Lambda}_i(t)) Q'(n, \bar{\lambda}_{tik}) \right) \right].
\]

The parameters in (3.15) are given in Appendix 3.B.

Let us first consider the gradient steps of the \( i \)th transmitter-receiver pair, \( i \in \)
\{1, 2\}, and denote the $2N \times 1$ vector of gradient as
\[
g_i \triangleq \begin{bmatrix} \frac{\partial \bar{I}(d_1, d_2)}{\partial d_1(1)} & \cdots & \frac{\partial \bar{I}(d_1, d_2)}{\partial d_N(2)} \end{bmatrix}^T, \quad i = 1, 2. \tag{3.16}
\]
Then taking a step along the positive gradient direction, the power allocation vector is updated as
\[
\hat{d}_i = \bar{d}_i + s g_i, \quad i = 1, 2
\]
where $s$ is a scalar of step size, and $\bar{d}_i$ is the previous power allocation vector.

The next step of the GP algorithm is to project $\hat{d}_i$ onto the feasible region of power vector constraints (3.13)-(3.14). The projection operation is basically searching for a point $\tilde{d}_i$ in the region of (3.13)-(3.14), which has a minimum Euclidean distance to the point $\hat{d}_i$. Thus, the optimization problem for the projection operation can be written as
\[
\min_{\tilde{d}_i} \| \tilde{d}_i - \hat{d}_i \|^2 \tag{3.17}
\]
\[
s.t. \quad 2 \sum_{t=1}^2 \tau(t)\| \tilde{d}_i(t) \|_1 = P_i, \quad \tilde{d}_i \geq 0, \quad i = 1, 2. \tag{3.18}
\]
The problem (3.17)-(3.18) is convex and can be efficiently solved by the Lagrange multiplier method. It turns out that the problem (3.17)-(3.18) has a water-filling solution which is given by
\[
\tilde{d}_{ik}(t) = \left[ \hat{d}_{ik}(t) - \frac{\tau(t)\mu}{2} \right]^+, \quad k = 1, \ldots, N, \quad (i, t) = 1, 2. \tag{3.19}
\]
where $\mu \geq 0$ is the Lagrange multiplier, and for a real scalar $x$, $[x]^+ \triangleq \max\{x, 0\}$. The Lagrange multiplier $\mu$ can be obtained by substituting (3.19) back into (3.18) and solving the following nonlinear equation
\[
2 \sum_{t=1}^2 \sum_{k=1}^N \tau(t) \left[ \hat{d}_{ik}(t) - \frac{\tau(t)\mu}{2} \right]^+ = P_i, \quad i = 1, 2. \tag{3.20}
\]
We can use the bisection method to solve (3.20), since the left hand side of (3.20) is a piecewise linear function and monotonically decreasing with respect to \( \mu \).

At the \( k \)th iteration, the power allocations vectors are updated as

\[
\tilde{d}_i^{(k+1)} = \tilde{d}_i^{(k)} + \delta^{(k)} (\tilde{d}_i^{(k)} - \bar{d}_i^{(k)}), \quad i = 1, 2 \tag{3.21}
\]

\[
\tilde{d}_i^{(k)} = \text{proj} \left[ \tilde{d}_i^{(k)} + s^{(k)} g_i^{(k)} \right], \quad i = 1, 2. \tag{3.22}
\]

where \( \text{proj}[\cdot] \) stands for the projection operation in (3.17)-(3.18), \( \delta^{(k)} \) and \( s^{(k)} \) are scalars of step size and can be chosen according to the Armijo rule [200]. In this rule, \( s^{(k)} = s \) is a constant throughout the iterations, and \( \delta^{(k)} = \theta^{m_k} \), where \( m_k \) is the minimal nonnegative integer that satisfies the following inequality

\[
\bar{I} (\tilde{d}^{(k+1)}) - \bar{I} (\tilde{d}^{(k)}) \geq \sigma \theta^{m_k} \sum_{i=1}^{2} (\bar{g}_i^{(k)})^T (\tilde{d}_i^{(k)} - \bar{d}_i^{(k)}) \tag{3.23}
\]

where \( \sigma \) and \( \theta \) are constants and \( \tilde{d}^{(k)} = \left[ (\tilde{d}_1^{(k)})^T, (\tilde{d}_2^{(k)})^T \right]^T \). According to [200], usually \( \sigma \) is chosen close to 0, and a proper choice of \( \theta \) is from 0.1 to 0.5.

The steps of (3.21) and (3.22) are performed for both nodes and continue until vector \( \tilde{d}^{(k)} \) converges. The GP algorithm using the Armijo rule along the feasible direction guarantees such a convergence [200] and the convergence criterion is given as

\[
\max \text{ abs} \left\{ \tilde{d}^{(k+1)} - \tilde{d}^{(k)} \right\} \leq \epsilon \tag{3.24}
\]

where \( \max \text{ abs} \{\cdot\} \) denotes the maximal absolute value among all elements of a vector and \( \epsilon \) is a positive constant close to 0. The procedure of applying the GP technique to solve the problem (3.12)-(3.14) is summarized in Table I. Subsequently, we optimize over \( \tau \in [0,1] \) using a grid-search [109].
Table 3.1: Procedure of the projected gradient power allocation approach

1) Initialize power allocation vectors \( \bar{d}_{i} \).
   Choose step sizes. Set \( k = 0 \).
2) Set \( k := k + 1 \).
   Calculate the gradient of (3.8) \( g_i^{(k)} \) from (3.15) using (3.42)-(3.46).
   Let \( \hat{d}_i^{(k)} = \bar{d}_i^{(k)} + s g_i^{(k)} \).
   Project \( \hat{d}_i^{(k)} \) to obtain \( \tilde{d}_i^{(k)} \) using (3.19).
   Update \( \bar{d}_i^{(k)} \) using (3.21) and (3.22).
3) If convergent, end.
   Else go to step 2.

For the bi-directional case, the ergodic mutual information (3.8) and (3.25) are functions of averaged signal-to-noise ratio (SNR) and nominal interference-to-noise ratio (INR). Under the same INR for all interfering links, the desired link with the higher SNR gets the whole data transmission slot, i.e. \( \tau = 1 \) and the link with the lower SNR does not transmit, i.e. \( \tau = 0 \). In other words, the optimal \( \tau \) is either one or zero depending on the average SNR. Though we presented a general transmission protocol and solved the optimization problem as a function of \( \tau \), this time-slot allocation is not fair for the bi-directional case, so we assumed \( \tau = 0.5 \) in our simulations for the bi-directional system.

3.4.2 Approximation of Sum Ergodic Mutual Information

In this subsection, we introduce a much simpler expression of \( \bar{I}(d_1, d_2) \) than the one in (3.8), which in turn simplifies the computation in solving the problem (3.12)-(3.14). This simplification is based on an asymptotical form of \( \bar{I}(d_1, d_2) \) when \( N \to \infty \) as proposed in [190]. The proof of this asymptotical form is as follows: In [201], SNR at the output of an MMSE receiver is shown. And using the results in [201], the authors in [202] obtain
the asymptotic capacity of an optimum receiver for randomly spread CDMA in fading channels. With a simple SNR normalization and by applying [202, Theorem IV.1], the asymptotic capacity of MIMO architectures impaired by AWGN as well as spatially colored interference can be easily found as the number of antennas go to infinity as shown in Appendix of [190]. Applying the result in [190], the sum ergodic mutual information in (3.7) can be approximated as

\[
\bar{I}(d_1, d_2) = \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \mathbb{E}_{\tilde{H}_{ii}} \left\{ \log_2 \left| I_N + \rho_i \tilde{H}_{ii} D_i(t) \tilde{H}_i^H \tilde{H}_i \right| \right\}
\]

\[
= \sum_{i=1}^{2} \sum_{t=1}^{2} \tau(t) \left[ \sum_{k=1}^{2N} \log_2 \left( \frac{1 + N \alpha_{i,1}(t) \lambda_{tik}}{1 + N \alpha_{i,2}(t) \lambda_{tik}} \right) + N \log_2 \left( \frac{\alpha_{i,2}(t)}{\alpha_{i,1}(t)} \right) + N (\alpha_{i,1}(t) - \alpha_{i,2}(t)) \log_2 e \right]
\]

(3.25)

where \( \lambda_{tik} \) and \( \tilde{\lambda}_{tik} \) is defined in (3.8) and \( 0 < \alpha_{i,1}(t), \alpha_{i,2}(t) < 1 \) satisfies the following nonlinear equation

\[
\alpha_{i,1}(t) + \sum_{k=1}^{2N} \frac{\alpha_{i,1}(t) \lambda_{tik}}{N \alpha_{i,1}(t) \lambda_{tik} + 1} = 1. \quad (3.26)
\]

\[
\alpha_{i,2}(t) + \sum_{k=1}^{2N} \frac{\alpha_{i,2}(t) \tilde{\lambda}_{tik}}{N \alpha_{i,2}(t) \lambda_{tik} + 1} = 1. \quad (3.27)
\]

We can use the bisection method to compute \( \alpha_{i,1}(t) \), since the left hand side of (3.26) is monotonically increasing functions of \( \alpha_{i,1}(t) \). Same argument also holds for \( \alpha_{i,2}(t) \). It is shown in the simulations that (3.25) is an accurate approximation of (3.8) even when \( N \) is as small as three.

With the simplified closed-form expression (3.25), the problem (3.12)-(3.14) can be solved by the GP method similar to the one developed in Section 3.4.1. We only need the
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gradient of the objective function (3.25) with respect to \( d_{lm}(t) \), \( l = 1, 2 \), \( m = 1, \ldots, N \), \( t = 1, 2 \), which is given by

\[
\frac{\partial I (d_1, d_2)}{\partial d_{lm}(t)} = \tau(t) \sum_{i=1}^{2N} \sum_{k=1}^{2N} \left[ \frac{N\alpha_{i,1}(t)\lambda'_{tik}}{1 + N\alpha_{i,1}(t)\lambda_{tik}} - \frac{N\alpha_{i,2}(t)\bar{\lambda}'_{tik}}{1 + N\alpha_{i,2}(t)\bar{\lambda}_{tik}} \right]
\]

where \( \lambda'_{tik} \) and \( \bar{\lambda}'_{tik} \) are defined in (3.45) and (3.46) in Appendix 3.B, respectively. Note that since \( \alpha_{i,1}(t) \) and \( \alpha_{i,2}(t) \) are coefficients and are not functions of \( d_{lm}(t) \), they can be treated as constants in the gradient expression [203].

### 3.5 Full-Duplex Relay Systems

In this section, we study the performance of a DF FD relay system that suffers from self-interference, where all nodes are equipped with multiple antennas. The source node transmits signal streams to the destination node via the relay node and the direct link as shown in Fig. 3.2. We assume that the instantaneous CSI is not used by the transmitters and an imperfect CSI is used by the receiver. It can be seen from Fig. 3.2 that the system model of a FD relay is similar to that of the bi-directional FD system in Fig. 3.1.

For the relay system, we still assume that the relay uses \( N \) transmit antennas and \( N \) receive antennas in either FD mode or HD mode. For relay, the direction of reception is generally different from the direction of transmission. If directional antennas are used, the transmit antennas and the receive antennas should face different directions. And hence, even if the HD mode is considered, the relay still should use \( N \) antennas for transmission and \( N \) antennas for reception at any given time. For power efficiency, directional antennas are a much better choice than omnidirectional antennas.
After the partial self-interference cancelation at the relay node, the received signal at the relay node and the destination is given by

\[ y_R(t) = \tilde{y}_1(t) \]  
\[ y_D(t) = \tilde{y}_2(t) + \sqrt{\eta_2} \tilde{H}_{21} x_1(t) \]  

where \( \tilde{y}_i(t) \), \( i = 1, 2 \) is defined in (3.2). Unlike the relay node, where the partial self-interference cancellation is possible, the destination node cannot cancel the interference term \( \sqrt{\eta_2} \tilde{H}_{21} x_1(t) \) resulting from the direct link, but adds it to the total noise \( v_2(t) \) in (3.3). (If the direct link is strong, the optimal scheme may switch to direct transmission as shown in [137]. But we do not consider this scenario). For fixed \( \tau \), the lower bound of the averaged ergodic mutual information of the DF FD relay system over two time slots can be written as [204]

\[ \bar{I}(Q_1, Q_2) = \min \{ \bar{I}_1(Q_1, Q_2), \bar{I}_2(Q_1, Q_2) \} \]  

where \( \bar{I}_i(Q_1, Q_2), i = 1, 2 \) is defined in (3.5). The only difference is that the covariance
matrix of the total noise $\tilde{\Sigma}_2(t)$ \eqref{eq:total_noise} in $\tilde{I}_2(Q_1, Q_2)$ has the additional term $\eta_2 \tilde{H}_{21} Q_1(t) \tilde{H}_{21}^H$ because of the additional term in \eqref{eq:additional_term}.

### 3.5.1 Maximization of the Ergodic Mutual Information of the FD Relay System

In this subsection, we aim at maximizing the ergodic mutual information \eqref{eq:ergodic Mutual Information} by choosing the transmit covariance matrices $Q_1(t)$ and $Q_2(t)$, $t = 1, 2$, subject to per link power constraints and subsequently optimize over $\tau$. Similar to Section 3.4, we consider fast fading channels in which the statistical CSI is assumed to be known at the transmitting nodes to design the optimal power schedules. This problem can be formulated as

\[
\max_{Q_1, Q_2} \quad \min \left\{ \tilde{I}_1(Q_1, Q_2), \tilde{I}_2(Q_1, Q_2) \right\} \tag{3.32}
\]

\[
\text{s.t.} \quad \sum_{t=1}^{2} \tau(t) \text{tr} \{Q_i(t)\} \leq P_i, \quad i = 1, 2, \tag{3.33}
\]

\[
Q_i(t) \geq 0, \quad i = 1, 2. \tag{3.34}
\]

Applying the link equalizing algorithm proposed in \cite{109}, the objective function in \eqref{eq:objective_function}, can be replaced with a $\zeta$-weighted sum-rate problem, i.e., $\zeta \tilde{I}_1(Q_1, Q_2) + (1 - \zeta) \tilde{I}_2(Q_1, Q_2)$, where $\zeta$ is computed using bisection method (see Section IV-A of \cite{109} for more details about the link-equalizing algorithm). Therefore, the $\zeta$-weighted sum-rate optimization problem can be expressed as

\[
\max_{Q_1, Q_2} \quad \sum_{i=1}^{2} \zeta(i) \tilde{I}_i(Q_1, Q_2) \tag{3.35}
\]

\[
\text{s.t.} \quad \sum_{t=1}^{2} \tau(t) \text{tr} \{Q_i(t)\} \leq P_i, \quad i = 1, 2, \tag{3.36}
\]

\[
Q_i(t) \geq 0, \quad i = 1, 2. \tag{3.37}
\]
where $\zeta(1) = \zeta$ and $\zeta(2) = 1 - \zeta$. Since the optimization problem (3.35)-(3.37) has a similar structure with (3.9)-(3.11), GP method proposed in Section 3.4.1 can be applied to solve (3.35)-(3.37). Note that at each bisection step to compute $\zeta$, GP method is used.

The closed-form ergodic mutual information expression of the relay system can be obtained similar to (3.8). Due to the additional term in (3.30), the only modification required is on the term $\lambda_{2,2}(t)$ in $\Lambda_2(t)$ and $\bar{\Lambda}_2(t)$, which is modified as

$$\lambda_{2,2}(t) = \eta_2 \frac{d_1(t) + \sigma_t^2 1_N}{c_2(t)}.$$

Similarly the gradient of the objective function (3.35) can be obtained similar to (3.15). The only modification is on the terms $\lambda_{t2k}^{'}$ and $\bar{\lambda}_{t2k}^{'}$, which are given at the top of next page.

### 3.6 Simulation Results

In this section, we study the performance of the proposed FD MIMO bi-directional communication system through numerical simulations as a function of the averaged SNR, the nominal INR, the number of antennas $N$, the channel estimation errors $\sigma_{e,ij}^2$ and the transmitter impairments $\sigma_t^2$. For all simulation examples, we set the same channel estimation error for all links, i.e., $\sigma_{e,ij}^2 = \sigma_e^2$, $i,j \in \{1,2\}$. The Armijo parameters are selected as $\sigma = 0.1$, $\theta = 0.5$, and the stopping threshold of the GP algorithm is chosen as $\epsilon = 10^{-5}$. For simplicity, we focus on the case of $\eta_1 = \eta_2 = \eta$ and the same average transmit power for each node (i.e., $P_i = N$, $i = 1, 2$). Thus, the averaged SNR for all de-
sired links is defined as $\text{SNR}_i = \rho_i N$, $i = 1, 2$ and the nominal INR for all interfering links $\text{INR}_i = \eta N$, $i = 1, 2$. Since the nominal INR and the averaged SNR$_i$, $i = 1, 2$ are quasi static, we assume that their values can be obtained with relatively high precision, so we treat them as deterministic parameters. To optimize the HD scheme, we use the GP method to solve the problem (3.9)-(3.11) with the HD constraint of $Q_1(2) = Q_2(1) = 0$. Note that the HD scheme is invariant to INR. To show the importance of using two time slots, we compare our FD system using two data transmission slots (FD2) with the FD system using
only one data transmission slot (FD1). In the FD1 scheme, the same source covariance matrices are used for both time slots, i.e., $Q_1(1) = Q_1(2)$ and $Q_2(1) = Q_2(2)$. Since the GP algorithm only converges to a locally optimal solution, we use the output of the HD scheme as the initialization of the FD scheme. For the maximization problem (3.9)-(3.11), the time-sharing coefficient $\tau$ can be optimized over the grid $\tau \in \{0.1, 0.2, \ldots, 0.9\}$ [109].

In the first example, we compare the exact and approximate closed-form expressions of the lower bound ergodic mutual information of the FD2 system using (3.8) and (3.25), respectively, for different number of antennas. We set $\text{SNR}_i = \text{SNR} = 20\text{dB}$, $i = 1, 2$, $\sigma_e^2 = 0.01$ and $\sigma_i^2 = -30\text{dB}$. It can be seen from Fig. 3.3 that the ergodic mutual information increases with the number of antennas. Note that the ergodic mutual information of the FD2 system is always equal to or greater than that of the HD system (the reason is explained in Fig. 3.5). It can also be seen from Fig. 3.3 that the asymptotic closed-form expression for the ergodic mutual information is an accurate approximation even when the number of antennas is as small as $N = 3$. Unless otherwise stated, hereafter we adopt the asymptotic closed-form ergodic mutual information expression, since it has a much lower computational complexity.

In the second example, we investigate the role of channel estimation errors on the lower bound of the ergodic mutual information (3.25). Here we set $N = 2$, $\text{SNR}_i = \text{SNR} = 20\text{dB}$, $i = 1, 2$ and $\sigma_i^2 = -30\text{dB}$. It can be seen from Fig. 3.4 that as the channel estimation errors increases, the ergodic mutual information of both the FD2 and HD systems decreases. The gap between ergodic mutual information curves diminishes as $\sigma_e^2$ increases.

In the next example, we investigate the impact of INR on the ergodic mutual
Figure 3.3: Ergodic mutual information comparison of the FD2 and HD systems with different number of antennas versus INR. Here SNR = 20dB, $\sigma^2_e = 0.01$, $\sigma^2_t = -30$dB.

Figure 3.4: Ergodic mutual information comparison of the FD2 and HD systems with different channel estimation errors versus INR. Here $N = 2$, SNR = 20dB, $\sigma^2_t = -30$dB.
information of the FD2, FD1, and HD schemes with $N = 3$, $\text{SNR}_2 = 20\text{dB}$, $\sigma^2_e = 0.01$ and $\sigma^2_t = -30\text{dB}$ for different $\text{SNR}_1$ values. As expected, it can be observed from Fig. 3.5 that the HD scheme is invariant to INR. For the low-to-mid values of INR, the FD2 scheme has the FD system behavior and it switches to the HD scheme at the high values of INR. The FD1 scheme performs similar to the FD2 scheme at low-to-mid values of INR, but its performance drops below that of the HD scheme for larger values of INR. The use of two distinct data time slots gives the freedom to switch to the HD signaling when the power of the self-interference channel is high (where the HD scheme is optimal), while the FD1 system forces FD signaling at each time slot, regardless of the strength of the self-interference channel.

In our fourth example, we examine the INR that FD2 converges to HD. Fig. 3.6 demonstrates that the behavior of convergence depends on $\sigma^2_t$ and $\sigma^2_e$ values.

In our fifth example, we examine the ergodic mutual information of the FD2 and HD systems versus $\text{SNR}_i = \text{SNR}$, $i = 1, 2$ for various fixed values of INR. We choose $N = 3$, $\sigma^2_e = 0.01$ and $\sigma^2_t = -30\text{dB}$. It can be observed from Fig. 3.7 that at low INR, the system operates in the FD mode for all values of SNR, since SNR mostly dominates INR. At high INR, the system operates in the HD mode at low values of SNR (since INR dominates SNR), but switches to the FD mode as SNR increases, since SNR starts to dominate INR.

In our sixth example, we examine the ergodic mutual information of the FD2 and HD systems versus $\text{SNR}_i = \text{SNR}$, $i = 1, 2$ for various values of $\sigma^2_t$. We choose $N = 3$, $\text{INR} = 20\text{dB}$ and $\sigma^2_e = 0.01$. It can be observed from Fig. 3.8 that as $\sigma^2_t$ decreases, the ergodic mutual information increases and the gap between the curves diminishes.
Figure 3.5: Ergodic mutual information comparison of the FD2, FD1, and HD systems versus INR for different SNR$_2$ values. Here $N = 3$, SNR$_1 = 20$dB, $\sigma^2_e = 0.01$, $\sigma^2_t = -30$dB.

Figure 3.6: Ergodic mutual information comparison of the FD2 and HD systems versus INR for different $\sigma^2_e$ and $\sigma^2_t$ values. Here $N = 3$, SNR = 20dB.
Figure 3.7: Ergodic mutual information comparison of the FD2 and HD systems for different INR values versus SNR. Here $N = 3$, $\sigma_e^2 = 0.01$, $\sigma_t^2 = -30$dB.

Figure 3.8: Ergodic mutual information comparison of the FD2 and HD systems with different $\sigma_t^2$ values versus SNR. Here $N = 3$, INR = 20dB, $\sigma_e^2 = 0.01$. 
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In our last example, we consider MIMO FD relay systems. We obtain similar results as MIMO bi-directional FD system as shown in Fig. 3.9. In particular, the relay node operates in the FD mode when the self-interference is weak, and as the self-interference increases, we observe a transition of the relay node to the HD mode. Similar to [109], we can also observe that, compared to using fixed value $\tau = 0.5$, the optimization of $\tau$ gives a small rate improvement.

3.7 Appendix 3.A: Parameters in (3.8)

See (3.38)-(3.40) for the parameters $c_{tikn}(\Lambda_i(t))$ and $Q(n, \lambda_{tik})$ in (3.8).

\[
c_{tikn}(\Lambda_i(t)) = \frac{(-1)^{N-n-1}}{n!} \lambda_{tik}^{N-1} \left( \prod_{h \neq k} (\lambda_{tik} - \lambda_{tih}) \right)^{-1} b_{tikn}(\Lambda_i(t)) \tag{3.38}
\]

\[
b_{tikn}(\Lambda_i(t)) = \begin{cases} 
\sum_{j \neq k}^{N} \lambda_{tij} \cdots \lambda_{tij_{N-n-1}}, & n = 0, \ldots, N - 2 \\
1, & n = N - 1 
\end{cases} \tag{3.39}
\]

\[
Q(n, \lambda_{tik}) = \int_0^\infty \ln(1 + x)x^n e^{-(x/\lambda_{tik})} dx \tag{3.40}
\]

\[
= \sum_{r=0}^{n} \frac{n!(-1)^{(n-r)}}{(n-r)!} \lambda_{tik}^{r+1} e^{1/\lambda_{tik}} S_1 \left( \frac{1}{\lambda_{tik}} \right) \\
+ \sum_{r=1}^{n} \sum_{s=0}^{r-1} \sum_{h=0}^{r-s-1} \frac{n!(-1)^{(n-r)} \lambda_{tik}^{h+s+2}}{(n-r)!(r-s-h-1)!(r-s)} \tag{3.41}
\]

3.8 Appendix 3.B: Parameters in (3.15)

See (3.42)-(3.46) shown at the bottom of the next page for the definition of the parameters in (3.15).
Figure 3.9: Ergodic mutual information comparison of the FD2, FD1, and HD relay systems versus INR$_1$. Here $N = 3$, SNR$_1 = 20$dB, SNR$_2 = 10$dB, INR$_2 = 0$dB, $\sigma^2_e = 0.01$, $\sigma^2_l = -30$dB.

$$\bar{\lambda}'_{lik} = \left\{ \begin{array}{ll} -\rho_i^2 c_i(t)^{-2} \sigma^2_{e,ii} \sigma^2_l, & l = i \text{ and } k \leq N \\ -\rho_i \eta_l c_i(t)^{-2} \sigma^2_{e,ii} \sigma^2_l, & l = i \text{ and } k > N \\ -\rho_i \eta_l c_i(t)^{-2} \sigma^2_{e,ij} \sigma^2_l, & l \neq i (l = j) \text{ and } k \leq N \\ -\eta_l^2 c_i(t)^{-2} \sigma^2_{e,ij} \sigma^2_l, & l \neq i (l = j) \text{ and } k > N \end{array} \right. . \quad (3.46)$$
\[ c'_{tikn}(\Lambda_i(t)) = \frac{(-1)^{N-n-1}(N-1)}{n!} \lambda_{tik}^{N-2} \lambda_{tik}' \left( \prod_{h \neq k}^{2N} (\lambda_{tik} - \lambda_{tikh}) \right)^{-1} b_{tikn}(\Lambda_i(t)) \]

\[ -\frac{(-1)^{N-n-1}}{n!} \lambda_{tik}^{N-1} \sum_{j=1, j \neq k}^{2N} \left[ \prod_{h \neq k}^{2N} (\lambda_{tik} - \lambda_{tikh}) \right]^{-1} (\lambda_{tik} - \lambda_{tijk})^{-1} (\lambda_{tik}' - \lambda_{tijk}') \]

\[ \times b_{tikn}(\Lambda_i(t)) + \frac{(-1)^{N-n-1}}{n!} \lambda_{tik}^{N-1} \left( \prod_{h \neq k}^{2N} (\lambda_{tik} - \lambda_{tikh}) \right)^{-1} b_{tikn}'(\Lambda_i(t)) \] (3.42)

\[ Q'(n, \lambda_{tik}) = \sum_{r=0}^{n} \frac{n!(-1)^{(n-r)}(r+1)\lambda_{tik}' \left( \frac{1}{\lambda_{tik}} \right) - \frac{1}{\lambda_{tik}} e^{1/\lambda_{tik}} S_1 \left( \frac{1}{\lambda_{tik}} \right) + 1}{(n-r)!} \lambda_{tik} (r+1) \lambda_{tik}' \] (3.43)

\[ b'_{tikn}(\Lambda_i(t)) = \begin{cases} \sum_{1 \leq j_1 < \ldots < j_{N-n-1} \leq 2N} \lambda_{tij_1} \lambda_{tij_2} \ldots \lambda_{tij_{N-n-1}} \\ + \sum_{1 \leq j_1 < \ldots < j_{N-n-1} \leq 2N} \lambda_{tij_1} \lambda_{tij_2} \ldots \lambda_{tij_{N-n-1}} \\ + \ldots + \sum_{1 \leq j_1 < \ldots < j_{N-n-1} \leq 2N} \lambda_{tij_1} \lambda_{tij_2} \ldots \lambda_{tij_{N-n-1}}, & n = 0, \ldots, N-2 \\ 0, & n = N-1 \end{cases} \] (3.44)

\[ \lambda_{tik}' = \begin{cases} -\rho_i^2 c_i(t) - 2\sigma_{e,ii}^2 (d_{ik}(t) + \sigma_i^2), & l = i \text{ and } k \neq m \text{ and } k \leq N \\ \frac{\rho_i}{c_i(t)} - \rho_i^2 c_i(t) - 2\sigma_{e,ii}^2 (d_{ik}(t) + \sigma_i^2), & l = i \text{ and } k = m \text{ and } k \leq N \\ -\rho_i \eta_i c_i(t) - 2\sigma_{e,ii} \sigma_i^2, & l = i \text{ and } k > N \\ -\rho_i \eta_i c_i(t) - 2\sigma_{e,ij} (d_{ik}(t) + \sigma_i^2), & l \neq i \text{ (} l = j \text{)} \text{ and } k \leq N \\ -\eta_i^2 c_i(t) - 2\sigma_{e,ij} \sigma_i^2, & l \neq i \text{ (} l = j \text{)} \text{ and } k > N \end{cases} \] (3.45)
Chapter 4

Weighted-Sum-Rate Maximization
for Bi-directional Full-Duplex
MIMO Systems

4.1 Introduction

With a given level of residual self-interference, what could be the best possible performance of a bi-directional link between two FD radios? This is one of the important questions of our interest.

The authors in [110] explored the above question. Following their previous work on FD relays in [109], they studied how to best utilize two FD radio nodes for bi-directional communications. They formulated the problem into a power allocation problem in two time or frequency slots, which is similar to the space-time power scheduling approach proposed
in [191]. The work in [111] later extended the findings in [110] to fast fading channels, under a simpler model, where channel state information (CSI) is not known at the transmitters and only imperfectly known at the receivers.

This chapter reports a further analysis of the performance of a bi-directional link between two FD MIMO radio nodes. We also cast the problem into a power allocation problem using two time or frequency slots. We develop algorithms useful for computing the maximum weighted sum-rate (WSR) of the link (also called the system). Two types of power constraints are considered. One is a power constraint on the total power of the system. The other is a power constraint on the power at each radio node. Under either constraint, the problem is non-convex. Following an approach used in [205] and [206], we turn the WSR problem into a weighted minimum-mean-squared-error (WMMSE) problem, the latter of which is easier to solve.

The algorithms we develop determine a power schedule to best utilize the FD MIMO radio nodes for bi-directional communication. For instance, with the individual power constraint, the power schedule resulting from our algorithm reduces to the HD mode when the self-interference level is high, or otherwise to the FD mode when the self-interference level is low. Also for instance, with the total power constraint and when the self-interference level is high, the power schedule resulting from our algorithm not only switches to the HD mode but also opportunistically selects one of the two directions of communication in order to maximize the sum rate of the system. Most importantly, our algorithm can be used to determine the best power schedule for maximum WSR of the bi-directional link at any given self-interference level.
The following notations are used in this chapter. The matrices and the vectors are denoted as bold capital and lowercase letters, respectively. \((\cdot)^T\) is the transpose; \((\cdot)^H\) is the conjugate transpose. \(\mathbb{E}\{\cdot\}\) means the statistical expectation; \(I_N\) is the \(N\) by \(N\) identity matrix; \(\text{tr}(\cdot)\) is the trace; \(|\cdot|\) is the determinant; \(\text{diag}(\mathbf{A})\) is the diagonal matrix with the same diagonal elements as \(\mathbf{A}\). \(\mathcal{CN}(\mu, \sigma^2)\) denotes a complex Gaussian distribution with mean \(\mu\) and variance \(\sigma^2\). \([x]^+\) denotes \(\max(x, 0)\).

4.2 System Model

In this chapter, we consider the same FD bi-directional MIMO system model covered in Fig. 3.1 of Chapter 3. Particularly, we partition the data transmission period into two time slots \((t = 1, 2)\), consider the same channel estimation error model, and assume that two FD nodes have \(N\) transmit/receive antennas. But unlike the fast-fading model in Chapter 3, in this chapter, we consider slow-fading channels.

We also take into account the limited dynamic range (DR). Limited-DR is caused by non-ideal amplifiers, oscillators, analog-to-digital converters (ADCs), and digital-to-analog converters (DACs). To model the effects of limited DR, we used the same assumptions in [109, 110]. Particularly, at each receive antenna an additive white Gaussian "receiver distortion" with variance \(\beta\) times the energy of the undistorted receive signal on that receive antenna is applied and at each transmit antenna, an additive white Gaussian "transmitter noise" with variance \(\kappa\) times the energy of the intended transmit signal is applied.\(^1\)

\(^1\)Note that unlike the invariant transmitter distortion model assumed in Chapter 3, in this chapter we assume both transmitter and receiver distortion, which depend on the covariance matrices of the transmit
We consider a FD bi-directional MIMO system that suffers from self-interference. Thus, the receiver $i$ receives a combination of the signals transmitted by both transmitters and noise. The $N \times 1$ received signal at the $i$th receiver is written as

$$y_i(t) = \sqrt{\rho_i} H_{ii}(x_i(t) + c_i(t)) + \sqrt{\eta_i} H_{ij}(x_j(t) + c_j(t)) + e_i(t) + n_i(t)$$

$$= \sqrt{\rho_i} \tilde{H}_{ii}x_i(t) + \sqrt{\rho_i} \Delta H_{ii}x_i(t) + \sqrt{\rho_i} \tilde{H}_{ii}c_i(t) + \sqrt{\eta_i} \Delta H_{ij}x_j(t) + \sqrt{\eta_i} \Delta H_{ij}c_j(t) + e_i(t) + n_i(t), \quad i, j \in \{1, 2\} \text{ and } j \neq i$$

(4.1)

where $x_i(t) = V_i(t)d_i(t)$ is $N \times 1$ signal vector transmitted by transmitter $i$ with covariance matrix $E \{x_i(t)x_i(t)^H\} = V_i(t)V_i(t)^H$ and $x_j(t) = V_j(t)d_j(t)$ is $N \times 1$ signal vector transmitted vector from the transmitter $j$, $j \neq i$ with a covariance matrix $E \{x_j(t)x_j(t)^H\} = V_j(t)V_j(t)^H$, which incurs self-interference at the $i$th receiver. $V_k(t) \in \mathbb{C}^{N \times N}$ and $d_k(t) \in \mathbb{C}^N$ represent precoding matrix and data streams at the node $k$, $k = 1, 2$, respectively. Note that, we assume $E \{d_i(t)d_i(t)^H\} = I_N$, $E \{d_i(t)d_j(t)^H\} = 0$, $i \neq j$ and the number of streams is equal to the number of antennas, $N$. $n_i(t) \in \mathbb{C}^N$ is the additive white Gaussian noise (AWGN) vector at the $i$th receiver with zero mean and unit covariance matrix, $E \{n_i(t)n_i(t)^H\} = I_N$ and it is uncorrelated to $x_i(t)$ and $x_j(t)$. $\rho_i$ denotes the average gain of the $i$th transmitter-receiver link, and $\eta_i$ denotes the average gain of the self-interference channel. $c_i(t) \in \mathbb{C}^N$, $i = 1, 2$ is the transmitter noise at the $i$th transmitter, which models the effect of limited transmitter DR and closely approximates the effects of additive power-amplifier noise, non-linearities in the DAC and phase noise [109, 110]. The covariance matrix of $c_i(t)$ is given by $\kappa (\kappa \ll 1)$ times the energy of the intended signal at each transmit antenna, i.e. $c_i(t) \sim \mathcal{CN}(0, \kappa \text{diag}(V_i(t)V_i(t)^H))$, and is independent of and received signals, respectively.
\( x_i(t) \). \( e_i(t) \in \mathbb{C}^N \), \( i = 1, 2 \) is the additive receiver distortion at the \( i \)th receiver, which models the effect of limited receiver DR and closely approximates the combined effects of additive gain-control noise, non-linearities in the ADC and phase noise [109, 110]. The covariance matrix of \( e_i(t) \) is given by \( \beta \) (\( \beta \ll 1 \)) times the energy of the undistorted received signal at each receive antenna, i.e. \( e_i(t) \sim \mathcal{CN}(0, \beta \text{diag}(\Phi_i(t))) \). \( \Phi_i(t) = \text{Cov}\{u_i(t)\} \), where \( u_i(t) \) is the \( i \)th receiver’s undistorted received vector, i.e. \( u_i(t) = y_i(t) - e_i(t) \). \( e_i(t) \) is independent of \( u_i(t) \).

The receiver \( i \in \{1, 2\} \) knows the interfering codewords \( x_j(t) \) from transmitter \( j \in \{1, 2\}, j \neq i \), so the self-interference term \( \sqrt{\eta_i} \tilde{H}_{ij} x_j(t) \) is known and thus be cancelled. The interference canceled signal can then be written as

\[
\tilde{y}_i(t) = y_i(t) - \sqrt{\eta_i} \tilde{H}_{ij} x_j(t)
\]

(4.2)

\[
= \sqrt{\rho_i} \tilde{H}_{ii} x_i(t) + v_i(t)
\]

where \( v_i(t) \) is the unknown interference components of (4.2) after self-interference cancellation and given by

\[
v_i(t) = \sqrt{\rho_i} \Delta H_{ii} x_i(t) + \sqrt{\rho_i} H_{ii} c_i(t) + \sqrt{\eta_i} \Delta H_{ij} x_j(t)
\]

(4.3)

\[
+ \sqrt{\eta_i} H_{ij} c_j(t) + e_i(t) + n_i(t)
\]

We show in Appendix 4.A that the covariance matrix of \( v_i(t) \) can be approximated as

\[
\Sigma_i(t) \approx \rho_i \kappa \tilde{H}_{ii} \text{diag} \left( V_i(t)V_i(t)^H \right) \tilde{H}_{ii}^H + \rho_i \sigma_e^2 \text{tr} \left\{ V_i(t)V_i(t)^H \right\} I_N
\]

\[
+ \eta_i \kappa \tilde{H}_{ij} \text{diag} \left( V_j(t)V_j(t)^H \right) \tilde{H}_{ij}^H + \eta_i \sigma_e^2 \text{tr} \left\{ V_j(t)V_j(t)^H \right\} I_N
\]

\[
+ \beta \rho_i \text{diag} \left( \tilde{H}_{ii} V_i(t)V_i(t)^H \tilde{H}_{ii}^H \right) + \beta \eta_i \text{diag} \left( \tilde{H}_{ij} V_j(t)V_j(t)^H \tilde{H}_{ij}^H \right)
\]

\[
+ I_N
\]
As a result of the channel estimation errors and limited dynamic ranges in (4.3), the noise \( v_i(t) \) is generally non-Gaussian. To the best of our knowledge, the exact capacity of MIMO channels with channel estimation errors is still an open problem even for point-to-point MIMO systems [192, 195]. However, assuming \( v_i(t) \) as Gaussian, we can obtain their useful lower bounds [195]. A lower bound of the achievable rate of the \( i \)th node at time \( t \) can be written as

\[
I_i(t) = \log_2 \left| I_N + \rho_i \tilde{H}_{ii} V_i(t) V_i^H(t) \tilde{H}_{ii}^H \tilde{\Sigma}_i(t)^{-1} \right| \tag{4.4}
\]

At time \( t \), node \( i \) applies the linear receiver \( R_i(t), \ (i, \ t) \in \{1, 2\} \). That is

\[
\hat{d}_i(t) = R_i(t) \tilde{y}_i(t) \tag{4.5}
\]

\[
= \sqrt{\rho_i} R_i(t) \tilde{H}_{ii} V_i(t) d_i(t) + R_i(t) v_i(t)
\]

We can now formulate the MSE of the \( i \)th transmitter-receiver pair at time slot \( t \). Using (4.5), the MSE matrix of the \( i \)th receiver at time \( t \) can be written as

\[
\text{MSE}_i(t) = E \left\{ \left( \hat{d}_i(t) - d_i(t) \right) \left( \hat{d}_i(t) - d_i(t) \right)^H \right\} \tag{4.6}
\]

\[
= \left( \sqrt{\rho_i} R_i(t) \tilde{H}_{ii} V_i(t) - I_N \right) \left( \sqrt{\rho_i} R_i(t) \tilde{H}_{ii} V_i(t) - I_N \right)^H + R_i(t) \tilde{\Sigma}_i(t) R_i(t)^H
\]
4.3 Weighted-Sum-Rate Maximization

WSR optimization scheme is formulated as follows

$$\max_{V_i(t)} \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \mu_i(t) I_i(t)$$ (4.7)

s.t

$$\frac{1}{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t)V_i(t)^H \right\} \leq P_i, \ i = 1, 2$$ (4.8)

or s.t

$$\frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t)V_i(t)^H \right\} \leq P_T$$ (4.9)

where $P_i$ is the power constraint at the $i$th transmitter, $P_T$ is the total power constraint of the system and $\mu_i(t) \geq 0$ denotes the weight.

To understand the link between the WSR maximization and the WMMSE minimization problems in the FD bi-directional MIMO channels, we need to establish the relationship between the achievable rate and the error covariance matrix. This argument is parallel to the one given in [205] for the MIMO broadcast channel and in [206] for the MIMO interference channel. The MMSE receiver filter applied at node $i$ at time $t$ can be expressed as

$$R^\text{opt}_i(t) = \arg \min_{R_i(t)} \text{MSE}_i(t)$$

$$= \sqrt{\rho_i} V_i^H(t)\tilde{H}_{ii}^H \left( \rho_i \tilde{H}_{ii} V_i(t) V_i^H(t) \tilde{H}_{ii}^H + \tilde{\Sigma}_i(t) \right)^{-1}$$ (4.10)

Plugging (4.10) in (4.6), we can write (4.6) as

$$E_i(t) = \left( I_N + \rho_i V_i^H(t)\tilde{H}_{ii}^H \tilde{\Sigma}_i(t)^{-1} \tilde{H}_{ii} V_i(t) \right)^{-1}$$ (4.11)

where matrix inversion lemma $(A + BCD)^{-1} = A^{-1} - A^{-1}B (DA^{-1}B + C^{-1})^{-1} DA^{-1}$ is applied in the second equality.
Comparing (4.4) and (4.11), it is easy to see the relationship between the achievable rate and the error covariance matrix as

\[ I_i(t) = \log_2 |E_i(t)^{-1}| \]  

(4.12)

### 4.3.1 MSE Weight Design

WMMSE problem can be formulated as

\[
\min_{V_i(t)} \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ W_i(t) E_i(t) \right\} 
\]

s.t \[
\frac{1}{2} \sum_{i=1}^{2} \text{tr} \left\{ V_i(t) V_i(t)^H \right\} \leq P_i, \ i = 1, 2 
\]

or \[
\frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t) V_i(t)^H \right\} \leq P_T 
\]

(4.13) \hspace{1cm} (4.14) \hspace{1cm} (4.15)

where \( W_i(t) \in \mathbb{C}^{N \times N} \) is a constant weight matrix associated with node \( i \) at time \( t \).

The Lagrangian functions of the optimization problems (4.7)-(4.9) and (4.13)-(4.15) can be written as

\[
\mathcal{L}_{WSR} = -\frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \mu_i(t) I_i(t) + \sum_{i=1}^{2} \lambda_i \left( \frac{1}{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t) V_i(t)^H \right\} - P_i \right) 
\]

(4.16)

\[
\mathcal{L}_{WMMSE} = \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ W_i(t) E_i(t) \right\} + \sum_{i=1}^{2} \lambda_i \left( \frac{1}{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t) V_i(t)^H \right\} - P_i \right) 
\]

(4.17)

where \( Q \) selects the desired power constraint (\( Q = 1 \) for the sum power constraint and \( Q = 0 \) for the individual power constraint), \( \lambda \) and \( \lambda_i \) denote the Lagrange multipliers for the sum power constraint and individual power constraint at the \( i \)th node, respectively. The gradients of both Lagrangian functions (4.16) and (4.17) with respect to \( V_i(t) \) can be
written as

\[
\frac{\partial L_{WSR}}{\partial V_i^*(t)} = -\frac{1}{2 \ln 2} \left( \sum_{i=1}^{2} \mu_i(t) \text{tr} \left\{ E_i(t) \frac{\partial E_i(t)^{-1}}{\partial V_i^*(t)} \right\} \right) + \frac{\lambda_i}{2} V_i(t)
\]

\[
\frac{\partial L_{WMMSE}}{\partial V_i^*(t)} = -\frac{1}{2} \left( \sum_{i=1}^{2} \text{tr} \left\{ W_i(t) E_i(t) \frac{\partial E_i(t)^{-1}}{\partial V_i^*(t)} \right\} \right) + \frac{\lambda_i}{2} V_i(t)
\]

where we have used the matrix derivative formulas \( \partial \ln |X| = \text{tr} \left\{ X^{-1} \partial X \right\} \) and \( \partial X^{-1} = X^{-1} \partial XX^{-1} \).

Comparing (4.18) and (4.18), we can see that given transmit filters \( V_i(t), (i, t) \in \{1, 2\} \) and MMSE error covariance matrices \( E_i(t), (i, t) \in \{1, 2\} \), the gradient of WSR and the gradient of WMMSE problems are equal if the MSE-weights \( W_i(t), (i, t) \in \{1, 2\} \) are chosen as:

\[
W_i(t) = \frac{\mu_i(t)}{\ln 2} E_i(t)^{-1}
\]

(4.19)

Since the KKT-conditions of the WSR and WMMSE problems can be satisfied simultaneously with the choice of MSE-weights (4.19), we can solve the WSR problem (4.7)-(4.9) through solving WMMSE problem (4.13)-(4.15).

### 4.3.2 Sum-power constrained transceiver design

The problem to find the optimal transmit filters \( V_i(t) \) for fixed receive filters under the sum-power constraint of the system is formulated as below:

\[
\min_{V_i(t)} \quad \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ W_i(t) E \left\{ \left( d_i(t) - \alpha^{-1} \hat{d}_i(t) \right) \left( d_i(t) - \alpha^{-1} \hat{d}_i(t) \right)^H \right\} \right\}
\]

(4.20)

\[
\text{s.t.} \quad \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t) V_i(t)^H \right\} \leq P_T
\]

(4.21)
where $W_i(t)$ is chosen according to (4.19) and $\alpha$ is a scaling parameter. Similar to [207], where the optimal transmit filters are computed for the unweighted case, the WMMSE transmit filter of (4.20)-(4.21) can be shown to be

$$V_i(t) = \alpha \tilde{V}_i(t)$$  \hspace{1cm} (4.22)

Here, $\alpha = \sqrt{\frac{P_i}{\sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ W_i(t)R_i(t)R_i(t)^H \}}} \hspace{1cm}$ and as shown in Appendix 4.B, $\tilde{V}_i(t)$ is computed as

$$\tilde{V}_i(t) = \sqrt{\rho_i} \left( X_i(t) + \frac{1}{P_T} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ W_i(t)R_i(t)R_i(t)^H \} I_N \right)^{-1} \times \tilde{H}_i^H R_i(t)^H W_i(t)$$ \hspace{1cm} (4.23)

where $X_i(t)$ is given by

$$X_i(t) = \rho_i \tilde{H}_i^H R_i(t)^H W_i(t)R_i(t)\tilde{H}_i + \rho_i \kappa \text{diag} \left( \tilde{H}_i^H R_i(t)^H W_i(t)R_i(t)\tilde{H}_i \right)$$

$$+ \rho_i \sigma_z^2 \text{tr} \{ R_i(t)^H W_i(t)R_i(t) \} I_N + \rho_i \beta \tilde{H}_i^H \text{diag} (R_i(t)^H W_i(t)R_i(t)) \tilde{H}_i$$

$$+ \eta_j \kappa \text{diag} \left( \tilde{H}_j^H R_j(t)^H W_j(t)R_j(t)\tilde{H}_j \right) + \eta_j \sigma_z^2 \text{tr} \{ R_j(t)^H W_j(t)R_j(t) \} I_N$$

$$+ \eta_j \beta \tilde{H}_j^H \text{diag} (R_j(t)^H W_j(t)R_j(t)) \tilde{H}_j$$ \hspace{1cm} (4.24)

### 4.3.3 Individual-power-constrained transceiver design

The problem to find the optimal transmit filters $V_i(t)$ for fixed receive filters under the individual-power constraint at each node of the system is formulated as below:

$$\min_{V_i(t)} \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ W_i(t)E \left( \left( d_i(t) - \hat{d}_i(t) \right) \left( d_i(t) - \hat{d}_i(t) \right)^H \right) \}$$ \hspace{1cm} (4.25)

$$\text{s.t.} \quad \frac{1}{2} \sum_{t=1}^{2} \text{tr} \{ V_i(t)V_i(t)^H \} \leq P_i, \quad i = 1, 2$$ \hspace{1cm} (4.26)
Taking the partial derivative of the Lagrange function of (4.25)-(4.26) with respect to the matrix $V_i(t)$, we can obtain the optimal $V_i(t)$ as

$$V_i(t) = \sqrt{\rho_i} (\lambda_i I_N + X_i(t))^{-1} \tilde{H}_i^H R_i(t)^H W_i(t)$$

(4.27)

where $X_i(t)$ is defined in (4.24). The values of the Lagrange multiplier $\lambda_i, i = 1, 2$ in (4.27) are calculated similar to [208] by taking the singular value decomposition of $X_i(t) = U_i(t) \Delta_i(t) (U_i(t))^H$ and writing the power constraint in (4.26), after simple steps, as

$$\frac{1}{2} \sum_{t=1}^{2} \text{tr} \left\{ V_i(t) (V_i(t))^H \right\} = \frac{1}{2} \rho_i \sum_{t=1}^{2} \sum_{k=1}^{N} \frac{g_{ik}(t)}{(\lambda_i + \Delta_{ik}(t))^2} = P_i$$

(4.28)

where $g_{ik}(t)$ is the $k$th row and $k$th column of $U_i(t)^H \tilde{H}_i^H R_i(t)^H W_i(t) W_i(t)^H R_i(t) \tilde{H}_i U_i(t)$ and $\Delta_{ik}(t)$ denotes the $k$th row and $k$th column element of the matrix $\Delta_i(t)$. We can compute $\lambda_i, i = 1, 2$ from (4.28) numerically. If the values of the Lagrange multipliers $\lambda_i, i = 1, 2$ are negative, we assign $\lambda_i, i = 1, 2$ as zeros.

The iterative alternating algorithm for the WSR optimization problem (4.7)-(4.9) through WMMSE minimization problem is given in Table 4.1. The algorithm in Table 4.1 holds for both the sum-power constraint and the individual-power-constraint WSR problems. With the same logic in [205], by manipulating the WSR maximization problem of (4.7)-(4.9), we can include the MMSE weights and receive filters as new optimization variables. By showing that this new optimization problem converges monotonically, we can prove that the algorithm in Table 4.1 is guaranteed to converge to a local optimum. Since the WMMSE minimization (4.13)-(4.15) problem is not jointly convex over optimization variables, the proposed algorithm does not ensure to converge to the global optimal so-
olution. Because of this non-convexity of the optimization problems we are dealing with, we need to choose good initialization points to have a suboptimal solution with a good performance.

4.4 Simulation Results

In this section, we numerically investigate the WSR optimization problem for MIMO FD bi-directional systems as a function of signal-to-noise ratio (SNR), nominal interference to noise ratio (INR), number of antennas \( N \) and channel estimation errors \( \sigma_e^2 \).

For brevity, we set the same average transmit power for each node \( P_1 = P_2 = N \) and \( P_T = 2N \). We also assumed \( \rho_1 = \rho_2 = \text{SNR}/N \), \( \eta_1 = \eta_2 = \text{INR}/N \), and \( \mu_i(t) = \mu \), \( (i,t) = 1,2 \). To optimize the HD scheme, we solved the WSR optimization problem with the HD constraint that \( \mathbf{V}_1(2) = \mathbf{V}_2(1) = 0 \). Note that HD scheme is invariant to INR.

To show the importance of using two time slots, we also compared our FD scheme with two data transmission slots (denoted as FD2) with the FD system with only one data transmission slot (denoted as FD1), where we assumed the same source covariance matrices for both time slots, \( \mathbf{V}_1(1) = \mathbf{V}_1(2) \) and \( \mathbf{V}_2(1) = \mathbf{V}_2(2) \). Since the optimization problems we are dealing with are non-convex, we need to choose good initialization points to have a suboptimal solution with a good performance. We choose 30 random initialization points and picked the one that gives the best performance. The results are averaged over 100 independent channel realizations.

In the first example, we investigate the impact of INR on the sum-rate of the
Table 4.1: WSR maximization algorithm

1) Set the iteration number \( n = 0 \) and initialize \( V_i^{[0]}(t), (i, t) \in \{1, 2\} \)
and calculate \( I_{sum}^{[0]} = \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \mu_i(t) I_i(t) \)

2) \( n \leftarrow n + 1 \). Update \( R_i^{[n+1]}(t) \):
\[
R_i^{[n+1]}(t) = \sqrt{\rho_i} \left( V_i^{[n]}(t) \right)^H \tilde{H}_{ii} \left( \rho_i \tilde{H}_{ii} V_i^{[n]}(t) \left( V_i^{[n]}(t) \right)^H \tilde{H}_{ii} + \Sigma_i^{[n]}(t) \right)^{-1}
\]

3) Calculate and update \( W_i^{[n+1]}(t) \):
\[
W_i^{[n+1]}(t) = \frac{\mu(t)}{\sigma_e^2} \left( E_i^{[n]}(t) \right)^{-1}, (i, t) \in \{1, 2\}
\]

4) Calculate and update \( V_i^{[n+1]}(t) \)
\[
V_i^{[n+1]}(t) = \sqrt{\rho_i} \left( \lambda_i I_N + X_i^{[n+1]}(t) \right)^{-1} \tilde{H}_{ii} R_i^{[n+1]}(t)^H W_i^{[n+1]}(t)
\]

4) Repeat steps 2, 3 and 4 until convergence, i.e. \( \left| I_{sum}^{[n+1]} - I_{sum}^{[n]} \right| \leq \epsilon \), where \( \epsilon \) is some arbitrarily small value or a predefined number of iterations is reached.

FD2, FD1, and HD schemes with \( N = 2 \), SNR = 20dB, \( \sigma_e^2 = 0 \), \( \beta = \kappa = -40dB \) and \( \mu = 0.25 \). As expected, it can be observed from Fig. 4.1 that the HD scheme is invariant to INR. For the individual power constrained problem, at the low-to-mid values of INR, the FD2 scheme behaves as a FD system and it switches to the HD scheme at the high values of INR. The FD1 scheme performs similar to the FD2 scheme at low-to-mid values of INR, but its performance drops below that of the HD scheme for larger values of INR.

The use of two distinct data time slots gives the freedom to switch to the HD signaling when the power of the self-interference channel is high (where the HD scheme is optimal), while the FD1 system forces FD signaling, regardless of the strength of the self-interference channel. As for the sum-power constrained problem, similar to individual power constrained problem, at the low-to-mid values of INR, the FD2 scheme behaves as a FD system and it converges towards the HD scheme at the high values of INR, but unlike the individual power constrained problem, the sum-rate of FD2 is never equal to the sum-rate of HD.
scheme (always higher). The reason that the performance of FD2 is always higher than HD is that at high INR depending on the channel conditions, the total power is allocated to only one of the nodes which has a better channel. For example, if $H_{ii}$ has more channel gains than $H_{jj}$, then all the power is given to the $i$th transmitter. On the other hand, for HD case the two nodes have to transmit regardless of their channel conditions. The FD1 scheme performs similar to FD2 scheme for all values of INR and the sum-rate of FD1 does not drop to zero unlike the individual power constrained case.

In the second example, we investigate the role of channel estimation errors on the sum-rate of FD2 and HD systems for the individual power constrained problem. Here we set $N = 2$ and $\text{SNR} = 20\text{dB}$, $\beta = \kappa = -40\text{dB}$ and $\mu = 0.25$. It can be seen from Fig. 4.2 that as the channel estimation errors increases, the sum-rate of both the FD2 and HD systems decreases. Note that the sum-rate of the FD2 system is always equal to or greater than that of the HD system (the reason is explained in Fig. 4.1). We have a similar result for the sum-power constraint problem, which we have not included to avoid the repetition.

In our third example, we investigate the role of antenna number $N$ on the sum-rate of FD2 and HD systems for the sum-power constrained problem. We set $\text{SNR} = 20\text{dB}$ and $\sigma_e^2 = 0.01$, $\beta = \kappa = -40\text{dB}$ and $\mu = 0.25$. It can be seen from Fig. 4.3 that the sum-rate increases with the number of antennas. Note that the sum-rate of the FD2 system is always greater than that of the HD system (the reason is explained in Fig. 4.1). We have a similar result for the individual power constrained problem, which we have not included to avoid the repetition.

In our fourth example, we examine the sum-rate of the FD2 and HD systems versus
Figure 4.1: Sum-rate comparison of the FD2, FD1, and HD systems versus INR. Here $N = 2$, SNR = 20dB, $\sigma_e^2 = 0$, $\kappa = \beta = -40$dB, $\mu = 0.25$.

Figure 4.2: Sum-rate comparison of the FD2 and HD systems with different $\sigma_e^2$ versus INR for individual power constrained problem. Here $N = 2$, SNR = 20dB, $\kappa = \beta = -40$dB and $\mu = 0.25$. 
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Figure 4.3: Sum-rate comparison of the FD2 and HD systems with different $N$ versus INR for sum-power constrained problem. Here SNR = 20dB, $\sigma_e^2 = 0.01$, $\kappa = \beta = -40$dB and $\mu = 0.25$.

SNR for various fixed values of INR for both sum-power and individual power constrained problems. We choose $N = 2$ and $\sigma_e^2 = 0.01$, $\kappa = \beta = -40$dB and $\mu = 0.25$. It can be observed from Fig. 4.4 and Fig. 4.5 that at low INR, the system operates in the FD mode for all values of SNR, since SNR mostly dominates INR. At high INR, the system operates in the HD mode for the individual power constrained problem and operates close to but better than HD mode for the sum-power constrained problem (as explained in Fig. 4.1) at low values of SNR (since INR dominates SNR), but switches to the FD mode as SNR increases, since SNR starts to dominate INR.

The cumulative distribution of the sum-rate of each of the tested schemes is plotted in Fig. 4.6 where $N = 2$, SNR = 20dB, INR = 15dB, $\sigma_e^2 = 0.01$, $\kappa = \beta = -40$dB and $\mu = 0.25$. 
Figure 4.4: Sum-rate comparison of the FD2 and HD systems for different INR values versus SNR for individual power constrained problem. Here $N = 2$, $\sigma_e^2 = 0.01$, $\kappa = \beta = -40\text{dB}$ and $\mu = 0.25$.

Figure 4.5: Sum-rate comparison of the FD2 and HD systems for different INR values versus SNR for sum-power constrained problem. Here $N = 2$, $\sigma_e^2 = 0.01$, $\kappa = \beta = -40\text{dB}$ and $\mu = 0.25$. 
Figure 4.6: Cumulative distribution of the sum-rate. Here $N = 2$, SNR = 20dB, INR = 15dB, $\sigma_e^2 = 0.01$, $\kappa = \beta = -40$dB, $\mu = 0.25$.

4.5 Appendix 4.A: Covariance of (4.3)

To calculate the covariance matrix of $v_i(t)$, we first need to find the covariance of $e_i(t)$, which is written as

$$
\mathbb{E} \left\{ e_i(t) e_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \right\}
$$

$$
= \beta \text{diag} \left( \text{Cov} \left( u_i(t) | \tilde{H}_{ii}, \tilde{H}_{ij} \right) \right)
$$

$$
= \beta \text{diag} \left( \mathbb{E}_{\Delta H_{ii}} \{ \rho_i H_{ii} (V_i(t)V_i(t)^H + \kappa \text{diag} (V_i(t)V_i(t)^H)) H_{ii}^H \} \right)
$$

$$
+ \mathbb{E}_{\Delta H_{ij}} \left\{ \eta_i H_{ij} (V_j(t)V_j(t)^H + \kappa \text{diag} (V_j(t)V_j(t)^H)) H_{ij}^H \} + I_N \right\}
$$

$$
= \beta \text{diag} \left( \rho_i \tilde{H}_{ii} \{ V_i(t)V_i(t)^H + \kappa \text{diag} (V_i(t)V_i(t)^H) \} \tilde{H}_{ii}^H \right)
$$

$$
+ \rho_i \sigma_e^2 \text{tr} \left\{ V_i(t)V_i(t)^H + \kappa \text{diag} (V_i(t)V_i(t)^H) \right\} I_N
$$

$$
+ \eta_i \tilde{H}_{ij} \{ V_j(t)V_j(t)^H + \kappa \text{diag} (V_j(t)V_j(t)^H) \} \tilde{H}_{ij}^H + I_N
$$

$$
+ \eta_i \sigma_e^2 \text{tr} \left\{ V_j(t)V_j(t)^H + \kappa \text{diag} (V_j(t)V_j(t)^H) \right\} I_N
$$

(4.29)
Here, the first expectation is taken with respect to $d_i(t)$, $d_j(t)$, $\Delta H_{ii}$, $\Delta H_{ij}$ and $n_i(t)$; and we used the identity $E_{\Delta H_{ij}} \left\{ H_{ij} A H_{ij}^H \right\} = \tilde{H}_{ij} A \tilde{H}_{ij}^H + \sigma_e^2 \text{tr}(A) I_N$ if the entries of $\Delta H_{ij}$ are i.i.d with $\mathcal{CN}(0,\sigma_e^2)$ and $A \in \mathbb{C}^{N \times N}$ is a known matrix.

Using $\beta \ll 1$ and $\kappa \ll 1$, (4.29) can be approximated as

$$E \left\{ e_i(t) e_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \right\} \approx \beta \left( \rho_i \text{diag} \left( \tilde{H}_{ii} V_i(t) V_i(t)^H \tilde{H}_{ii}^H \right) + \rho_i \sigma_e^2 \text{tr} \left\{ V_i(t) V_i(t)^H \right\} I_N \right)$$
$$+ \eta_i \text{diag} \left( \tilde{H}_{ij} V_j(t) V_j(t)^H \tilde{H}_{ij}^H \right) + \eta_i \sigma_e^2 \text{tr} \left\{ V_j(t) V_j(t)^H \right\} I_N + I_N \quad (4.30)$$

Using (4.3), the covariance matrix of $v_i(t)$ can be written as

$$\tilde{\Sigma}_i(t) = E \left\{ v_i(t) v_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \right\}$$
$$= \rho_i E_{\Delta H_{ii}} \left\{ \Delta H_{ii} V_i(t) V_i(t)^H \Delta H_{ii}^H \right\} + \kappa \rho_i E_{\Delta H_{ii}} \left\{ \text{diag} \left( V_i(t) V_i(t)^H \right) \tilde{H}_{ii}^H \right\}$$
$$+ \eta_i E_{\Delta H_{ij}} \left\{ \Delta H_{ij} V_j(t) V_j(t)^H \Delta H_{ij}^H \right\} + \kappa \eta_i E_{\Delta H_{ij}} \left\{ \text{diag} \left( V_j(t) V_j(t)^H \right) \tilde{H}_{ij}^H \right\}$$
$$+ E \left\{ e_i(t) e_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \right\} + I_N$$
$$= \rho_i \sigma_e^2 \text{tr} \left\{ V_i(t) V_i(t)^H \right\} I_N + \rho_i \kappa \left( \tilde{H}_{ii} \text{diag} \left( V_i(t) V_i(t)^H \right) \tilde{H}_{ii}^H \right)$$
$$+ \sigma_e^2 \text{tr} \left\{ V_i(t) V_i(t)^H \right\} I_N + \eta_i \sigma_e^2 \text{tr} \left\{ V_j(t) V_j(t)^H \right\} I_N$$
$$+ \eta_i \kappa \left( \tilde{H}_{ij} \text{diag} \left( V_j(t) V_j(t)^H \right) \tilde{H}_{ij}^H + \sigma_e^2 \text{tr} \left\{ V_j(t) V_j(t)^H \right\} I_N \right)$$
$$+ E \left\{ e_i(t) e_i(t)^H | \tilde{H}_{ii}, \tilde{H}_{ij} \right\} + I_N \quad (4.31)$$
By plugging (4.30) in (4.31), (4.31) can be written as

\[ \tilde{\Sigma}_i(t) = \rho_i \kappa \tilde{H}_{ii} \text{diag} (V_i(t)V_i(t)^H) \tilde{H}_{ii}^H + \rho_i \sigma_v^2 \text{tr} \{ V_i(t)V_i(t)^H \} (1 + \kappa + \beta) I_N \]

\[ + \eta_i \kappa \tilde{H}_{ij} \text{diag} (V_j(t)V_j(t)^H) \tilde{H}_{ij}^H + \eta_i \sigma_v^2 \text{tr} \{ V_j(t)V_j(t)^H \} (1 + \kappa + \beta) I_N \]

\[ + \beta \rho_i \text{diag} \left( \tilde{H}_{ii}(t) V_i(t)^H \tilde{H}_{ii}^H \right) + \beta \eta_i \text{diag} \left( \tilde{H}_{ij}(t) V_j(t)^H \tilde{H}_{ij}^H \right) \]

\[ + (\beta + 1) I_N \] (4.32)

Using \( \beta \ll 1 \) and \( \kappa \ll 1 \), (4.32) can be approximated as (4.4).

### 4.6 Appendix 4.B: Derivation of (4.23)

The Lagrangian function of the optimization problem (4.20)-(4.21) can be expressed as

\[ L = \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ W_i(t) \left( I_N - \sqrt{\rho_i} \tilde{V}_i(t)^H \tilde{H}_{ii}^H R_i(t)^H - \sqrt{\rho_i} R_i(t)^H \tilde{H}_{ii}^H I_N - \beta \rho_i \text{diag} \left( \tilde{H}_{ii}(t) I_N \right) \right) \right\} \]

\[ + \lambda \left( \frac{\alpha^2}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ V_i(t)V_i(t)^H \} - P_T \right) \] (4.33)

where

\[ \tilde{\Sigma}_i(t) = \rho_i \kappa \tilde{H}_{ii} \text{diag} (\tilde{V}_i(t)\tilde{V}_i(t)^H) \tilde{H}_{ii}^H + \rho_i \sigma_v^2 \text{tr} \{ \tilde{V}_i(t)\tilde{V}_i(t)^H \} I_N \]

\[ + \eta_i \kappa \tilde{H}_{ij} \text{diag} (\tilde{V}_j(t)\tilde{V}_j(t)^H) \tilde{H}_{ij}^H + \eta_i \sigma_v^2 \text{tr} \{ \tilde{V}_j(t)\tilde{V}_j(t)^H \} I_N \]

\[ + \beta \rho_i \text{diag} \left( \tilde{H}_{ii}(t) \tilde{V}_i(t)^H \tilde{H}_{ii}^H \right) + \alpha^{-2} I_N \]

\[ + \beta \eta_i \text{diag} \left( \tilde{H}_{ij}(t) \tilde{V}_j(t)^H \tilde{H}_{ij}^H \right), \ (i,j) \in \{1,2\}, j \neq i \] (4.34)
Taking the partial derivative of (4.33) with respect to the matrix $\bar{V}_i(t)$, we obtain
\[
\frac{\partial \mathcal{L}}{\partial \bar{V}_i^*(t)} = \frac{1}{2} \left( -\sqrt{\rho_i} \bar{H}_i^H \bar{R}_i(t)^H \bar{W}_i(t) + \rho_i \bar{H}_i^H \bar{W}_i(t) \bar{R}_i(t) \bar{H}_i \bar{v}_i(t) \right.
\]
\[
\quad + \frac{\text{tr} \left\{ \bar{R}_i(t)^H \bar{W}_i(t) \bar{R}_i(t) \partial \bar{\Sigma}_i(t) \right\}}{\partial \bar{V}_i^*(t)} + \left. \frac{\text{tr} \left\{ \bar{R}_j(t)^H \bar{W}_j(t) \bar{R}_j(t) \partial \bar{\Sigma}_j(t) \right\}}{\partial \bar{V}_i^*(t)} \right) + \frac{\lambda \alpha^2}{2} \bar{V}_i(t)
\]
Using (4.34), we can write
\[
\frac{\text{tr} \left\{ \Lambda_i(t) \partial \bar{\Sigma}_i(t) \right\}}{\partial \bar{V}_i^*(t)} = \left( \rho_i \kappa \text{diag} \left( \bar{H}_i^H \Lambda_i(t) \bar{H}_i \right) + \rho_i \sigma_e^2 \text{tr} \left\{ \Lambda_i(t) \right\} I_N \right.
\]
\[
\quad + \rho_i \beta \bar{H}_i^H \text{diag} \left( \Lambda_i(t) \right) \bar{H}_i \right) \bar{V}_i(t)
\]
(4.36)
\[
\frac{\text{tr} \left\{ \Lambda_j(t) \partial \bar{\Sigma}_j(t) \right\}}{\partial \bar{V}_i^*(t)} = \left( \eta_j \kappa \text{diag} \left( \bar{H}_j^H \Lambda_j(t) \bar{H}_j \right) + \eta_j \sigma_e^2 \text{tr} \left\{ \Lambda_j(t) \right\} I_N \right.
\]
\[
\quad + \eta_j \beta \bar{H}_j^H \text{diag} \left( \Lambda_j(t) \right) \bar{H}_j \right) \bar{V}_i(t)
\]
(4.37)
where $\Lambda_i(t) = \bar{R}_i(t)^H \bar{W}_i(t) \bar{R}_i(t)$, $(i, t) \in \{1, 2\}$. By plugging (4.36) and (4.37) into (4.35) and making it equal to zero, we can obtain the optimal $\bar{V}_i(t)$ as
\[
\bar{V}_i(t) = \sqrt{\rho_i} \left( \bar{X}_i(t) + \lambda \alpha^2 I_N \right)^{-1} \bar{H}_i^H \bar{R}_i(t)^H \bar{W}_i(t)
\]
(4.38)
where $\bar{X}_i(t)$ is defined in (4.24).

Taking the derivative of the Lagrange function (4.33) with respect to $\alpha$, we obtain
\[
\frac{\partial \mathcal{L}}{\partial \alpha} = -\alpha^{-3} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ \bar{W}_i(t) \bar{R}_i(t) \bar{R}_i(t)^H \right\} + \lambda \alpha \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ \bar{V}_i(t) \bar{V}_i(t)^H \right\}
\]
\[
= 0
\]
\[
\Rightarrow \lambda \alpha^2 \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ \bar{V}_i(t) \bar{V}_i(t)^H \right\}
\]
\[
= \alpha^{-2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \left\{ \bar{W}_i(t) \bar{R}_i(t) \bar{R}_i(t)^H \right\}
\]
(4.39)
The complementary slackness condition of (4.20)-(4.21) is:

$$
\lambda \left( \alpha^2 \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ \bar{V}_i(t) \bar{V}_i(t)^H \} - P_T \right) = 0
$$

$$
\Rightarrow \lambda \alpha^2 \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ \bar{V}_i(t) \bar{V}_i(t)^H \} = 2\lambda P_T \tag{4.40}
$$

Plugging (4.39) into (4.40), we obtain

$$
\lambda \alpha^2 = \frac{1}{2} \sum_{i=1}^{2} \sum_{t=1}^{2} \text{tr} \{ W_i(t) R_i(t) R_i(t)^H \} \frac{1}{P_T} \tag{4.41}
$$

Substituting (4.41) into (4.38), we get the desired result (4.23).
Chapter 5

MSE Based Transceiver Designs

for Bi-directional Full-Duplex

MIMO Systems with Residual Self-Interference

We consider a FD bi-directional communication system between two nodes that suffer from self-interference, where the nodes are equipped with multiple antennas and instantaneous channel state information (CSI) at the nodes is imperfect. We focus on the effect of the residual self-interference due to independent and identically distributed (i.i.d.) channel estimation errors and limited dynamic ranges of the transmitters and receivers. We address the minimization of sum mean-squared error (MSE) and the maximum per-
node MSE optimization problems subject to power constraints at each node. For all the problems considered, we show that joint design of transceiver matrices can be obtained through efficient iterative alternating algorithms, which are guaranteed to converge to at least a local optimal solution.

5.1 Introduction

As discussed in Chapter 2, most of the works on FD systems have focused on the maximization of the achievable rate and MSE transceiver designs have not been studied in detail. In this chapter, we propose a joint and iterative transceiver design method for the MIMO bi-directional FD systems by taking the imperfect channel knowledge and limited dynamic ranges of the transmitter and receivers into account. We consider both the sum-MSE and the maximum per-node MSE as the objective functions to minimize subject to power constraints at both nodes. An iterative algorithm which optimizes the transmit precoding and receiving filter matrices alternatingly is proposed. At each iteration, the sum-MSE and maximum MSE decrease monotonically, and are guaranteed to converge to at least a local optimal solution.

The following notations are used in this chapter. The matrices and the vectors are denoted as bold capital and lowercase letters, respectively. \( (\cdot)^T \) is the transpose; \( (\cdot)^H \) is the conjugate transpose. \( \mathbb{E}\{\cdot\} \) means the statistical expectation; \( \mathbf{I}_N \) is the \( N \) by \( N \) identity matrix; \( \text{tr}(\cdot) \) is the trace; \( |\cdot| \) is the determinant; \( \text{diag}(\mathbf{A}) \) is the diagonal matrix with the same diagonal elements as \( \mathbf{A} \). \( \mathcal{CN}(\mu, \sigma^2) \) denotes a complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \). \( [x]^+ \) denotes \( \max(x, 0) \). \( \text{vec}(\cdot) \) stacks the elements of a matrix.
in one long column vector. The operator $\otimes$ denotes Kronecker product and $\perp$ denotes the statistical independence. $\| \cdot \|_2$ is the Euclidean norm of a vector. $[A_i]_{i=1}^K$ denotes a tall matrix (or vector) obtained by stacking the matrices (or vectors) $A_i$, $i = 1, \ldots, K$.

5.2 System Model

In this section, we describe the system model of a FD bi-directional MIMO system between two nodes as seen in Fig. 5.1. We consider the same channel estimation error model and transmitter/receiver distortion model adopted in Chapter 4. Similar to the model in Chapter 3 and Chapter 4, we assume that two FD nodes have $N$ transmit/receive antennas. But unlike Chapter 3 and Chapter 4, in this chapter, we consider one-time slot data transmission, and assume that the channel matrices remain constant during one time slot, but change randomly at each time slot.

The data streams at the $i$th transmitter is denoted as $d_i \in \mathbb{C}^N$, $i = 1, 2$. The transmit symbols are assumed to be complex, zero mean, independent and identically distributed with

\[
E\{d_i\} = 0
\]

(5.1)

\[
E\{d_i d_j^H\} = \begin{cases} 
  I_N & i = j, \\
  0_N & i \neq j.
\end{cases}
\]

(5.2)

The $N \times 1$ signal vector transmitted by transmitter $i$ is given by

\[
x_i = V_i d_i, \quad i = 1, 2
\]

(5.3)

where $V_i \in \mathbb{C}^{N \times N}$ represent precoding matrix. $x_i$ is assumed to be Gaussian distributed
We consider a FD bi-directional MIMO system that suffers from self-interference. Thus, the receiver $i$ receives a combination of the signals transmitted by both transmitters and noise. The $N \times 1$ received signal at the $i$th receiver is written as

$$y_i = \sqrt{\rho_i} H_{ii} x_i + \sqrt{\eta_i} H_{ij} x_j + \sqrt{\rho_i} c_i + n_i, \quad i = 1, 2$$

(5.4)

where $x_j = V_j d_j$ is $N \times 1$ signal vector transmitted from the transmitter $j$, $j \neq i$ and is Gaussian distributed with zero mean and covariance matrix $E \{ x_j x_j^H \} = V_j V_j^H$, which incurs self-interference at the $i$th receiver. Note that, we assume the number of streams is equal to the number of antennas, $N$. $n_i \in \mathbb{C}^N$ is the additive white Gaussian noise (AWGN) vector at the $i$th receiver with zero mean and unit covariance matrix, $E \{ n_i n_i^H \} = I_N$ and it is uncorrelated to $x_i$ and $x_j$. $\rho_i$ denotes the average power gain of the $i$th transmitter-
receiver link, and $\eta_i$ denotes the average power gain of the self-interference channel.

$c_k \in \mathbb{C}^N, k = 1, 2$ is the transmitter noise at the $k$th transmitter, which models the effect of limited transmitter DR and closely approximates the effects of additive power-amplifier noise, non-linearities in the DAC and phase noise [110]. The covariance matrix of $c_k$ is given by $\kappa (\kappa \ll 1)$ times the energy of the intended signal at each transmit antenna. In particular $c_k$ can be modeled as [110]

\[
c_k \sim \mathcal{CN}(0, \kappa \text{diag} \left( V_k V_k^H \right))
\]  \hspace{1cm} (5.5)

\[
c_k \perp x_k
\]  \hspace{1cm} (5.6)

$e_k \in \mathbb{C}^N, k = 1, 2$ is the additive receiver distortion at the $k$th receiver, which models the effect of limited receiver DR and closely approximates the combined effects of additive gain-control noise, non-linearities in the ADC and phase noise [110]. The covariance matrix of $e_k$ is given by $\beta (\beta \ll 1)$ times the energy of the undistorted received signal at each receive antenna. In particular, $e_k$ can be modeled as [110]

\[
e_k \sim \mathcal{CN}(0, \beta \text{diag} (\Phi_k))
\]  \hspace{1cm} (5.7)

\[
e_k \perp u_k
\]  \hspace{1cm} (5.8)

where $\Phi_k = \text{Cov}\{u_k\}$ and $u_k$ is the $k$th receiver’s undistorted received vector, i.e. $u_k = y_k - e_k$.

The receiver $i \in \{1, 2\}$ knows the interfering codewords $x_j$ from transmitter $j \in \{1, 2\}, j \neq i$, so the self-interference term $\sqrt{\eta_i} \tilde{H}_{ij} x_j$ is known and thus be cancelled [110].
The interference canceled signal can then be written as

\[
\tilde{y}_i = y_i - \sqrt{\eta_i} \tilde{H}_{ij} x_j
\]

(5.9)

\[
= \sqrt{\rho_i} \tilde{H}_{ii} x_i + v_i
\]

where \(v_i\) is the unknown interference components of (5.9) after self-interference cancellation and given by

\[
v_i = \sqrt{\rho_i} \Delta H_{ii} x_i + \sqrt{\rho_i} c_i + \sqrt{\eta_i} \Delta H_{ij} x_j + \sqrt{\eta_i} c_j + e_i + n_i.
\]

(5.10)

Similar to the derivation in Appendix 4.A, we can show that the covariance matrix of \(v_i\) can be approximated as

\[
\tilde{\Sigma}_i \approx \rho_i \kappa \tilde{H}_{ii} \text{diag}(V_i V_i^H) \tilde{H}_{ii}^H + \rho_i \sigma_c^2 \text{tr} \{V_i V_i^H\} I_N + \eta_i \kappa \tilde{H}_{ij} \text{diag}(V_j V_j^H) \tilde{H}_{ij}^H
\]

\[
+ \eta_i \sigma_c^2 \text{tr} \{V_j V_j^H\} I_N + \beta \rho_i \text{diag} \left( \tilde{H}_{ii} V_i V_i^H \tilde{H}_{ii}^H \right) + \beta \eta_i \text{diag} \left( \tilde{H}_{ij} V_j V_j^H \tilde{H}_{ij}^H \right)
\]

\[
+ I_N, \; i, j \in \{1, 2\} \text{ and } j \neq i.
\]

(5.11)

Node \(i\) applies the linear receiver \(R_i, \; i = 1, 2\). That is

\[
\hat{d}_i = R_i \tilde{y}_i
\]

(5.12)

\[
= \sqrt{\rho_i} R_i \tilde{H}_{ii} V_i d_i + R_i v_i.
\]

We can now formulate the MSE of the \(i\)th transmitter-receiver pair. Using (5.12), the MSE matrix of the \(i\)th receiver can be written as

\[
\text{MSE}_i = E \left\{ (\hat{d}_i - d_i) (\hat{d}_i - d_i)^H \right\}
\]

\[
= \left( \sqrt{\rho_i} R_i \tilde{H}_{ii} V_i - I_N \right) \left( \sqrt{\rho_i} R_i \tilde{H}_{ii} V_i - I_N \right)^H + R_i \tilde{\Sigma}_i R_i^H.
\]

(5.13)
5.3 Sum-MSE Minimization

Sum-MSE optimization scheme is formulated as follows

\[
\min_{V_i, R_i} \sum_{i=1}^{2} \text{tr}\{\text{MSE}_i\}
\]

\[
\text{s.t.} \quad \text{tr}\{V_iV_i^H\} \leq P_i, \quad i = 1, 2
\]

where \(P_i\) is the power constraint at the \(i\)th transmitter.

Note that the sum-MSE function (5.14) is not jointly convex over transmit precoding matrices \(V_i\) and receiving filter matrices \(R_i\), but is component-wise convex over \(V_i\) and \(R_i\). Since it is not jointly convex, we can not apply the standard convex optimization methods to obtain the optimal solution. Therefore, we will employ an iterative algorithm that finds the efficient solutions of \(V_i, R_i, i = 1, 2\) alternatingly based on the necessary conditions of the optimization problem (5.14)-(5.15).

The Lagrange function of the problem (5.14)-(5.15) can be written as:

\[
\mathcal{L}(V_i, R_i, \lambda_i) = \sum_{i=1}^{2} \text{tr}\{\text{MSE}_i\} + \sum_{i=1}^{2} \lambda_i \left( \text{tr}\{V_iV_i^H\} - P_i \right)
\]

where \(\lambda_i\) is the Lagrange multiplier associated with power constraints of transmitter \(i\). The Karush-Kuhn-Tucker (KKT) conditions can be written as

\[
\text{tr}\{V_iV_i^H\} - P_i \leq 0, \quad i = 1, 2
\]

\[
\lambda_i \geq 0, \quad i = 1, 2
\]

\[
\lambda_i \left( \text{tr}\{V_iV_i^H\} - P_i \right) = 0, \quad i = 1, 2
\]

\[
\frac{\partial \mathcal{L}}{\partial V_i^*} = 0, \quad \frac{\partial \mathcal{L}}{\partial R_i^*} = 0, \quad i = 1, 2.
\]
Taking the partial derivative of $\mathcal{L}$ with respect to the matrix $V_i$ and $R_i$, we can obtain

\[
\frac{\partial \mathcal{L}}{\partial V_i} = \lambda_i V_i - \sqrt{\rho_i} \tilde{H}_i^H R_i^H + X_i V_i 
\]

(5.20)

\[
\frac{\partial \mathcal{L}}{\partial R_i} = -\sqrt{\rho_i} V_i^H \tilde{H}_i^H + \rho_i R_i \tilde{H}_i V_i V_i^H \tilde{H}_i^H + R_i \tilde{\Sigma}_i 
\]

(5.21)

where $X_i$ in (5.20) is given by

\[
X_i = \rho_i \tilde{H}_i^H R_i^H R_i \tilde{H}_i + \rho_i \kappa \text{diag} \left( \tilde{H}_i^H \tilde{R}_i^H R_i \tilde{H}_i \right) + \rho_i \sigma_i^2 \text{tr} \left\{ R_i R_i^H \right\} I_N 
\]

\[
+ \rho_i \beta \tilde{H}_i^H \text{diag} \left( R_i^H R_i \right) \tilde{H}_i + \eta_j \kappa \text{diag} \left( \tilde{H}_j^H R_j^H R_j \tilde{H}_j \right) + \eta_j \sigma_i^2 \text{tr} \left\{ R_j R_j^H \right\} I_N 
\]

\[
+ \eta_j \beta \tilde{H}_j^H \text{diag} \left( R_j^H R_j \right) \tilde{H}_j, \quad i, j = 1, 2. 
\]

(5.22)

From (5.20)–(5.21), the optimal $V_i$ and $R_i$, $i = 1, 2$ can be expressed as

\[
V_i = \sqrt{\rho_i} (\lambda_i I_N + X_i)^{-1} \tilde{H}_i^H R_i^H 
\]

(5.23)

\[
R_i = \sqrt{\rho_i} V_i^H \tilde{H}_i^H \left( \rho_i \tilde{H}_i V_i V_i^H \tilde{H}_i^H + \tilde{\Sigma}_i \right)^{-1}. 
\]

(5.24)

As it is seen from (5.23)–(5.24) that the optimal transmit transmit precoding matrices and receiving filter matrices are coupled. Particularly, the optimal transmit precoding matrix $V_i$ for transmitter $i$ is dependent on the optimal receiving filter matrices of both two nodes, $R_k$, $k = \{1, 2\}$ and vice versa. Therefore, we compute the transmit precoding and receive filtering matrices iteratively in an alternating fashion. Particularly, we update the transmit precoding matrices $V_i$, $i = 1, 2$ from (5.23) when the receive filter matrices $R_i$, $i = 1, 2$ are fixed, and then using $V_i$, $i = 1, 2$ obtained at the previous step, we update the receiver filter matrices $R_i$, $i = 1, 2$ from (5.24). The iterations continue until convergence or a pre-defined number of iterations is reached. The algorithm for the sum-MSE optimization problem (5.14)-(5.15) is given in Table 5.1.
Table 5.1: Sum-MSE minimization algorithm

1) Set the iteration number \( n = 0 \) and initialize \( V_i^{[0]} \), \( i = 1, 2 \).

2) \( n \leftarrow n + 1 \). Update \( R_i^{[n+1]} \) using (5.24):
\[
R_i^{[n+1]} = \sqrt{\rho_i} \left( V_i^{[n]} \right)^H \tilde{H}_{ii} \left( \rho_i \tilde{H}_{ii} V_i^{[n]} \right)^H \tilde{H}_{ii} + \tilde{\Sigma}_i^{[n]} \right)^{-1}, i = 1, 2.
\]

3) Calculate and update \( V_i^{[n+1]} \) and \( \lambda_i^{[n+1]} \) using (5.23) and (5.25), respectively:
\[
V_i^{[\tilde{\lambda}_i]} = \sqrt{\rho_i} \left( \tilde{\lambda}_i I_N + X_i^{[n+1]} \right)^{-1} \tilde{H}_{ii} \left( R_i^{[n+1]} \right)^H, i = 1, 2.
\]
\[
\lambda_i^{[n+1]} = \left\{ \tilde{\lambda}_i \text{ such that } tr \left\{ V_i^{[\tilde{\lambda}_i]} \left( V_i^{[\tilde{\lambda}_i]} \right)^H \right\} = P_i \right\}^+, i = 1, 2.
\]
\[
V_i^{[n+1]} = \sqrt{\rho_i} \left( \lambda_i^{[n+1]} I_N + X_i^{[n+1]} \right)^{-1} \tilde{H}_{ii} \left( R_i^{[n+1]} \right)^H, i = 1, 2.
\]

4) Repeat steps 2, 3 until convergence or a predefined number of iterations is reached.

The values of the Lagrange multiplier \( \lambda_i, i = 1, 2 \) in step 3 of Table 5.1 are calculated by taking the singular value decomposition of \( X_i^{[n+1]} = U_i^{[n+1]} \Delta_i^{[n+1]} \left( U_i^{[n+1]} \right)^H \)
and writing the update as \( V_i^{[\tilde{\lambda}_i]} = \sqrt{\rho_i} \left( \tilde{\lambda}_i I_N + X_i^{[n+1]} \right)^{-1} \tilde{H}_{ii} \left( R_i^{[n+1]} \right)^H \) at each iteration.

By plugging \( V_i^{[\tilde{\lambda}_i]} \) into the power constraint in (4.8) and after simple steps, (4.8) can be written as
\[
tr \left\{ V_i^{[\tilde{\lambda}_i]} \left( V_i^{[\tilde{\lambda}_i]} \right)^H \right\} = \rho_i \sum_{k=1}^{N} \frac{g_{ik}^{[n+1]}}{\left( \tilde{\lambda}_i + \Delta_{ik}^{[n+1]} \right)^2} = P_i.
\]

where \( g_{ik}^{[n+1]} \) denotes the \( k \)th element of \( \left( U_i^{[n+1]} \right)^H \tilde{H}_{ii} \left( R_i^{[n+1]} \right)^H \) \( R_i^{[n+1]} \tilde{H}_{ii} U_i^{[n+1]} \) and \( \Delta_{ik}^{[n+1]} \) denotes the \( k \)th element of the matrix \( \Delta_i^{[n+1]} \). We can compute \( \tilde{\lambda}_i, i = 1, 2 \) from (5.25) numerically. The values of the Lagrange multipliers \( \lambda_i, i = 1, 2 \) are equal to \( \tilde{\lambda}_i, i = 1, 2 \) if \( \tilde{\lambda}_i, i = 1, 2 \) is non-negative. Otherwise, we assign the Lagrange multipliers \( \lambda_i, i = 1, 2 \) as zeros.
Since the proposed sum-MSE algorithm monotonically decreases the sum-MSE over each iteration by updating the transceivers in an alternating fashion, and the fact that MSE is bounded below (at least by zero), it is clear that the proposed algorithm sum-MSE algorithm is convergent and guaranteed to converge to a local minimum. Since sum-MSE optimization problem is not jointly convex, the proposed algorithm is not guaranteed to converge to a global optimum point. Therefore, good initialization points should be selected to ensure a suboptimal solution with a good performance.

5.4 Min-Max MSE Minimization

Unlike the minimum sum-MSE transceiver design discussed in Section 5.3, the Min-Max per-node MSE transceiver design ensures each receiver has the same MSE so that it introduces fairness among the two FD nodes. The Min-Max MSE optimization problem can be formulated as:

\[
\min_{\mathbf{V}_i, \mathbf{R}_i} \max_{i=1,2} \text{tr}\{\mathbf{MSE}_i\} \\
\text{s.t} \quad \text{tr}\{\mathbf{V}_i \mathbf{V}^H_i\} \leq P_i, \ i = 1, 2. \tag{5.26}
\]

Similar to the sum-MSE optimization problem (5.14)-(5.15), the Min-Max MSE optimization problem is not jointly convex over transmit precoding matrices \(\mathbf{V}_i\) and receive filtering matrices \(\mathbf{R}_i\). Therefore we carry out the optimization procedure iteratively in an alternating fashion. In particular we find \(\mathbf{V}_i\) or \(\mathbf{R}_i\) while keeping the other one fixed. Note that since the Min-Max MSE optimization problem (5.26)–(5.27) is non-convex, it is not guaranteed to find the global optimum solution. For fixed receiver filtering matrices
$R_i$, $i = 1, 2$, the Min-Max optimization problem can be written as:

$$\begin{align*}
\min_{V_i} \max_{i=1,2} & \quad \text{tr}\{\text{MSE}_i\} \\
\text{s.t} & \quad \text{tr}\{V_iV_i^H\} \leq P_i, \ i = 1, 2.
\end{align*}$$

(5.28)

With introduction of an auxiliary variable $l$ which is an upper bound on the square root of $\text{tr}\{\text{MSE}_i\}$ (i.e., $\sqrt{\text{tr}\{\text{MSE}_i\}} \leq l \ \forall i \in \{1, 2\}$), the optimization problem (5.28)–(5.29) can be written as

$$\begin{align*}
\min_{V_i, l} & \quad l \\
\text{s.t} & \quad \sqrt{\text{tr}\{\text{MSE}_i\}} \leq l \ \forall i \in \{1, 2\} \\
& \quad \text{tr}\{V_iV_i^H\} \leq P_i, \ i = 1, 2.
\end{align*}$$

(5.30)

(5.31)

(5.32)

To solve the optimization problem in (5.30)-(5.32), we need to write $\text{tr}\{\text{MSE}_i\}$ in vector form. As shown in Appendix 5.A, $\text{tr}\{\text{MSE}_i\}$ can be written as

$$\begin{align*}
\text{tr}\{\text{MSE}_i\} & = \sqrt{\rho_i \sigma_e^2} \text{vec}(V_i) \\
& \leq \sqrt{\rho_i \gamma_i R_i^H} \text{vec}(V_i)
\end{align*}$$

(5.33)
Then the Min-Max optimization problem of transmit precoding matrices (5.30)-(5.32) can be written as

\[
\min_{V_i, l} \quad l \\
\text{s.t} \quad \|\mu_i\|_2 \leq l, \quad i = 1, 2 \quad (5.35) \\
\|\text{vec}(V_i)\|_2 \leq \sqrt{P_i}, \quad i = 1, 2. \quad (5.36)
\]

Since the objective function (5.34) is linear and the constraints (5.35)–(5.36) are second-order cones, the problem (5.34)–(5.36) is a SOCP problem [209] and can be efficiently solved by standard SOCP solver, e.g., SeDuMi [210].

As for the update of the optimal receiving filter matrices \(R_i\) under the fixed values of the transmit precoding matrices \(V_i\), it is shown in (5.24) that the optimal \(R_i\), \(i = 1, 2\) is linear MMSE receiver. The iterative Min-Max MSE algorithm, as shown in Table 5.2, employs linear MMSE receiver to obtain the optimal receive filtering matrices \(R_i\), while keeping \(V_i\) fixed and solves (5.34)–(5.36) to obtain the optimal transmit precoding matrices \(V_i\), while keeping \(R_i\) fixed. Similar to the discussion on the convergence of the sum-MSE algorithm at the end of the Section 5.3, we can also argue that Min-Max MSE algorithm is guaranteed to converge to a local minimum.

### 5.5 Simulation Results

In this section, we numerically investigate the sum-MSE (Total) and Min-Max MSE (MinMax) optimization problems for MIMO FD bi-directional system and MIMO
Table 5.2: Min-Max MSE minimization algorithm

1) Set the iteration number \( n = 0 \) and initialize \( V_i^{[0]}, i = 1, 2 \).

2) \( n \leftarrow n + 1 \). Update \( R_i^{[n+1]} \) using (5.24):

\[
R_i^{[n+1]} = \sqrt{\rho_i} \left( V_i^{[n]} \right)^H \hat{H}_{ii} \left( \rho_i \hat{H}_{ii} V_i^{[n]} \right)^H \hat{H}_{ii}^H + \hat{\Sigma}_i^{[n]} \right)^{-1}, i = 1, 2.
\]

3) Solve (5.33)–(5.36) to get the optimal transmit precoding matrices, \( V_i^{[n+1]} \).

4) Repeat steps 2, 3 until convergence or a predefined number of iterations is reached.

Figure 5.2: MSE comparison of the Total and MinMax algorithms with different channel estimation errors versus SNR. Here INR = 20dB, \( N = 2 \), \( \kappa = \beta = -40\text{dB} \).

FD CRN as a function of signal-to-noise ratio (SNR), interference-to-noise ratio (INR), channel estimation errors \( \sigma_e^2 \) and dynamic range parameters \( \kappa \) and \( \beta \). For brevity, we focused only on the case \( \rho_1 = \rho_2 = \rho \) and \( \eta_1 = \eta_2 = \eta \). We set the same transmit power constraint for each transmitter (i.e., \( P_i = N, i = 1, 2 \)). Thus, the SNR for all desired links is defined as \( \text{SNR}_i = \text{SNR} = \rho N, i = 1, 2 \) and the INR for all interfering links \( \text{INR}_i = \text{INR} = \eta N, i = 1, 2 \). The tolerance (the difference between MSE of two iterations) of the proposed iterative algorithm is set to \( 10^{-4} \) and the maximum number of iterations is set to 1000 and the results are averaged over 1000 independent channel realizations.
Figure 5.3: MSE comparison of the Total and MinMax algorithms with different $\kappa = \beta$ values versus SNR. Here $N = 2$, INR = 20dB, $\sigma_e^2 = 0.01$.

Figure 5.4: MSE of the Total algorithm with different INR values versus SNR. Here $N = 2$, $\sigma_e^2 = 0.01$ and $\kappa = \beta = -40$dB.

The CRN is installed within the service range of a primary network having $K = 2$ PUs. For simplicity, we set the same maximum allowed interfering power to the PUs (i.e., $\lambda = \lambda_k = -20$dB, $k = 1, \ldots, K$) and $\mu = \mu_{ki}$, $k = 1, \ldots, K$ and $i = 1, 2$.

Since the optimization problems we are dealing with are non-convex, we need to choose good initialization points to have a suboptimal solution with a good performance.
In [208], several reasonable choices such as right singular matrices and random matrices initialization have been proposed. In this chapter, we use right singular matrices initialization.

In our first example, we investigate the role of channel estimation errors on the MSE performance of both Total and MinMax algorithms. Here we set $N = 2$, INR = 20dB and $\kappa = \beta = -40$dB. It can be seen from Fig. 5.2 that as the channel estimation errors increases, the MSE of both the Total and MinMax algorithms increases. Also note that channel estimation error produces an irreducible error floor, i.e., MSE can not be further reduced by increasing SNR. The reason for the error floor is that at low SNR, channel estimation error is weaker than the noise, but at high SNR, it starts to dominate, and the performance is governed by channel estimation error [192].

In our second example, we examine the MSE performance of the Total and MinMax algorithms under transmitter and receiver impairments. Here we set $N = 2$, INR = 20dB, $\sigma_e^2 = 0.01$. It can be seen from Fig. 5.3 that as $\kappa$ and $\beta$ decrease, the MSE value also decreases and exhibits an error floor. Also note that at low $\kappa$ and $\beta$ values, the difference between the curves is indistinguishable.

Since both Total and MinMax algorithms have similar trends, in our third example, we investigate the role of INR on the MSE performance of Total algorithm only. Here we set $N = 2$, $\sigma_e^2 = 0.01$ and $\kappa = \beta = -40$dB. As shown in Fig. 5.4, as self-interference power INR decreases, the MSE also decreases and exhibit an error floor. Also note that the curves for different INRs converge at high SNR values.

The next example illustrates the MSE distribution among the two users and sum-
Figure 5.5: MSE distribution of Total and MinMax algorithms. The schemes 1–3 correspond to Total and the schemes 4–6 correspond to MinMax algorithms. For each algorithm, the first two bars are the achieved user MSEs and the third bar is the sum-MSE. Here $N = 3$, $\sigma^2_e = 0.01$, $\kappa = \beta = -40$dB, SNR = 20dB and INR = 10dB.

MSE for the Total and MinMax schemes out of one channel realization. Here we set $N = 3$, $\sigma^2_e = 0.01$, $\kappa = \beta = -40$dB, SNR = 20dB and INR = 10dB. We can see in Fig. 5.5 that the Total scheme achieves the minimum sum MSE and the MinMax scheme almost achieves the same MSE for the two users.

5.6 Appendix 5.A: Vector Forms

Using (5.13) and (5.11), we have

$$\text{MSE}_i = \text{tr}\{\text{MSE}_i\}$$

$$= \text{tr}\left\{ \left( \sqrt{\rho_i} \mathbf{R}_i \tilde{\mathbf{H}}_{ii} \mathbf{V}_i - \mathbf{I}_N \right) \left( \sqrt{\rho_i} \mathbf{R}_i \tilde{\mathbf{H}}_{ii} \mathbf{V}_i - \mathbf{I}_N \right)^H \right\} + \text{tr}\{ \mathbf{R}_i \mathbf{R}^H_i \}$$

$$+ \rho_i \kappa \text{tr}\{ \mathbf{R}_i \tilde{\mathbf{H}}_{ii} \text{diag} (\mathbf{V}_i \mathbf{V}^H_i) \tilde{\mathbf{H}}^H_{ii} \mathbf{R}^H_i \} + \rho_i \sigma^2_e \text{tr}\{ \mathbf{R}_i \mathbf{R}^H_i \} \text{tr}\{ \mathbf{V}_i \mathbf{V}^H_i \}$$

$$+ \beta \rho_i \text{tr}\{ \mathbf{R}_i \text{diag} (\tilde{\mathbf{H}}_{ii} \mathbf{V}_i \mathbf{V}^H_i \tilde{\mathbf{H}}^H_{ii}) \mathbf{R}^H_i \} + \eta_i \kappa \text{tr}\{ \mathbf{R}_i \tilde{\mathbf{H}}_{ij} \text{diag} (\mathbf{V}_j \mathbf{V}^H_j) \tilde{\mathbf{H}}^H_{ij} \mathbf{R}^H_i \}$$

$$+ \eta_i \sigma^2_e \text{tr}\{ \mathbf{R}_i \mathbf{R}^H_i \} \text{tr}\{ \mathbf{V}_j \mathbf{V}^H_j \} + \beta \eta_i \text{tr}\{ \mathbf{R}_i \text{diag} (\tilde{\mathbf{H}}_{ij} \mathbf{V}_j \mathbf{V}^H_j \tilde{\mathbf{H}}^H_{ij}) \mathbf{R}^H_i \}$$
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Moreover, using the \(\text{vec}(\cdot)\) operation and the identity \(\|\text{vec}(A)\|_2^2 = \text{tr}\{AA^H\}\), the MSE\(_i\) in (5.37) can be rewritten as

\[
\text{MSE}_i = \left\| \text{vec}\left(\sqrt{\rho_i} R_i \tilde{H}_{ii} V_i\right) - \text{vec}(I_N) \right\|_2^2 + \rho_i \kappa \left\| \text{vec}\left(\left(\text{diag}\left(\tilde{H}_{ii}^H R_i^H R_i \tilde{H}_{ii}\right)\right)^{1/2} V_i\right)\right\|_2^2 \\
+ \rho_i \sigma_i^2 \text{tr}\{R_i R_i^H\} \left\| \text{vec}(V_i) \right\|_2^2 + \rho_i \beta \left\| \text{vec}\left(\left(\text{diag}\left(\tilde{H}_{ii}^H R_i^H R_i \tilde{H}_{ii}\right)\right)^{1/2} V_i\right)\right\|_2^2 \\
+ \eta_i \kappa \left\| \text{vec}\left(\left(\text{diag}\left(\tilde{H}_{ii}^H R_i^H R_i \tilde{H}_{ii}\right)\right)^{1/2} V_j\right)\right\|_2^2 + \eta_i \sigma_i^2 \text{tr}\{R_i R_i^H\} \left\| \text{vec}(V_j) \right\|_2^2 \\
+ \eta_i \beta \left\| \text{vec}\left(\left(\text{diag}\left(\tilde{H}_{ii}^H R_i^H R_i \tilde{H}_{ii}\right)\right)^{1/2} \tilde{H}_{ij} V_j\right)\right\|_2^2 + \text{tr}\{R_i R_i^H\} \\
(5.38)
\]

Using the identity \(\text{vec}(ABC) = (C^T \otimes A) \text{vec}(B)\), (5.38) can be written as (5.33).
Part II

On Duality of MIMO Relays
Duality properties between uplink and downlink communication systems have gained much interest in signal processing and information theory. Due to the coupled structure of the transmitted signals in the downlink channel, the optimization problems associated with the downlink system are usually difficult to solve. The key technique used to overcome this difficulty is to transform the downlink problem into an uplink problem via a so-called uplink-downlink duality relationship. Since the uplink channel has a simpler mathematical structure, less coupling of variables, it is usually more efficient to solve the optimization problems associated with the dual uplink system.

To the best of our knowledge, MAC-BC duality results available in the literature can be divided into the following three main categories (also summarized in Table 6.1).
6.1 SINR Duality

The MAC-BC SINR duality for single-hop multiple-input single-output (MISO) systems was derived independently in [211] and [212]. Based on this SINR duality, sum-power minimization problem subject to minimum SINR requirements and the SINR balancing problem were solved in [212]. The SINR duality result for MISO systems was extended to MIMO systems with multi-antenna receivers/transmitters in [213] and [214]. Recently, the MAC-BC SINR duality for single-hop MIMO systems has been extended to two-hop AF MIMO relay systems, where all nodes in the system are equipped with multiple antennas [215]. It is shown in [215] that in a MAC system, SINRs identical to that of the BC system can be achieved by employing a scaled Hermitian transpose of the relay amplifying matrix used in the BC system, and the scaling factor is obtained by swapping the transmission power constraints at the source node and the relay node. This result generalizes the SINR duality established for single-hop MIMO systems in [211]-[214]. Recently, the authors of [216] extended the two-hop MAC-BC SINR duality results in [215] to multi-hop AF MIMO relay systems with any number of hops and any number of antennas at each node.

The aforementioned SINR duality results are established by assuming that the exact CSI is available in the system. However, in practical communication systems, the CSI knowledge is obtained through channel training/estimation. Due to limited length of training sequences, channel noise, quantization errors, outdated channel estimates, and/or time-varying nature of wireless channels, there is mismatch between the estimation and the
Table 6.1: Existing MAC-BC duality results

<table>
<thead>
<tr>
<th></th>
<th>PCSI</th>
<th>MISO</th>
<th></th>
<th>MIMO</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE [218]</td>
<td>TT</td>
<td></td>
<td></td>
<td>[211, 212]</td>
</tr>
<tr>
<td></td>
<td>Capacity</td>
<td></td>
<td></td>
<td></td>
<td>[215, 227]</td>
</tr>
<tr>
<td></td>
<td>ICSI</td>
<td>SINR [217]</td>
<td>TT</td>
<td>TT</td>
<td>TT</td>
</tr>
<tr>
<td></td>
<td>MSE [217, 221]</td>
<td></td>
<td></td>
<td></td>
<td>[215]</td>
</tr>
<tr>
<td></td>
<td>Capacity</td>
<td></td>
<td></td>
<td></td>
<td>[217]</td>
</tr>
</tbody>
</table>

PCSI: Perfect channel state information (CSI), ICSI: Imperfect CSI

MIMO: Multi-input multi-output, MISO: Multi-input single-output

SH: Single-hop, TH: Two-hop, MH: Multi-hop

TT: This thesis

exact CSI, which may substantially degrade the system performance. Therefore, channel estimation errors should be taken into account for practical applications. This motivates the authors of [217] to establish the SINR duality under imperfect CSI for single-hop MISO systems, which generalizes the SINR duality with perfect CSI in [211] and [212].

### 6.2 MSE Duality

The MAC-BC MSE duality was first derived for MISO systems with a sum power constraint in [218] and then extended to MIMO systems in [214], [219], and [220]. It was observed in [219] that under a total power constraint, any MSE point that is achievable in the MAC system can also be attained in the BC system.

The MSE duality results obtained in [214] and [218]-[220] are based on the as-
sumption that the exact CSI is available in the system. For systems with imperfect CSI, the MSE duality has been established in [217] and [221] for single-hop MISO systems, and in [222] for single-hop MIMO systems. However, channel correlation among antenna elements is not considered in [217, 221], and [222]. Based on the Karush-Kuhn-Tucker (KKT) conditions associated with the optimization problems in the MAC and BC systems, the sum-MSE MAC-BC duality has been established in [223] for single-hop MIMO systems with imperfect CSI and antenna correlation at the base station. The MSE duality result in [223] is extended in [224], where stream-wise MSE duality is established by considering the imperfect CSI and antenna correlation at both the base station and the users. In fact, the duality results obtained in [224] can be viewed as the extension of those in [220] to the imperfect CSI case. Recently, the sum-MSE MAC-BC duality in single-hop MIMO systems under imperfect CSI has been extended to two-hop AF MIMO relay systems in [225].

6.3 Capacity Duality

The MAC-BC rate-region duality for single antenna terminals or single stream transmission with multi-antenna terminals can be readily derived from the SINR duality. In particular, the sum capacity duality was proven for MISO systems in [211] by showing that the achievable sum-rate with Costa precoding in the BC system is the same as the maximum sum-rate in the MAC system. The latter duality result was extended to MIMO systems supporting an arbitrary number of data streams per user in [226]. The authors of [227] derived the capacity duality for multi-hop AF MIMO relay systems with single antenna source and destination nodes, which generalizes the MAC-BC rate-region duality.
results of [211] and [226].
Chapter 7

On MAC-BC Duality of Multi-hop MIMO Relay Channel with Imperfect Channel Knowledge

In this chapter, we establish the signal-to-interference-noise ratio (SINR) duality between multiple access (MAC) and broadcast (BC) multi-hop AF MIMO relay systems under an imperfect channel state model, which is a generalization of several previously established MAC-BC duality results. We show that identical SINRs in the MAC and BC systems can be achieved by two approaches. The first one is to use the Hermitian transposed MAC relay amplifying matrices at the relay nodes in the BC system, under the same total network transmission power constraint. The second one is to use the scaled and Hermitian transposed MAC relay amplifying matrices in the BC system, under the transmission power constraint at each node of the system, where the scaling factors are obtained by swapping
the power constraints of the nodes in the MAC system. Moreover, we derive the MAC-BC MSE and capacity duality properties based on the SINR duality. Numerical results show the utility of the duality results established.

7.1 Introduction

MIMO relays are important for wireless communication networks because they can be used to reduce the path loss, increase the power efficiency, and improve the network coverage. MIMO relays can be used for multiple access (MAC) – from multiple users to a base station. They can also be used for broadcast (BC) – from a base station to multiple users. In this chapter, we consider a chain of multi-hop AF MIMO relays for either MAC or BC. To achieve a desired performance for such a system, the transformation matrices applied at the source, the destination, and the relays need to be chosen properly. Our contribution in this chapter is about MAC-BC duality properties of the multi-hop MIMO relay system in terms of these transformation matrices under an imperfect channel state information (CSI) model.

7.1.1 Contributions of Our Work

To the best of our knowledge, so far no work has been done to prove the SINR (MSE, capacity) duality for multi-hop AF MIMO relay systems that consider imperfect CSI and antenna correlation at all nodes (see Table 6.1). In this chapter, we consider that the antennas of all the nodes in the system exhibit spatial correlations and the CSI at each hop is imperfect. We show that under imperfect CSI, stream-wise identical SINR (MSE,
capacity) can be achieved in multi-hop AF MIMO MAC and BC relay systems through two approaches. First, if there is only total network transmission power constraint and no power constraint at individual nodes, then duality can be achieved by employing \( F_l \) and \( F_{H_{L-l}} \), \( l = 1, \ldots, L - 1 \), as the relay amplifying matrices at the \( l \)th relay node of the BC and the MAC MIMO relay systems, respectively, where \( L \) is the number of hops of the relay network. Second, with transmission power constraint at each node of the relay network, duality can be established when \( c_l F_l \) and \( F_{H_{L-l}} \), \( l = 1, \ldots, L - 1 \), are employed as the amplifying matrices at the \( l \)th relay node of the BC and the MAC relay systems, respectively. In this case, the scaling factor \( c_l > 0 \) is obtained by swapping the power constraints at the \( l \)th node of the BC system and the \((L + 1 - l)\)-th node of the MAC system, \( l = 1, \ldots, L \).

Furthermore, we prove that the two approaches developed above are not only valid for MIMO relay systems with linear transceivers at the source and the destination nodes, but also hold if a receiver employing successive interference cancellation (SIC) is used at the destination of the MAC MIMO relay system, and a transmitter employing dirty paper coding (DPC) is used at the source node of the BC MIMO relay channel. As an application of this MAC-BC duality, the complicated robust multi-hop MIMO BC system design problem under imperfect CSI can be efficiently solved by focusing on an equivalent multi-hop MIMO MAC problem.

In this chapter, we define the SINR as an estimated SINR when only an estimate of the channel response is available. An estimated SINR is a ratio of signal power coupled
with the estimated channel over interference-plus-noise power plus the channel estimation error variance coupled with the signal power. Such a definition of SINR is consistent with those defined in prior works [228]-[231]. This estimated SINR is more meaningful than an exact SINR when the channel knowledge at a receiver is not exact. In fact, when there is only an estimated channel response, the performance of the receiver is directly governed by the estimated SINR instead of the exact SINR, in the sense that the channel estimation error affects the effective SINR as an additional noise.

The following notations are used in this chapter. Matrices and vectors are denoted as bold capital and lowercase letters, respectively. For matrices, \( (\cdot)^T \) and \( (\cdot)^H \) denote transpose and conjugate transpose, respectively. \( E[\cdot] \) stands for the statistical expectation; \( I_N \) denotes an \( N \times N \) identity matrix; \( tr\{\cdot\} \) stands for matrix trace; \( \text{diag}\{a_1, \cdots, a_n\} \) denotes a diagonal matrix with the diagonal elements given by \( a_1, \cdots, a_n \), and \( \|\cdot\|_2 \) stands for the vector Euclidean norm. For matrices \( A_i, \bigotimes_{i=l}^{k} (A_i) \triangleq A_l \cdots A_k \). For example, \( \bigotimes_{i=1}^{3} (A_i) \triangleq A_1A_2A_3 \) and \( \bigotimes_{i=3}^{1} (A_i) \triangleq A_3A_2A_1 \). \( \text{bd}(\cdot) \) stands for a block diagonal matrix, and \( \Re\{\cdot\} \) denotes the real part.

### 7.2 System Model

We consider a wireless communication system with one base station (BS), \( L - 1 \) \( (L \geq 2) \) relay nodes and \( K \) user nodes, where the BS is equipped with \( N_1 \) antennas and the \( (l - 1) \)-th relay node is equipped with \( N_l \) antennas, \( l = 2, \ldots, L \). The \( i \)-th user, \( i = 1, \ldots, K \), transmits (receives) \( N_b^{(i)} \) data streams using \( N_{L+1}^{(i)} \) antennas in the MAC (BC) system. We denote \( N_b = \sum_{i=1}^{K} N_b^{(i)} \) as the total number of independent data streams.
from all users and \( N_{L+1} = \sum_{i=1}^{K} N_{L+1}^{(i)} \) as the total number of antennas of all users. In order to support \( N_b \) data streams simultaneously, \( N_b \leq \min(N_1, N_2, \ldots, N_{L+1}) \) should be satisfied. However, if a nonlinear transmitter is installed at the source node or a nonlinear receiver is installed at the destination node of a MIMO relay system, \( N_b \) can be greater than \( \min(N_1, N_2, \ldots, N_{L+1}) \) [216]. We assume that the signal transmitted by the \( l \)th node can only be received by the \((l+1)\)-th node due to the propagation path-loss. Thus, there are \( L \) hops between the source and destination nodes. Each relay node works in half-duplex mode and employs a linear AF (non-regenerative) relay matrix to amplify and forward its received signals.

### 7.2.1 Multi-hop BC MIMO Relay System

In the multi-hop BC MIMO relay system shown in Fig. 7.1, the source symbol vector \( s_i^B = \begin{bmatrix} s_{i,1}^B, s_{i,2}^B, \ldots, s_{i,N_b}^B \end{bmatrix}^T \) of size \( N_b \times 1 \) from the \( i \)th user is linearly precoded by matrix \( U_i Q_i^2 \in \mathbb{C}^{N_i \times N_b} \), where \( U_i = \begin{bmatrix} u_{i}^{(1)}, u_{i}^{(2)}, \ldots, u_{i}^{(N_b(i))} \end{bmatrix} \) with \( \|u_{i}^{(j)}\|_2 = 1 \) and \( Q_i \) is defined as \( Q_i = \text{diag} \left\{ q_{i}^{(1)}, q_{i}^{(2)}, \ldots, q_{i}^{(N_b(i))} \right\} \) with \( q_{i}^{(j)}, j = 1, \ldots, N_b(i), i = 1, \ldots, K, \) being the power allocated to the \( j \)th data stream of the \( i \)th user. We assume that user symbols are independent and have unit-power, i.e., \( \mathbb{E} \left[ s_i^B (s_i^B)^H \right] = I_{N_b(i)} \). The BS transmits the \( N_1 \times 1 \) linearly precoded symbol vector \( x_1^B = \sum_{i=1}^{K} U_i Q_i^2 s_i^B = U Q_i^2 s_i^B \), where \( U = [U_1, U_2, \ldots, U_K] \), \( Q = \text{bd} (Q_1, Q_2, \ldots, Q_K) \), and \( s_i^B = \begin{bmatrix} (s_i^B)^T, (s_i^B)^T, \ldots, (s_i^B)^T \end{bmatrix}^T \). The \( N_l \times 1 \) received signal vector at the \((l-1)\)-th relay node of the BC system can be written as

\[
y_i^B = H_{l-1} x_{l-1}^B + n_l, \quad l = 2, \ldots, L. \tag{7.1}
\]
where $\mathbf{H}_l \in \mathbb{C}^{N_{l+1} \times N_l}$, $l = 1, \ldots, L - 1$, is the MIMO channel matrix between the $(l + 1)$-th and the $l$-th node, $\mathbf{x}_l^B \in \mathbb{C}^{N_{l-1} \times 1}$ is the signal vector transmitted by the $(l - 1)$-th node, $l = 2, \ldots, L + 1$, $\mathbf{n}_l \in \mathbb{C}^{N_l \times 1}$ is the independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) vector at the $(l - 1)$-th relay node, $l = 2, \ldots, L$. We assume that all noises are complex circularly symmetric with zero mean and unit variance. The transmitted signal vector at the $(l - 1)$-th relay node is written as

$$\mathbf{x}_l^B = c_{l-1} \mathbf{F}_{l-1} \mathbf{y}_l^B, \quad l = 2, \ldots, L. \quad (7.2)$$

where $c_{l-1} \mathbf{F}_{l-1} \in \mathbb{C}^{N_l \times N_l}$ is the amplifying matrix at the $(l - 1)$-th relay node, and $c_l > 0$ is a scaling coefficient which is important for studying the MAC-BC duality [227]. Using (7.1) and (7.2), the received signal vector at the first and $l$th relay node is written, respectively as

$$\mathbf{y}_2^B = \mathbf{H}_1 \mathbf{U} \mathbf{Q}_1^1 \mathbf{s}_B^B + \mathbf{n}_2 \quad (7.3)$$

$$\mathbf{y}_{L+1}^B = \mathbf{H}_l \bigotimes_{m=1}^{1} (c_m \mathbf{F}_m \mathbf{H}_m) \mathbf{U} \mathbf{Q}_1^1 \mathbf{s}_B^B + \mathbf{n}_{L+1} + \sum_{k=2}^{l} \bigotimes_{m=1}^{k} (c_{m-1} \mathbf{H}_m \mathbf{F}_{m-1}) \mathbf{n}_k, \quad l = 2, \ldots, L - 1. \quad (7.4)$$

The received signal vector at the $i$th user node is given by

$$\mathbf{y}_{L+1}^{(i)} = \mathbf{H}_L c_{L-1} \mathbf{F}_{L-1} \mathbf{y}_L^B + \mathbf{n}_{L+1}^{(i)}, \quad i = 1, \ldots, K. \quad (7.5)$$

where $\mathbf{H}_L \in \mathbb{C}^{N_{L+1}^{(i)} \times N_k}$ is the MIMO channel matrix between the $i$th user node and the $(L - 1)$-th relay node and $\mathbf{n}_{L+1}^{(i)} \in \mathbb{C}^{N_{L+1}^{(i)} \times 1}$ is the i.i.d. AWGN vector at the $i$th user node.

A linear receiver matrix $\mathbf{V}_i \in \mathbb{C}^{N_{L+1}^{(i)} \times N_b^{(i)}}$ is applied at the $i$th user node to estimate the symbol vector $\mathbf{s}_i^B$, where the columns of $\mathbf{V}_i$ are assumed to satisfy $\|\mathbf{v}_i^{(j)}\|_2 = 1$, $j =
1, ..., \( N_b^{(i)} \), \( i = 1, \ldots, K \). The estimated symbol vector \( \hat{s}_i^B \) is expressed as

\[
\hat{s}_i^B = V_i^H y_{L+1}^{(i)B}.
\]
Using (7.3)-(7.6), we have the decision variable of the \( j \)th data symbol of the \( i \)th user as

\[
\hat{s}_{i,j}^B = \left( v_i^{(j)} \right)^H H_{L_i} \left( \bigotimes_{m=L-1}^1 (c_m F_m H_m) u_i^{(j)} \left( q_i^{(j)} \right)^\frac{1}{2} s_{i,j}^B \right) \]

desired signal

\[
+ \left( v_i^{(j)} \right)^H H_{L_i} \sum_{l=1,l\neq j}^{N_b^{(i)}} \left( \bigotimes_{m=L-1}^1 (c_m F_m H_m) u_i^{(l)} \left( q_i^{(l)} \right)^\frac{1}{2} s_{i,l}^B \right) \]

intra-user interference

\[
+ \left( v_i^{(j)} \right)^H H_{L_i} \sum_{k=1,k\neq i}^K \sum_{l=1}^{N_b^{(k)}} \left( \bigotimes_{m=L-1}^1 (c_m F_m H_m) u_k^{(l)} \left( q_k^{(l)} \right)^\frac{1}{2} s_{k,l}^B \right) \]

inter-user interference

\[
+ \left( v_i^{(j)} \right)^H c_{L-1} H_{L_i} F_{L-1} \left( \bigotimes_{m=L-1}^1 (c_{m-1} H_m F_m - 1) n_k + n_L \right) \]

noise propagated from previous hops

\[
+ \left( v_i^{(j)} \right)^H n_{L+1}^i \]

noise at the destination

\[
\text{desired signal} + \text{intra-user interference} + \text{inter-user interference} + \text{noise propagated from previous hops} + \text{noise at the destination}
\]

\[
\text{(7.7)}
\]

**7.2.2 Multi-hop MAC MIMO Relay System**

For the multi-hop MAC MIMO relay system shown in Fig. 7.2, the roles of the BS and user nodes at the BC MIMO relay system are swapped. The Hermitian transpose of the channel matrices used in the BC system are employed in the MAC system. The \( i \)th user node linearly precodes the symbol vector \( s_i^M = \left[ s_{i,1}^M, s_{i,2}^M, \ldots, s_{i,N_b^{(i)}}^M \right]^T \) using the matrix \( V_i \mathbf{P}_i^\frac{1}{2} \), where \( \mathbf{P}_i = \text{diag} \left\{ p_i^{(1)}, p_i^{(2)}, \ldots, p_i^{(N_b^{(i)})} \right\} \) with \( p_i^{(j)}, j = 1, \ldots, N_b^{(i)}, i = 1, \ldots, K \), being the power allocated to the \( j \)th data stream of the \( i \)th user. The \( l \)th node, i.e. \( (l-1) \)-th relay node, \( l = 2, \ldots, L \), employs \( F_{L+1-l}^H \) to amplify and forward received signals. The received signal vector at the first and the \( (L+1-l) \)-th receiving node of the MAC system
is given, respectively, by

\[ \mathbf{y}_2^M = \mathbf{H}_L^H \mathbf{V} \mathbf{P}^H \mathbf{s}^M + \mathbf{n}_L \]  
\[ \mathbf{y}_{L+2-l}^M = \bigotimes_{m=l}^{L-1} (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{H}_L^H \mathbf{V} \mathbf{P}^H \mathbf{s}^M + \mathbf{n}_l + \sum_{k=l}^{L-1} \bigotimes_{m=l}^k (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{n}_{k+1}, \quad l = 1, \ldots, L - 1. \]  

(7.8)  

(7.9)

Here \( \mathbf{s}^M = \left[ (\mathbf{s}_1^M)^T, \ldots, (\mathbf{s}_K^M)^T \right]^T \), \( \mathbf{V} = \text{bd} (\mathbf{V}_1, \ldots, \mathbf{V}_K) \), \( \mathbf{P} = \text{bd} (\mathbf{P}_1, \ldots, \mathbf{P}_K) \), and \( \mathbf{H}_L^H = [\mathbf{H}_{L_1}^H, \mathbf{H}_{L_2}^H, \ldots, \mathbf{H}_{L_K}^H] \). A linear receiver matrix \( \mathbf{U}_i \) is used at the BS to estimate the transmitted symbol vector of user \( i \), and the estimated symbol vector \( \hat{\mathbf{s}}_i^M \) is expressed as

\[ \hat{\mathbf{s}}_i^M = \mathbf{U}_i^H \mathbf{y}_{L+1}^M. \]  

(7.10)

Using (7.8)-(7.10), we have the decision variable of the \( j \)th data symbol of the \( i \)th user as

\[ \hat{s}_{i,j}^M = \left( \mathbf{u}_i^{(j)} \right)^H \bigotimes_{m=1}^{L-1} (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{H}_{L_i}^H \mathbf{v}_{i}^{(j)} \left( \mathbf{p}_i^{(j)} \right)^{\frac{1}{2}} \mathbf{s}_{i,j}^M \]

\[ + \left( \mathbf{u}_i^{(j)} \right)^H \sum_{l=1, l \neq j}^{N(i)} \bigotimes_{m=1}^{L-1} (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{H}_{L_i}^H \mathbf{v}_{i}^{(l)} \left( \mathbf{p}_i^{(l)} \right)^{\frac{1}{2}} \mathbf{s}_{i,l}^M \]

\[ + \left( \mathbf{u}_i^{(j)} \right)^H \sum_{k=1, k \neq i}^{N(k)} \bigotimes_{m=1}^{L-1} (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{H}_{L_k}^H \mathbf{v}_{k}^{(l)} \left( \mathbf{p}_k^{(l)} \right)^{\frac{1}{2}} \mathbf{s}_{k,l}^M \]

\[ + \left( \mathbf{u}_i^{(j)} \right)^H \sum_{k=1}^{L-1} \bigotimes_{m=1}^k (\mathbf{H}_m^H \mathbf{F}_m^H) \mathbf{n}_{k+1} + \left( \mathbf{u}_i^{(j)} \right)^H \mathbf{n}_1. \]  

(7.11)

\[ \text{desired signal} \]

\[ \text{intra-user interference} \]

\[ \text{inter-user interference} \]

\[ \text{noise propagated from previous hops} \]

\[ \text{noise at the destination} \]
7.3 Channel Model

Unlike [215], [216], and [227], where the exact CSI is perfectly known, in this chapter, we investigate the MAC-BC duality under imperfect CSI at each hop. There are two classes of models frequently used to model imperfect CSI: the Bayesian (stochastic) and the deterministic (or worst-case) models. In the stochastic model, the channel is usually modeled as a complex random matrix with normally distributed elements. The system design is then based on optimizing the stochastic measure of the system performance, such as the mean or outage performance under the assumption that the transmitter knows the mean and/or the covariance. On the other hand, the worst-case model assumes that the instantaneous channel, though not exactly known, lies in a known set of possible values. The error belongs to a predefined uncertainty region (with no inherent statistical assumption). In this case, the final objective is to optimize the worst system performance in this error region, which leads to a maximin formulation. In this chapter, we consider the stochastic
model, where the true CSI at each hop is modeled as

\[
H_l = R_l^\frac{1}{2} H_{w,l} T_l^\frac{1}{2}, \quad l = 1, \ldots, L - 1 \tag{7.12}
\]

\[
H_{L_i} = R_{L_i}^\frac{1}{2} R_{w,L_i} T_{L_i}^\frac{1}{2}, \quad i = 1, \ldots, K \tag{7.13}
\]

where the elements of \(H_{w,l}\) and \(H_{w,L_i}\) are i.i.d. zero mean circularly symmetric complex Gaussian random variables all with unit variance, \(T_l \in \mathbb{C}^{N_l \times N_l}\) and \(R_l \in \mathbb{C}^{N_{l+1} \times N_{l+1}}\) are (from the perspective of BC system) antenna correlation matrices at the transmitter end of the \(l\)th node and the receiver end of the \((l + 1)\)-th node, respectively [232], [233]. Similarly, \(T_{L_i} \in \mathbb{C}^{N_{L_i} \times N_{L_i}}\) and \(R_{L_i} \in \mathbb{C}^{N_{L+1}^{(i)} \times N_{L+1}^{(i)}}\) are antenna correlation matrices at the transmitter end of the \((L - 1)\)-th relay node and the \(i\)th user node, respectively.

We assume that channel estimation is performed on \(H_{w,l}\) and \(H_{w,L_i}\) using the orthogonal training method developed in [232]. Based on (7.12) and (7.13), the true channels \(H_l\), \(H_{L_i}\), and their minimum mean-squared error (MMSE) estimates \(\hat{H}_l\), \(\hat{H}_{L_i}\) are related as [232]

\[
H_l = \hat{H}_l + R_l^\frac{1}{2} E_{w,l} T_l^\frac{1}{2} = \hat{H}_l + \tilde{E}_l, \quad l = 1, \ldots, L - 1
\]

\[
H_{L_i} = \hat{H}_{L_i} + R_{L_i}^\frac{1}{2} E_{w,L_i} T_{L_i}^\frac{1}{2} = \hat{H}_{L_i} + \tilde{E}_{L_i}, \quad i = 1, \ldots, K
\]

where \(R_l \triangleq \left(I_{N_{l+1}} + \sigma^2_{e,l} \tilde{R}_l^{-1}\right)^{-1}\), \(E_l \triangleq R_l^\frac{1}{2} E_{w,l} T_l^\frac{1}{2}\) is the estimation error of \(H_l\), \(R_{L_i} \triangleq \left(I_{N_{L+1}^{(i)}} + \sigma^2_{e,L_i} \tilde{R}_{L_i}^{-1}\right)^{-1}\) and \(E_{L_i} \triangleq R_{L_i}^\frac{1}{2} E_{w,L_i} T_{L_i}^\frac{1}{2}\) is the estimation error of \(H_{L_i}\). Here, the entries of \(E_{w,l}\) and \(E_{w,L_i}\) are i.i.d. with \(\mathcal{CN}(0, \sigma^2_{e,l})\) and \(\mathcal{CN}(0, \sigma^2_{e,L_i})\), respectively. For the ease of explanation, let us take the BC system as an example. We assume that the \(l\)th node ((\(l - 1\))-th relay node), \(l = 2, \ldots, L\), estimates its backward channel \(H_{l-1}\) through channel training and feeds the estimated CSI back to the \((l - 1)\)-th node without any error. Thus,
both the $l$th and the $(l-1)$-th nodes have the same CSI mismatch on $H_{l-1}$. Similarly, the $i$th user node estimates its backward channel $H_{L_i}$ through channel training and feeds the estimated CSI back to the $(L-1)$-th relay node without any error. In this chapter, we assume that $E_{w,l}$ is unknown, but $\tilde{H}_l, R_l, T_l$, and $\sigma^2_{e,l}$ are available at the $l$th and the $(l+1)$-th nodes, $l = 1, \ldots, L-1$. Similarly, we assume that $E_{w,L_i}$ is unknown, but $\tilde{H}_{L_i}, R_{L_i}, T_{L_i}$, and $\sigma^2_{e,L_i}$ are available at the $(L-1)$-th relay node and $i$th user node, $i = 1, \ldots, K$.

### 7.4 MAC-BC Duality

In this section, we establish the duality between the MAC and BC multi-hop AF MIMO relay systems under imperfect CSI and antenna correlation at each hop. We define duality as the achievement of identical stream-wise SINR (MSE, capacity) at the MAC and the BC systems with the same amount of total network transmission power under imperfect CSI. In order to establish this duality, given a MAC MIMO relay system, we need to determine the scaling factors $c_l$, $l = 1, \ldots, L-1$, of the relay amplifying matrix $F_l$ and the source power allocation matrix $Q$ in the BC system.

Note that for the simplicity of presenting the proof of the duality results in this chapter, we analyze the duality for the single user case. Let us group all users together in BC and MAC to form one “super” destination node and one “super” source node with $N_{L+1}$ antennas, respectively. The BC system and the MAC system can be equivalently viewed as a single-user downlink and uplink multi-hop MIMO relay system, respectively. The following theorem establishes the MAC-BC duality of multi-hop MIMO relay communication system under imperfect channel model.
Theorem 1. Let $\mathbf{F}_l^H$ and $c_l \mathbf{F}_l$ be the relay amplifying matrices at the multi-hop MIMO MAC and BC systems, respectively. Under imperfect CSI, stream-wise identical SINRs (duality) in the MAC and BC systems can be achieved through the following two approaches:

1. With the transmission power constraint at individual nodes, duality holds by setting $P_{L+1-l}^M = P_l^B$, $l = 1, \ldots, L$, where $P_l^B$ and $P_l^M$ are the total transmitted powers at the $l$th BC and MAC node, respectively. The values of $c_l$, $l = 1, \ldots, L - 1$, can be obtained from relay transmission power constraints of the BC. In other words, duality can be achieved by employing $\mathbf{F}_{L-1}^H$ and $c_l \mathbf{F}_l$ respectively as the relay amplifying matrix at the $l$th relay node of the MAC system and the BC system, $l = 1, \ldots, L - 1$, and the scaling factor $c_l$ is obtained by switching the power constraints at the $l$th node of the BC system and the $(L + 1 - l)$-th node of the MAC system, $l = 1, \ldots, L$.

2. Under a total network power constraint, MAC-BC duality holds when $\mathbf{F}_l$ and $\mathbf{F}_l^H$, $l = 1, \ldots, L - 1$ are the relay amplifying matrices used in the BC and MAC, respectively. In other words, MAC-BC duality holds when $c_l = 1$, $l = 1, \ldots, L - 1$.

Proof. See Appendix 7.A.

Theorem 1 includes the SINR duality results in [211]-[217] as special cases. It extends the MAC-BC SINR duality results to multi-hop AF MIMO relay systems under imperfect CSI, and thus generalizes all previous SINR duality results. Note that Theorem 1 holds for any linear transceiver matrices $\mathbf{U}, \mathbf{V}$, and linear relay amplifying matrices $\mathbf{F}_l$, $l = 1, \ldots, L - 1$. 
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**Theorem 2.** If the source node of the BC MIMO relay system employs DPC and the destination node of the MAC MIMO relay system employs SIC, then under imperfect CSI, stream-wise identical SINRs (duality) in the MAC and BC systems can be achieved through the same two approaches in Theorem 1.

**Proof.** See Appendix 7.B.

Theorem 2 extends the SINR duality results in Theorem 1 to the scenario where nonlinear transceivers are used at the source node of the BC system and the destination node of the MAC system. Similar to Theorem 1, Theorem 2 holds for any transceiver matrices $U, V$, and relay amplifying matrices $F_l$, $l = 1, \ldots, L - 1$. By choosing $V$ (the destination receiving matrix in the BC and the source precoding matrix in the MAC) as a block diagonal matrix, i.e., $V = bd(V_1, V_2, \ldots, V_K)$, both Theorem 1 and Theorem 2 are applicable to multiuser MIMO relay scenario. Moreover, the two duality results are proved under the fair condition that MAC and BC systems consume the same amount of total transmission power.

We can also derive the MSE duality based on the SINR duality by using the relation of $\text{MSE}_i^B = 1/(1 + \text{SINR}_i^B)$, $i = 1, \ldots, N_b$, as shown in Appendix 7.C, where $\text{MSE}_i^B$ and $\text{SINR}_i^B$ stand for the MSE and SINR of the $i$th data stream in the BC system, respectively. Thus identical SINR values in the MAC and BC systems imply identical MSE values. Therefore, it can be concluded from Theorem 1 that each MSE point achievable in the MAC system can be attained in the BC system. Clearly, the converse holds as well.

Based on the SINR duality $\text{SINR}_i^M = \text{SINR}_i^B$, $i = 1, \ldots, N_b$, where $\text{SINR}_i^M$ is the SINR of the $i$th data stream of the MAC system, we can prove the MAC-BC capacity
duality as

\[ C^M = \sum_{i=1}^{N_b} \log_2 \left( 1 + \text{SINR}_i^M \right) \]

\[ = \sum_{i=1}^{N_b} \log_2 \left( 1 + \text{SINR}_i^B \right) \]

\[ = C^B \]  \hspace{1cm} (7.14)

where \( C^M \) and \( C^B \) are the capacities of the MAC and BC systems, respectively.

### 7.5 Appendix 7.A: Proof of Theorem 1

In order to establish the SINR duality for multi-hop AF MIMO relay systems under imperfect CSI, we have to show the conditions on \( P, Q, \) and \( c_l, l = 1, \ldots, L-1, \) that identical SINRs are achieved in both the MAC and BC systems. The proof consists of the following three main steps.

1. We write the total transmission power and the SINR of each stream for both the MAC and BC systems using (7.8)-(7.11) and (7.3)-(7.7), respectively.

2. We rewrite the total transmission power of the BC system obtained in Step 1 based on the definition of duality that both channels should achieve identical SINRs.

3. Using the final expression of the total transmission power of the BC system obtained in Step 2, we find the conditions on \( P, Q, \) and \( c_l, l = 1, \ldots, L-1, \) such that both the MAC and BC systems consume the same amount of total transmission power.
7.5.1 Step 1

In this step, we first write the total required transmission power for the MAC and BC systems. For this purpose, we first express the transmitted power at each node of both systems.

Using (7.8) and (7.9), the individual transmission power for all the transmitting nodes in the MAC system can be written as

\[
P_{1M} = tr\{P\} \quad (7.15)
\]

\[
P_{2M} = E\left[tr\{F_{L-1}^H(H^H_LVPV^H_L + I_{N_L})F_{L-1}\}\right]
\]

\[
= tr\{F_{L-1}^H\}
\]

\[
+ tr\left\{\left(\hat{H}_LF_{L-1}\bar{F}_{L-1}^H + \sigma_e^2 tr\{T_{L}F_{L-1}\}R_{L}\right)VPV^H\right\} \quad (7.16)
\]

\[
P_{M+2-l}^M = E\left[tr\left\{F_{l-1}^H(y_{L+2-l}^M)^H \tilde{F}_{l-1}\right\}\right]
\]

\[
= tr\left\{\left(\tilde{H}_LF_{L-1}B_{l-1}^{(l)}\bar{F}_{L-1}^H + \sigma_e^2 tr\{T_{L}F_{L-1}\}R_{L}\right)VPV^H\right\}
\]

\[
+ \sum_{k=l}^{L-1} tr\left\{F_{l-1}^HD_{l-1}^{(k)}\right\} + tr\left\{F_{l-1}^H\right\}, \quad l = 2, \ldots, L - 1.
\]

where \(B_m^{(n)}\) and \(D_m^{(n)}\) are recursive functions and given by

\[
B_m^{(n)} = \begin{cases} I_{N_n}, & \text{if } m = n \\ \\
\hat{H}_{m-1}F_{m-2}B_{m-1}^{(n)}F_{m-2}^H\hat{H}_{m-1} + \sigma_e^2 tr\{T_{m-1}F_{m-2}B_{m-1}^{(n)}F_{m-2}^H\}R_{m-1}, & \text{o.w.} \end{cases}
\]

\[
D_m^{(n)} = \begin{cases} I_{N_{n+1}}, & \text{if } m = n \\ \\
\hat{H}_{m+1}F_{m+1}D_{m+1}^{(n)}F_{m+1}\hat{H}_{m+1} + \sigma_e^2 tr\{R_{m+1}F_{m+1}D_{m+1}^{(n)}F_{m+1}\}T_{m+1}, & \text{o.w.} \end{cases}
\]
The total transmission power of the MAC system $P^M_l$ can be calculated with the summation of all individual powers (7.15)-(7.17). We would like to note that since the exact CSI is unknown, the transmission power is averaged over the imperfect CSI through the expectation operations in (7.16) and (7.17) with respect to $E_{w,l}$. Here, we have used the result of $E \mathbb{E} [E A E^H] = \sigma^2 c A I$, when the entries of $E$ are i.i.d. with $CN(0, \sigma^2)$ and $A$ is a given matrix [232].

Using (7.3) and (7.4), the individual transmission power $P^B_l$ of the $l$th node, $l = 1, \ldots, L$, in the BC system can be written as

$$P^B_l = tr\{Q\}, \quad (7.18)$$

$$P^B_2 = E \mathbb{E} \left[ tr \left\{ c_1^2 F_1 H_1 U Q U^H H_1^H + I_{N_2} \right\} F_1^H \right]$$

$$= tr\left\{ c_1^2 F_1 H_1^H \right\} + c_1^2 tr \left\{ \left( H_1^H F_1 H_1 + \sigma^2 c_1^2 \right) \mathbb{E} \left[ R \{ F_1 H_1 \} T_1 \right] U Q U^H \right\}, \quad (7.19)$$

$$P^B_{l+1} = E \mathbb{E} \left[ c_1^2 tr \left\{ F_l H_1 U Q U^H H_1^H \right\} \right]$$

$$= \left( \prod_{m=1}^{l} c_m^2 \right) tr \left\{ \left( H_1^H F_1 H_1 + \sigma^2 c_1^2 \right) \mathbb{E} \left[ R \{ F_1 H_1 \} T_1 \right] U Q U^H \right\}$$

$$+ \sum_{k=2}^{L} \left( \prod_{m=k-1}^{l} c_m^2 \right) tr \left( F_l B_{l+1}^k H_1 \right) + tr\left( c_l^2 F_l H_1 \right), \quad l = 2, \ldots, L - 1. \quad (7.20)$$

Note that the expectations in (7.19) and (7.20) are taken with respect to $E_{w,l}$. The total
transmission power of the BC system can be calculated using (7.18)-(7.20) and given by

\[
P^B_T = P^B_1 + P^B_2 + \sum_{l=2}^{L-1} P^B_{l+1}
\]

\[
= tr\{UQU^H\} + \sum_{l=1}^{L-1} \left( \prod_{m=1}^{l} c_m^2 \right) \left( \tilde{H}_l^H F_l^H D^{(l)}_l F_1 \bar{H}_1 + \sigma^2 \epsilon_i \right) tr\{R_1 F_1^H D^{(l)}_1 F_1 \} T_1 \}

+ \sum_{l=1}^{L-1} tr\{\epsilon_i^2 F_l F_l^H\} + \sum_{l=2}^{L-1} \sum_{k=2}^{l} \left( \prod_{m=k-1}^{l} c_m^2 \right) \left( F_l B_{l+1}^{(k)} F_l^H \right) \}.
\]

(7.21)

Then we write the SINR of each stream for the MAC and BC systems. SINR is defined as the ratio of the signal power to the summation of the interference power (interference from all other data streams), total noise power (propagated noise from previous hops plus the thermal noise at the destination node), and the residual power of the signal due to the channel estimation error. By using (7.7), the SINR of the \(i\)th data stream, \(i = 1, \ldots, N_b\) at the destination node of the BC system is given by\(^2\)

\[
\text{SINR}^B_i = \frac{q_i \left( \prod_{m=1}^{L-1} c_m^2 \right) \left| v_i^H \tilde{H}_L \otimes_{l=1}^{L-1} \left( F_l \bar{H}_l \right) u_i \right|^2}{P^B_{l_i}}.
\]

(7.22)

where \(P^B_{l_i}\) is the total interference plus noise power of the \(i\)th stream, \(i = 1, \ldots, N_b\), in the BC system, and is shown at the bottom of the following page.

The first term \(R^B_{l_i}\) in \(P^B_{l_i}\) is the residual interference power of the desired signal

\(^2\)For the stochastic channel estimation error model adopted in Section 7.3, the channel estimation error is seen as noise [217, 232, 195].
in (7.7) stemming from the mismatch between the true and estimated CSI, and is given by

\[ R_i^B = q_i \prod_{m=1}^{L-1} c_m^2 v_i^H \left[ \sigma_{e,L}^2 \text{tr} \left\{ T_L F_{L-1} A_{L-1}^{(i)} F_{L-1}^H \right\} R_L + \tilde{H}_L \left( \sum_{k=1}^{L-2} \sigma_{e,k}^2 \text{tr} \left\{ T_k F_{k-1} A_{k-1}^{(i)} F_{k-1}^H \right\} \right) \right] v_i \]

where \( A_k^{(j)} \) are recursively defined as

\[ A_k^{(j)} = \begin{cases} F_0^{-1} u_j u_j^H F_0^{-H}, & \text{if } k = 0 \\ \tilde{H}_1 u_j u_j^H \tilde{H}_1^H + \sigma_{e,1}^2 \text{tr} \{ T_1 u_j u_j^H \} R_1, & \text{if } k = 1 \\ \tilde{H}_k F_{k-1} A_1^{(j)} F_{k-1}^H \tilde{H}_k^H + \sigma_{e,k}^2 \text{tr} \left\{ T_k F_{k-1} A_1^{(j)} F_{k-1}^H \right\} R_k, & \text{if } k \geq 2. \end{cases} \]

Here we introduced the matrix \( F_0 \) in (7.25) for the simplicity of presentation. In particular, \( F_0 \) is an invertible matrix that is canceled by \( F_0^{-1} \) in \( A_0^{(i)} \) when \( k = 1 \) in the second term of (7.24).

By using (7.11), the SINR of the \( i \)-th data stream, \( i = 1, \ldots, N_b \) at the destination

\[ P_i^B = \sum_{j=1, j \neq i}^{N_b} q_j \prod_{m=1}^{L-1} c_m^2 \left[ \tilde{H}_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H + \sigma_{e,L}^2 \text{tr} \left\{ T_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \right\} R_L \right] v_i \]

interference power

\[ + \sum_{l=2}^{L} \prod_{m=l-1}^{L-1} c_m^2 \left( \tilde{H}_L F_{L-1} B_l^{(i)} F_{L-1}^H + \sigma_{e,L}^2 \text{tr} \left\{ T_L F_{L-1} B_l^{(i)} F_{L-1}^H \right\} R_L \right) + I_{N_L} \]

propagated noise power + noise power at the destination
node of the MAC MIMO relay channel is given by

\[
\text{SINR}_i^M = \frac{p_i |u_i^H \otimes_{l=1}^{L-1} (\tilde{H}_i^H F_l^H) \tilde{H}_L^H v_i|^2}{P_{I_i}^M},
\]

(7.26)

where \( P_{I_i}^M \) is the total interference plus noise power of the \( i \)th stream, \( i = 1, \ldots, N_b \), in the MAC system, and is shown at the bottom of the current page. The first term \( R_{I_i}^M \) in \( P_{I_i}^M \) is the residual interference power of the desired signal in (7.11) stemming from the channel estimation error and is given by

\[
R_{I_i}^M = p_i u_i^H \left[ 2 \sigma_{e,i}^2 \text{tr} \{ R_i F_i^H C_j^{(i)} L_{-1} F_L \} T_1 + \sum_{l=2}^{L-1} \sigma_{e,j}^2 \text{tr} \{ R_l F_l^H C_j^{(i)} L_{-l-1} F_l \} \otimes_{k=1}^{l-1} (\tilde{H}_k^H F_k^H) T_l \otimes_{k=l-1}^{1} (F_k \tilde{H}_k) \right] u_i.
\]

(7.28)

where \( C_j^{(i)} \) are given by

\[
C_j^{(i)} = \begin{cases} 
F_i^H v_j v_j^H F_i, & \text{if } k = -1 \\
\tilde{H}_L v_j v_j^H \tilde{H}_L + \sigma_{e,j}^2 \text{tr} \{ R_L v_j v_j^H \} T_L, & \text{if } k = 0 \\
\tilde{H}_L v_j v_j^H \tilde{H}_L + \sigma_{e,j}^2 \text{tr} \{ R_{L-k} F_{L-k}^H C_{k-1}^{(i)} L_{-k-1} F_L \} T_{L-k}, & \text{if } k \geq 1.
\end{cases}
\]

\[
P_{I_i}^M = R_{I_i}^M + u_i^H \sum_{j=1,j\neq i}^{N_b} p_j \left[ \tilde{H}_i^H F_i^H C_j^{(i)} L_{-2} F_i \tilde{H}_1 + \sigma_{e,1}^2 \text{tr} \{ R_i F_i^H C_j^{(i)} L_{-2} F_1 \} T_1 \right] u_i
\]

interference power

\[
+ u_i^H \left[ \sum_{l=1}^{L-1} (\tilde{H}_i^H F_i^H D_{(l)}^H F_i \tilde{H}_1 + \sigma_{e,1}^2 \text{tr} \{ R_i F_i^H D_{(l)}^H F_1 \} T_1) + I_{N_1} \right] u_i
\]

propagated noise power + noise power at the destination

\[
\triangleq u_i^H M_i u_i.
\]

(7.27)
Similar to $F_0$ in (7.25), here we introduced the matrix $F_L$ for the simplicity of presentation. In particular, $F_L$ is an invertible matrix that is canceled by $F_L^{-1}$ in $C^{(i)}$ when $l = L$ in the second term of (7.28).

### 7.5.2 Step 2

In this step, we rewrite the total transmission power of the BC system obtained in Step 1 based on the definition of the SINR duality.

In order to achieve identical SINRs at the MAC and BC systems, $\text{SINR}_i^B = \text{SINR}_i^M$, $i = 1, \ldots, N_b$ must be satisfied. Using (7.22) and (7.26), such SINR equality leads to $\prod_{m=1}^{L-1} c_m^2 q_i P_i^M = p_i P_i^B$. Summing this over all $N_b$ streams, i.e., $\sum_{i=1}^{N_b} \text{SINR}_i^B = \sum_{i=1}^{N_b} \text{SINR}_i^M$, we have

$$\sum_{i=1}^{N_b} \left( \prod_{m=1}^{L-1} c_m^2 \right) q_i P_i^M = \sum_{i=1}^{N_b} p_i P_i^B. \quad (7.29)$$

By substituting (7.24) and (7.27) into (7.29), it can be seen that only the last terms (noise terms) in (7.24) and (7.27) remain and the other terms related to interference are canceled out, since

$$\sum_{i=1}^{N_b} \prod_{m=1}^{L-1} c_m^2 q_i \left( R_i^B + \sum_{j=1, j \neq i}^{N_b} p_j u_i^H \left[ \tilde{H} \tilde{F}_1^H C_{L-2}^{(j)} F_1 \tilde{H}_1 + \sigma_{v_i}^2 \text{tr} \left\{ R_1 F_1^H C_{L-2}^{(j)} \right\} T_1 \right] u_i \right)$$

$$= \sum_{i=1}^{N_b} p_i \left( R_i^B + \sum_{j=1, j \neq i}^{N_b} q_j \left( \prod_{m=1}^{L-1} c_m^2 \right) v_i^H \left[ \tilde{H}_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \tilde{H}_L^H \right. \right.$$

$$+ \left. \sigma_{v_i}^2 \text{tr} \left\{ T_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \right\} R_L \right] v_i \right). \quad (7.30)$$

---

3The relation in (7.30) was used for single-hop, two-hop and multi-hop channels in [237], [215] and [216], respectively.
In other words, (7.29) can be written as

\[
\sum_{i=1}^{N_b} \prod_{m=1}^{L-1} c_m^2 q_i \begin{pmatrix} u_i^H \left( \sum_{l=1}^{L-1} (\mathbf{\tilde{H}}_1^H \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \mathbf{\tilde{H}}_1 + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{R}_1 \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \right\} \mathbf{T}_1) \right) u_i + 1 \end{pmatrix}
\]

\[
= \sum_{i=1}^{N_b} p_i \begin{pmatrix} v_i^H \left( \sum_{l=2}^{L} \prod_{m=l-1}^{L-1} c_m^2 (\mathbf{H}_L \mathbf{F}_{L-1}^{(l)} \mathbf{F}_L^H \mathbf{H}_L^H \mathbf{F}_L^H + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{T}_L \mathbf{F}_{L-1}^{(l)} \mathbf{F}_L^H \mathbf{F}_L \right\} \mathbf{R}_L \right) v_i + 1 \end{pmatrix}.
\]

Substituting (7.31) back into (7.21), \( P_T^B \) can be written as

\[
P_T^B = \text{tr} \{ \mathbf{U} \mathbf{Q} \mathbf{U}^H \} + \sum_{l=1}^{L-1} \prod_{m=1}^{l} c_m^2 \left( \text{tr} \left\{ (\mathbf{\tilde{H}}_1^H \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \mathbf{\tilde{H}}_1 \mathbf{T}_1) \mathbf{U} \mathbf{Q} \mathbf{U}^H \right\} + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{R}_1 \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \mathbf{\tilde{H}}_1 \mathbf{T}_1 \right\} \mathbf{U} \mathbf{Q} \mathbf{U}^H \right) + \sum_{l=2}^{L} \prod_{m=k-1}^{l-1} c_m^2 \left( \text{tr} \left\{ (\mathbf{\tilde{H}}_L^H \mathbf{F}_L^H \mathbf{B}_L^{(l)} \mathbf{F}_L^H \mathbf{L}_L^H \mathbf{F}_L^H + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{T}_L \mathbf{F}_{L-1}^{(l)} \mathbf{F}_L^H \mathbf{F}_L \right\} \mathbf{R}_L \right\} \mathbf{V} \mathbf{P} \mathbf{V}^H \mathbf{P} \right) \right).
\]

where the first four terms are from (7.21) and the last three terms are from (7.31).

After some simple manipulations, \( P_T^B \) can be written as

\[
P_T^B \quad (7.32)
\]

\[
= \sum_{l=2}^{L} \left( \prod_{m=1}^{l-1} c_m^2 \right) \text{tr} \left\{ (\mathbf{H}_L \mathbf{F}_{L-1}^{(l)} \mathbf{F}_L^H \mathbf{H}_L^H \mathbf{F}_L^H + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{T}_L \mathbf{F}_{L-1}^{(l)} \mathbf{F}_L^H \mathbf{F}_L \right\} \mathbf{R}_L \right\} \mathbf{V} \mathbf{P} \mathbf{V}^H \mathbf{P} \right) + \sum_{l=1}^{L-1} \prod_{m=l+1}^{L-1} c_m^2 \left( \text{tr} \left\{ (\mathbf{\tilde{H}}_1^H \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \mathbf{\tilde{H}}_1 \mathbf{T}_1) \mathbf{U} \mathbf{Q} \mathbf{U}^H \right\} + \sigma_{e,1}^2 \text{tr} \left\{ \mathbf{R}_1 \mathbf{F}_1^H \mathbf{D}_1^{(l)} \mathbf{F}_1 \mathbf{\tilde{H}}_1 \mathbf{T}_1 \right\} \mathbf{U} \mathbf{Q} \mathbf{U}^H \right) + \sum_{l=1}^{L-1} \prod_{m=1}^{l-1} c_m^2 \left( \text{tr} \{ \mathbf{U} \mathbf{Q} \mathbf{U}^H \} + \sum_{l=1}^{L-1} \prod_{m=k-1}^{l-1} c_m^2 \left( \text{tr} \left\{ \mathbf{F}_L^{(k)} \mathbf{F}_L^{(l)} \mathbf{F}_L^H \mathbf{F}_L \right\} \mathbf{R}_L \right) \mathbf{V} \mathbf{P} \mathbf{V}^H \mathbf{P} \right) \right).
\]
For notational simplicity, for \( l = 2, \ldots, L - 1 \), we denote
\[
a_l \triangleq \sum_{k=2}^l \left( \prod_{m=k-1}^l c_m^2 \right) \text{tr} \left\{ F_l B_{l+1}^{(k)} F_l^H \right\}.
\] (7.33)

Using (7.33) and with some manipulations, we have
\[
\sum_{l=2}^{L-1} a_l = \sum_{l=2}^{L-1} \left( \prod_{m=l+1}^{L-1} c_m^2 \right) a_l + \sum_{l=2}^{L-1} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) a_l
\]
\[
= \sum_{l=2}^{L-1} \sum_{k=2}^l \left( \prod_{m=k-1}^{L-1} c_m^2 \right) \text{tr} \left\{ F_l B_{l+1}^{(k)} F_l^H \right\} + \sum_{l=2}^{L-1} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) a_l
\]
\[
= \sum_{l=2}^{L-1} \sum_{k=l}^L \left( \prod_{m=l-1}^{L-1} c_m^2 \right) \text{tr} \left\{ F_{l-1}^H D_{l-1}^{(k)} F_{l-1} \right\} + \sum_{l=2}^{L-1} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) a_l
\] (7.34)

where we have used the fact that \( \text{tr} \left\{ F_k B_{k+1}^{(k)} F_k^H \right\} = \text{tr} \left\{ F_{l-1}^H D_{l-1}^{(k)} F_{l-1} \right\} \). We can also write
\[
\sum_{l=1}^{L-1} \text{tr} \left\{ c_l^2 F_l F_l^H \right\} = \sum_{l=1}^{L-1} \text{tr} \left\{ c_l^2 F_l F_l^H \right\} + \sum_{l=2}^{L-1} \prod_{m=l}^L c_{m-1}^2 \text{tr} \left\{ F_{l-1}^H F_{l-1} \right\} - \sum_{l=1}^{L-1} \prod_{m=l}^{L-1} c_m^2 \text{tr} \left\{ F_l F_l^H \right\}
\]

\[
= \sum_{l=2}^{L} \prod_{m=l}^L c_{m-1}^2 \text{tr} \left\{ F_{l-1}^H F_{l-1} \right\} + \sum_{l=1}^{L-1} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) \text{tr} \left\{ c_l^2 F_l F_l^H \right\}.
\] (7.35)

Substituting (7.34) and (7.35) back into (7.33) and after rearranging terms, \( P^B_T \) can be re-written as
\[ P_T^H = \sum_{l=2}^{L-1} \prod_{m=l}^{L} c_m^2 \{ (\hat{H}_L F_{L-1} B_L^{(l)} F_{L-1}^H \hat{H}_L^H + \sigma_{e,l}^2 \{ T_L F_{L-1} B_L^{(l)} F_{L-1}^H \} R_L \} VPV^H \] 

part of first term in (7.33)

\[ + c_{L-1}^2 tr \{ (\hat{H}_L F_{L-1} F_{L-1}^H \hat{H}_L^H + \sigma_{e,L}^2 tr \{ T_L F_{L-1} F_{L-1}^H \} R_L \} VPV^H \} + tr \{ P \} \]

part of first term in (7.33), particularly when \( l = L \)

\[ + \sum_{l=2}^{L-2} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) tr \{ \prod_{m=1}^{l} c_m^2 (\hat{H}_1^H F_1^H D_1^{(l)} F_1 \hat{H}_1 + \sigma_{e,1}^2 tr \{ R_1 F_1^H D_1^{(l)} F_1 \} T_1 \} UQU^H \} \]

part of second term in (7.33)

\[ + \left( 1 - \prod_{m=2}^{L-1} c_m^2 \right) tr \{ UQU^H \} + \sum_{l=2}^{L-1} \prod_{m=l}^{L} c_m^2 \{ F_{l-1}^H F_{l-1} \} + c_{L-1}^2 tr \{ F_{L-1}^H F_{L-1} \} \]

third term in (7.33) + first part of the fourth term in (7.33) given in (7.35)

\[ + \sum_{l=2}^{L-2} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) tr \{ c_1^2 F_1 F_1^H \} + \left( 1 - \prod_{m=2}^{L-1} c_m^2 \right) tr \{ c_1^2 F_1 F_1^H \} \]

second part of the fourth term in (7.33) given in (7.35)

\[ + \sum_{l=2}^{L-1} \prod_{m=1}^{l} c_m^2 \{ \sum_{k=l}^{L-1} F_{l-1}^H D_{l-1}^{(k)} F_{l-1} \} + \sum_{l=2}^{L-2} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) tr \{ \sum_{k=2}^{l} \prod_{m=k}^{l} c_m F_{l-1} B_{l-1}^{(k)} F_{l-1}^H \} \]

last term in (7.33)

\[ = \sum_{l=2}^{L-1} \prod_{m=l}^{L} c_m^2 \{ (\hat{H}_L F_{L-1} B_L^{(l)} F_{L-1}^H \hat{H}_L^H + \sigma_{e,l}^2 tr \{ T_L F_{L-1} B_L^{(l)} F_{L-1}^H \} R_L \} VPV^H \] 

+ \sum_{k=l}^{L-1} F_{l-1}^H D_{l-1}^{(k)} F_{l-1} + F_{l-1}^H F_{l-1} \}

\[ + c_{L-1}^2 tr \{ (\hat{H}_L F_{L-1} F_{L-1}^H \hat{H}_L^H + \sigma_{e,L}^2 tr \{ T_L F_{L-1} F_{L-1}^H \} R_L \} VPV^H + F_{L-1}^H F_{L-1} \} + tr \{ P \} \]

+ \sum_{l=2}^{L-2} \left( 1 - \prod_{m=l+1}^{L-1} c_m^2 \right) tr \{ \prod_{m=1}^{l} c_m \{ \hat{H}_1^H F_1^H D_1^{(l)} F_1 \hat{H}_1 + \sigma_{e,1}^2 tr \{ R_1 F_1^H D_1^{(l)} F_1 \} T_1 \} UQU^H \]
where

\[ P_M = \sum_{l=1}^{L-1} \left( \prod_{m=1}^{L-2} c_{m}^{-2} \right) P_{L+1-l} + c_{L-1}^2 P_2^M + P_1^M + \sum_{l=2}^{L-2} \left( 1 - \prod_{m=l+1}^{L-1} c_{m}^{-2} \right) P_{l+1}^B \]

and

\[ P_B = \sum_{l=1}^{L-1} \left( \prod_{m=1}^{L-2} c_{m}^{-2} \right) P_{L+1-l} + P_1^B + \sum_{l=1}^{L-1} \left( 1 - \prod_{m=l}^{L-1} c_{m}^{-2} \right) P_{l+1}^M. \]

By adding and subtracting \( \left( \sum_{l=1}^{L-1} P_{L+1-l}^M \right) \) to and from (7.37), which is the total relay transmission power for the MAC system, we obtain

\[ P_T^B - P_T^M = \sum_{l=1}^{L-1} \left( \prod_{m=l}^{L-1} c_{m}^{-2} - 1 \right) (P_{L+1-l}^M - P_{l+1}^B). \]

Since the MAC and BC systems should consume the same amount of total transmission power, we need to find the conditions such that \( P_T^B - P_T^M = 0 \). Obviously, for any \( L \geq 2 \), the condition \( P_T^B - P_T^M = 0 \) is true if \( \prod_{m=l}^{L-1} c_{m}^{-2} = 1 \) for \( l = 1, \ldots, L - 1 \), which is true if \( c_{m} = 1 \) for \( m = 1, \ldots, L - 1 \).
equivalent to \( c_l = 1, \ l = 1, \ldots, L - 1 \). Thus, the first part of Theorem 1 (without transmission power constraint at each node) is proven. Moreover, the condition \( P_T^B - P_T^M = 0 \) also holds if \( P_{L+1-l}^M = P_l^B, \ l = 1, \ldots, L - 1 \). Then we have \( P_1^M = P_1^B \) due to the fair assumption \( P_T^B = P_T^M \). Thus, we have \( P_{L+1-l}^M = P_l^B, \ l = 1, \ldots, L \) and the second part of Theorem 1 (with transmission power constraint at individual nodes) is proven.

7.6 Appendix 7.B: Proof of Theorem 2

When the destination node of a MAC MIMO relay system employs SIC, the source symbols are detected successively with the last symbol detected first and the first symbol detected last, and thus the interference from the previously detected symbols is subtracted to detect the current symbol. Therefore, the SINR of the \( i \)th data stream, \( i = 1, \ldots, N_b \) at the MAC MIMO relay system is written as

\[
\text{SINR}_i^M = \frac{P_i \left| u_i^H \bigotimes_{l=1}^{L-1} \left( \tilde{H}_l^H F_{i_l}^H \right) \tilde{H}_l^H v_i \right|^2}{P_{I_i}^M}.
\] (7.39)

where \( P_{I_i}^M \) is the total interference plus noise power of the \( i \)th stream, \( i = 1, \ldots, N_b \), in the MAC system, and can be expressed as

\[
P_{I_i}^M = R_{I_i}^M + u_i^H \sum_{j=1}^{i-1} p_j \left[ \tilde{H}_j^H F_{i_j}^H C_{L-2}^j F_1 \tilde{H}_1 + \sigma_{e,1}^2 \text{tr} \left\{ R_1 F_{i_j}^H C_{L-2}^j F_1 \right\} T_1 \right] u_i
\]

\[ + u_i^H \sum_{l=1}^{L-1} \left( \tilde{H}_l^H F_1^H D_1^{(l)} F_1 \tilde{H}_1 + \sigma_{e,1}^2 \text{tr} \left\{ R_1 F_{i_l}^H D_1^{(l)} F_1 \right\} T_1 \right) + I_{N_i} \] \( u_i \). (7.40)

where \( R_{I_i}^M \) is defined in (7.28).

When the source node of a BC MIMO relay system employs DPC, the source symbols are encoded successively with the first symbol encoded first and the last symbol
encoded last, and thus the interference from previously encoded symbols is subtracted to encode the current symbol. Therefore, the SINR of the \( i \)th data stream, \( i = 1, \ldots, N_b \) at the BC MIMO relay system is written as

\[
\text{SINR}_i^B = \frac{q_i \left( \prod_{m=1}^{L-1} c_m^2 \right) |v_i^H \tilde{H}_L \otimes_{l=L-1}^1 \left( F_l \tilde{H}_l \right) u_i|^2}{P_{i}^{I}}.
\]  

(7.41)

where \( P_{i}^{I} \) is the total interference plus noise power of the \( i \)th stream, \( i = 1, \ldots, N_b \), in the BC system, and can be written as

\[
P_{i}^{I} = \sum_{j=i+1}^{N_b} q_j \left( \prod_{m=1}^{L-1} c_m^2 \right) v_i^H \left[ \tilde{H}_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \tilde{H}_L^H + \sigma_{e,L}^2 \text{tr} \left\{ T_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \right\} R_L \right] v_i + R_{i}^{B}^P
\]

(7.42)

\[
+ v_i^H \left[ \sum_{l=2}^{L} \left( \prod_{m=l-1}^{L-1} c_m^2 \right) \left( \tilde{H}_L F_{L-1} B_{L}^{(l)} F_{L-1}^H \tilde{H}_L^H + \sigma_{e,L}^2 \text{tr} \left\{ T_L F_{L-1} B_{L}^{(l)} F_{L-1}^H \right\} R_L \right) + I_{N_L} \right] v_i
\]

where \( R_{i}^{B} \) is defined in (7.24).

Using (7.39) and (7.41), and the identity below (similar to (7.30))

\[
\sum_{i=1}^{N_b} \prod_{j=1}^{L-1} c_m^2 q_i \left( R_{i}^M + v_i^H \left[ \tilde{H}_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \tilde{H}_L^H + \sigma_{e,L}^2 \text{tr} \left\{ R_{i}^H F_{L-1}^H C_{L-2}^{(j)} F_{L-1} + \sigma_{e,L}^2 \text{tr} \left\{ R_{i}^H F_{L-1}^H C_{L-2}^{(j)} F_{L-1}^H \right\} T_1 \right\} \right] u_i \right)
\]

\[
= \sum_{i=1}^{N_b} p_i \left( R_{i}^B + \sum_{j=1}^{N_b} q_j \left( \prod_{m=1}^{L-1} c_m^2 \right) v_i^H \left[ \tilde{H}_L F_{L-1} A_{L-1}^{(j)} F_{L-1}^H \tilde{H}_L^H + \sigma_{e,L}^2 \text{tr} \left\{ R_{i}^H F_{L-1}^H C_{L-2}^{(j)} F_{L-1} + \sigma_{e,L}^2 \text{tr} \left\{ R_{i}^H F_{L-1}^H C_{L-2}^{(j)} F_{L-1}^H \right\} T_1 \right\} \right] v_i \right)
\]

(7.43)

we obtain \( P_{I}^B \) as in (7.33) from \( \sum_{i=1}^{N_b} \text{SINR}_i^B = \sum_{i=1}^{N_b} \text{SINR}_i^M \), and the steps in (7.33)-(7.38) are still the same. Thus Theorem 2 is proven.
7.7 Appendix 7.C: SINR-MSE Relation

To prove the MSE duality, we first rewrite SINR\(_i\) in (7.26) as

\[
\text{SINR}_i = \frac{p_i |u_i^H \bigotimes_{l=1}^{L-1} (\tilde{H}_l^H F_l^H) \tilde{H}_L^H v_i|^2}{u_i^H P_i u_i}.
\]

(7.44)

\[
\leq p_i v_i^H \tilde{H}_L \bigotimes_{l=L-1}^{1} (F_l \tilde{H}_l) P_i^{-1} \bigotimes_{l=1}^{L-1} (\tilde{H}_l^H F_l^H) \tilde{H}_L^H v_i.
\]

where \(M_i\) is defined in (7.27), and the inequality comes from Cauchy-Schwarz’s inequality [238]. The upper bound is achieved by

\[
u_i^{\text{SINR}} = \alpha_i M_i^{-1} \bigotimes_{l=1}^{L-1} (\tilde{H}_l^H F_l^H) \tilde{H}_L^H v_i.
\]

(7.45)

Here \(\alpha_i \neq 0\) is an arbitrary scalar.

Using (7.11), we can express the MSE of the \(i\)th data stream for the MAC channel as\(^5\)

\[
\text{MSE}_i = E \left[ |s_i^M - \hat{s}_i^M|^2 \right]
\]

\[
= E \left[ p_i |u_i^H \bigotimes_{l=1}^{L-1} (H_l^H F_l^H) H_L^H v_i|^2 \right] + u_i^H u_i + \sum_{j=1,j \neq i}^{N} E \left[ p_j |u_j^H \bigotimes_{l=1}^{L-1} (H_l^H F_l^H) H_L^H v_j|^2 \right]
\]

\[
+ \sum_{k=1}^{L-1} E \left[ u_i^H \bigotimes_{m=1}^{k} (H_m^H F_m^H) \bigotimes_{m=k} (F_m H_m) u_i \right] - 2p_i \Re \left\{ E \left[ u_i^H \bigotimes_{l=1}^{L-1} (H_l^H F_l^H) H_L^H v_i \right] \right\} + 1.
\]

Using \(M_i\) defined in (7.27), (7.46) can be written as

\[
\text{MSE}_i = p_i |u_i^H \bigotimes_{l=1}^{L-1} (\tilde{H}_l^H F_l^H) \tilde{H}_L^H v_i|^2 + u_i^H M_i u_i
\]

\[
- 2p_i \Re \left\{ u_i^H \bigotimes_{l=1}^{L-1} (\tilde{H}_l^H F_l^H) \tilde{H}_L^H v_i \right\} + 1.
\]

\(^5\)Since we consider single-user downlink and uplink multi-hop MIMO relay system in our proof, the inter-user interference term from (11) can be eliminated. In other words, the inter-user interference becomes intra-user interference when we treat multiple users as a “super” node as in Section IV.
The optimal receive vector $u_i$ minimizing (7.47) is the Wiener filter [239] and given by

$$u_i^{\text{MSE}} = (M_i + \tilde{v}_i \tilde{v}_i^H)^{-1} \tilde{v}_i$$

$$= \frac{M_i^{-1} \tilde{v}_i}{1 + \tilde{v}_i^H M_i^{-1} \tilde{v}_i}$$

(7.48)

where $\tilde{v}_i \triangleq p_i^\frac{1}{2} \bigotimes_{l=1}^{L_i-1} (\tilde{H}_l^H F_l^H) \tilde{H}_l^H v_i$ and the matrix inversion lemma, which is given by

$$(A + BCD)^{-1} = A^{-1} - A^{-1} B (DA^{-1} B + C^{-1})^{-1} DA^{-1},$$

is applied to obtain the second equation in (7.48).

Comparing (7.45) with (7.48), we find that $u_i^{\text{MSE}}$ in (7.48) also maximizes the SINR with $\alpha_i = p_i^\frac{1}{2} / (1 + \tilde{v}_i^H M_i^{-1} \tilde{v}_i)$. By substituting (7.48) back into (7.47), the MSE of the $i$th data stream of the MAC system is given by

$$\text{MSE}_i^M = \frac{1}{1 + \tilde{v}_i^H M_i^{-1} \tilde{v}_i}$$

$$= \frac{1}{1 + \text{SINR}_i^M}.\quad (7.49)$$
Chapter 8

On Uplink-Downlink Sum-MSE Duality of Multi-hop MIMO Relay Channel

In this chapter, we establish the sum-MSE duality between uplink and downlink multi-hop AF MIMO relay channels, which is a generalization of several previously established results on sum-MSE duality. Unlike the previous methods that prove the duality by direct calculations of the MSEs for each stream, we introduce an interesting perspective to the relation of the uplink-downlink duality based on the Karush-Kuhn-Tucker (KKT) optimality conditions. Joint linear minimum sum-MSE transceiver optimization problems are formulated under the power constraints of the relays and user nodes for both uplink and downlink channels. Based on the KKT conditions associated with both optimization problems and by swapping the power constraints of the nodes in the downlink and uplink
channel, the uplink-downlink duality in sum-MSE is established. As a result, the sum-MSE in both uplink and downlink systems are the same and any achievable downlink system satisfying the KKT conditions can be transformed to the uplink system, vice versa.

8.1 Introduction

MSE is an important performance measure to approach the information-theoretic limits of Gaussian channels. In the uplink-downlink MSE duality, the MSEs remain the same during the conversion from uplink to downlink and vice versa. The stream-wise MSE duality was first derived for multiple-input single-output (MISO) systems with a sum power constraint [218] and then was extended to MIMO systems in [214, 219]. It was observed in [219] that under a total power constraint, any MSE point achievable in the uplink can also be achieved in the downlink. Stream-wise MSE duality was extended in [220] to sum-MSE and individual user-MSE dualities for MIMO systems.

All of the aforementioned MSE duality results are established by assuming that perfect channel state information (CSI) is available at all the nodes in the system. Motivated by this, the authors in [217] and [221] establish the MSE duality under imperfect CSI for single-hop MISO systems, which generalizes the MSE duality with perfect CSI in [218]. The MSE duality in [217] and [221] for MISO systems is extended to MIMO systems under imperfect CSI in [222]. None of [217, 221, 222] considers antenna correlation in their channel model. In [223], the sum-MSE uplink-downlink duality has been established for MIMO systems by considering imperfect CSI both at the base station and users, and with antenna correlation only at the base station. The duality result in [223] is established based on
the Karush-Kuhn-Tucker (KKT) optimality conditions for the uplink and downlink channel transceiver optimization problems. The sum-MSE duality result in [223] is extended in [224], where the authors have established three kinds of MSE duality (sum-MSE, individual user-MSE and stream-MSE) by incorporating the imperfect CSI and antenna correlation both at the base station and the users. The duality results in [224] can be seen as the extension of duality results in [220] to imperfect CSI case.

Recently, the uplink-downlink sum-MSE duality for single-hop systems [223] has been extended to two-hop AF MIMO relay systems, where all the nodes in the system are equipped with multiple antennas [225]. By considering the antenna correlation and channel estimation error at all nodes, the sum-MSE uplink-downlink duality is established by analyzing the KKT conditions of both uplink and downlink sum-MSE transceiver optimization problems. In [240], the stream-MSE duality is established for multi-hop MIMO relay channels under the imperfect CSI, which generalizes all of the previously published stream-MSE duality results.

8.1.1 Contributions of This Work

1. Unlike the methods in [214, 217, 218, 221, 240] that show the duality by direct calculations of the MSEs of each stream of all users, we use KKT conditions associated with the transceiver optimization problems of the uplink and downlink channels for the duality proof, and thus provide an interesting perspective to the relation of the uplink-downlink duality.

2. We show that uplink and downlink multi-hop AF MIMO relay channels share the
same achievable sum-MSE region under the transmission power constraints at the relays and the user nodes. Our proof generalizes the results in [223] and [225], which also use KKT conditions to prove the sum-MSE duality for single-hop and two-hop MIMO channels, respectively.

3. Unlike [240] that shows the sum-MSE duality for multi-hop AF MIMO relay systems under the assumption that receivers employ linear minimum MSE (MMSE) receivers, the sum-MSE duality result in this chapter is applicable to any linear receiver.

We show that the sum-MSE duality for multi-hop MIMO AF relay system can be achieved based on the KKT conditions of the sum-MSE transceiver optimization problems for both the uplink and downlink channels, and by swapping the power constraints at the $l$th node of the downlink system and the $(L+1-l)$th node of the uplink system, $l = 1,\ldots,L$, where $L$ is the number of hops of the relay network. As a direct application of this sum-MSE duality, the complicated downlink multiuser MIMO relay system optimization problem can be carried out efficiently by focusing on an equivalent uplink multiuser MIMO relay system.

The following notations are used in this chapter. Matrices and vectors are denoted as bold capital and lowercase letters, respectively. For matrices, $(\cdot)^T$ and $(\cdot)^H$ denote transpose and conjugate transpose, respectively. $E[\cdot]$ stands for the statistical expectation; $I_N$ denotes an $N \times N$ identity matrix; $\text{tr}(\cdot)$ stands for matrix trace. For matrices $A_i$, $\bigotimes_{i=l}^{k} (A_i) \triangleq A_l \cdots A_k$, $\prod_{i=l}^{k} (A_i) \triangleq A_l \cdots A_k$ for $l \leq k$ and equal to identity matrix for $l > k$.
8.2 System Model

We consider a wireless communication system with $K$ users, $L - 1$ ($L \geq 2$) relay nodes, and one base station (BS) node, where each node is equipped with multiple antennas. The number of antennas at the $l$th relay node of the uplink system (users to BS) is $N_l$, $l = 1, \ldots, L - 1$ and the BS is equipped with $N_L$ antennas. We assume that the signal transmitted by the $l$th node can only be received by the $(l + 1)$th node due to the propagation path-loss. Thus, source signals travel through $L$ hops before reaching their destination.

The $i$th user transmits (receives) $M_i$ independent data streams using $M_i$ antennas. Thus, the total number of independent data streams from all users is $N_0 = \sum_{i=1}^{K} M_i$. To be able to support $N_0$ data streams in each transmission, there is $N_0 \leq \min(N_1, N_2, \ldots, N_L)$. Each relay node works in half-duplex mode and employs a linear AF (non-regenerative) relay matrix to amplify and forward its received signals.

8.2.1 Uplink MIMO Relay System

For the uplink MIMO relay system shown in Fig. 8.1, the $i$th user linearly precodes the symbol vector $s_{i}^{UL} \in \mathbb{C}^{M_i \times 1}$ by the source precoding matrix $\mathbf{B}_i \in \mathbb{C}^{M_i \times M_i}$ and the precoded signal vector $\mathbf{u}_i = \mathbf{B}_i s_{i}^{UL}$ is transmitted from the $i$th user to the first relay node. We assume independent unit-power transmit symbols, i.e., $\mathbb{E} [s_{i}^{UL} (s_{i}^{UL})^H] = \mathbf{I}_{M_i}$. The received signal at the first relay node is given by

$$y_1^{UL} = \sum_{i=1}^{K} \mathbf{G}_i \mathbf{B}_i s_{i}^{UL} + \mathbf{v}_1 \quad (8.1)$$
where $G_i \in \mathbb{C}^{N_1 \times M_i}$, $i = 1, \ldots, K$, is the MIMO channel matrix between the first relay node and the $i$th user and $v_1$ is the $N_1 \times 1$ independent and identically distributed (i.i.d.) additive white Gaussian noise (AWGN) vector at the first relay node.

The $l$th relay node, $l = 1, \ldots, L - 1$, employs $F_{l+1} \in \mathbb{C}^{N_l \times N_l}$ to amplify and forward the received signals. The transmitted signal vector from the $l$th relay node is given by

$$x_{l+1}^{UL} = F_{l+1}y_l^{UL}, \quad l = 1, \ldots, L - 1 \tag{8.2}$$

where $y_l^{UL} \in \mathbb{C}^{N_l \times 1}$ is the signal vector received at the $l$th relay node, $l = 1, \ldots, L - 1$.

From (8.1) and (8.2), the received signal vector at the relay nodes, $l = 1, \ldots, L - 1$, and the received signal vector at the BS ($l = L$) can be written as

$$y_l^{UL} = A_l \sum_{i=1}^{K} G_i B_i s_i^{UL} + \tilde{v}_l, \quad l = 1, \ldots, L \tag{8.3}$$

where $A_l$ is the equivalent MIMO channel matrix from the first relay node to the $l$th relay node.
node and $\bar{v}_l$ is the equivalent noise vector given by

$$
A_l = \begin{cases} 
\bigotimes_{i=l}^2 (H_i F_i), & l = 2, \ldots, L \\
I_{N_1}, & l = 1 
\end{cases}
$$

(8.4)

$$
\bar{v}_l = \begin{cases} 
\sum_{j=2}^l \left( \bigotimes_{i=l}^j (H_i F_i)\right) v_{j-1} + v_l, & l = 2, \ldots, L \\
v_1, & l = 1 
\end{cases}
$$

(8.5)

Here $H_l \in C^{N_l \times N_{l-1}}$, $l = 2, \ldots, L$, is the MIMO channel matrix of the $l$th hop, and $v_l$ is the i.i.d. AWGN vector at the $(l + 1)$-th node of the uplink system, $l = 1, \ldots, L$. We assume that all noises are complex circularly symmetric with zero mean and unit variance.

From (8.5), the covariance matrix of $\bar{v}_l$ can be written as,

$$
C_l = \mathbb{E} \left[ \bar{v}_l \bar{v}_l^H \right] = \begin{cases} 
\sum_{j=2}^l \left( \bigotimes_{i=l}^j (H_i F_i)\right) \bigotimes_{i=j}^l (F_i^H H_i^H) + I_{N_l}, & l = 2, \ldots, L \\
I_{N_1}, & l = 1 
\end{cases}
$$

(8.6)

With a linear receiver at the BS, the estimated signal vector is given by

$$
\hat{s}_j^{UL} = W_j y_L^{UL} = W_j \left[ A_L \sum_{i=1}^K G_i B_i s_i^{UL} + \bar{v}_L \right], \quad j = 1, \ldots, K
$$

(8.7)

where $W_j$ is the $M_j \times N_L$ weight matrix of the linear receiver. From (8.3) and (8.7), the MSE matrix of the $j$th user can be written as

$$
E_j^{UL} = \mathbb{E} \left[ (s_j^{UL} - \hat{s}_j^{UL}) (s_j^{UL} - \hat{s}_j^{UL})^H \right] = I_{M_j} - W_j A_L G_j B_j - B_j^H G_j^H A_L^H W_j^H
$$

$$
+ W_j [A_L A_L^H + C_L] W_j^H, \quad j = 1, \ldots, K
$$

(8.8)
where \( A^{UL} = \sum_{i=1}^{K} G_i B_i B_i^H G_i^H \).

The transmission power consumed at the \( l \)th relay node is

\[
\text{tr} \left( \mathbb{E} \left[ x_{i+1}^{UL} (x_{i+1}^{UL})^H \right] \right) = \text{tr} \left( F_{l+1} \mathbb{E} \left[ y_{i}^{UL} (y_{i}^{UL})^H \right] F_{l+1}^H \right) \\
= \text{tr} \left( F_{l+1} \left( A_l \sum_{i=1}^{K} G_i B_i B_i^H G_i^H A_i^H + C_l \right) F_{l+1}^H \right) \\
= \text{tr} \left( F_{l+1} \left( A_l A^{UL} A_l^H + C_l \right) F_{l+1}^H \right), \quad l = 1, \ldots, L - 1. \quad (8.9)
\]

With the optimization variables \( \{F_l\}_{l=2}^{L}, \{B_j\}_{j=1}^{K}, \{W_j\}_{j=1}^{K} \), the uplink transceiver optimization problem can be formulated as

\[
\begin{align*}
\min_{F_l, B_j, W_j} & \sum_{j=1}^{K} \text{tr} \left( E_j^{UL} \right) \\
\text{s.t.} & \sum_{j=1}^{K} \text{tr} \left( B_j B_j^H \right) \leq P_1^{UL} \quad (8.11) \\
& \text{s.t.} \quad \text{tr} \left( F_l \left( A_{l-1} A^{UL} A_{l-1}^H + C_{l-1} \right) F_l^H \right) \leq P_l^{UL}, \quad l = 2, \ldots, L \quad (8.12)
\end{align*}
\]

where (8.11) and (8.12) are the total transmit power at the users and transmission power constraints at each relay node, respectively, and \( P_l^{UL}, l = 1, \ldots, L \), are the corresponding power budget.

### 8.2.2 Downlink MIMO Relay System

In the downlink communication channel shown in Fig. 8.2, the base station linearly precodes the symbol vector \( s_i^{DL} \in C^{M_i \times 1} \) destined for user \( i \) using the matrix \( T_i \in C^{N_L \times M_i} \).

We assume independent unit-power transmit symbols, i.e., \( \mathbb{E} \left[ s_i^{DL} (s_i^{DL})^H \right] = I_{M_i} \). The base station transmits the \( N_L \times 1 \) linearly precoded symbol vector \( \sum_{i=1}^{K} T_i s_i^{DL} \) and the \( N_{L-1} \times 1 \)
signal vector received at the first relay node of the downlink system can be written as

\[ y_{1}^{DL} = \mathbf{H}_{L}^{H} \sum_{i=1}^{K} \mathbf{T}_{i} \mathbf{s}_{i}^{DL} + \mathbf{n}_{1} \]  

(8.13)

where \( \mathbf{n}_{1} \in \mathbb{C}^{N_{L-1} \times 1} \) is the i.i.d. AWGN vector at the first relay node.

The \( l \)th relay node in the downlink system, \( l = 1, \ldots, L - 1 \) employs \( \mathbf{Z}_{l+1} \in \mathbb{C}^{N_{L-l} \times N_{L-l}} \) to amplify and forward the received signals. The transmitted signal vector from the \( l \)th relay node is given by

\[ \mathbf{x}_{l+1}^{DL} = \mathbf{Z}_{l+1} \mathbf{y}_{l}^{DL}, \quad l = 1, \ldots, L - 1 \]  

(8.14)

where \( \mathbf{y}_{l}^{DL} \in \mathbb{C}^{N_{L-l} \times 1}, l = 1, \ldots, L - 1, \) is the signal vector received at the \( l \)th relay node at the downlink system and can be written as

\[ \mathbf{y}_{l}^{DL} = \mathbf{K}_{l} \mathbf{H}_{L}^{H} \sum_{i=1}^{K} \mathbf{T}_{i} \mathbf{s}_{i}^{DL} + \mathbf{n}_{l}, \quad l = 1, \ldots, L - 1. \]  

(8.15)

Here \( \mathbf{K}_{l} \) is the equivalent MIMO channel matrix from the first relay node to the \( l \)th relay node.
node in the downlink channel and $\bar{n}_l$ is the equivalent noise vector given by

$$
K_l = \begin{cases} 
\bigotimes_{m=L-l+1}^{L-1} (H_m^H Z_{L-m+1}), & l = 2, \ldots, L - 1 \\
I_{N_{L-1}}, & l = 1 
\end{cases}
$$

(8.16)

$$
\bar{n}_l = \begin{cases} 
\sum_{k=1}^{l-1} \bigotimes_{m=L-l+1}^{L-k} (H_m^H Z_{L-m+1}) n_k + n_l, & l = 2, \ldots, L - 1 \\
n_1, & l = 1 
\end{cases}
$$

(8.17)

where $n_l$ is the i.i.d. AWGN vector at the $l$th relay node of the downlink system, $l = 1, \ldots, L - 1$. We assume that all noises are complex circularly symmetric with zero mean and unit variance. The received signal vector at the $i$th user is written as

$$
y^{(i)}_L = G^H_i Z_L y^{DL}_{L-1} + n^{(i)}_L
$$

$$
= G^H_i Z_L K_{L-1} H^H_L \sum_{i=1}^{K} T_i s^{DL}_i + \bar{n}^{(i)}_L, \quad i = 1, \ldots, K
$$

(8.18)

where $\bar{n}^{(i)}_L = G^H_i Z_L \bar{n}_{L-1} + n^{(i)}_L$ is the equivalent noise vector at the $i$th user.

From (8.17), the covariance matrix of the equivalent noise vector $\bar{n}_l$ at the $l$th relay node, $l = 2, \ldots, L - 1$ and the covariance matrix of the equivalent noise vector $\bar{n}^{(i)}_L$ at the $i$th user can be written as

$$
C^{DL}_l = \mathbb{E} \left[ \bar{n}_l \bar{n}_l^H \right]
$$

$$
= \sum_{k=1}^{l-1} \left( \bigotimes_{m=L-l+1}^{L-k} (H_m^H Z_{L-m+1}) \bigotimes_{m=L-k}^{L-l+1} (Z_{L-m+1}^H H_m) \right) + I_{N_{L-1}}, \quad l = 2, \ldots, L - 1
$$

$$
C^{(i)}_L = \mathbb{E} \left[ \bar{n}^{(i)}_L \left( \bar{n}^{(i)}_L \right)^H \right]
$$

$$
= G^H_i Z_L C^{DL}_{L-1} Z_L^H G_i + I_{M_i}.
$$

(8.19)

A linear receiver matrix $D_j \in C^{M_j \times M_j}$ is applied at the $j$th user to estimate the
symbol vector $s_j^{DL}$. The estimated symbol vector $\hat{s}_j^{DL}$ is expressed as

$$\hat{s}_j^{DL} = D_j y_L^{(j)} \quad = D_j G_j^H Z_l K_{L-1} H_L^H \sum_{i=1}^{K} T_i s_i^{DL} + D_j n_L^{(j)}, \quad j = 1, \ldots, K. \quad (8.21)$$

From (8.21), the MSE matrix of the $j$th user can be written as

$$E_j^{DL} = E \left[ (s_j^{DL} - \hat{s}_j^{DL}) (s_j^{DL} - \hat{s}_j^{DL})^H \right] = I - D_j G_j^H Z_l K_{L-1} H_L^H T_j - T_j^H H_L K_{L-1}^H Z_L^H G_j D_j^H + D_j \left[ G_j^H Z_l K_{L-1} A^{DL} K_{L-1}^H Z_L^H G_j + C_L \right] D_j^H, \quad j = 1, \ldots, K \quad (8.22)$$

where $A^{DL} = H_L^H \sum_{i=1}^{K} T_i T_i^H H_L$.

The transmission power consumed at the $l$th relay node is

$$\text{tr} \left( E \left[ x_{i+1}^{DL} (x_{i+1}^{DL})^H \right] \right) = \text{tr} \left( Z_{l+1} E \left[ y_{i+1}^{DL} (y_{i+1}^{DL})^H \right] Z_{l+1}^H \right) = \text{tr} \left( Z_{l+1} \left( K_i H_L^H \sum_{i=1}^{K} T_i T_i^H H_L K_i^H + C_i^{DL} \right) Z_{l+1}^H \right) = \text{tr} \left( Z_{l+1} \left( K_i A^{DL} K_i^H + C_i^{DL} \right) Z_{l+1}^H \right), \quad l = 1, \ldots, L-1 \quad (8.23)$$

With the optimization variables $\{Z_i\}_{i=2}^{L}, \{T_j\}_{j=1}^{K}, \{D_j\}_{j=1}^{K}$, the downlink transceiver optimization problem can be formulated as

$$\min_{Z_i, T_j, D_j} \sum_{j=1}^{K} \text{tr} \left( E_j^{DL} \right) \quad (8.24)$$

s.t. $\sum_{j=1}^{K} \text{tr} \left( T_j T_j^H \right) \leq P_1^{DL} \quad (8.25)$

s.t. $\text{tr} \left( Z_l \left( K_{l-1} A^{DL} K_{l-1}^H + C_{l-1}^{DL} \right) Z_l^H \right) \leq P_l^{DL}, \quad l = 2, \ldots, L \quad (8.26)$

where (8.25) and (8.26) are the total transmit power at the users and transmission power.
constraints at each relay node, respectively, and $P_{l}^{DL}$, $l = 1, \ldots, L$, are the corresponding power budget.

### 8.3 Uplink-Downlink Duality

The minimum sum-MSE transceiver optimization problems of uplink and downlink systems are both non-convex, but the objective and constraint functions are continuously differentiable. Thus the uplink-downlink duality can be established based on their KKT optimality conditions [241].

#### 8.3.1 The KKT Conditions of the Uplink Problem

The Lagrangian function of the problem (8.10)-(8.12) is written as

$$
L^{UL} = \sum_{j=1}^{K} \text{tr}(E_{j}^{UL}) + \lambda_{1} \left( \sum_{j=1}^{K} \text{tr}(B_{j}B_{j}^{H}) - P_{1}^{UL} \right) + \sum_{l=2}^{L} \lambda_{l} \left( \text{tr}(F_{l}(A_{l-1}A_{l-1}^{UL}A_{l-1}^{H} + C_{l-1})F_{l}^{H}) - P_{l}^{UL} \right)
$$

where $\lambda_{1}$ and $\lambda_{l}$, $l = 2, \ldots, L$, are the Lagrange multipliers associated with the total power constraint at the users and power constraint at the $(l-1)$-th relay node, respectively. The gradient condition associated with the Lagrangian function (8.27) is given by

$$
G_{k}^{H}A_{L}^{H}W_{k}^{H} = \left( \lambda_{1}I_{M_{k}} + \sum_{l=2}^{L} \lambda_{l}G_{k}^{H}A_{l-1}^{H}F_{l}F_{l}^{H}A_{l-1}G_{k} + \sum_{j=1}^{K} G_{k}^{H}A_{L}^{H}W_{j}^{H}W_{j}A_{L}G_{k} \right)B_{k}(8.28)
$$
Lemma 1. For any solutions satisfying the KKT conditions (8.28)-(8.34), the Lagrange conditions associated with the problem (8.10)-(8.12) are given below

\[
\sum_{j=1}^{K} H_k^H \prod_{m=k+1}^{L} (F_m^H H_m^H) W_j^H B_j^H G_j^H \prod_{m=2}^{k-1} (F_m^H H_m^H) = 0
\]

where we have used the identities from [242] that \( \partial_{\mathbf{B}} (\mathbf{A}^\mathbf{H}) = \mathbf{A} \), \( \partial_{\mathbf{Z}} (\mathbf{B}^\mathbf{Z}) = \mathbf{B}^\mathbf{T} \), \( i \partial_{\mathbf{Z}} (\mathbf{A}^\mathbf{Z}) = -\mathbf{B}^\mathbf{T} \) and \( \frac{df(z)}{dz} = i \left[ \frac{\partial f(z)}{\partial \mathbf{Z}} + i \frac{\partial f(z)}{\partial \mathbf{Z}} \right] \). Here \( i = \sqrt{-1} \). The other KKT conditions associated with the problem (8.10)-(8.12) are given below

\[
\lambda_1 \left( \sum_{j=1}^{K} \mathrm{tr} \left( B_j B_j^H \right) - P_1^{UL} \right) = 0 \tag{8.31}
\]

\[
\lambda_l \left( \mathrm{tr} \left( F_l (A_{l-1} A_{l-1}^H + C_{l-1}) F_l^H \right) - P_l^{UL} \right) = 0, \quad l = 2, \ldots, L \tag{8.32}
\]

\[
\lambda_1 \geq 0, \quad \sum_{j=1}^{K} \mathrm{tr} \left( B_j B_j^H \right) \leq P_1^{UL} \tag{8.33}
\]

\[
\lambda_l \geq 0, \quad \mathrm{tr} \left( F_l (A_{l-1} A_{l-1}^H + C_{l-1}) F_l^H \right) \leq P_l^{UL}, \quad l = 2, \ldots, L. \tag{8.34}
\]
multipliers are

\[
\lambda_L = \frac{\sum_{k=1}^{K} \text{tr} \left( W_k^H W_k \right)}{P_L^{UL}} \quad (8.35)
\]

\[
\lambda_{L-1} = \frac{\text{tr} \left( F_L^H \left( H_L^H \sum_{j=1}^{K} W_j^H W_j H_L + \lambda_L I_{N_{L-1}} \right) F_L \right)}{P_{L-1}^{UL}} \quad (8.36)
\]

\[
\lambda_l = \frac{1}{P_l^{UL}} \text{tr} \left( F_{l+1}^H \left( \bigotimes_{m=l+1}^{L-1} H_m^H F_{m+1}^H H_L^H \sum_{j=1}^{K} W_j^H W_j H_L \bigotimes_{m=L-1}^{l+1} F_m + H_m \right) \right) + \sum_{k=l+2}^{L} \lambda_k \left( \bigotimes_{m=k+1}^{l+1} F_{m+1}^H H_m + \lambda_{l+1} I_{N_l} \right) F_{l+1}^H \right), \quad l = 1, \ldots, L-2
\]

**Proof.** See Appendix 8.A.

8.3.2 The KKT Conditions of the Downlink Problem

The Lagrangian function of the problem (8.24)-(8.26) is written as

\[
L^{DL} = \sum_{j=1}^{K} \text{tr} \left( E_j^{DL} \right) + \alpha_1 \left( \sum_{j=1}^{K} \text{tr} \left( T_j^H T_j \right) - P_1^{DL} \right) + \sum_{l=2}^{L} \alpha_l \left( \text{tr} \left( Z_l \left( K_{l-1} A^{DL} K_{l-1}^H + C_{l-1}^{DL} \right) Z_l^H \right) - P_l^{DL} \right)
\]

(8.38)

where \( \alpha_1 \) and \( \alpha_l \), \( l = 2, \ldots, L \), are the Lagrange multipliers associated with the total power constraint at the users and power constraint at the \((l - 1)\)-th relay node, respectively. The
KKT conditions associated with the problem (8.24)-(8.26) are given by

\[
\begin{align*}
H_LK_{L-1}^HZ_L^HG_kD_k^H &= \left( \alpha_1 I_{M_k} + \sum_{l=2}^L \alpha_l H_LK_{l-1}^HZ_l^HZ_lK_{l-1}^H \right. \\
& \quad + \sum_{j=1}^K H_LK_{L-1}^HZ_L^HG_jD_j^HD_jZ_lK_{L-1}^H \right) T_k \quad (8.39) \\
\sum_{j=1}^K X_k^{(L)}G_jD_j^HT_jH_LY_k^{(1)} &= \sum_{j=1}^K X_k^{(L)}G_jD_j^HD_jG_j^HZ_lK_{L-1}^A^{DL}Y_k^{(1)} \\
& + \sum_{j=1}^K X_k^{(L)}G_jD_j^HD_j^G^HZ_l^H \left( \sum_{c=1}^{k-1} \prod_{m=2}^{L-c} \left( H_m^HZ_{L-m+1} \right) Y_k^{(c)} \right) + \alpha_k Z_k \left( K_{k-1}^A^{DL}Y_k^{(1)} + C_{k-1}^{DL} \right) \\
& + \sum_{l=k+1}^L \alpha_l X_k^{(l)}Z_l \left( K_{l-1}^A^{DL}Y_k^{(1)} + \sum_{n=1}^{k-1} \bigotimes_{m=L-l+2}^{L-n} H_m^HZ_{L-m+1}Y_k^{(n)} \right) \quad (8.40) \\
T_k^H H_LK_{L-1}^HZ_L^HG_k &= D_k \left( G_k^HZ_lK_{L-1}^A^{DL}K_{L-1}^H, Z_L^HG_k + C_k^{(l)} \right) \quad (8.41) \\
\alpha_1 \left( \sum_{j=1}^K \text{tr} \left( T_j T_j^H \right) - P_1^{DL} \right) &= 0 \quad (8.42) \\
\alpha_l \left( \text{tr} \left( Z_l \left( Z_{l-1}^A^{DL}Z_{l-1}^H + C_{l-1}^{DL} \right) Z_l^H \right) - P_1^{DL} \right) &= 0, \quad l = 2, \ldots, L \quad (8.43) \\
\alpha_1 & \geq 0, \quad \sum_{j=1}^K \text{tr} \left( T_j T_j^H \right) \leq P_1^{DL} \quad (8.44) \\
\alpha_l & \geq 0, \quad \text{tr} \left( Z_l \left( Z_{l-1}^A^{DL}Z_{l-1}^H + C_{l-1}^{DL} \right) Z_l^H \right) \leq P_l^{DL}, \quad l = 2, \ldots, L. \quad (8.45)
\end{align*}
\]

In (8.40), \( X_k^{(c)} \) and \( Y_k^{(c)} \) are defined as

\[
X_k^{(c)} = \begin{cases} 
\bigotimes_{m=L-k+1}^{L-c+1} \left( H_m^HZ_{L-m+2}^H \right), & \text{otherwise} \\
I_{N_1}, & k = c 
\end{cases} \quad (8.46)
\]
and

\[
Y_k^{(c)} = \begin{cases} 
\bigotimes_{m=L-k+1}^{L-c+2} \left( Z_m^HZ_{L-m+1}^H \right), & \text{otherwise} \\
I_{N_{L-k+1}}, & k = c + 1 
\end{cases} \quad (8.47)
\]
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Lemma 2. For any solutions satisfying the KKT conditions (8.39)-(8.45), the Lagrange multipliers are

\[ \alpha_L = \frac{\sum_{k=1}^{K} \text{tr} (D_k D_k^H)}{P_{DL}^L} \]  
\[ \alpha_{L-1} = \frac{\text{tr} \left( Z_L^H \left( \sum_{i=1}^{K} G_i D_i^H D_i G_i^H + \alpha_L I_{M_i} \right) Z_L \right)}{P_{DL}^{L-1}} \]  
\[ \alpha_{L-l+1} = \frac{1}{P_{DL}^{L-l+1}} \text{tr} \left( Z_{L-l+2}^H \left( \bigotimes_{i=l-1}^{i=1} H_i Z_{L-l-2-i}^H \sum_{i=1}^{K} G_i D_i^H D_i G_i^H \bigotimes_{i=2}^{i=l-1} Z_{L-l-2-i}^H H_i^H \right. \right. 
\[ \left. \left. + \sum_{j=2}^{l-1} \alpha_{L-j+2} \left( \bigotimes_{i=l-1}^{i=j} H_i Z_{L-l-2-i}^H \bigotimes_{i=j}^{i=2} Z_{L-l-2-i}^H H_i^H \right) \right) \right) \]  
\[ + \alpha_{L-l+2} I_{N_{l-1}} Z_{L-l+2} \right) , \quad l = 3, \ldots, L. \]  

Proof. Similar to the proof of Lemma 1, Lemma 2 can also be proved easily, which we will not repeat. \( \square \)

8.3.3 Sum-MSE Uplink-Downlink Duality

Theorem 1. Assume \( \{F_l\}_{l=2}^{L}, \{B_j\}_{j=1}^{K}, \{W_j\}_{j=1}^{K} \) denote a set of uplink transceiver that satisfies the uplink KKT conditions (8.28)-(8.34). Let \( T_j = \sqrt{1/\alpha L} W_j^H \), \( D_j = \sqrt{1/\alpha L} B_j^H \), \( Z_l = \sqrt{\lambda_{L-l+2}/\alpha_{L-l+1}} F_{L-l+2}^H, \ l = 2, \ldots, L \). Then, when the power constraint of the \( l \)-th node of the downlink channel is swapped with the power constraint of the \( (L - l + 1) \)-th node of the uplink channel, i.e., \( P_{DL}^l = P_{UL}^{L-l+1}, \ l = 1, \ldots, L \), sum-MSE achieved by \( \{F_l\}_{l=2}^{L}, \{B_j\}_{j=1}^{K}, \{W_j\}_{j=1}^{K} \) can also be achieved by downlink transceiver \( \{Z_l\}_{l=2}^{L}, \{T_j\}_{j=1}^{K}, \{D_j\}_{j=1}^{K} \), which satisfies the downlink KKT conditions (8.39)-(8.45). Conversely, assume \( \{Z_l\}_{l=2}^{L}, \{T_j\}_{j=1}^{K}, \{D_j\}_{j=1}^{K} \) denote a set of downlink transceiver that satisfies the KKT conditions (8.39)-(8.45). Let \( B_j = \sqrt{1/\alpha L} D_j^H, \ W_j = \sqrt{1/\alpha L} T_j^H \) and \( F_{L-l+2} = \sqrt{1/\alpha_{l-1}} Z_l^H, \ l = 2, \ldots, L \).
2, \ldots, L. Then, when the power constraint of the \( l \)th node of the uplink channel is swapped with the power constraint of the \((L - l + 1)\)th node of the downlink channel, i.e., \( P_{UL}^l = P_{DL}^{L-l+1}, \ l = 1, \ldots, L \), the sum-MSE achieved by \( \{Z_l\}_{l=2}^L, \{T_j\}^K_{j=1}, \{D_j\}^K_{j=1} \) can also be achieved by the uplink transceiver \( \{F_l\}_{l=2}^L, \{B_j\}^K_{j=1}, \{W_j\}^K_{j=1} \), which satisfies the uplink KKT conditions (8.28)-(8.34).

**Proof.** See Appendix 8.B.

Theorem 1 shows that if a transceiver design satisfying the KKT conditions associated with uplink optimization problem achieves a certain sum-MSE, it can also be achieved by a transceiver design satisfying the KKT conditions associated with downlink optimization problem, and vice versa. Therefore, the downlink transceiver optimization problems can be solved through an equivalent uplink problem, and vice versa. Since the optimization problems (8.10)-(8.12) and (8.24)-(8.26) are non-convex, the KKT conditions are necessary for local (global) minimums. By Theorem 1, the local minimum of the uplink transceiver optimization problem corresponds to the same local minimum in the downlink transceiver optimization problem, so it is expected that the global minimum of the uplink and downlink transceiver optimization problems must be the same. Furthermore, according to the proof of Theorem 1, at each local optimum when the minimum sum-MSE is achieved, each user’s individual MSEs in both links are also identical.
8.4 Numerical Examples

In this section, we justify the sum-MSE duality theorem for multi-hop MIMO relay systems through numerical simulations. We simulate a flat Rayleigh fading environment where all channel matrices have entries with zero mean. The variance of entries in $G_i$ is $1/M_i, i = 1, \cdots, K$, and the variance of entries in $H_l$ is $1/N_l, l = 2, \cdots, L$. All noises are complex circularly symmetric with zero mean and unit variance.

All simulation results are averaged over 1000 independent channel realizations. We use the iterative algorithm in [243] to design optimal uplink transceivers $\{F_l\}_{l=2}, \{B_j\}_{j=1}^K, \{W_j\}_{j=1}^K$ and use the proposed duality theorem to obtain the dual downlink transceivers $\{Z_l\}_{l=2}, \{T_j\}_{j=1}^K, \{D_j\}_{j=1}^K$. For all examples, we set $P^{UL}_l = P^{DL}_1 = 20$dB and assume that $P^{DL}_l = P^{UL}_{L-l+1} = P, l = 2, \cdots, L$ for simplicity.

We simulate five-hop multiuser MIMO relay systems in our examples. Since there are many parameters on the system setup for multi-hop relays, for simplicity, we consider relay systems where all users have the same number of antennas (i.e., $M_i = M, i = 1, \cdots, K$) and all relay nodes and the destination node in the uplink have the same number of antennas (i.e., $N_l = N, l = 1, \cdots, L$). The extension to systems where different nodes have different number of antennas is straightforward. Fig. 8.3 shows the MSE performance of the uplink and downlink systems versus $P$ with $K = 3, M = 2, and N = 10$. The BER performance of both systems with QPSK constellations are illustrated in Fig. 8.4 versus $P$. It can be clearly seen from Figs. 8.3 and 8.4 that the curves overlap, indicating that both the uplink and downlink systems achieve the same sum-MSE and BER. Similar results can also be obtained for other transceiver design approaches.
Figure 8.3: Example 1: MSE versus $P$. $K = 3$, $M = 2$, $N = 10$, $P_{UL}^L = P_{DL}^1 = 20$ dB.

8.5 Appendix 8.A: Proof of Lemma 1

Proof. Multiplying both sides of (8.29) by $F_k^H$ and taking the trace, we get

$$
\sum_{j=1}^{K} \text{tr} \left( A_k^H W_j^H B_j^H G_j^H \right) = \sum_{j=1}^{K} \text{tr} \left( W_j A_L A^UL A_L^H W_j^H \right)
$$

$$
+ \sum_{j=1}^{K} \sum_{m=2}^{k} \text{tr} \left( \bigotimes_{l=m}^{L} (F_l^H H_l^H) W_j^H W_j \bigotimes_{l=L}^{m} (H_l F_l) \right)
$$

$$
+ \lambda_k \text{tr} \left( F_k (A_{k-1}^UL A_{k-1}^H + C_{k-1}) F_k^H \right)
$$

$$
+ \sum_{l=k+1}^{L} \lambda_l \text{tr} \left( \bigotimes_{m=2}^{l-1} (F_m^H H_m^H) F_l^H F_l A_{l-1}^UL \right)
$$

$$
+ \sum_{l=k+1}^{L} \sum_{j=2}^{k} \lambda_l \text{tr} \left( \bigotimes_{m=j}^{l-1} (F_m^H H_m^H) F_l^H F_l \bigotimes_{i=l-1}^{j} (H_i F_i) \right) \tag{8.51}
$$
After some straightforward steps and using the KKT conditions in (8.33) and (8.34), (8.51) can be written as

\[
\sum_{j=1}^{K} \text{tr} \left( B_j^H G_j^H A_L^H W_j^H \right) = \sum_{j=1}^{K} \text{tr} \left( W_j A_L A_{UL}^H A_L^H W_j^H \right) + \sum_{j=1}^{K} \text{tr} \left( W_j C_L W_j^H \right) \\
- \sum_{j=1}^{K} \sum_{m=k+1}^{L} \text{tr} \left( W_j \bigotimes_{l=L}^{m} (H_l F_l) \bigotimes_{l=m}^{L} (F_l^H H_l^H) W_j^H \right) - \sum_{j=1}^{K} \text{tr} (W_j W_j^H) \\
+ \sum_{l=k}^{L} \lambda_l F_l^{UL} - \sum_{l=k+1}^{L} \lambda_l \text{tr} \left( F_l \left( \sum_{i=k+1}^{l-1} \bigotimes_{j=i}^{l-1} (H_j F_j) \bigotimes_{i=j}^{l-1} (F_i^H H_i^H) \right) F_l^H \right) \\
- \sum_{l=k+1}^{L} \lambda_l \text{tr} (F_l F_l^H). 
\] (8.52)

By multiplying both sides of (8.30) with $W_k^H$, taking the trace operation, and
summing over all $k$, we have
\[
\sum_{k=1}^{K} \text{tr} \left( B_k^H G_k^H A_k^H W_k^H \right) = \sum_{k=1}^{K} \text{tr} \left( W_k A_L A^U_L A_k^H W_k^H \right) + \sum_{k=1}^{K} \text{tr} \left( W_k C_L W_k^H \right) \tag{8.53}
\]

By substituting (8.53) back into (8.52), we obtain
\[
\sum_{l=k}^{L} \lambda_l P_{U}^{UL} = \sum_{j=1}^{K} \sum_{m=k+1}^{L} \text{tr} \left( W_j \bigotimes_{l=L}^{m} (H_i F_l) \bigotimes_{l=m}^{L} (F_l^H H_i^H) W_j^H \right) + \sum_{j=1}^{K} \text{tr} \left( W_j W_j^H \right)
\]
\[
+ \sum_{l=k+1}^{L} \lambda_l \text{tr} \left( F_l \left( \sum_{j=k+1}^{L} \bigotimes_{i=l-1}^{j} (H_i F_i) \bigotimes_{i=j}^{L-1} (F_i^H H_i^H) \right) F_l^H \right)
\]
\[
+ \sum_{l=k+1}^{L} \lambda_l \text{tr} \left( F_l F_l^H \right). \tag{8.54}
\]

For each $F_k$, $k = 2, \ldots, L$, we can find the corresponding $\lambda_k$, $k = 2, \ldots, L$ using (8.54). Starting from $k = L$, (8.54) comes down to
\[
\lambda_L P_{U}^{UL} = \sum_{j=1}^{K} \text{tr} \left( W_j W_j^H \right) \tag{8.55}
\]
which is equal to (8.35). For $k = L - 1$, (8.54) comes down to
\[
\lambda_{L-1} P_{U}^{UL} + \lambda_L P_{U}^{UL} = \sum_{j=1}^{K} \text{tr} \left( W_j H_L F_L F_L^H H_L^H W_j^H \right) + \lambda_L \text{tr} \left( F_L F_L^H \right)
\]
\[
+ \sum_{j=1}^{K} \text{tr} \left( W_j W_j^H \right). \tag{8.56}
\]

After substituting (8.55) into (8.56), we obtain
\[
\lambda_{L-1} P_{U}^{UL} = \sum_{j=1}^{K} \text{tr} \left( W_j H_L F_L F_L^H H_L^H W_j^H \right) + \lambda_L \text{tr} \left( F_L F_L^H \right) \tag{8.57}
\]
which is equal to (8.36). For $k = L - 2$, (8.54) comes down to

$$
\lambda_{L-2} P_{L-2}^{UL} + \lambda_{L-1} P_{L-1}^{UL} + \lambda_L P_L^{UL}
$$

$$
= \sum_{j=1}^K \text{tr} \left( W_j \bigotimes_{i=L}^{L-1} H_i F_i \bigotimes_{l=L-1}^L F_l^H H_l^H W_j^H \right) + \sum_{j=1}^K \text{tr} (W_j W_j^H)
$$

$$
+ \sum_{l=L-1}^L \lambda_l \text{tr} \left( F_l \left( \sum_{j=L-1}^{l-1} H_j F_j \bigotimes_{i=j}^l F_i^H H_i^H \right) F_l^H \right) + \sum_{l=L-1}^L \lambda_l \text{tr} (F_l F_l^H) \quad (8.58)
$$

After substituting (8.55) and (8.57) into (8.58), we have

$$
\lambda_{L-2} P_{L-2}^{UL} = \sum_{j=1}^K \text{tr} \left( W_j \bigotimes_{i=L}^{L-1} H_i F_i \bigotimes_{l=L-1}^L F_l^H H_l^H W_j^H \right)
$$

$$
+ \lambda_L \text{tr} (F_L H_{L-1} F_L^H H_{L-1}^H F_L^H) + \lambda_{L-1} \text{tr} (F_{L-1} F_{L-1}^H) \quad (8.59)
$$

which is equal to (8.37) for $l = L - 2$. In a similar fashion, we can also calculate $\lambda_k$, for $k = L - 3, \ldots, 2$.

By using (8.54), we can calculate $\lambda_k$, $k = 2, \ldots, K$, but not $\lambda_1$. To calculate $\lambda_1$, we left-multiply both sides of (8.28) with $B_k^H$, take the trace of both sides and sum over $k$. We also right-multiply both sides of (8.30) with $W_k^H$, take the trace of both sides and sum over $k$ to make both equations equal. Then we obtain

$$
\sum_{k=1}^K \lambda_1 \text{tr} (B_k B_k^H) + \sum_{k=1}^K \sum_{l=2}^L \lambda_l \text{tr} (B_k^H G_k^H A_{l-1}^H F_l^H F_l A_{l-1} G_k B_k)
$$

$$
+ \sum_{k=1}^K \sum_{j=1}^K \text{tr} (B_k^H G_k^H A_j^H W_j^H W_j A_j G_k B_k)
$$

$$
= \sum_{k=1}^K \text{tr} (W_k A_k A_{k+1}^H A_k^H W_k^H) + \sum_{k=1}^K \text{tr} (W_k C_k W_k^H) \quad (8.60)
$$
By using $A^{UL}$ defined in (8.8), (8.60) can be written as

$$
\lambda_1 \sum_{k=1}^{K} \text{tr} (B_k B_k^H) + \sum_{l=2}^{L} \lambda_l \text{tr} (F_l A_{l-1} A^{UL} A_{l-1}^{H} F_l^H) \\
+ \sum_{j=1}^{K} \text{tr} (W_j A_L A^{UL} A_L^{H} W_j^H) \\
= \sum_{k=1}^{K} \text{tr} (W_k A_L A^{UL} A_L^{H} W_k^H) + \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) \\
= \sum_{k=1}^{K} \text{tr} (W_k A_L A^{UL} A_L^{H} W_k^H) + \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) \\
= \lambda_1 P_1^{UL} + \sum_{l=2}^{L} \lambda_l (P_l^{UL} - \text{tr} (F_l C_{l-1} F_l^H)) = \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) \\
= \lambda_1 P_1^{UL} + \sum_{l=2}^{L} \lambda_l P_l^{UL} = \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) + \sum_{l=2}^{L} \lambda_l \text{tr} (F_l C_{l-1} F_l^H). 
$$

After canceling the common terms in (8.61) and using the KKT conditions in (8.33) and (8.34), (8.61) can be written as

$$
\lambda_1 P_1^{UL} + \sum_{l=2}^{L} \lambda_l P_l^{UL} = \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) + \sum_{l=2}^{L} \lambda_l \text{tr} (F_l C_{l-1} F_l^H). 
$$

which is equivalent to

$$
\lambda_1 P_1^{UL} + \sum_{l=2}^{L} \lambda_l P_l^{UL} = \sum_{k=1}^{K} \text{tr} (W_k C_L W_k^H) + \sum_{l=2}^{L} \lambda_l \text{tr} (F_l C_{l-1} F_l^H). 
$$

After substituting $\sum_{l=2}^{L} \lambda_l P_l^{UL}$ in (8.54) for $k = 2$ into (8.63), we can find $\lambda_1$ after tedious but straightforward steps, which is equal to (8.37) for $l = 1$. \hfill \Box

8.6 Appendix 8.B: Proof of Theorem 1

Proof. The theorem includes two parts. We first consider the forward part, i.e., the uplink to downlink transformation. Assume that we are given $\{F_l\}_{l=2}^{L}$, $\{B_j\}_{j=1}^{K}$, $\{W_j\}_{j=1}^{K}$, a set of the uplink transceiver that satisfies the KKT conditions (8.28)-(8.34). Then, sum-MSE for
the uplink channel can be written as

\[ \sum_{j=1}^{K} \text{tr} \left( E_{j}^{UL} \right) \]

\[(8.64)\]

\[\begin{aligned}
(a) & \sum_{j=1}^{K} \text{tr} \left( I_{M_j} \right) - \sum_{j=1}^{K} \text{tr} \left( W_{j}A_{L}G_{j}B_{j} \right) \\
(b) & \sum_{j=1}^{K} \text{tr} \left( I_{M_j} \right) - \sum_{j=1}^{K} \text{tr} \left( W_{j}A_{L}G_{j} \left( \lambda_{1}I_{M_j} + \sum_{l=2}^{L} \lambda_{l}D_{l}^{UL} + E_{UL} \right)^{-1} G_{j}^{H}A_{L}^{H}W_{j}^{H} \right)
\end{aligned}\]

where

\[D_{l}^{UL} = G_{j}^{H}A_{l-1}^{H}F_{l}^{H}F_{l}A_{l-1}G_{j} \]

\[(8.65)\]

\[E_{UL} = \sum_{k=1}^{K} G_{j}^{H}A_{L}^{H}W_{k}^{H}W_{k}A_{L}G_{j}. \]

\[(8.66)\]

In (8.64), (a) comes from multiplying (8.30) with \( W_{j}^{H} \) on the right and substituting the equation back into (8.8), and (b) comes from (8.28).

Sum-MSE of the downlink channel can be written as

\[ \sum_{j=1}^{K} \text{tr} \left( E_{j}^{DL} \right) \]

\[(8.67)\]

\[\begin{aligned}
(c) & \sum_{j=1}^{K} \text{tr} \left( I_{M_j} \right) - \sum_{j=1}^{K} \text{tr} \left( T_{j}^{H}H_{L}K_{L-1}^{H}Z_{L}^{H}G_{j}D_{j}^{H} \right) \\
(d) & \sum_{j=1}^{K} \text{tr} \left( I_{M_j} \right) - \sum_{j=1}^{K} \text{tr} \left( T_{j}^{H}H_{L}K_{L-1}^{H}Z_{L}^{H}G_{j} \left( G_{j}^{H}Z_{L}K_{L-1}A_{DL}^{H}K_{L-1}^{H}Z_{L}^{H}G_{j} + C_{L}^{(j)} \right)^{-1} \right. \\
& \quad \times G_{j}^{H}Z_{L}K_{L-1}^{H}H_{L}^{H}T_{j} \)
\end{aligned}\]

where (c) is obtained by multiplying the conjugate transpose of (8.41) on the left with \( D_{j} \) and substituting the equation back into (8.22), and (d) comes from (8.41).

In the downlink channel, let

\[ T_{j} = \eta_{l}W_{j}^{H}, \quad D_{j} = \frac{1}{\eta_{L}}B_{j}^{H}, \quad Z_{l} = \frac{\eta_{l}}{\eta_{l-1}}(F_{L-l+2})^{H}, \quad l = 2, \ldots, L. \]

\[(8.68)\]
where $\eta_l$, $l = 1, \ldots, L \in \mathbb{R}^+$. By substituting (8.68) into (8.67), we have $H_L K_L^H F_2 = \frac{\eta_{L-1}}{\eta_1} A_L$ and the MSE of the downlink channel is given by

$$
\begin{align*}
\sum_{j=1}^{K} \text{tr}(E_{j}^{DL}) &= \sum_{j=1}^{K} \text{tr}(I_{M_j}) - \sum_{j=1}^{K} \left( \sum_{k=1}^{K} G_j^H A_L^H W_k^H W_k A_L G_j \right) - \frac{1}{\eta_{L-1}} G_j^H F_2 F_2 G_j - \frac{1}{\eta_L} I_{M_j} \right)^{-1} \times G_j^H A_L^H W_j^H.
\end{align*}
$$

(8.69)

On the other hand, the total power constraints for the downlink (8.25)-(8.26) can be written as

$$
\begin{align*}
\eta_1^2 \sum_{j=1}^{K} \text{tr}(W_j^H W_j) &\leq P_1^{DL} \\
\text{tr} \left( \eta_2^2 F_L^H \left[ \sum_{j=1}^{K} W_j^H W_j + \frac{1}{\eta_{L-1}} I_{N_{L-1}} \right] F_L \right) &\leq P_2^{DL}, \\
\text{tr} \left( \eta_2^2 F_{L-l+2}^H \left[ \sum_{m=L-l+2}^{L-1} H_m^H F_{m+1} H_m + \frac{1}{\eta_{L-1}} I_{N_{L-1+1}} \right] F_{L-l+2} \right) &\leq P_l^{DL}, \quad l = 3, \ldots, L
\end{align*}
$$

(8.70) - (8.72)

Comparing (8.70)-(8.72) with (8.35)-(8.37) in Lemma 1, if we choose $\eta_1 = \sqrt{1/\lambda_L}$, $\eta_2 = \sqrt{1/\lambda_{L-1}}, \ldots, \eta_L = \sqrt{1/\lambda_1}$, particularly, $\eta_l = \sqrt{1/\lambda_{L-l+1}}$, $l = 1, \ldots, L$, and assign $P_l^{DL} = P_{L-l+1}^{UL}$, $l = 1, \ldots, L$, then the sum-MSE of the downlink (8.69) and uplink channel (8.64) will be the same while (8.70)-(8.72) will be satisfied with equality. Moreover, let $\alpha_l = \lambda_{L-l+1}$, the KKT conditions of the downlink channel (8.39)-(8.45) are all satisfied. Therefore, from the set $\{F_l\}_{l=2}^{L}, \{B_j\}_{j=1}^{K}, \{W_j\}_{j=1}^{K}$ satisfying the uplink KKT conditions,
we can find a set \( \{Z_i\}_{i=2}^L, \{T_j\}_{j=1}^K, \{D_j\}_{j=1}^K \) which satisfies the downlink KKT conditions and has the identical sum-MSE. This concludes the forward part.

The converse part, i.e., the downlink to uplink transformation, can also be proven using the same arguments. Details are omitted to avoid repetition. \( \square \)
Chapter 9

Conclusion

9.1 Summary of Contributions

In the first part of this thesis, joint transceiver optimization for MIMO FD systems with linear transmit and receive processing is studied. We consider different performance measures: Ergodic mutual information, weighted sum-rate, sum MSE, and min-max MSE subject to power constraints. In the second part of this thesis, the SINR, MSE, capacity uplink-downlink duality for multi-hop MIMO AF relay systems has been established. The topics covered are:

• In Chapter 3, we have studied the ergodic mutual information maximization of two FD MIMO radio systems (bi-directional system and relay system) that suffer from a (digitally manageable residual) self-interference under a fast fading channel model. The source covariance matrices are treated as a function of time and/or frequency within any given time/frequency band so that both spatial and temporal freedoms of
the source covariance matrices can be exploited. Since the globally optimal solution is difficult to obtain due to the non-convex nature of the problem, a gradient projection algorithm is developed to optimize the power allocation vectors at two respective nodes with the knowledge of statistical CSI useful for the transmitters. In addition to an exact closed-form ergodic mutual information expression, we introduced a much simpler asymptotic closed-form ergodic mutual information expression, which is shown to be an accurate approximation and in turn simplifies the computation of the power allocation vectors. It is shown through numerical simulations that the ergodic mutual information increases with the number of antennas, decreases as the channel estimation error and/or the transmitter distortion increases. Moreover, it is demonstrated that at a high self-interference power level, the optimal power schedule reduces to the HD mode, and at a low self-interference power level, the optimal power schedule switches to the FD mode.

- In Chapter 4, we have addressed the transmit filter design for WSR maximization problem in FD MIMO bi-directional systems that suffer from self-interference under the imperfect CSI knowledge and limited dynamic ranges at the transmitters and receivers. Both sum-power constraint and individual power constraint were considered. Since the globally optimal solution is difficult to obtain due to the non-convex nature of the problems, an alternating iterative algorithm to find a local WSR optimum was proposed based on the relationship between WSR and WMMSE problems. The source covariance matrices are treated as a function of time and/or frequency within any given time/frequency band so that both spatial and temporal freedoms of the
source covariance matrices can be exploited. It is shown through numerical simulations that for the individual power constrained problem, at a high self-interference power level, the optimal power schedule reduces to the HD mode, and at a low self-interference power level, the optimal power schedule switches to the FD mode. For the sum-power constrained problem, the sum-rate of FD scheme is always more than the sum-rate of HD scheme, and using two time slots and one time slot transmission give the same performance.

- Most of the works on FD systems have studied the maximization of the achievable rate and to the best of our knowledge, MSE based transceiver designs have not been studied. MSE is an important performance measure to approach the information-theoretic limits of Gaussian channels, and has been widely considered as an optimization metric in precoding design in the literature. In Chapter 5, the effects of residual self-interference, due to the imperfect CSI and limited DR at the transmitters and receivers, on the sum-MSE and Min-Max MSE transceiver design problems for FD MIMO bi-directional system is studied. Since the transceiver design problems are non-convex, an iterative alternating algorithm is proposed that compute the transmit precoding or receive filtering matrices in an alternating fashion while keeping the other one fixed. It is shown through numerical simulations that MSE at each node increases as the channel estimation error and the power of the transmitter/receiver impairments increases. Moreover, in Min-Max MSE transceiver design the nodes achieve the same MSE, which is fair, and sum-MSE transceiver design achieves the minimum total MSE over two FD nodes.
• In Chapter 7, we have investigated the MAC-BC SINR (MSE, capacity) duality in a multi-hop AF MIMO relay system under imperfect CSI and antenna correlation at each hop, which is a generalization of several previously established results. We proved that identical stream-wise SINR (MSE, capacity) in the MAC and BC systems can be achieved by two approaches. Firstly, under the same total network transmission power constraint, the relay nodes of the BC system employ the Hermitian transposed MAC system relay amplifying matrices. Secondly, under the individual transmission power constraint at each node of the system, the relays of the BC system use the scaled and Hermitian transposed MAC system relay amplifying matrices, where the scaling factors are obtained by swapping the power constraints of the nodes of the MAC system. Moreover, we proved that the two approaches developed above are also valid for relay systems with nonlinear transceivers at the source and destination nodes.

• In Chapter 8, we have established the uplink-downlink sum-MSE duality in a multi-hop AF MIMO relay system, which is a generalization of several previously established sum-MSE duality results. Unlike the previous methods that require the direct calculation of MSEs for each stream, the proof of the duality in this paper is based on the KKT conditions of the uplink and downlink minimum sum-MSE transceiver optimization problems. By analyzing the KKT conditions of the these optimization problems, it is shown that both the uplink and the downlink systems share the same achievable sum-MSE region when the power constraint at the $l$th node of the downlink system is switched with the power constraint at the $(L+1-l)$-th node of the uplink system.
system, \( l = 1, \ldots, L \), where \( L \) is the number of hops of the relay network. Therefore, the downlink transceiver optimization problems satisfying the KKT conditions can be carried out by solving an equivalent uplink problem, and vice versa.

9.2 Future Work

1. This thesis has discussed only a simple model, i.e., two FD nodes exchanging information simultaneously. It might be good approach to extend this system into a cellular network level, where the UL and DL are done at the same time and same frequency through a FD base station. Various optimization problems related to UL and DL links, and scheduling algorithms can be proposed.

2. In addition to FD systems, cognitive radio networks is also a promising technology in future wireless communication systems to enhance spectrum efficiency. We can combine FD systems with cognitive radio networks. Particularly, FD secondary users can exchange information simultaneously with each other, while they should provide protection (limited interference) to primary users. Various optimization problems can be formulated under this scenario.

3. The Quality-of-Service (QoS) issue of FD bi-directional scheme where the total transmitted power is minimized subject to minimum rate constraints of each node can be considered. The penalty method can be applied to develop a very efficient optimization algorithm to minimize the total system power. This algorithm requires a central scheduler. However, a centralized planning would require the exchange of a huge
amount of data among the nodes. This would induce an excessive signaling traffic. It is then of special interest to devise decentralized mechanisms which are able to adapt resource allocation dynamically in order to limit interference adequately.

4. Uplink-downlink duality results have been established under a total power constraint of the system and/or individual power constraints at each node of the system. So, it will be interesting to extend the uplink-downlink duality results of this thesis to generalized multiple linear constraints, that can handle the per-antenna power constraints, interference constraints, etc.
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