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Abstract

Nanoscale SRAM Variability and Optimization

by

Seng Oon Toh

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

Robust SRAM design is one of the key challenges of process technology scaling. The
steady pace of process technology scaling allows doubling memory array sizes, which requires
thorough characterization of the impact of sources of process variability on SRAM operation.
SRAM arrays are traditionally designed using static noise margins which are known to be
optimistic in writeability and pessimistic in read stability. This work presents techniques
for characterizing SRAM using dynamic stability metrics, which better represent actual
SRAM operating conditions. Quantitative relationships between static and dynamic stability
metrics are explored through statistical circuit simulations. Nano-scale SRAM design is
traditionally complicated by sources of variability related to physical variability in the
structure of the transistors, such as random dopant distribution. This work identifies
temporal sources of variability in transistor intrinsic parameters, caused by random telegraph
signaling (RTS) noise, which is directly correlated with fluctuation in SRAM performance.
A large-scale dynamic stability characterization architecture is introduced and implemented
in an early commercial low-power 45 nm CMOS process. This is used to experimentally
verify the expected correlations between static and dynamic stability metrics. Outliers of up
to 100X which are not correlated between static and dynamic stability metrics were observed
and identified to be due to enhanced sensitivity of dynamic stability metrics to variability.
Measurement techniques for characterizing temporal sources of variability caused by RTS
noise, with particular emphasis on the large-signal bias change response typically encountered
in SRAM operation, are used to collect large-scale statistics and to estimate the statistical
impact of RTS noise on large SRAM arrays.

An importance sampling algorithm adapted for dynamic stability metrics is developed in
this work. This algorithm is used to estimate improvements in SRAM robustness expected
from new process technology options such as FDSOI, different bitcell designs such as the 8T-
SRAM, as well as several read-assist and write-assist techniques. An optimization framework
enabled by this importance sampling algorithm is used to design SRAM arrays with
maximum array efficiency through joint-optimization between process technology, bitcell
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design, and array organization. In conclusion, this dissertation identifies important sources
of variability in nano-scale SRAM and also introduces the relevant optimization tools for
performing variability-aware SRAM design.
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Chapter 1

Static and Dynamic SRAM Stability

1.1 Introduction

SRAM scaling has been identified as one of the bottlenecks for supply voltage (VDD) reduction
in current and future technology nodes. Minimum SRAM operating voltage (VMIN) is a
function of the magnitude of process-induced variability as well as the array size. Aggressive
SRAM bitcell scaling, coupled with continued increase in SRAM array sizes, has resulted
in stagnation in SRAM VDD scaling. This trend is observed in reported values of SRAM
array VDD and is recognized in the latest edition of the International Technology Roadmap
for Semiconductors (ITRS) (Figure 1.1) [30]. VMIN is traditionally estimated using various
static noise margins (SNM) [82, 61]. These metrics are known to be optimistic in writeability
and pessimistic in read stability primarily due to the fact that SRAM access is a dynamic
operation and occurs within a finite duration versus the main assumption of infinite access
time in static noise margins [87]. Dynamic stability metrics, derived from the SRAM under
dynamic access, have been proposed to provide a better estimate of SRAM VMIN [32, 37, 62].
While these metrics have been studied extensively through simulations, results based on
large-scale silicon characterization of both read and write stability have only been reported
in this dissertation. Similarly, a quantitative relationship between the static and dynamic
read and write margins is studied here. The sensitivity of dynamic stability to non-idealities
such as random telegraph signaling (RTS) noise and aging is also studied in this work.

This chapter first reviews conventional static and dynamic 6 transistor SRAM metrics
as well as their expected correlations. Monte-Carlo simulations, introducing Gaussian
distributions of Vth to the 6 SRAM transistors, are presented in this section to illustrate
expected correlations between the metrics.
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Figure 1.1: SRAM array VDD reported in ISSCC and VLSI (2004-2010) and ITRS
predictions.

WL WL

BL BL

Figure 1.2: Schematic of an SRAM bitcell.

1.2 Background

Memory represents one of the fundamental building blocks of any computation system as it is
required to retrieve variables for the computation as well as to store results of the calculation.
Memory can be divided into two classes: volatile and non-volatile. Volatile memory loses the
stored information when the power supply is removed while non-volatile memory typically
retains the data for a few years. Static Random Access Memory (SRAM), which is the main
subject of this work, is classified as volatile memory because it relies on a power supply to
statically retain data. It is further classified as a random access memory because it allows
access to arbitrary locations of data without any restrictions.

Each bit of data within an SRAM is stored in SRAM bitcells. Figure 1.2 illustrates a
schematic representation of a bitcell circuit. The core of the SRAM bitcell (enclosed by
dotted lines) consists of cross-coupled inverting gain elements and is used to store the state
of the bitcell. Assuming that one node in the core is storing an electrical representation
of a logic-0. This node drives the input of an inverting gain element to logic-1 which then
causes the next inverting gain element to drive the original node back to a logic-0. This
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Figure 1.3: (a) Schematic of bitcell for SRAM margin measurement. (b) Static noise margin
(SNM) extraction. (c) Write margin (Iwrite) extraction.

positive feedback configuration increases robustness of the circuit to noise. The bitcell core
is accessed using a pair of access transistors that are used to read the contents of the bitcell
or to write new values. These transistors connect the core of the bitcell to a pair of bit-
lines (BL and BL) and are enabled by pulsing on the word-line signal (WL). These access
transistors are designed to be strong enough to overcome the positive feedback in the bitcell
core and overwrite the contents of the bitcell. On the other hand, they also need to be weak
enough that the content of the bitcell is not accidentally disturbed during a read operation.
Herein lies one of the fundamental constraints in SRAM bitcell design - the tradeoff between
read and write margin. The cross-coupled inverting gain elements in the core are usually
implemented as two static CMOS inverters with each static CMOS inverter consisting of a
PMOS and NMOS transistor. This SRAM bitcell design is usually called a 6T bitcell due
to the fact that there are 6 transistors in a bitcell.

1.2.1 SRAM Margins

SRAM margins are used to quantify the robustness of a read and write operation. 1.3
(a) illustrates the schematic of a bitcell set up for SRAM static margin extraction. A
voltage source is connected to one of the internal nodes (CL). This node voltage is swept
while measuring voltages at other nodes or the current flowing out of this voltage source
(IN−Curve). Figure 1.3 (b) plots the technique for characterizing the static noise margin
(SNM) of a bitcell [61]. Both bit-lines and the word-line (BL, BL, WL) are connected to
VDD. The first curve is measured by sweeping the voltage of node CL while monitoring
the voltage at node CH . This essentially traces the switching characteristic of one of the
cross-coupled inverters. The other curve is measured by sweeping node CH while monitoring
the voltage at node CL. The static noise margin for storing a 0 or 1 (SNM0 and SNM1)
corresponds to the side of the largest square that fits into the respective lobes. This static
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margin essentially characterizes the largest voltage perturbation that can be sustained in
the internal nodes of the bitcell before the bitcell looses the ability to store two states. The
bias conditions applied on the bitcell for write margin characterization depend on the data
that is being written into the bitcell. To write a logic-0 into node CL, node BL is grounded
while nodes BL and WL are connected to VDD. The voltage at node CL is then swept from
VDD to ground while the current flowing through the voltage source (IN−Curve) is monitored.
This emulates the bias conditions applied to the transistors as a logic-0 is written to node
CL. IN−Curve observed during this voltage sweep is plotted on Figure 1.3 (c). The static
write margin(Iwrite) is defined as the minimum current observed at the right side of the plot
[13]. The Iwrite write margin is preferred over an alternative write noise margin proposed by
Seevinck et al. because of easier extraction from experimental results and better correlation
with SRAM write Vmin across a wide range of voltages [24].

1.2.2 SRAM Array

Figure 1.4 illustrates an array of SRAM bitcells representing an organization typically
encountered in SRAM array implementations. The bitcells are organized into m rows and
n columns. Additional circuits are located at the periphery of the array. This peripheral
circuitry is used to support random read and write access to the data stored in the SRAM
bitcells. All bitcells in a column share a common pair of bit-lines and column peripheral
circuitry while all bitcells in a row share a common word-line, driven by the row decoder.
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The pre-charge headers at the top of the array are used to pre-charge the bit-lines up to
VDD prior to a read or write operation. During a read operation, the row decoder enables
one of the word-lines, depending on the row address that is selected. The enabled word-line
turns on the access transistors which connects the bitcell core to the bit-lines and transfers
the contents of the bitcell onto the bit-lines. A sense-amplifier is then used to read the
values stored on the bit-lines and sent to the output of the array. During a write operation,
one of the bit-lines in a pair is selectively dis-charged using the transistors at the bottom
of the array, depending on the new data that is to be written into the bitcells. The word-
line corresponding to the desired row where new data is to be stored is then enabled. This
transfers the state of the bit-lines into the core of the bitcells.

The amount of capacitance on the bit-lines plays a critical role in SRAM performance
and stability. The bit-line capacitance is dominated mainly by diffusion capacitance of
all the access transistors sharing the same bit-line. Coupling capacitance of the bit-line
to neighboring wires also plays a role. From an array efficiency perspective, it is highly
desirable to have long bit-lines tied to many bitcells, sharing a single sense-amplifier. This
however results in large bit-line capacitance which reduces SRAM read performance due to
the extra time required to discharge the higher capacitance. Energy efficiency of the array
is also degraded as this large capacitance needs to be charged and dis-charged frequently.
More recently, hierarchical bit-lines have been introduced to minimize bit-line capacitance.
These array organization involves segmenting the bit-lines into many local bit-lines with a
small number of bitcells sharing the bit-line and logically combining the results from all the
bit-lines. Although this requires more area overhead, this scheme could potentially allow the
use of smaller less robust bitcells with weaker read current, ultimately resulting in a smaller
SRAM array with lower energy consumption.

1.3 Read Access Metrics

1.3.1 Static Read Current (Iread)

Static read current (Iread) corresponds to the current that is being sourced from the bit-line
into the SRAM node storing a 0. Under SRAM read operation, this current is responsible
for discharging the pre-charged bit-line capacitances (CBL) enough to overcome the offset
voltage (Voffset) of the sense-amplifier to result in a correct value being latched. It is expected
to correlate with actual read access time (Taccess) according to Equation 1.1

Taccess ∝
CBL × Voffset

Iread
(1.1)

Actual read access time might deviate from this linear relationship due to leakage currents
from inactive bitcells sharing the bit-line as well as the fact that CBL is a distributed RC
network spanning the entire column of the SRAM array. Degradation in Iread and read access
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Figure 1.5: (a) Schematic of a 6-T SRAM cell storing a 0 on the left internal node. (b)
Simulated waveforms corresponding to failed read access with pulse-width, TA. Output
of the sense-amplifier (Data) resolves to the incorrect value. (c) Simulated waveforms
corresponding to successful read access with a longer pulse-width, TB. Output of the sense-
amplifier (Data) resolves to the correct value.

time due to RTS also contributes to this discrepancy, as will be shown in Section 3.5.

1.3.2 Read Access Time (Taccess)

Figure 1.5 illustrates an SRAM bitcell undergoing read access with pulse-widths TA and TB.
Pulse-width TA is too short to sufficiently discharge the bit-line capacitance to overcome
offset in the sense-amplifier. There exists a pulse-width, Taccess (TA < Taccess < TB), where
the sense-amplifier is on the threshold of a successful read access that is defined as the
read access time. This is similar to the dynamic access failure criteria defined in [37]. This
definition of read access time isolates out variability in the read access operation due to
variability of the SRAM bitcell and ignores other delays such as word-line driver delay and
sense-amplifier delay.

1.4 Read Stability Metrics

1.4.1 Static Read Stability Margins

Conventional stability metrics, such as SNM and N-curves [82, 61], require sweeping internal
nodes in order to obtain the voltage transfer curves, which is not practical for evaluating
large arrays. Supply read retention voltage (SRRV), which does not require access to the
internal nodes, is used in this chapter to characterize static read stability [24]. This metric
characterizes read stability margins by decreasing the supply voltage of the bitcell core while
monitoring the currents flowing through the bit-lines which are held at VDD. A flip in data
stored by the bitcell is correlated to a sharp change in the bitcell currents. The SRRV margin
is defined as the additional bitcell core voltage reduction that can be tolerated before the
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bitcell loses the data. A direct correlation between this and other stability metrics has
already been established in [24].

1.4.2 Critical Read Stability (Tread)

Figure 1.6 illustrates an SRAM bitcell undergoing read stress with pulse-widths TA and TB.
Pulse-width TA is short enough that the internal nodes (CH and CL) return back to their
original levels after the word-line pulse. The longer pulse-width TB subjects the bitcell to
too much read stress, causing the cell to flip to an opposite state after the word-line pulse.
There exists a pulse-width, Tread (TA < Tread < TB), where the bitcell is on the threshold
of a read upset, that is defined as the critical read stability. This is similar to the dynamic
read failure criteria defined in [37]. This metric does not require access to the internal nodes
of the SRAM cell. A subsequent read operation (read-back) is used to verify the contents
of the bitcell and to determine if a read disturb had occurred. This read-back operation
however needs to be performed under operating conditions which guarantee a correct read
operation. This is usually done by raising the supply voltage of the bitcell to improve read
stability.

A bitcell with positive static read margin will have infinite Tread while a bitcell with zero
or negative static read margin will have a finite value of Tread. With the SRRV margin, it is
possible to characterize a negative static read margin for a particular bitcell by measuring
how much additional bitcell VDD (VCELL), above the nominal voltage, is required to maintain
the stored state of the bitcell. Figure 1.7 plots the positive correlation observed between
SRRV and Tread extracted from Monte-Carlo simulations. Although Tread is observed to be
exponentially dependent on static read margin, it is impossible to accurately estimate exact
values of critical read stability from a voltage screen test at elevated VCELL due to the large
dispersion (up to 10x) observed in Tread at a particular SRRV.

SRAM access with read-after-read operation presents the worst-case condition for critical
read stability [37, 62]. Figure 1.8 illustrates the waveforms corresponding to an SRAM bitcell
with read-after-read access. The SRAM bitcell is stable after the first word-line pulse but is
subsequently corrupted by the second pulse. It is therefore important to characterize Tread

as a function of the number of read-after-read pulses as well as the access frequency.

1.5 Writeability Metrics

1.5.1 Static Writeability Margins

Margins such as write noise margin (WNM) and write N-curve require sweeping internal
nodes in order to obtain the voltage transfer curves [13, 8]. In this chapter, bit-line write
trip voltage (BWTV) is characterized instead of other static metrics because BWTV can be
measured by sweeping the bit-line voltages of the SRAM bitcell while monitoring the currents



CHAPTER 1. STATIC AND DYNAMIC SRAM STABILITY 8

 

Figure 1.6: (a) Schematic of a 6-T SRAM cell under read stress. (b) Simulated waveforms
corresponding to read stable access with pulse-width, TA. The state of the bitcell is retained
after read operation. (c) Simulated waveforms corresponding to read upset with a longer
pulse-width, TB. The state of the bitcell is accidently flipped by the read operation.

Figure 1.7: Simulated scatter plot showing the correlation between critical read stability
(Tread) and negative static read margin (SRRV).

flowing through the bit-lines. BWTV write margin corresponds to the voltage applied on
the word-line which is required to successfully write a new value into the bitcell. This is
observed in the bit-line currents as a sharp change in the magnitude and direction of current
flowing through the bit-lines. Correlations established with this margin can be extended to
other static margins based on previously established relationships [24].

1.5.2 Critical Writeability (Twrite)

Figure 1.9 illustrates write operation to a SRAM bitcell with pulse-widths TA and TB. Pulse-
width TA is too short to overwrite the contents of the SRAM cell while pulse-width TB
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Figure 1.8: Simulated waveforms corresponding to an SRAM bitcell under read-after-read
access.

is sufficient to complete the write operation. There exists a critical pulse-width, Twrite

(TA < Twrite < TB), where the bitcell is on the threshold of a successful write access that
is defined as the critical writeability. This is similar to the dynamic write failure criteria
defined in [37]. This metric does not require access to the internal nodes of the SRAM
cell. The challenge, however, is to reliably evaluate the contents of the bitcell after the test,
without accidently disrupting the stored state.

Figure 1.10 plots the expected correlation between Twrite and static write margin, based
on Monte-Carlo simulations. Bitcells with poor static write margin (smaller values) are
expected to be correlated with poor Twrite (larger values). The dispersion between Twrite and
BWTV is small, especially at lower static margins, implying the possibility of using voltage
screening either by reducing VCELL or word-line bias to identify cells with poor Twrite. Table
1.1 tabulates the sensitivities between the respective write margins to Vth variability in
the 6 transistors of an SRAM bitcell under write operation as illustrated in Figure 1.9(a).
The sensitivities in Table 1.1 reflect the negative correlation between BWTV and Twrite.
Both margins have similar magnitude of sensitivities except for the pull-up transistors, as
Twrite is correlated with variability in transistor PU1 while BWTV is independent, and
PU1 is positively correlated with poor Twrite while PU2 is negatively correlated with poor
Twrite. This suggests that Twrite is more susceptible to cell asymmetry than estimated
previously. Read-before-write or read-after-write does not need to be considered because
the read operation only helps to upset the cell and complete the write operation [37]. Twrite

under write-after-write access, however, needs to be characterized to evaluate the impact of
RTS on Twrite.
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Figure 1.9: (a) Schematic of a 6-T SRAM cell under write access. (b) Simulated waveforms
corresponding to failed write access with pulse-width, TA. The bitcell retains original state.
(c) Simulated waveforms corresponding to successful write access with a longer pulse-width,
TB. A new value is written into the bitcell.

Figure 1.10: Simulated scatter plot comparing critical writeability (Twrite) and static write
margin (BWTV) obtained from Monte-Carlo simulations.

Write Metric PD1 PG1 PU1 PD2 PG2 PU2
BWTV (V/V) 0.3 -0.3 0 0 -0.8 0.6
Twrite (ns/V) -0.08 1.0 1.3 0.02 3.9 -0.7

Table 1.1: Sensitivity analysis of writeability to the respective transistor Vth variation.
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Chapter 2

Dynamic Stability Characterization

This chapter presents a characterization architecture for measuring dynamic SRAM
stability through pulsed word-lines calibrated up to 10 ps accuracy [71, 72]. Measuring
word-line pulse-widths calibrates out any timing uncertainty introduced by SRAM peripheral
circuits, thus allowing characterization of the fundamental variability of the SRAM bitcells.
This characterization methodology is validated in a commercial low-power 45nm CMOS
process. The test chip also provides a means of correlation with static read and write
metrics via direct bit-line measurements [24]. This method is used to identify new sources of
variability in dynamic stability by observing deviations from expected correlations between
dynamic stability and static margins. All voltage margins in the text are normalized to the
supply voltage. Studied margins typically exhibit proportionality to the supply voltage, and
normalizing them allows for comparison with prior studies (e.g. [24, 8]).
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Figure 2.1: SRAM array organization for static and dynamic stability characterization.

Figure 2.1 presents the SRAM array configuration for the characterization of dynamic
metrics. It also shows the necessary infrastructure for collecting static metrics for the
purpose of establishing correlations with dynamic metrics. The SRAM bitcells under test
are organized into a conventional SRAM array. Various array bias voltages (VDD,WL, VCELL,
VSS,CELL, VNWELL, and VPWELL) are connected to pads to characterize the SRAM under
different read/write assist modes. A programmable pulse is generated on-chip and delivered
to a single word-line at a time using existing row decoders. This architecture makes extensive
use of simple circuits and calibration to ensure ease of implementation while providing
measurements with high fidelity even in highly-scaled process technologies.

2.1.1 Programmable Pulse Generator

A programmable pulse is generated by simply mixing together two clocks, φ0 and φ1, that
have a slight offset in clock period (∆T ) (Figure 2.2). This generates a pulse train with a
difference in pulse-width of ∆T between successive pulses. A counter is then used to pass the
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Figure 2.2: Frequency mixing programmable pulse generator with corresponding waveforms.
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Figure 2.3: Statistics at the output of a flip-flop sub-sampling φ1 using φ0 with jitter.

desired pulse based on a programmed codeword. This pass signal can also be programmed
to be held for multiple clock cycles to generate multiple pulses, simulating read-after-read
access. The sync signal used to reset the counter is generated digitally on-chip based on
statistics of the beat frequency between φ0 and φ1 ,averaged over 128 samples to minimize
the impact of clock jitter. This signal can also be programmed to be held for multiple clock
cycles to generate multiple pulses, simulating read-after-read access. This scheme allows
generation of pulses with wide dynamic ranges that are immune to global process corners by
tuning T and ∆T of the externally generated clocks. It also generates high bandwidth pulses
(up to 100 ps) using circuits operating at much lower frequencies (10 MHz). This property
is highly desirable when building characterization circuits in new process technologies with
unknown performance. The lower limit of the pulse-width that can be generated is 50 ps.
This lower limit is due to the limited slew rates of the word-line drivers.

A sync signal resets the pulse-generator counter when φ0 and φ1 are at a fixed phase
relationship. This is generated by sub-sampling φ1 using φ0, producing a clock signal (A)
at the beat frequency (φ1 − φ0). Figure 2.3 illustrates the flip-flop clocked by φ0 that is
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Figure 2.4: Architecture of averaging sync generator.

used to sub-sample φ1. Jitter present in both clock signals introduce uncertainty in the sync
signal. The impact of jitter on the sync generation scheme is simplified by input-referring
all jitter on φ0 to the input of the flip-flop and assuming that φ0 is an ideal clock signal.
The plot in Figure 2.3 illustrates statistics of the output of this flip-flop observed at a few
sampling edges around the expected transition of the beat-signal from ”0” to ”1”. The ideal
transition of the beat-signal from ”0” to ”1” occurs when the probability of observing a 1
at the output at the corresponding sampling edge exceeds 50%. Figure 2.4 illustrates the
schematic of the averaging sync generator used to obtain a highly stable sync signal with
better than 10 ps accuracy even with up to 50 ps jitter on the clocks. A counter is configured
to generate a signal every N clock cycles (N corresponds to Tφ1/∆T ). This signal (B) is
used to collect 3 successive samples of the sub-sampled clock (A) using 3 counters (Bin 0,
Bin 1, and Bin 2). These statistics are collected for a programmable number of cycles, to
average out the impact of clock jitter, before the contents of the counters are checked. This
circuit effectively estimates the cumulative density function (CDF) of signal A at 3 points,
spaced by ∆T . The 1 in N counter is then advanced or delayed by a single count until the
mean of the sampled CDF falls into Bin 1 at which time the lock signal is asserted and the
sync signal is produced. An alternative to this all-digital approach is to apply an analog
low-pass filter on signal A however this requires passive components for accurately setting
the cutoff frequency of the filter and lacks reconfigurability.

2.1.2 Word-line Sampler

To avoid process-induced uncertainties, the exact pulse width is measured by word-line
samplers located on every word-line (Figure 2.1). This contrasts to prior work in which a
small subset of the word-lines is sampled [51, 31]. The sampler consists of small transmission
gates sampling the word-line pulse on a parasitic capacitance. Charge injection by the
sampling clock, non-linearity of the transmission gates, and offset voltages of the comparators
are calibrated out by tuning the reference voltage of the comparators. The differential clock
driving the transmission gates is calibrated using a phase comparator to minimize aperture
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Figure 2.5: Capacitive summing phase comparator and simulated waveforms before and after
calibration.

uncertainty in sampling the rising and falling edges of the word-line pulse (Figure 2.5). An
ideal differential clock should have no common mode component. This phase comparator
takes advantage of this fact and detects the common mode component by summing these
two signals using capacitors. The calibration scheme then proceeds to skew the edges of
the clock until the glitch on the sum node is minimized. A Monte-Carlo simulation of this
scheme reveals that it reduces the phase offset of respective edges to less than 3 ps. The
word-line pulse-width is finally measured by skewing the externally generated saen signal
with respect to φ0 with 1 ps resolution. This word-line sampling scheme produces finer
resolution compared to delay-line samplers [31].

2.1.3 Non-Destructive Read-Back

Read-back refers to the operation of verifying the contents of the bitcell after a critical write
or read operation that is being characterized. In writeability characterization, the purpose
of the read-back operation is to check if a new value has been written into the bitcell. In
read stability characterization, read-back is used to check if the stored data is lost. It is
extremely important to make sure that this read-back process does not disturb the contents
of the bitcell to ensure that the process that is being characterized is the SRAM operation
prior to the read-back. Non-destructive read-back of the SRAM bitcells is accomplished
using multiple minimum width read pulses. This allows the bitcell to gradually discharge
the bitline capacitance without excessive read stress. Alternatively, VCELL is raised to the
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nominal voltage prior to read-back, especially when characterizing bitcells at low voltages.

2.1.4 Built-In-Self-Test

Preset State

Read/Write @ Tpulse

Read Back

  =  /2

Tpulse = Tpulse +/-  

  < 10 ps ?
No

Exit

Yes

Figure 2.6: Built-In-Self-Test state machine for finding the critical word-line pulse width.

Dynamic stability characterization involves applying different word-line pulse widths to the
SRAM bitcell until the critical word-line pulse width for writeability and read stability is
found. This word-line pulse width search is implemented on-chip as a 3-phase state machine
for binary search of the critical word-line pulse width (Figure 2.6). The first phase presets
the SRAM bitcell to a known state. The second phase performs a read or write operation at
the pulse width being tested and finally the contents of the cell are read back. This sequence
is then repeated again with a shorter or longer pulse width, depending on the result of the
read back operation. The built-in-self-test (BIST) can also be configured to take multiple
samples at each pulse width to average out the impact of jitter on the instantaneous pulse
width. The BIST is implemented using synthesized digital logic, placed, and routed using
automated tools. Custom hand-designed logic is not necessary in the BIST implementation
of this characterization architecture because all the high speed components of the design are
limited to the pulse generator.

2.2 45 nm CMOS Implementation

A 1.55 mm x 1.55 mm test chip [71], [73], [80] is implemented (Figure 2.7) in a low-
power strained-Si 45 nm CMOS process [33] with Poly-Si/SiOxNy gate stack and 7 metal
layers. Experimental, high density 0.252 µm2 6T SRAM bitcells that are smaller than ITRS
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requirements for the 45 nm technology node are characterized to observe a larger impact of
process-induced variability on SRAM performance and also to predict variability in future
scaled transistors. The test chip consists of two 64x256 arrays and two 128x256 arrays with
full static and dynamic stability characterization coverage. The narrower array (64 columns)
has reduced word-line parasitics and is used to characterize dynamic stability at high speeds
with strict requirements of rise- and fall-transition times. The word-line samplers contribute
to a 16% array area overhead. The level-shifters and bit-line switches incur a larger area
penalty and are required solely for static margin characterization.
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Figure 2.7: (a) Die photo of the 45 nm CMOS test chip. (b) Die photo of active area. BLS :
bitline switches; WLS : word-line samplers; LS+WLD : level shifters and word-line drivers;
CIO : column I/O circuitry

2.3 Measurement Results

Figure 2.8 illustrates fail bit count measured from the test chip, indicating 10-100X
discrepancy between quasi-static (>1 s with bit-lines driven) and dynamic access. Static
access fail bit counts are optimistic for writeability and pessimistic for read stability,
compared to those for dynamic access. More than 10 write failures were observed at nominal
VDD when the bitcells were accessed with 1 ns pulses even though no write failures occurred
when the bitcells were accessed quasi-statically. No read upset failures occurred when the



CHAPTER 2. DYNAMIC STABILITY CHARACTERIZATION 18

bitcells were accessed with 20 ns pulses even though tens of failed bits were observed when
the same bitcells were accessed quasi-statically.

 

Figure 2.8: SRAM writeability and read stability fail bit count measured from a 45nm CMOS
SRAM.

2.3.1 Pulse Generator

Multiple complete waveforms of word-line pulses were sub-sampled and plotted in real time
in Figure 2.9(a). Good rise and fall transition times of 75 ps and 30 ps were observed.
Note that the rise and fall transitions account for a significant portion of narrow pulses
(less than 100 ps) and effectively limit the correlation between static and dynamic margins.
The pulse-width, corresponding to the delay between the 50% voltage level of the rise and
fall transitions, was measured across different codewords. The transfer function and the
measured linearity error are plotted in Figure 2.9(b). Up to 100 ps of non-linearity was
observed in the transfer function. This error is believed to be caused by voltage droop in
the power supply grid as the pulse is being distributed across the chip. These non-idealities
demonstrate the importance of calibrating word-line pulse-widths at every word-line in order
to calibrate out this source of uncertainty from actual variability in the bitcells. All dynamic
SRAM measurements presented are based on word-lines calibrated to 10 ps resolution using
low-jitter signal generators and averaging.

2.3.2 Read Access Time

Figure 2.10(a) plots the statistical distribution of Taccess measured from 1024 bitcells at 0.8X
nominal VDD. These 1024 bitcells were spread across multiple columns in the SRAM array
with sense-amplifiers having different offset voltages on different columns. The distribution
is observed to be multi-modal, a superposition of multiple Gaussian distributions. The
multi-modal nature of this distribution is due to the strong dependence of read access
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Figure 2.9: Plots of (a) multiple sub-sampled word-line waveforms and (b) codeword to pulse
width transfer function and measured error.

time on sense-amplifier offset voltage, as predicted in Equation 1.1. The offset voltage
of each sense-amplifier was characterized separately using the bit-line switches and external
measurement equipment to normalize out this factor in Taccess. Measurements of Taccess,
normalized with separately characterized sense-amplifier offset voltages and estimated bit-
line capacitance, was observed to correlate (R2 = 0.69) with static read current (Figure
2.10(b)). The remaining dispersion in the data is due to the inherent difference between
Iread statically measured out of the bitcell at a fixed bit-line voltage and the transient bitcell
current as the bit-line is being discharged.

 

Figure 2.10: (a) Histogram of measured read access time. (b) Scatter plot showing correlation
between read access time and static read current after normalization with sense-amplifier
offset voltage and bit-line capacitance.
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Figure 2.11: Critical writeability vs. static write margin of (a) same side and (b) opposite
side of SRAM cell measured at VDD,low.

2.3.3 Critical Writeability

Figure 2.11(a) plots measurements of critical writeability vs., the static write margin for
writing the same data value to the same bitcell. Each data-point of Twrite corresponds to
an average of 128 measurements. Expected correlation between poor BWTV and Twrite

is observed in Figure 2.11(a), however, the uncorrelated outliers exceed the correlated
data-points by more than ten times. These outliers are observed to appear exclusively in
bitcells that have large static write margin on the opposite side of the cell (Figure 2.11(b)).
Further analysis of individual transistor characteristics using Direct Bit-line Transistor
Access (DBTA) (ref. [18]) revealed that a large number of bitcells sampled had large drain
series resistance in one of the PMOS transistors. These marginal transistors were found to
be on the side opposite to the half-cell being written to (PU1 in Figure 1.9(a)), causing a
significant degradation in the speed of the bitcell for pulling the storage node up to VDD.
The remaining bitcells showed good correlation between Twrite and BWTV metrics, after
the marginal cells were screened out (Figure 2.11(a)). These marginal transistors did not
degrade static write margin due to the negligible sensitivity of the margin to variability in
PU1 (Table 1.1).

Voltage screen tests such as described in [7] are commonly used to screen out defects
and early failures in SRAM arrays. Such tests are usually carried out in-line at wafer sort
using testers running at lower frequencies than actual operating frequencies. The lack of
correlation between the outliers in critical writeability and static write margin invalidates
results obtained from such tests because the bitcells screened by these tests are not the
bitcells that fail first at normal operating frequencies.
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Figure 2.12: Critical read stability versus static read margin.

2.3.4 Critical Read Stability

Figure 2.12 plots measurements of critical read stability against the negative static read
margin. These measurements were obtained by lowering VCELL by 300 mV relative to word-
line and bit-line pre-charge voltage levels, to increase the probability of observing cells that
are unstable under static access. The expected correlation between Tread and negative SRRV
(ref. Figure 1.7) was observed in measurements. Bitcells with marginally negative static read
margin (approximately 0.1 a.u.) were observed to have a large dispersion in Tread ranging
from 1 ns to 1 µs. This dispersion reduces as the bitcell SRRV becomes more negative. The
minimum Tread observed was 630 ps, indicating that this SRAM bitcell can be accessed with
pulse-widths shorter than 630 ps without read upsets even with 300 mV of VCELL droop.
Outliers with extremely poor SRRV that are not correlated with smaller values of Tread were
observed. Such outliers were not observed in Monte-Carlo simulations of a large 100,000
sample set (Figure 1.7).

Figure 2.13 plots statistical distributions of critical read stability under single read and
read-after-read access with 20 ns period (Tcycle). As expected, Tread degrades under read-
after-read conditions [37]. Bitcells with small values of Tread (less than 2 ns) were observed
to shift only by a small amount, while bitcells with larger Tread were observed to degrade
by up to 1 ns. Susceptibility of a bitcell to read-after-read upset depends on the proximity
of the internal node voltages to the rails when the next read pulse arrives. Bitcells with
smaller values of Tread are less susceptible to read-after-read upsets, compared to bitcells
with larger Tread accessed with the same Tcycle, because these bitcells have longer recovery
periods to settle at the rail voltages. Figure 2.14 plots Tread of a single bitcell as a function
of the number of read-after-read pulses across decreasing Tcycle. The degradation in Tread,
due to read-after-read, increases as Tcycle is decreased. This degradation saturates eventually
after 6 cycles in direct agreement with [37]. Evidence of slight Tread degradation even with
a relatively slow Tcycle of 67 ns suggests that the recovery period of this bitcell is more than
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Figure 2.13: Statistical distributions of critical read stability under single read and read-
after-read access with 20 ns clock period.

 

Figure 2.14: Critical read stability of a selected bitcell as a function of the number of read-
after-read cycles. The different curves correspond to the period of the read-after-read cycles.

67 ns, which is greater than 20 times the single-read Tread of this bitcell (3.2 ns).
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Figure 2.15: Survival function of Twrite under different bias conditions: (a) Word-line
boosting; (b) VCELL under-drive; (c) PMOS reverse body-bias; (d) Negative bit-line.

2.4 Impact of Assist Techniques

2.4.1 Write Assist

Figure 2.15 compares the impact of different assist techniques on Twrite. Word-line voltage
(VWL) boosting and VCELL under-drive resulted in significant speed-up of Twrite [88]. VWL

boost was slightly more effective than VCELL under-drive because it increases the strength
of the pass-gate transistors which have the strongest impact on Twrite. Figure 2.15(c) plots
the statistical distributions of Twrite under 300 mV of PMOS reverse body-bias (RBB) [85].
Not much improvement in Twrite was observed even with 300 mV of RBB due to the small
body-effect coefficient for this 45 nm CMOS process. RBB might even have a detrimental
effect on Twrite, due to the opposite sensitivities of Twrite to variability in PU1 and PU2.
Figure 2.15(d) investigates write assist using negative voltage levels on the bit-lines [63]. A
100 mV negative bit-line bias results in a significant improvement in Twrite.
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Figure 2.16: Survival function of Tread without assist techniques, with -100 mV word-line
bias offset and with +100 mV VCELL offset.

2.4.2 Read Assist

Figure 2.16 demonstrates the effectiveness of VCELL boosting and VWL under-drive for read
assist [54]. VCELL boosting was found to provide a larger improvement in critical read
stability compared to VWL under-drive. SRAM design using assist techniques involves a
delicate balance of bias voltages in order to balance out the improvement in one margin with
the degradation in the other. The strong sensitivity of read and write stability to VWL and
VCELL biasing suggests the possibility of using these two voltage tuning knobs to increase the
overall reliability of the SRAM array. Results in this section however demonstrate that this
technique needs to be used with caution as slight offsets in VWL will affect Twrite and Tread

exponentially. Because of this, any uncertainty or noise in setting VWL could potentially
result in large write or read stability failures. Evidence of this is observed in simulated
results presented in Figure 5.6 where strong opposite sensitivities of read and write failures
to word-line voltage boost is observed.
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Chapter 3

Random Telegraph Signal and SRAM
Variability

3.1 Introduction

Random telegraph signal (RTS) noise corresponds to a low-frequency noise phenomena that
modulates intrinsic transistor parameters [59, 38]. This phenomena is caused by trapping
and de-trapping of electrons or holes at traps within the gate oxide stack of the transistor.
Theoretically, noise amplitude due to RTS scales with the inverse of channel area (L x
W ) and the square of effective gate oxide thickness (t2ox,e) [47]. The inverse relationship to
channel area is due to the fact that RTS is related to a fluctuation in the number of carriers
in the channel, which is primarily determined by the channel area. Although RTS amplitude
should remain constant with conventional technology scaling (L, W , and tox,e are scaled by
the same factor), the stagnation of tox,e scaling due to increase in gate leakage currents has
caused an increase in RTS amplitude observed in highly scaled technologies. RTS amplitude
is further exacerbated by the discreteness of dopants in the channel, creating percolation
paths of carriers in the channel that are strongly attenuated by the occupation of traps in
the oxide located within proximity of these paths [6]. It has been demonstrated that ∆Vth

due to RTS exceeds ∆Vth due to random dopant fluctuation (RDF) at 3 sigma levels at the
22 nm technology node [66]. RTS is therefore likely to impact SRAM robustness due to the
small channel area used in SRAM bitcells and also the large number of functional bitcells
required in typical designs (greater than 6 sigma).

This chapter first examines the dynamics of RTS with emphasis on the bias and
temperature dependence of these dynamics and the change in these dynamics when large
bias swings are applied on the transistor. This is followed by a review of various RTS
amplitude models and proposal of an empirical model that is able to capture the bias
dependence of RTS amplitude. The impact of RTS on SRAM variability is first examined
by evaluating the statistical distributions of RTS amplitude in the pull-up, pull-down, and
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pass-gate transistors. The impact of RTS in the individual transistors on SRAM write
margins is then evaluated using a statistical model, calibrated with 45 nm SRAM bitcells,
and also verified experimentally through large-scale measurements of SRAM Vmin. Finally,
the impact of low-frequency RTS on SRAM bitcells operating at high frequencies is presented.
All experimental data presented in this chapter are based on measurements from transistors
fabricated in a pre-production 45 nm process with Poly-Si/SiOxNy gate stack.

3.2 Dynamics of Random Telegraph Signal

3.2.1 Background

Figure 3.1 plots the drain current measured from a PMOS SRAM transistor exhibiting a
random telegraph signaling noise. The drain current fluctuates between two discrete levels
with the higher drain current corresponding to an empty trap and the lower drain current
level corresponding to the trap being occupied. Also present in this measurement is a
secondary RTS noise with much smaller amplitude. The dynamics of RTS are characterized
using time constants that characterize the time till capture of a carrier (τc) and the time
till emission of a carrier (τe) [59]. Figure 3.2 plots the histogram of τc and τe extracted
from multiple RTS events. τc and τe are observed to fit exponential distributions with their
respective time constants that correspond to the average time constants [38]. Figure 3.3
plots the frequency characteristics of the RTS trace. This RTS noise in the time domain
translates to a Lorentzian spectrum in the frequency domain with a corner frequency and
1/f 2 characteristic decay. It has been speculated that the combination of multiple RTS noise
sources in a transistor with uniformly separated corner frequencies sum up to 1/f noise [38].
In SRAM transistors, it is not feasible to observe such a characteristic because the small
transistor geometries effectively limit the number of traps in the oxide to a small value that
is insufficient to sum up to a general 1/f noise characteristic.

There is a large interest in modeling the physical origin of RTS dynamics because an
accurate RTS model would allow inference of the quality of the gate oxide stack just by
monitoring the dynamics of RTS. Several theories exist for explaining the time constants
of these traps. The McWhorter model [45] suggests that the drain current fluctuations are
due to elastic tunneling of carriers between the channel and gate oxide defects. Based on
this model, the time constants of RTS are governed by elastic tunneling events that are
related to the depth of the trap in the gate oxide. The McWhorter elastic tunneling model
has largely been dismissed in recent studies due to its inability to account for temperature
activation of the observed noise spectrum. More recently, it has been demonstrated that the
time constants predicted using the McWhorter model are greater than 3 orders of magnitude
faster than what is being observed in modern devices [11].

Kirton and Uren proposed that the time constants of charge trapping and de-trapping are
governed by lattice relaxation [38]. A trap exists within a lattice of Si-O2. Trapping and de-
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Figure 3.1: Drain current measured from a PMOS SRAM transistor showing RTS.
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Figure 3.2: Exponential fit of extracted time constants corresponding to (a) time until
capture (τc) and (b) time until emission (τe).

trapping of a charge involves overcoming the energy barrier associated with re-organization of
the lattice configuration around the defect. This re-organization process therefore determines
the time constants of these traps. This model however fails to capture the strong bias
dependence of τe, a fact that is acknowledged by the authors. More advanced models, based
on lattice relaxation, have been proposed and results look promising [43, 23]. The current
state is that, after more than 5 decades of research, there is still no consensus within the
modeling community on the physical origin of RTS dynamics. This thesis does not intend
to contribute to the ongoing debate. As such, it will rely on actual RTS characterization
for most conclusions and use physical models for extrapolation when qualitative results are
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Figure 3.3: Power spectral density of RTS drain current measurement.
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Figure 3.4: Energy band diagram of oxide trap with tunneling probabilities.
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sufficient to prove a point.
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The mark-space ratio ( τ̄c
τ̄e
) is yet another dynamic RTS metric. It is particularly attractive

because it is easily extracted from experimental data where only a single trap is active in
the measurement window by measuring the duty cycle of the signal [68, 53]. Equation 3.1
is obtained by detailed balance (equal numbers of up and down jumps), where fT is the
trap occupancy, g is the trap degeneracy, ET is the trap energy level while EF is the Fermi
level, kB is Botzmann’s constant and T is the temperature [59]. For easier comparison with
measurements, this equation can be written as Equation 3.2, where q is the charge of an
electron, z

Tox
is the relative depth of the trap from the channel, Ψs is the surface potential,

Vg is the gate voltage, and K is a constant [29]. Ralls et al. reported that oxide trap depth
can be inferred from measuring the response of the mark-space ratio to gate bias and fitting
the data to the first derivative (with respect to Vg) of Equation 3.2. Special attention needs
to be made to model the dependence of Ψs to Vg in order to arrive at a sound estimate of
z

Tox
, especially when the gate bias is close to the threshold voltage [38]. This technique has

been used to investigate oxide traps in high-κ metal gate stacks and also to collect large-scale
statistics of trap depth and activation energy [53, 42, 78]. Equation 3.1 is derived based on
detailed balance and makes no assumption of the tunneling mechanism. As such, it can be
applied even if there exists uncertainty in the actual tunneling mechanism.

Next, let us consider the assumptions required for applying detailed balance. Figure 3.4
illustrates the energy band diagram of an NMOS transistor with an oxide trap. P1 indicates
the tunneling probability of a carrier from the channel into the oxide trap while P2 and P3

indicate the tunneling probabilities for de-trapping back into the channel or out into the
gate, respectively. Detailed balance requires that Equation 3.3 holds true. This means that
the carrier originates and ends at the same state which is only true if P3 is 0. While this is
true for most cases (traps that are important to transistor performance are usually close to
the channel), cases where de-trapping occurs out through the gate have been observed [42].
Detailed balance might not hold also in cases where trapping/de-trapping occurs through
intermediary states. Estimations of RTS dynamics based on detailed balance are therefore
effective for most cases but needs to be used with caution to account for the various cases
where the assumptions are not valid.
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Figure 3.5: Drain current of PMOS SRAM transistor under different gate biases.

3.2.2 Bias and Temperature Dependence

Figure 3.5 plots transient measurements of drain current from a PMOS transistor at two
different bias conditions, with an obvious RTS noise, demonstrating the strong dependence
of RTS dynamics on bias. At |VGS| of 1.1 V, the trap is mostly unoccupied ( τ̄c

τ̄e
> 1.0). At the

higher bias condition, the trap stays mostly occupied ( τ̄c
τ̄e

< 1.0). This negative dependence
of τ̄c

τ̄e
on gate bias matches Equation 3.2, suggesting that this is a trap where the carrier jumps

from the channel into the oxide trap and detraps back into the channel (P3 = 0 in Figure 3.4).
In this instance, both τc and τe respond strongly to gate bias, however this is not a general
trend across the entire bias range. Figure 3.6 tracks the evolution of the time constants across
different gate biases demonstrating that at low voltages, τc is extremely sensitive to slight
changes in gate bias while τe is weakly dependent on gate bias. The opposite sensitivities are
observed at higher voltages. Figure 3.7 plots transient measurements of drain current from
the same PMOS transistor at different temperatures. Increasing temperature speeds up both
the capture and emission time constants, indicating that temperature plays an important
role in the transport of a carrier into and out of the trap.
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Figure 3.6: Dependence of τc and τe on gate bias.
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Figure 3.7: Drain current of PMOS SRAM transistor at different temperatures.

Figure 3.8 summarizes measurements of RTS dynamics extracted from the same trap,
across different gate bias and temperatures. Parameters (K and z

Tox
for Equation 3.2 were

extracted based on exponential fits to the data. These parameters are used to model the
average trap occupancy across bias and temperature in Figure 3.9. Average trap occupancy,
or α, is related to the respective RTS time constants according to Equation 3.4. K and
Ψs were assumed to be constant in this analysis. While a lot of assumptions were made
in the extrapolation used to produce Figure 3.9, it serves the purpose to demonstrate that
increasing |VGS| causes a trap that is initially always empty (α = 0) to become fully occupied
(α = 1) while increasing temperature speeds up the time constants of the trap but only has
a slight impact on average trap occupancy.
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Figure 3.8: Measured mark-space ratio at different gate bias and temperatures with
extrapolation. Lines indicate exponential fits.
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Figure 3.9: Surface contour of average trap occupancy (α) as a function of gate bias and
temperature, extrapolated using Equation 3.2 with K = 26 and z

Tox
= 0.35.

The oxide traps analyzed so far exhibit a negative dependency of the mark-space ratio
on gate bias i.e. increasing gate bias increases the probability of trap occupancy. There
exists a different trap variety that exhibits a positive dependency of the mark-space ratio on
gate bias [53, 59]. Figure 3.10 plots measurements of the dynamics of these traps, referred
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to as type II traps by Nagumo . τc increases with gate bias while τe decreases with gate
bias. The net effect is that increasing gate bias decreases the probability of trap occupancy.
This trap is clearly active under normal transistor operating conditions (VDD < 1V ) and
will result in performance degradation especially in SRAM. Ralls et al. characterized these
traps as a positive scattering center that seems to be neutralized by capture of a carrier [59].
Nagumo et al. speculates that type II traps are due to exchange of carriers between the
gate electrode and the oxide trap. Figure 3.11 illustrates the band diagram corresponding
to a type II trap. P1 and P2 in this figure corresponds to the tunneling probability of a
carrier from the gate electrode into the trap and from the trap back into the gate electrode.
This differs from the band diagram corresponding to type I traps (ref. Figure 3.4) where
the trap interacts with a carrier tunneling from the channel. Equation 3.2 is modified to
reflect this assumption and the trap depth and energies are extracted, assuming detailed
balance. Analysis of these parameters, based on statistics collected from multiple traps,
indicate that these type II traps are physically closer to the gate electrode and are within
the proximity of the gate work function (EG), as depicted in Figure 3.11. While this model
for type II traps sounds plausible, it still needs to be verified by measuring the gate current
and correlating fluctuations in gate current with fluctuations in drain current, which is a
challenging measurement due to the small amplitude of gate current fluctuation caused by
a single carrier.
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space ratio of a type II trap. Reference [53]
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Figure 3.11: Band diagram of type II oxide trap with tunneling probabilities.

Other trap characteristics have also been observed. Figures 3.12 and 3.13 plot the
characteristics of a type III trap. Both τc and τe corresponding to this trap decrease with
increasing gate bias. Traps with this characteristics have also been reported by others and
correlated directly with fluctuation in gate current [42]. These traps are usually active under
high gate voltage and are most probably caused by trapping from channel to oxide trap
and de-trapping out through the gate (finite P3 in Figure 3.4). Type III traps are not that
critical under normal operation because they are only active at high voltages. These traps
were not observed under nominal bias conditions of less than 1 V. They were only observed
when the transistor was biased with high gate bias voltages for bias-temperature instability
(BTI) characterization. These traps appear as RTS noise during BTI characterization and
need to be factored out in order to differentiate between transistor degradation caused by
BTI and RTS.
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Figure 3.13: Type III trap dependence of τc and τe on gate bias.

3.2.3 Dynamic Behavior Response under Large-Bias Changes

The discussion of RTS dynamics so far has focussed on time constants of the trap under
fixed-bias conditions. These characteristics might be sufficient for circuits where transistors
are operating at a fixed-bias condition and are only subject to small signal stimulus, such as
amplifiers. Other classes of circuits such as SRAM, comparators, oscillators, phase locked
loops, and mixers undergo large-bias changes as part of the circuit operation. RTS dynamics
under large-bias changes need to be well understood in order to properly estimate the impact
of RTS on circuit operation. It is also possible to take advantage of this large-bias response
behavior for minimizing the total low-frequency noise in the system [76].
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Figure 3.14: Cross-section of transistor with oxide trap as well as associated waveforms for
characterizing the response of RTS to large-bias changes.

Figure 3.14 illustrates the waveforms for characterizing the large-bias response of oxide
traps. The transistor is initially biased to a Vinit voltage of either 1.0V or 0.0V for a duration
of Tinit. This initial bias condition forces trapping or de-trapping of the carriers in the oxide,
depending on the trap type and Vinit. The bias on the gate of the transistor is then changed
to Vmeasure (0.7V) and the drain current is monitored. The values of Vinit are chosen to
characterize the response of these traps corresponding to scenarios where the transistor is
initially off (Vinit = 0.0V) or on (Vinit = 1.0V) prior to it being utilized in the circuit.

Figure 3.15(a) plots the single-measurement trace and average drain current measured
from an SRAM PD NMOS transistor under this scheme. The single trace indicates a low
current level state at the start of the measurement, corresponding to a trap being filled.
The drain current eventually transitions up to a high level state corresponding to a carrier
leaving an oxide trap. Assuming that these two current levels are caused by a single carrier
occupying or leaving a trap, we can assign the low level to α of 100%, corresponding to the
trap being filled, and the high current level to α of 0%, corresponding to the trap getting
emptied. Analyzing the 50 run average, with α calibrated to the low and high current
levels, reveals that the trap is always occupied immediately after the transition from Vinit

to Vmeasure for more than 10 ms before the average trap occupancy decays exponentially to
a steady-state level. Note that the final steady-state level is non-zero, indicating that the
trap is active under Vmeasure bias conditions, as is also obvious in the single trace. Figure
3.16 plots the single-measurement and average drain current extracted with Vinit = 0.0V,
measured from a different transistor. The Vinit bias condition in this case forces an empty
trap state (α = 0%) initially after the large-bias change. The trap eventually transitions to
a new steady-state trap occupancy of 95% after more than 0.5 s.
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Figure 3.15: (a) Single trace and average response of a trap to large-bias change (Vinit =
1.0V, Vmeasure = 0.7V) (b) Large-bias response of trap at different temperatures.
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Figure 3.16: (a) Single trace and average response of a trap to large-bias change (Vinit =
0.0V, Vmeasure = 0.7V) (b) Large-bias response of trap at different temperatures.

Figures 3.15(b) and 3.16(b) illustrate the estimated trap occupancy corresponding to the
respective large-bias changes, across different temperatures. The large-bias response time
constant (τr) of the trap is strongly temperature dependent and is observed to decrease
by 3 orders of magnitude as temperature is increased by 40oC (Figure 3.15(b). The trap
occupancy appears to be constant at 0oC but it is likely that τr is too fast at this temperature
for the measurement equipment to capture.

These results demonstrate that trap occupancy does not change instantaneously with bias
changes [40]. The occupancy of these particular traps at initial and steady-state conditions
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matches bias dependence of conventional traps (Figure 3.8). The time constant of the
exponential decay of trap occupancy has been demonstrated to be related to the RTS time
constants at Vmeasure bias conditions, together with the initial and average trap occupancy,
according to Equation 3.5 [26]. Time constants of RTS dynamics (τc and τe) can be extracted
from large-bias response characteristics by measuring τr and αsteady−state and solving for the
time constants using Equations 3.5 and 3.4.

α(t) = αsteady−state + (αt=0 − αsteady−state)e
−

t
τr

1

τr
=

1

τc
+

1

τe

(3.5)
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Figure 3.17: (a) Average response of a trap to large-bias change with different values of
Tinit (Vinit = 0.0V, Vmeasure = 0.7V) (b) Estimated average response of the trap to large-bias
change with Vinit = 0.7V and Vmeasure = 0.0V.

Figure 3.17(a) plots the large-bias response of a trap measured with different initial bias
durations (Tinit ref. Figure 3.14). At a Tinit of 1ms, the short pulse to 0.0V is insufficient to
force emptying of the oxide trap. The average trap occupancy therefore appears to remain at
100% throughout the measurement period. The initial trap occupancy gradually decreases
as Tinit is increased and eventually saturates at 1 s. The dependence of the initial trap
occupancy on Tinit has important consequences when performing large-bias characterization
of traps i.e. Tinit needs to be long enough for the trap to converge to the steady-state
condition corresponding to the Vinit bias condition in order to observe the most significant
large-bias trap response. This trap response characteristic has actually been exploited to
estimate RTS dynamics at off-state bias conditions where it is infeasible to measure the drain
current of the device [26, 46]. The first drain current measurement at Vmeasure effectively
samples the final trap occupancy state prior to the large-bias change, assuming that the
delay till the first measurement is much shorter than the trap time constants. To perform
this characterization, the large-bias characterization procedure is repeated at different Tinit
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Figure 3.18: (a) Single trace and average response of a type-II trap to large-bias change
(Vinit = 1.0V, Vmeasure = 0.7V) (b) (Vinit = 0.0V, Vmeasure = 0.7V)

conditions and the initial trap occupancy for each setting is recorded. Figure 3.17(b) plots the
result of this procedure as well as a best-fit of the data-points to an exponentially decaying
function. The time constant of this function is annotated on the plot.

Figure 3.18 plots the large-bias response of a type-II trap under different values of Vinit

and temperature. Contrary to conventional traps, the Vinit bias of 1.0V forces de-trapping
of the oxide trap. This is observed in the 0% initial trap occupancy observed in Figure
3.18(a). The trap occupancy eventually converges to a steady-state trap occupancy level
with a characteristic time constant, corresponding to exponential decay. The opposite trend
is observed under Vinit = 0.0V bias conditions where the initial trap occupancy is at 100%.

3.2.4 Alternating-Bias Technique

RTS amplitude measurements are conventionally performed by measuring the drain current
(Ids) of the transistor under a constant gate bias [38, 53, 66]. Long measurement periods are
required to observe RTS-related fluctuations caused by deep traps with long time constants.
Figure 3.19 plots the drain current of a transistor exhibiting such a trap with a long time
constant. In this example, the transistor current needs to be measured for more than 10
minutes before the trap that results in the worst-case RTS fluctuation in the drain current
is observed. This makes it prohibitive to analyze a large population of transistors, to obtain
statistics necessary for estimation of the properties of large SRAM arrays.

A measurement technique is therefore introduced to accelerate the oxide trapping and
de-trapping processes by pulsing the gate bias to a high stress voltage (Vstress) prior to
sampling the current, and subsequently to a negative voltage (Vaccumulation) prior to sampling
the current (Figure 3.20). This technique takes advantage of the large-bias trap response
characteristics presented in this section. Gate biases of Vstress and Vaccumulation force trapping
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Figure 3.19: Measured drain current of SRAM PU PMOS transistor demonstrating RTS
with long time constant.

and de-trapping of the oxide trap. The trap remains occupied/empty even though the stress
voltage is removed because instantaneous trap occupancy converges to a new steady-state
value as a decaying exponential [40]. Figure 3.21 plots the drain currents measured using
this technique, demonstrating the 10x decrease in measurement time required to observe
similar RTS fluctuation. It takes 32s for a trap to be occupied in the conventional technique.
By applying an initial 0.5ms gate stress before measurement, the trap is occupied from the
start of the experiment.
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Figure 3.20: Waveforms of the alternating-bias technique.
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Figure 3.21: Drain current of the same transistor measured using conventional and
alternating-bias techniques.

Figure 3.22 plots the cumulative density function (CDF) corresponding to the magnitude
of the drain current fluctuations caused by RTS as extracted using the conventional
measurement technique of applying a constant bias as well as the alternating-bias technique.
The drain current of each transistor was measured for a fixed duration of 60s in each case
to provide a fair comparison between both techniques. The CDF corresponding to the
alternating-bias technique is clearly shifted towards the right, indicating that this technique
observes larger magnitudes of drain current fluctuation from the same set of transistors,
compared to the conventional technique. The largest difference in the statistical distribution
is observed between the 50th and 99th percentile where a shift of up to 50% (100nA to 150nA
is observed). This range of percentiles corresponds to the bulk of the distribution. Figure
3.23 plots the histograms corresponding to these two measurement techniques, together
with fitted lognormal distributions, clearly demonstrating the differences in the bulk of the
distributions. The bulk of a distribution plays an important role in estimating the statistical
impact of RTS on circuit performance because it plays a larger role in determining the median
of the final failure distribution due to the large population of samples present in the bulk.
The conventional technique underestimates the magnitude of RTS fluctuations in the bulk
of the distribution due to insufficient measurement period. Alternately, measurement period
of the conventional technique can be increased while sacrificing the sample population that
can be collected within a reasonable amount of time.

3.3 Amplitudes of Random Telegraph Signaling Noise

3.3.1 Background

RTS amplitudes have an equally important impact, relative to RTS dynamics, because this
needs to be well-characterized in order to margin for this source of variability in circuit
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design. This is particularly relevant in circuit design using highly scaled transistors (such
as SRAM) because RTS amplitude is exacerbated by transistor scaling. More than 50%
fluctuation in transistor drain current has been observed in highly scaled CMOS transistors
[11]. Observation of RTS amplitude, fitted to a physics-based model, is also interesting
because it can be correlated with RTS dynamics to extract trap parameters and can also
be used as an in-situ probe of carrier transport characteristics [29]. Over the past five
decades, several physics-based models have been proposed to model RTS amplitude. These
models either attribute fluctuations in conductivity of the channel to fluctuations of the
total number of carriers (∆N) or mobility fluctuation (∆µ) [45, 27]. More recently, unified
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models combining these two theories have been proposed to reconcile the discrepancy between
predictions and actual observation of RTS amplitude [29].

The classical number fluctuation theory [45] is based on the principle that the change in
the conductivity of the channel, observed as a fluctuation in the drain current, is caused by
carriers leaving the inversion layer to occupy traps, therefore resulting in a net reduction in
current. Generally, charge in a trap is screened by charges on the gate, interface states, the
inversion layer, and the depletion region. A change in the charge state of the trap therefore
needs to be balanced by these other charges. The change in the inversion layer charge (Qn)
due to a change in the charge of a trap (Qt) is modeled by Equation 3.6 [38]. φs is the surface
potential while Cox, Cit, and CD are the capacitance per unit area of the oxide, interface
states, and depletion layer respectively. In the strong inversion regime, the denominator
is dominated by δQn

δφs
. δQn

δQt
is therefore -1 and this model predicts that the fluctuation in

normalized drain current will be equal to the inverse of the number of carriers in the channel
(∆ID

ID
= − 1

N
). This however does not hold in the weak inversion regime.

δQn

δQt
=

δQn

δφs

Cox + Cit + CD − δQn

δφs

(3.6)

Ghibaudo et al., equated the local change in the oxide charge due to trapping to a
flatband voltage fluctuation, which was then used to derive Equation 3.7 which is a more
generalized equation that is applicable to all regions of transistor operation (strong inversion,
weak inversion, saturation regime, and linear regime). gm is the transconductance while d

tox
is the relative depth of the trap into the oxide. It is interesting to note that representing RTS
amplitude as an equivalent ∆Vth, by dividing the measured ∆ID with the transconductance
at the bias point [66, 53], is similar to the number fluctuation model. The extracted ∆Vth is

equivalent to q
WLCox

(

1− d
tox

)

in Equation 3.7

∆ID
ID

=
gm
ID

q

WLCox

(

1− d

tox

)

(3.7)

Validity of this model is evaluated by comparing actual RTS amplitudes extracted from
45 nm SRAM transistors with predictions of this model. Figure 3.24 plots normalized
fluctuation in drain current due to RTS, extracted from NMOS and PMOS transistors as a
function of different drain and gate biases. Equation 3.7 is fitted to the data at |VDS| = 0.1 V
to extract the coefficients, α1 and α2, for the NMOS and PMOS transistors respectively. The
transconductance (gm) and drain current (ID) are characterized from the actual device at the
respective bias conditions. This model is then used to estimate the RTS amplitude of these
particular traps at |VDS| = 1.0 V. Even though there exists a slight discrepancy between
the model and measured data, the number fluctuation model appears to provide a good
fit to the data regardless of whether the transistor is operating in the linear or saturation
regime, especially when the transistor is in strong inversion. A large discrepancy however
is observed when the transistor enters the weak inversion region. The number fluctuation
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Figure 3.24: Bias dependence of RTS amplitude extracted from 45 nm SRAM (a) NMOS
and (b) PMOS transistors. Solid lines correspond to number fluctuation model fitted to data
at VDS = 0.1V.

model over-estimates the magnitude of the actual RTS fluctuation in the weak inversion
region. Furthermore, this model fails to capture the cross-over between the data-points
corresponding to VDS = 0.1 V and 1.0 V that is observed in Figure 3.24(a).

〈(∆G

G

)2〉

=
α

N

∆f

f
(3.8)

Mobility fluctuation models (∆µ) are based on the empirical relationship in Equation 3.8,
observed by Hooge [27]. G is the conductance, N the total number of mobile charge carriers
in the sample and α is a dimensionless constant with the value 2x10−3. This empirical
relationship was derived based on analysis of 1/f noise in homogeneous samples. This
model has been applied to MOS transistors operating in the linear region, which is the
closest approximation to a homogeneous sample, with good correlation observed in PMOS
transistors with buried channels and poor correlation observed in NMOS transistors with
surface channels [2]. These promising results however do not apply to current surface channel
silicon PMOS transistors with p+ polysilicon gates or even metal gates. This model also
predicts a 1/N or 1/ID dependence which is not observed in Figure 3.24 where the normalized
RTS amplitude appears to be saturating to a constant value at weak inversion.

Correlated models have also been introduced in an attempt to provide a physical model
for RTS amplitude that is applicable to both PMOS and NMOS transistors. The correlated
model or unified model is based on the principle that capture and emission of a single carrier
by an oxide trap will induce correlated fluctuations in channel carrier number and mobility
[29]. The correlated mobility fluctuation is caused by Coulomb scattering of carriers in the
channel by the oxide trap states. Normalized RTS amplitude caused by these two correlated
sources is modeled using Equation 3.9. The first term corresponds to the number fluctuation
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component while the second term corresponds to the correlated mobility fluctuation. The
sign of the second component depends on whether the scattering center corresponding to the
oxide trap is active when the trap is occupied (positive) or is neutralized by trap occupation
(negative). The partial derivative δN

δNt
is equal to the change in the number of carriers in the

inversion layer due to a change in the number of trapped charges and is related to Equation
3.6. The partial derivative δµ

δNt
which models the dependence of the effective mobility on the

number of traps is evaluated using Matthiesen’s rule for effective mobility. The correlated
model can be written as Equation 3.10 by evaluating the partial derivatives and substituting
the gm

ID
form of the number fluctuation model, as proposed by Ghibaudo et al [22]. The α

parameter is a Coulomb scattering coefficient that is also a function of carrier density.

∆ID
ID

=
1

WL

( 1

N

δN

δNt
± 1

µ

δµ

δNt

)

(3.9)

∆ID
ID

=
1

WL

[gm
ID

q

Cox

(

1− d

tox

)

± αNt

]

(3.10)

Figure 3.25 plots RTS amplitude measurements extracted from a 45 nm NMOS transistor,
fitted to the correlated model. The scattering coefficient (Figure 3.25(a)) was extracted by
normalizing the measured RTS amplitude with gm

ID
extracted from the actual transistors while

N and µ were estimated from a SPICE model, calibrated to the actual transistor. The various
data points were measured across an entire range of drain and gate biases ranging from 0.1
V to 1.1 V. As expected, α is strongly dependent on electron density, however, actual values
of α observed are more than an order of magnitude larger than that is expected based on
theoretical estimations. At low inversion, theory predicts that α saturates to approximately
3 x 10−15 Vs due to majority carrier screening [77]. These larger than expected values might
be due to percolation paths in the channel of the transistor, due to discrete doping profiles [6].
Nevertheless, there is clearly a need to model the carrier density dependence of α to obtain a
good estimate of RTS amplitude, using the correlated model. Hung et al. proposes modeling
this dependence as α0 +α1log(N) which was justified based on good fitting observed by the
authors within a small range of N [29]. Figure 3.25(a) plots the best-fit of this model, as well
as a 1/

√
N model proposed by Vandamme et al. The log(N) model appears to best match

the general trend observed in the data but there exists a large dispersion in the data-points,
centered around the log(N) trend. This dispersion could possibly be caused by phonon and
surface roughness scattering dominating over Coulomb scattering at bias conditions with
high vertical electric fields, which is not being modeled [44].

Figure 3.25(b) plots the RTS amplitude estimated using these two models of α across
different gate biases and two drain biases. The correlated model using the log(N) model for α
appears to fit the data corresponding to VDS = 0.1V relatively well but grossly over-estimates
the amplitude corresponding to the VDS = 1.0V bias condition. A better fit can actually
be obtained by fitting α to an empirical 1/N2 function but this makes the model empirical
resulting in the inability to extract physical parameters from RTS amplitude measurements.



CHAPTER 3. RANDOM TELEGRAPH SIGNAL AND SRAM VARIABILITY 46

10
16

10
17

10
−16

10
−15

10
−14

10
−13

Electron Density, N (m −2)

α 
(V

−s
)

10
−6

10
−5

10
−4

0

0.01

0.02

0.03

0.04

0.05

0.06

I
D

 (A)

∆ 
I D

 / 
I D

 (
a.

u.
)

(a) (b)

V
DS

 = 0.1V

V
DS

 = 1.0V

α
0
 + α

1
 log(N)

α
0
 N−0.5
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3.3.2 Empirical Bias-Dependent Model

Physical models of RTS amplitude such as the number fluctuation model and correlated
model, are at most only able to fit actual data under limited bias conditions. In this section,
an empirical model is proposed that is able to capture the bias dependence of RTS amplitude
across a wider range of bias conditions. This model is based on assigning each trap an
equivalent ∆Vth that is bias-dependent. Once the bias-dependence of ∆Vth is modeled, a
statistical model is derived by assigning a statistical distribution to ∆Vth based on RTS
amplitude distributions sampled from multiple transistors.

Figure 3.26 plots measured ∆Vth due to RTS measured from PMOS and NMOS transistor
at a constant gate bias. ∆Vth was extracted from measurements of drain current fluctuation
(∆ID) by dividing measured ∆ID with the gm characterized from the actual transistor.
Note that the magnitude of ∆Vth extracted using this technique is an order of magnitude
larger than what is expected from q

WLCox
, derived for a continuously doped channel, which

is attributed to the impact of discrete doping in the channel creating percolation paths of
carriers that are more susceptible to Coulomb scattering due to trap states [6]. A slight
dependence on VDS is observed in the data. This might be due to the drain terminal
modulating the channel pinch-off region relative to the lateral location of the trap and
therefore changing the influence of the trap state on channel conductivity. This VDS

dependence is modeled in this empirical model using a linear function for both PMOS and
NMOS transistors.

Figure 3.27 plots the ∆Vth measured from the NMOS transistor, normalized by a linear
fit to the VDS dependence of the data, as a function of electron density (N). Data-points
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corresponding to all VGS biases are plotted on the graph. The normalized ∆Vth has a strong
dependence on electron density in the channel. This dependence could be due to different
scattering mechanisms coming into play across the bias conditions [44]. It could also be
due to the bias-dependence of the transconductance of the transistor (gm) since all RTS
amplitude measurements are normalized by gm. A quadratic fit to the data is also plotted in
Figure 3.27, showing a good fit to the data. The carrier density dependence of the residual
Vth is therefore modeled as a quadratic function in the empirical model.

Equation 3.11 summarizes the proposed bias-dependent empirical model that is valid
for both NMOS and PMOS transistors (taking the absolute value of the variables). The



CHAPTER 3. RANDOM TELEGRAPH SIGNAL AND SRAM VARIABILITY 48

parameters, p0 and p1, specify the quadratic dependence of ∆Vth on carrier density and need
to be calibrated separately for NMOS and PMOS transistors. ∆Vth0 specifies the nominal
magnitude of the trap and is dependent on the location of the trap with respect to the dopant
configuration of each instance of a transistor, due to the percolation path effect. Statistical
distributions of ∆Vth due to RTS, extracted at small |VDS| and |VGS| ≈ VDD/2 such as
reported in [46, 53, 66], can be used directly as this parameter for statistical simulation. A
fixed VDS slope of 1.1× 10−3 is used as this corresponds to the VDS dependence observed in
most of the RTS samples.

∆Vth =
(

∆Vth0 − 1.1× 10−3VDS

)

×
(

p0N
2 + p1N + 1

)

V (3.11)

Figure 3.28 illustrates the fitting of the empirical model to RTS amplitude in NMOS
and PMOS samples. The empirical model is able to fit the measurements across a broad
range of bias conditions, spanning strong inversion to weak inversion and also linear mode
to saturation mode of operation. Although some points do not fall exactly on the solid
lines, the solid lines still track the general trend of the measured results much better than
any of the physical models such as number fluctuation models or correlated models. The
results in Figure 3.28 only cover a limited range of drain currents down to a few µA. This
small range is due to the limited capability of the measurement equipment. To verify
that this empirical model is self-consistent across the full range of transistor operation,
RTS amplitudes are simulated using the empirical model, based on transistor parameters
(gm, ID, N) obtained from SPICE models (Figure 3.28). Figure 3.29 plots results of this
analysis. Normalized fluctuation in drain current saturates to fixed levels at small ID which
matches the characteristics observed through 3D atomistic simulation of RTS amplitude
[6]. Furthermore, the cross-over of the lines corresponding to different drain biases, a
characteristic that is observed in measured data (Figure 3.24), is also observed in the
simulated RTS amplitudes.

3.4 Impact of Random Telegraph Signal on Static

SRAM margins

This chapter has thus far focussed on the dynamics and amplitude of a single trap. While
this gives much insight into the physics of this phenomena, the main reason RTS is presently
a big concern in circuit design is due to the large spread in the statistical distribution of RTS
noise amplitude measured from transistors with similar dimensions. This section presents
statistical distributions of RTS amplitude measured from transistors used in a 45 nm SRAM
bitcell. It then goes on further to study the impact of RTS in the 6 transistors used in a
conventional SRAM bitcell on overall SRAM margins.
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transistors in the padded-out SRAM cells.

3.4.1 45 nm SRAM Transistors

Figure 3.30 plots statistical distributions of RTS amplitudes that are measured from the pull-
up (PU) PMOS, pull-down (PD) NMOS, and pass-gate (PG) NMOS transistor in an SRAM
bitcell. These distributions were characterized at |VGS| = 0.7 V and |VDS| = 50 mV using
the alternating-bias technique. This gate bias condition was chosen because it corresponds
to critical bias conditions in an SRAM bitcell that determines the read and write margins.
The transistors were biased into the linear region (|VDS| = 50 mV) because this results in
largest drain current fluctuation, which improves the signal to noise ratio of the measurement.
SRAM bitcells are usually optimized for both read and write margins, resulting in the pulll-
up transistor having the smallest channel area, followed by the pass-gate and the pull-down
transistor. Figure 3.30(a) demonstrates that the pull-down transistors exhibit slightly larger
RTS amplitudes compared to the pass-gate transistors even though the larger effective area
transistor should have a smaller fluctuation. A similar trend is also reported in [65]. This
discrepancy is partially due to a 6% higher mobility in the pass-gate devices compared to
the pull-down devices, due to layout dependent effects. This higher mobility reduces the
relative contribution of a trap in a pass-gate transistor as is predicted using the correlated
model (Equation 3.9).

The ≥ 4x difference in RTS amplitudes between PMOS and NMOS devices can only
be partially explained by the smaller channel area of the PMOS device, relative to the
NMOS devices. Boutchacha et al. observed larger scattering coefficients in PMOS transistors
compared to NMOS transistors which can result in a larger correlated mobility fluctuation
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in PMOS transistors[9]. The transition to P+ poly-silicon gate electrodes for PMOS and
then to High-κ metal gates with work-function tuned specifically for PMOS transistors,
brings the channel inversion-layer centroid closer to the surface which increases the Coulomb
scattering of trapped charge on the channel carriers. Historically, buried channel PMOS
transistors exhibited less RTS amplitude relative to surface channel NMOS transistors of
similar dimensions, leading to PMOS transistors being preferred for critical transistors in
circuit topologies where reduction of low-frequency noise is critical [25]. These results
indicate that NMOS transistors should be used in circuits utilizing nanoscale transistors
where minimizing low-frequency noise is the main priority.

3.4.2 Static Write Margin

The Iwrite metric, derived from write N-curves [13] is used to characterize write margin
fluctuation of the SRAM cells caused by RTS. Figure 3.31 illustrates the schematic for Iwrite

characterization while Figure 3.32 plots the various currents flowing through the respective
transistors that contribute to the write margin. This static write margin is characterized
by sweeping the internal node, corresponding to the half of the SRAM bitcell that is being
written to, using a voltage source while monitoring the current flowing through this voltage
source (labelled N-curve in Figure 3.31). The process of sweeping this internal node from
VDD to 0 V emulates the write operation, as a new value is being written into the bitcell. The
Iwrite metric corresponds to the minimum point of the N-curve after the peak. It measures
the relative strengths of PG3 and PD1 compared to PU5 during the critical phase of the write
operation. An SRAM cell requires a positive Iwrite to be writeable. This current-based metric
is favored over voltage-based metrics, such as wordline and bitline write metrics [24], because
the measured margin fluctuations can be easily correlated with drain current fluctuations
observed in the transistors. Figure 3.33 plots the RTS in Iwrite and its constituents, measured
from one cell. Although PU5 contributes a small amount to the N-curve current, its RTS is
reflected in Iwrite because RTS amplitudes are much larger for the PMOS transistors than
for the NMOS transistors (Figure 3.30). Furthermore, |VDS| of PU5 during the critical
region where Iwrite is defined is smaller than VDS of PG3. Smaller |VDS| bias causes a
larger fractional change in current due to RTS (∆ID/ID) that also increases the RTS noise
contribution from PU5. These results indicate that RTS in SRAM write margin is dependent
on both bias and RTS in multiple transistors, and requires a more accurate model than fixed
shifts in Vth [66, 53] or single transistor RTS.

Fail Bit Rate (FBR) Estimation

A statistical model of SRAM write failure is developed in order to estimate the impact of
RTS on write margin in large arrays. This model is calibrated based on characterization
of Iwrite from padded out SRAM bitcells implemented in a 45 nm testchip [24]. Worst-case
fluctuations in Iwrite are extracted by applying stress voltages to the pass-gate and pull-up
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Figure 3.32: Currents contributing to Iwrite.

transistors before measurement. Multiple N-curve sweeps were measured from each SRAM
bitcell to characterize the nominal value of Iwrite as well as δIwrite as illustrated in Figure
3.34. Figure 3.35 plots the statistical distributions of nominal Iwrite and RTS measured at
two operating voltages. Measured nominal Iwrite data is fitted to a normal distribution while
RTS fluctuation data is fitted to a hybrid distribution (Figure 3.36). This hybrid distribution,
which consists of a lognormal distribution for the bulk of the distribution and a generalized
pareto distribution (GPD) for the tail of the distribution, allows accurate modeling of the
entire distribution. The probability density function (fhybrid) corresponding to this hybrid
distribution is listed in Equation 3.12. A threshold (x0) is defined where points less than
this threshold are modeled using the lognormal distribution (flognornal) with parameters
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µlogn, σlogn, while points larger or equal to the threshold, are modelled as a generalized
pareto distribution (fGPD) with parameters µGPD, σGPD, ξGPD. fGPD is normalized by the
survivor function (1−Flognormal(x0)) to adjust for the fact that the GPD distribution is only
modeling the tail of the distribution above the threshold x0.

fhybrid(x;µlogn, σlogn, µlogn, σlogn, x0)

=

{

flognormal(x;µlogn, σlogn) if x < x0

fGPD(x;µGPD, σGPD, ξGPD)(1− Flognormal(x0;µlogn, σlogn)) if x ≥ x0

flognormal(x;µlogn, σlogn) =
1

x
√

2πσ2
logn

e
−

(lnx−µlogn)2

2σ2
logn

Flognormal(x0;µlogn, σlogn) =
1

2
+

1

2
erf





ln x− µlogn
√

2σ2
logn





fGPD(x;µGPD, σGPD, ξGPD) =
1

σGPD
(1 + ξGPD(

x− µGPD

σGPD
))−(1/ξGPD+1)

(3.12)
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Figure 3.37 plots the correlation between the nominal Iwrite and RTS fluctuation,
measured at two voltages. The RTS amplitude appears to be uncorrelated with nominal Iwrite

values which indicates that nominal Iwrite and δIwrite can be modeled using two independent
distributions. The joint probability density function (PDF) is then obtained from these two
distributions by simple multiplication. Figure 3.38 plots the numerical joint PDF obtained
from these two distributions, represented as contours of equal probability. Write failure
occurs when Iwrite − δIwrite ≤ 0. This failure region is demarcated by a write failure contour
(Iwrite = 0), illustrated in Figure 3.38. The most probable failure point (MPFP) corresponds
to the point in the design space where the first failure is likely to occur. This point is
numerically evaluated by tracing the write failure contour and finding the point with the
highest probability. The FBR of the SRAM is calculated by integrating the joint PDF up
to the boundary defined by the probability corresponding to the MPFP.

Figures 3.38 and 3.39 plot the joint PDFs, estimated based on measured Iwrite at nominal
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low operating voltages.

and low operating voltages. The MPFP of both operating conditions occurs within the same
region, characterized by low nominal Iwrite and small RTS fluctuation despite the different
shapes of the joint PDFs. The proximity of the MPFP to small values of RTS fluctuation
highlights the importance of modeling an accurate RTS fluctuation distribution in the bulk.
The alternating-bias technique provides this accurate model.
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FBR and Vmin Degradation

The FBR of the SRAM bitcell is estimated at different voltages based on statistical
distributions fitted to measured data (Figure 3.40). FBR increases by 0.6σ at low voltages
and 0.2σ at nominal operating voltage. Vmin is defined as the minimum cell supply voltage for
performing a particular SRAM operation. Vmin degradation for write operation is estimated
from Fig. 3.40 by observing the increase in Vdd required to maintain a similar FBR. Vmin

is degraded by less than 50mV for small arrays (4σ) and is not significant in large arrays.
The FBR degradation by RTS at the nominal voltage is minimal even in large SRAM arrays
(10σ) because the MPFP is dominated by the bulk of the RTS fluctuation distributions
rather than the tail.

The estimated Vmin degradation corresponding to a 64kb SRAM array is experimentally
verified by measuring Vmin fluctuation in an actual array. Vmin of the entire 64kb array is first
sampled. 100 bitcells with worst Vmin are then identified from this initial sample. Vmin of
these 100 bitcells is then measured continuously to identify the worst case Vmin fluctuation.
The minimum (nominal) and maximum Vmin values of this subset is measured and illustrated
in Fig. 3.41 as fail bit count. Fail bit count is defined as the number of cells with Vmin greater
than a corresponding voltage. Extrapolation of fail bit count to 100 estimates the largest
Vmin in the array. Assuming that these fluctuations in Vmin characterized from the SRAM
array are due to RTS, the measured results (0.04 a.u.) matches Vmin degradation estimated
numerically. Mismatch in the absolute Vmin values between these two figures is caused by
layout-induced differences between the 64kb SRAM arrays and the SRAM macros used for
Iwrite measurements [24]. Statistical analysis confirmed by measurements therefore indicates
that Vmin degradation due to RTS is less than 50 mV, even in the presence of large RTS
fluctuations.

3.5 Impact of Random Telegraph Signal on SRAM

Dynamic Stability

SRAM arrays are typically accessed at high frequencies ranging from 10’s of MHz to a
few GHz. This section analyzes the impact of low frequency RTS noise on SRAM circuits
operating at high speed [69]. Figure 3.42 presents measurements of multiple N-curve write
margin sweeps at two different temperatures. Each sweep is performed as fast as possible,
which is limited by the sampling speed of semiconductor parametric analyzers (typically
within the range of a few kHz). The fluctuation in measured IN−curve observed at 30oC
indicates the presence of a trap with time constants faster than the measurement period of
each N-curve sweep. The measurement is repeated at a colder temperature (-40oC) to slow
down the time constants of this trap and to emulate the expected behavior of the bitcell in
the case where the N-curve sweeps are actually faster than the time constants of the trap
(as is the case under normal SRAM operating frequencies). In this case, the trap stays in a
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fixed state throughout the duration of the measurement. RTS is therefore expected to result
in hysteretic behavior in SRAM dynamic stability.

RTS dynamics are strongly dependent on bias conditions. Furthermore, the instantaneous
trap occupancy is dependent on previous bias conditions. The dynamic stability of SRAM
bitcells is analyzed using different access patterns typically encountered under normal SRAM
access (Figure 3.43) to apply different combinations of large-bias changes on the SRAM
transistors. The initial preset phase of dynamic stability characterization is followed by a
relatively long period of at least 100 ms to let the traps in the respective transistors settle to
their new steady-state condition. Twrite and Taccess are characterized immediately after this
hold period in the case of single-write and single-read. For write-after-write or read-after-
write access patterns, the first write operation is performed, followed by a relaxation period
of Trelax before the final write or read operation is performed. Trelax is minimized (down to
200 ns) to prevent the traps from converging to a new steady-state condition before Twrite or
Taccess corresponding to the final operation is characterized. Even though it might be illogical
for a computer to perform a write-after-write operation back to back on the same SRAM
bitcell, it is reasonable to expect these two operations to be spaced apart by 200 ns which
corresponds to a few hundred clock cycles in modern microprocessors. The read-after-read
access pattern performs N read access operations on the bitcell, spaced apart by Tcycle, prior
to the final read operation where Taccess is characterized.

Specific bitcells, with large RTS identified only in a single transistor, were selected to
study the impact of RTS in a specific transistor on dynamic stability. The impact of RTS
in these specific transistors on Taccess and Twrite will be presented next with reference to the
schematics in Figure 3.44.
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distributions of Taccess for single-read and read-after-write.

3.5.1 RTS in pull-down NMOS transistor 1

Figure 3.45 shows the trap occupancy response behavior to a large-bias change for transistor
PD1 and its effect on SRAM read access time. Each measurement in Figure 3.45(b)
corresponds to the probability of observing correct read operations at the corresponding
Taccess pulse width, measured based on 128 samples. The bias conditions prior to read
access (ref. Figure 3.44(a)) force trap occupancy in PD1 which degrades Taccess for single-
read access. Read-after-write access, on the other hand, only applies the detrimental bias
condition of VGS = VDD on PD1 for Trelax (200 ns in this case) which is not sufficient for
the trap to arrive at a full trap occupancy steady-state condition. Subsequently, transistor
characteristics of PD1 are not degraded in the case of read-after-write, resulting in Taccess

that is faster than the single-read case. The hysteresis observed in Taccess is dependent on
Trelax. Figure 3.46 demonstrates that the hysteresis disappears when Trelax is greater than
5 µs. Measuring the hysteresis window as a function of Trelax for read-after-write operation
can be used as an indirect method for measuring the large-bias change response occupancy
of a trap in PD1. The 5 µs time constant observed in this case is much faster than what is
observable using direct transistor measurements.

The opposite trend is observed in a different cell with a type-II trap in PD1, due to
the opposite gate-bias dependence of type-II traps (Figure 3.47). Read-after-write access in
this case results in degraded Taccess relative to single-read access because the bias conditions
held for more than 100 ms prior to the first operation in read-after-write access forces trap
occupancy in PD1 which degrades Taccess.
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Figure 3.47: (a) Large-bias change occupancy of a type-II trap in PD1. (b) Statistical
distributions of Taccess for single-read and read-after-write.

3.5.2 RTS in pull-up PMOS transistor 2

Figure 3.48 shows the trap occupancy response behavior to a large-bias change for transistor
PU2 and its effect on SRAM dynamic write ability. The |VGS| = VDD bias condition on
PU2 prior to the final write operation, forces trap occupancy of the RTS identified in Figure
3.48(a), which degrades the characteristics of PU2, resulting in improvement of the dynamic
writeability of the SRAM bitcell. Write-after-write access on the other hand only subjects
PU2 to this bias condition for a short period prior to the final write operation which is
much faster than the large-bias response time constant of this trap. Write-after-write access
therefore does not get the benefit of RTS in PU2 improving Twrite and is therefore slower



CHAPTER 3. RANDOM TELEGRAPH SIGNAL AND SRAM VARIABILITY 63

10
-4

10
-2

10
0

1.3

1.4

1.5

1.6

Time (s)

5.5 6 6.5
0

0.5

1

T
write

(ns)

S
u

c
c
e
s
s
 P

ro
b

a
b

il
it

y

Single 

Write
Write 

after 

Write

Single Trace

Average| 
I

| 
( 

A
)

D
S

Vinit=0.0V

T=-40
o
C

T=0
o
C
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Figure 3.49: (a) Large-bias change occupancy of a type-II trap in PU2. (b) Statistical
distributions of Twrite for single-write and write-after-write.

compared to single-write. The opposite trend is observed, where single-write is slower than
write-after-write, in the case of a type-II trap present in PU2, due to the opposite bias
dependence of the trap (Figure 3.49).

3.5.3 RTS in pull-up PMOS transistor 1

Figure 3.50 shows the trap occupancy response behavior to a large-bias change for transistor
PU1 and its effect on Twrite. Write-after-write access in this case is slower than single-write.
The |VGS| = VDD bias condition on PU1 prior to the first write operation in a write-after-
write access, forces trap occupancy of the RTS identified in Figure 3.50(a), which degrades
the characteristics of PU1. An SRAM bitcell is dependent on PU1 to complete the write
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Figure 3.50: (a) Large-bias change occupancy of a trap in PU1. (b) Statistical distributions
of Twrite for single-write and write-after-write.

operation by pulling the node up to VDD. Degradation of PU1 due to an occupied trap
in this transistor therefore degrades Twrite. Single write access on the other hand does not
apply this detrimental bias condition on PU1 and is therefore faster than write-after-write
access. An opposite trend is expected if a type-II trap is present in PU1.

3.5.4 RTS in pass-gate NMOS transistors

The impact of RTS on the pass-gate transistors is slightly different from the other transistors
located in the cross-coupled inverters of an SRAM bitcell because the pass-gate transistors
are only subject to short gate pulses under normal SRAM operation. Even though the pass-
gate transistors are not subject to a long VGS = VDD bias prior to read or write access that
forces occupancy of conventional traps in these transistors, it is still possible for repeated
access on the same bitcell to cause trap occupancy and therefore degrade characteristics
of the pass-gate transistors. Figure 3.51 illustrates the simulated occupancy of a trap in a
transistor that is subject to word-line pulses with 50% duty cycle, with a cycle time of 1
ns. The large-bias response time constant for a bias switch corresponding to the word-line
turning on (τWL,On) is 10 ns while the time constant for a bias switch corresponding to the
word-line turning off (τWL,Off) is 15 ns. Figure 3.51(b) illustrates the evolution of average
trap occupancy over 100 cycles, which eventually saturates at 60%. This trap therefore has
a 60% probability of being occupied after repeated access.

To verify this experimentally, Figure 3.52(a) shows the trap occupancy response behavior
to a large-bias change for transistor PG1 while Figure 3.52(b) plots the dependence of Taccess

on the number (N) of read-after-read cycles. Tcycle is 10 ns in this case. Taccess degrades as
the number of repeated read-after-read cycles before the final read operation increases. This
degradation eventually saturates after 128 cycles. An opposite dependence on N is expected
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for a type-II trap present in PG1. Presence of a conventional trap in PG2 is expected to
degrade Twrite in situations where multiple access operations are performed on the same
bitcell prior to the final write operation.

3.5.5 Statistical Distributions and Implications to SRAM Robust-

ness

Figures 3.53 and 3.54 plot the correlation between the fluctuation observed in the respective
metrics with their nominal value. The fluctuation is characterized by measuring Taccess

or Twrite once under single operation, and another time under read-after-write or write-
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after-write access. This two point measurement provides an efficient method for measuring
the largest fluctuation in the respective metrics due to RTS. The worst-case fluctuation
of Taccess observed is 29%. The positive value of ∆Taccess due to Tsingle−read being greater
than Tread−after−write is indicative of a conventional trap. This is confirmed by directly
observing the trap in PD1. For write operation, the worst-case fluctuation observed is 45%.
The negative value of ∆Twrite, due to Tsingle−write being smaller than Twrite−after−write, is
indicative of a conventional trap. This is also confirmed by directly characterizing the trap
in PU2.

Analysis on the impact of conventional traps in the respective transistors, discussed
previously, indicate that single-read Taccess is always slower than read-after-write (ref. Figure
3.45) while single-write Twrite is always slower than write-after-write (ref. Figures 3.48 and
3.50). Observation of negative values of ∆Taccess in Figure 3.53 and positive values of ∆Twrite

in Figure 3.54 indicate that type-II traps are quite commonly found in the transistors and
degrade transistor performance significantly. Type-II traps, in addition to conventional
traps, therefore need to be accounted for in SRAM reliability characterization and statistical
design.

These results also suggest that RTS time constants can be ignored when estimating the
impact of RTS on dynamic stability. This is due to the fact that the time constants of RTS
are orders of magnitude slower than SRAM access times, resulting in the traps being either
occupied or empty when the bitcell is being accessed. This greatly simplifies simulation of
SRAM operation because the transient characteristics of RTS can be omitted. The impact
of RTS is simply estimated by applying the worst-case and best-case trap occupancy states
in the transistors, depending on the actual access operation, while performing a transient
simulation to evaluate the respective margin. One possible exception to this might be the
pass-gate transistors which are typically pulsed. Assigning a full trap occupancy to these
transistor might be too pessimistic as the gate pulses might not be sufficient to cause full
trap occupancy, as demonstrated in Figure 3.51. However, SRAM reliability needs to be
guaranteed to extremely low levels of probability due to the large number of accesses a
bitcell is subject to in its lifetime. Therefore, assigning worst-case degradation due to full
trap occupancy in the pass-gate transistors is justified.

In conclusion, although RTS can cause up to 45% fluctuation in the margins, these large
fluctuations are correlated with SRAM bitcells with nominal performance. Weak bitcells
(large Taccess and large Twrite) located at the outliers of the distribution are correlated with
smaller fluctuation in the metrics. This is the result of convolving a long-tailed statistical
distribution, characteristic of RTS amplitude, with a Gaussian distribution, characteristic of
traditional sources of variability such as RDF. The impact of RTS on dynamic stability
therefore needs to be evaluated statistically to determine the expected degradation in
nominally weak cells that are most likely to fail due to RTS fluctuation.
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3.6 Correlation Between RTS and NBTI

Negative bias temperature instability (NBTI) is another source of temporal variability in
PMOS transistor performance. NBTI is observed as degradation in transistor Vth with time
which occurs when a negative bias is applied on the gate of PMOS transistors (turning them
on) and is exacerbated by elevated temperatures. Figure 3.55 (a) plots the Vth shift observed
in an SRAM PMOS pull-up transistor after 10,000 seconds of -1.5 V stress at 125oC. The
threshold voltage of the transistor appears to continue degrading as a function of stress
time. Vth degradation due to NBTI is observed to occur in a step-wise manner, especially
in extremely scaled transistors such as those found in SRAM bitcells. This degradation is
believed to be caused by either Si − H bonds at the gate oxide interface breaking, leaving
behind charged dangling bonds, or hole traps within the gate oxide capturing or releasing
holes [23, 75, 46]. Due to the fact that these hole traps also cause RTS noise, it is believed
that degradation in Vth due to RTS is a component of the degradation observed in NBTI.
Figure 3.55 (b) presents experimental evidence supporting this. This graph plots a zoomed-
in view of the Vth degradation observed in Figure 3.55 (a). RTS noise of the same transistor
was sampled under different bias and temperature conditions (-1.0 V 25oC) prior to the
NBTI experiment and is super-imposed on Figure 3.55 (b). The magnitude of the rapidly
fluctuating RTS noise observed at -1.0V, 25oC is correlated with a step-wise transition in Vth

observed at -1.5V, 125oC. This change in trap dynamic behavior due to bias and temperature
is characteristic of type-I traps (ref. Figure 3.9).

These results have important implications on accounting for the impact of RTS and NBTI
on SRAM operation. RTS and NBTI have mostly been considered as unrelated sources of
variability in SRAM operation [70, 1, 28, 67, 3]. The results in this thesis demonstrate that
since transistor degradation due to RTS noise is included in NBTI margin, considering these
two components separately will result in double-counting the impact on SRAM.
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Chapter 4

Statistical Estimation of SRAM
Dynamic Stability

4.1 Introduction

Robust SRAM design requires guaranteeing correct functionality of dynamic read stability,
writeability, and read access in every single SRAM bitcell, across process margins, operating
voltages, and temperature. This is becoming challenging due to increasing process and
operating uncertainties on the one hand and also increasing demand for larger SRAM arrays.
Various statistical methods for estimating SRAM reliability have been proposed and have
been effectively used at various levels of SRAM design.

Process technologist frequently report the µ and σ of a particular SRAM bitcell for read
stability and writeability to quickly compare the robustness of various bitcell choices and
expected robustness at different operating voltages [4, 19, 8]. The robustness of the SRAM
bitcell is then estimated by assuming a Gaussian distribution and extrapolating the read and
write margins out to the failure point. This method is attractive because µ and σ can be
easily estimated from measurements of less than 100 SRAM bitcells which can be generated
from device simulations or from actual fabricated testchips. This technique however assumes
that the distributions of read and write margins are Gaussian up to multiple sigma. Static
margins have been shown to follow a Gaussian distribution up to multiple σ but they deviate
from the Gaussian distribution at low VDD [24]. Furthermore these techniques do not apply
to dynamic stability as it has been demonstrated that all distributions of dynamic stability
are non-Gaussian [37].

Sensitivity analysis has also been frequently used to estimate sensitivities of a metric f ,
such as read or write margin, to perturbations in various parameters xi, such as transistor
Vth. Sensitivity analysis can be further extended to estimate SRAM reliability by formulating
the following optimization problem:
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minimize
x

cell sigma =
√
x
T
x

subject to f
x=0 +

∑

i

δf

δxi
xi = 0, i = 1, . . . , n.

(4.1)

where xi denotes the respective Vth variation for transistor i normalized with respect to
its standard deviation σVth

. The goal of this optimization is to find the vector of parameters
x with minimum geometrical distance from the origin such that the estimated metric f is
0. The reliability of the SRAM bitcell is parameterized by cell sigma as defined in Equation
4.1, assuming that the distributions of each of the parameters xi are independent Gaussian
random variables and by applying the central limit theorem. The optimal cell sigma obtained
from this optimization effectively characterizes the largest amount of variability the bitcell
is able to sustain before a failure occurs. This statistical estimation method is equivalent
to the Most Probable Failure Point (MPFP) and worst-case vector method defined in other
works [74, 12, 37]. The merit of this method lies in the fact that no assumption is made on
the statistical distribution of f . This technique is therefore able to handle the non-Gaussian
distributions found in dynamic stability metrics [37]. It can also be extended to handle
non-linearities in the sensitivities by iteratively evaluating the sensitivities at each search
point [74]. The main limitation of the MPFP method lies in the large number of iterations
required to converge to a solution, especially when f is a non-linear function of x. There’s
also the risk of converging to a local optimum but it has been demonstrated that the solution
obtained through the MPFP method is usually the global optimum [12].

A straightforward approach for estimating reliability of SRAM bitcells is by performing
Monte Carlo simulations. In this scheme, a large population of samples is generated from the
original distributions of parameters xi. The margin, f , is then evaluated from each sample
set. The probably of failure is then estimated as follows, where A is the set of points in the
sample space that meet the failure conditions.

ˆpMC =
1

N

N
∑

i=1

1(xi ∈ A) (4.2)

Monte Carlo simulations suffer from unattractive long runtimes in order to reach the low
failure rates required for multi-megabit SRAMs. It has been reported that analysis of a cell
failing at a rate of 10−5 to 10−6 required 40 million samples that took two months of runtime
[20]. Importance sampling, which comes under the class of variance reduction methods [20],
offers to speed up the runtime of Monte Carlo simulations by generating sample sets from
a different distribution, f̂(x) such that the probability of observing samples in the failure
region A is increased. Let f(x) be the probability density of x and f̂(x) be the probability
density of the importance sampling distribution. The probability of failure ( ˆpIS) is estimated
using Equation 4.3 [20]. A figure of merit, ρ( ˆpIS), is defined in Equation 4.4 and is used as
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an indicator of when to stop the simulation. A value of 0.1 corresponds to an accuracy in
the estimate of ˆpIS of at least 90% with a confidence of 90%.

w(x) =
f(x)

f̂(x)

ˆpIS =
1

N

N
∑

i=1

w(xi)1(xi ∈ A)

(4.3)

ρ( ˆpIS) =

√

V AR( ˆpIS)

ˆpIS
(4.4)

The main challenge with importance sampling is to find the distribution f̂(x) such that
the runtime of importance sampling, compared to conventional Monte Carlo simulations, is
reduced. The most common approach is to shift the original distribution by a shift vector,
xs, at the boundary of the region of failure (f̂(x) = f(x − xs)). [35] finds a shift vector
by uniformly sampling the entire space and setting the shift vector at the region where the
most failures are sampled. The importance sampling distribution is also augmented with a
uniform distribution covering the entire space, in addition to the shifted original distribution,
to ensure that all regions are sampled. [20] demonstrates that based on the classical Large
Deviation Theory, the optimal shift vector is the vector that has the minimum L 2-norm and
lies on the failure contour surrounding A. Up to 10000X reduction in runtime, compared
to conventional Monte Carlo simulations, was observed when this technique was used to
estimate SRAM reliability using static noise margins. The optimal shift vector proposed in
[20] is similar to the MPFP or Worst-Case Vector described earlier. We can therefore apply
techniques for finding the MPFP to efficiently find a shift vector. Furthermore, the large
number of iterations required to converge to a MPFP can be relaxed if applied to shift vector
search because the final estimate of the reliability is based on a sampling of multiple points
surrounding the MPFP, instead of the actual MPFP.

This chapter formally defines the importance sampling and MPFP search algorithm using
static margins. Various adaptions are then introduced to adapt this algorithm to dynamic
stability metrics which tend to be non-linear compared to static noise margins. Finally, this
algorithm is adapted to handle non-Gaussian distributions.

4.2 Importance Sampling and Most Probable Failure

Point Search

The optimization problem for finding the MPFP is defined in Equation 4.1. One major
assumption made in this problem formulation is that the metric, f , is a linear function of
the parameters x. Figures 4.2 and 4.3 plot the deviation in the respective margins for static
read margin and static write margin as a function of variability in each transistor (Figure
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Figure 4.1: Schematics of SRAM for: (a) Read static noise margin analysis. (b) Write static
noise margin analysis.

-2 0 2
-0.05

0

0.05

V
th

( )

R
S

N
M

 (
V

)

-2 0 2
-0.05

0

0.05

V
th

( )

R
S

N
M

 (
V

)

PU1 PD1 PG1 PU2 PD2 PG2

(a) (b)

Figure 4.2: Sensitivity of read static noise margin (RSNM) to Vth variability centered at: (a)
x = 0. (b) x = MPFP .

4.1). These sensitivities were collected at two different points: the origin (x = 0) and at the
MPFP. The margins do indeed appear to be linearly dependent on ∆Vth up to 3 σ, however
slight deviations from linearity are observable in the plots. These non-linearities result in
errors in estimating the MPFP [74]. Furthermore, the sensitivity of f to the parameters
change as x changes. For example, the sensitivity of RSNM to PD2 increases at the MPFP
compared to the origin (Figure 4.2).

These non-linearities as well as changes in sensitivity can be accounted for by iteratively
solving for the MPFP using locally evaluated gradients. Figure 4.4 illustrates this procedure
visually in 2 dimensions of variability. The algorithm initially starts at the origin. The local
gradients ( δf

δVth,x
, δf
δVth,y

) are then evaluated, using multiple calls to a SPICE simulator while

varying each parameter. A modified version of Equation 4.1 is then solved. Equation 4.5
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Figure 4.3: Sensitivity of bit-line write margin (BLWM) to Vth variability centered at: (a)
x = 0. (b) x = MPFP .

takes into account that the gradients are evaluated locally at some point, xci, instead of
the origin, while a constant is added to the vectors for evaluating cell sigma. The objective
function still remains convex despite of this modification and therefore can be solved for
the global optimum. Locally evaluated gradients provide a better approximation of the
surface at the current location that’s being evaluated and promises to converge faster. The
disadvantage is that the SPICE simulator needs to be called at every iteration to compute the
new gradients. This optimization problem is iteratively executed, each time using gradients
evaluated at the current solution, until the algorithm converges at the failure contour (Figure
4.4). Carlson proposes a different method where the optimizer first finds a point on the
failure contour before optimizing for the MPFP [12]. The optimization problem proposed
in Equation 4.5 optimizes for both conditions concurrently by specifying the most-probable
(lowest cell-sigma) point as the objective and the failure point as a constraint. This method
will therefore arrive at the MPFP with less iterations.

minimize
x

cell sigma =
√

(x+ xci)T (x+ xci)

subject to fxci
+
∑

i

δf

δxi
xi = 0, i = 1, . . . , n.

(4.5)

Table 4.1 tabulates the points in the 6 parameter Vth space evaluated by the proposed
MPFP search algorithm applied towards finding the MPFP corresponding to static read
margin (RSNM). The algorithm initially finds a failure point with large cell-sigma but
eventually arrives at other failure points with lower cell-sigma and hence are more probable.
As expected, PG1 and PU2 do not contribute to cell-sigma because of the negligible
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Figure 4.4: MPFP search with locally evaluated gradients.

Iteration PU1 PD1 PG1 PU2 PD2 PG2 Cell Sigma
1 2.04 -3.31 0.00 0.00 1.35 -3.05 5.12
2 1.38 -2.69 0.00 0.00 2.80 -2.91 4.99
3 1.28 -2.12 0.00 0.00 2.70 -3.24 4.86
4 1.53 -2.49 0.00 0.00 2.92 -2.68 4.92
5 1.23 -2.15 0.00 0.00 2.77 -3.16 4.88
6 1.33 -2.55 0.00 0.00 3.02 -2.61 4.92
7 1.30 -2.94 0.00 0.00 2.74 -2.48 4.90
8 0.77 -2.03 0.00 0.00 3.59 -2.21 4.74
9 2.10 -2.30 0.00 0.00 2.59 -2.43 4.72
10 1.36 -2.40 0.00 0.00 3.14 -2.50 4.87

Table 4.1: Progress of MPFP search algorithm applied to RSNM

sensitivity of RSNM to variability in these transistors. Note that this algorithm did not
converge to a stable point after 10 iterations. While convergence is absolutely necessary
for SRAM reliability analysis that relies on cell-sigma as the metric for SRAM reliability,
importance sampling with MPFP search only needs an approximate point, close to the actual
MPFP.

The final SRAM reliability estimate is derived based on importance sampling using the
final vector (xs) obtained from the MPFP search algorithm. Original Gaussian distributions
corresponding to each Vth parameter is shifted by the corresponding element in xs while the
sigmas are kept constant. Figure 4.5 plots the RSNM histogram of 5000 samples generated
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Figure 4.5: RSNM histogram of 5000 samples generated from original Gaussian distributions
shifted by the MPFP vector.
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Figure 4.6: Evolution of (a) fail bit rate ( ˆpIS) and (b) convergence metric (ρ) as a function
of run number.

from this shifted distribution, confirming that approximately half of the samples generated
from these shifted distribution fall in the failure region (RSNM < 0). The actual mean of
the histogram is approximately 10 mV from the ideal boundary of 0 mV due to the fact that
the shift vector was not exactly the actual MPFP. This slight deviation is inconsequential as
the importance sampling algorithm was still able to converge to a result quickly. Figure 4.6
plots the evolution of the importance sampling algorithm as a function of the run number.
The algorithm converged to a good estimate (ρ( ˆpIS) < 0.1) within 1000 simulations.
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Figure 4.7: General algorithm for estimating statistical dynamic read stability reliability of
SRAM.

4.3 Importance Sampling and Dynamic Stability

In this subsection, the importance sampling with MPFP search algorithm are applied towards
estimating SRAM reliability using dynamic stability metrics based on critical word-line pulse-
widths. Optimizing for dynamic stability is more complex than static margins because the
margins are much more sensitive to slight perturbations in transistor parameters, compared
to static margins. Techniques will be presented for improving convergence of the MPFP
search algorithm.

4.3.1 Dynamic Read Stability

Searching for the MPFP with dynamic read stability is challenging because part of the
search space is undefined. These points correspond to SRAM bitcells with non-zero static
read margins and therefore infinite Tread. The MPFP algorithm defined for static margins
therefore needs to be modified to account for this non-ideality. Figure 4.7 presents a general
description of the algorithm used to find the MPFP of SRAM using dynamic read stability.
The first step in this algorithm involves finding the MPFP using a static read margin
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Figure 4.8: Sensitivity of dynamic read stability (Tread) to Vth variability.

(RSNM). RSNM is used initially instead of Tread because this margin is defined across the
entire search space. The failure criteria is set at some slightly negative value −ǫ instead of 0
as this slight negative value guarantees that the algorithm converges to a point where Tread

is finite. Even though RSNM is used instead of Tread, the solution obtained from this step
should be within proximity of the MPFP with dynamic read stability, due to the correlation
between these two metrics which was demonstrated in Chapter 1.

Figure 4.8 plots the sensitivity of Tread to Vth variability in the respective transistors
(Figure 4.1). Tread appears to be more non-linearly dependent on Vth compared to static
margins. The large jumps in the plot correspond to conditions where the SRAM bitcell
becomes statically stable, resulting in Tread becoming infinite. This highly non-linear function
together with the existence of discontinuities make it challenging to apply the MPFP search
algorithm presented previously on dynamic read stability. Instead of directly solving for the
MPFP, step 2 of the algorithm (Figure 4.7) first finds a point in the design space where Tread

is within a certain range from the Tread constraint. This ensures that the MPFP optimization
problem with the strict constraint that Tread = Tread,target, carried out in step 3, is feasible.
Furthermore, the largest change in any dimension of the design point during each iteration is
limited to 0.25 σ. This is to keep the search within a local region where the sensitivities can
still be approximated as linear functions. Equation 4.6 is solved for x, which is the vector of
shifts in the parameter space, in the least-squares sense. Table 4.2 lists the progress of the
feasibility search algorithm with the respective transistor parameters and cell sigma at each
iteration. The algorithm found a feasible point (within 2x of Tread,target) after 4 iterations.
Note that the cell sigma increased during each iteration because no explicit objective function
for minimizing cell sigma was specified.

Once a feasible point is found, the algorithm proceeds to step 3 where it looks for
the MPFP with the constraint that Tread = Tread,target. The dependence of ∆Tread on the
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Iteration PU1 PD1 PG1 PU2 PD2 PG2 Cell Sigma Tread (ns)
1 1.36 -2.32 0.00 0.00 3.01 -2.41 4.70 7.63
2 1.36 -2.57 0.00 0.00 3.01 -2.41 4.83 2.73
3 1.61 -2.57 0.00 0.00 3.01 -2.41 4.91 2.34
4 1.61 -2.57 0.00 0.00 3.26 -2.41 5.06 1.77

Table 4.2: Progress of feasible Tread search algorithm. Tread,target = 1 ns

parameters is modeled as a quadratic equation to model the non-linearity in the sensitivities
(Figure 4.8), resulting in faster and more accurate convergence. Equation 4.7 defines the
optimization problem for finding the MPFP of Tread with quadratic constraints. In order
to keep the optimization problem convex, the equality in the constraint was replaced with
an inequality [10]. This optimization problem is convex as long as δ2Tread

δx2
i

is greater than or

equal 0. This is generally true as is observed in Figure 4.8. An equality is not required in
this case because the objective function of finding the MPFP only activates the upper bound
inequality due to the fact that maximizing probability of failure automatically increases Tread.
Table 4.3 tabulates the progress of the MPFP search, demonstrating quick convergence to
the target of 1 ns. An optional step, where the bit-line capacitances are pre-charged and
left floating, is introduced before running importance sampling on the MPFP for instances
where SRAM reliability under more realistic mode of operation is desired. Introducing this
as a sequential step after MPFP search with driven bit-lines improves convergence of the
algorithm. For cases where SRAM reliability under different bit-line capacitances is required,
the solution corresponding to the driven bit-lines can be saved and reused when solving for
the MPFP corresponding to each bit-line capacitance configuration.

Ax = Tread,target − Tread

A =
[

δTread

δx1

δTread

δx2
· · · δTread

δxn

] (4.6)

minimize
x

cell sigma =
√

(x+ xci)T (x+ xci)

subject to Tread,xci
+
∑

i

δ2Tread

δx2
i

x2
i +

∑

i

δTread

δxi
xi ≤ Tread,target, i = 1, . . . , n.

(4.7)

Importance sampling, using the shift vectors obtained from MPFP search, is used to
obtain an estimate of the fail bit rate of the SRAM bitcell. The SPICE simulation used
for importance sampling basically performs a read operation on an SRAM bitcell, at the
specified Tread,target and checks if data corruption occurred. This is much faster than finding
the critical word-line pulse-width for dynamic read stability that is required for MPFP search.
Figure 4.9 plots the evolution of the estimate of the fail bit rate ( ˆpIS) a well as the figure
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Iteration PU1 PD1 PG1 PU2 PD2 PG2 Cell Sigma Tread (ns)
1 1.61 -2.57 0.00 0.00 3.26 -2.41 5.06 1.77
2 1.44 -2.82 0.00 -0.05 3.37 -2.59 5.29 1.18
3 1.19 -2.98 0.00 -0.05 3.40 -2.70 5.40 0.97
4 0.94 -3.02 0.00 -0.06 3.25 -2.84 5.40 0.97
5 0.69 -3.04 0.00 -0.05 3.33 -2.73 5.32 0.99
6 0.44 -2.93 0.00 -0.03 3.21 -2.92 5.26 1.07
7 0.35 -2.90 0.00 -0.03 3.30 -2.89 5.27 1.06
8 0.55 -3.07 0.00 -0.05 3.16 -2.87 5.29 1.01

Table 4.3: Progress of Tread MPFP search algorithm. Tread,target = 1 ns
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Figure 4.9: Evolution of (a) fail bit rate ( ˆpIS) and (b) convergence metric (ρ) as a function
of run number, corresponding to Tread importance sampling.

of merit (ρ), demonstrating convergence after 1000 samples. The joint probability of the
MPFP was also compared against the joint probability of other failures in the dataset of
5000 samples and was observed to be much larger, confirming the effectiveness of the MPFP
search algorithm proposed in this section.

4.3.2 Dynamic Writeability

Figure 4.10 illustrates the general algorithm for estimating SRAM robustness using dynamic
writeability as the write margin. Just as in the case of dynamic read stability, the algorithm
first finds the MPFP using a static write margin (BLWM) before switching to dynamic
writeability (Twrite). The failure point in this case is defined as some small value (ǫ) above
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Figure 4.10: General algorithm for estimating statistical dynamic writeability reliability of
SRAM.
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Figure 4.11: Sensitivity of dynamic writeability (Twrite) to Vth variability.

zero so that the vector obtained from this step is on the verge of write failure. The algorithm
takes advantage of the fact that static write margin and dynamic writeability are correlated
and hence the MPFP corresponding to a static write margin provides a good starting
point to search for the MPFP corresponding to dynamic writeability. Figure 4.11 plots the
sensitivities of Twrite to Vth variability in the respective transistors. The main advantage of
using BLWM instead of Twrite initially is that sensitivities of BLWM to transistor parameters
(Figure 4.3) are more linear compared to Twrite. The MPFP search algorithm is therefore
able to converge to a solution with less number of iterations, due to the better modeled
sensitivities.
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Iteration PU1 PD1 PG1 PU2 PD2 PG2 Cell Sigma Twrite (ns)
1 0.00 -1.21 1.64 -2.42 0.00 4.27 5.32 1.69
2 0.01 -1.37 1.39 -2.17 0.00 4.02 4.97 0.60
3 0.01 -1.37 1.39 -2.17 0.00 4.27 5.18 0.88
4 0.07 -1.12 1.54 -1.92 0.01 4.40 5.17 0.85
5 0.11 -1.37 1.29 -2.17 0.01 4.32 5.19 0.92
6 0.04 -1.12 1.04 -1.92 0.00 4.46 5.09 0.70
7 0.27 -1.37 1.29 -2.17 0.02 4.42 5.28 1.30
8 0.02 -1.12 1.04 -2.31 0.00 4.17 5.01 0.63

Table 4.4: Progress of Twrite MPFP search algorithm. Twrite,target = 1 ns

minimize
x

cell sigma =
√

(x+ xci)T (x+ xci)

subject to Twrite,xci
+
∑

i

δTwrite

δxi

xi = Twrite,target i = 1, . . . , n.
(4.8)

Equation 4.8 describes the optimization problem for finding the MPFP corresponding
to Twrite. The sensitivities of Twrite to the parameters are modeled as linear equations even
though the sensitivities are highly non-linear (Figure 4.11) in order to keep the problem
convex. The technique of using an inequality constraint used for dynamic read stability
(Equation 4.7) does not apply to dynamic writeability because the upper bound inequality
is not active in the optimization. Maximizing failure probability automatically decreases
Twrite. Placing a lower bound inequality in the constraint, with positive coefficients of δ2Twrite

δx2
i

observed in Figure 4.11, would result in a non-convex problem [10]. The MPFP search
algorithm for Twrite is therefore expected to perform poorly due to the poor fitting of the
sensitivities to a linear model. Furthermore, Twrite is really sensitive to variability in some
transistors. For example, a slight variability in PG2 and PU2 resulted in Twrite of the SRAM
bitcell going to infinity, corresponding to an unwritable bitcell (Figure 4.11). Due to this
strong sensitivity, the MPFP search algorithm (Figure 4.10) is augmented with a fallback in
situations where the optimization is infeasible. The fallback is to search for a feasible design
point, similar to the second step in the dynamic read stability algorithm.

Table 4.4 lists the progress of the MPFP search algorithm. Each iteration appears to
center around the target Twrite of 1 ns but the algorithm never converges to this value even
after 8 iterations. There also appears to be some oscillation between each iteration which
is caused by the linear fit of the sensitivities that underestimates the expected ∆Twrite for a
specific ∆Vth especially when the dependence is quadratic. Figure 4.12 plots the evolution
of the importance sampler as a function of run number. The algorithm converges to a good
estimate (ρ < 0.1) of fail bit rate within less than 1000 runs. It is surprising to note that even
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Figure 4.12: Evolution of (a) fail bit rate ( ˆpIS) and (b) convergence metric (ρ) as a function
of run number, corresponding to Twrite importance sampling.

though the MPFP search algorithm did not converge, the final search point still provided
a good shift vector for the importance sampler. This demonstrates that using MPFP
search algorithms in combination with importance sampling provides a good combination for
estimating the reliability of SRAM. MPFP provides a good shift vector for the importance
sampler while the importance sampling process relaxes convergence requirements of the
MPFP search algorithm.

4.3.3 Dynamic Read Access

Dynamic read access is an equally important SRAM metric as dynamic read and writeability.
The word-line pulse-width (Taccess) together with the bit-line capacitance (CBL) and SRAM
bitcell read current determines how much bit-line voltage (VBL) differential is generated. The
goal is to create sufficient VBL differential, greater than VBL,target, to compensate for sense-
amplifier offset voltages. The MPFP search algorithm for dynamic read access is defined in
Equation 4.9. This formulation fixes Taccess at Taccess,target and uses sensitivities of VBL to
Vth in the constraint. Sensitivities of VBL at fixed Taccess are used instead of sensitivities of
Taccess at fixed VBL to simplify the SPICE simulations used for generating the sensitivities.
Finding VBL involves simulating a single SRAM access at Taccess,target while finding Taccess of
an SRAM bitcell for a target VBL involves multiple simulations to find the critical word-line
pulse-width. Linear sensitivities of VBL to transistor parameters are sufficient to model the
search space as the sensitivities appear to be mostly linear (Figure 4.13).

Table 4.5 tabulates the progress of the MPFP search algorithm. The algorithm converges
to the target VBL after 3 iterations. Cell sigma gradually decreases from 4.81 to 4.61 in the
next few iterations as the algorithm searches for the most-probable point. The vector from
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Figure 4.13: Sensitivity of final bit-line voltage at Taccess to Vth variability.

Iteration PU1 PD1 PG1 PU2 PD2 PG2 Cell Sigma ∆VBL (V)
1 -1.00 -1.00 0.00 0.00 3.00 3.00 4.47 0.17
2 -0.02 -0.00 0.00 0.00 3.75 3.12 4.88 0.12
3 -0.07 -0.00 0.00 0.00 4.16 2.41 4.81 0.10
4 -0.10 -0.00 0.00 -0.00 4.33 1.81 4.69 0.10
5 -0.11 -0.00 0.00 -0.00 4.39 1.48 4.64 0.10
6 -0.08 -0.00 0.00 -0.00 4.45 1.20 4.61 0.10
7 -0.11 -0.00 0.00 -0.00 4.43 1.27 4.61 0.10
8 -0.14 -0.00 0.00 -0.00 4.48 1.07 4.61 0.10

Table 4.5: Progress of Taccess MPFP search algorithm. ∆VBL,target = 0.1 V

the last iteration is used as a shift vector for importance sampling to estimate the fail bit
rate corresponding to dynamic read access. Figure 4.14 plots the evolution of the estimate
of fail bit rate as a function of run number. The algorithm converges to a good estimate
(ρ < 0.1) of fail bit rate within less than 1000 runs.

minimize
x

cell sigma =
√

(x+ xci)T (x+ xci)

subject to VBL,xci
+
∑

i

δVBL

δxi
xi = VBL,target i = 1, . . . , n

Taccess = Taccess,target

CBL = CBL,target

(4.9)
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Figure 4.14: Evolution of (a) fail bit rate ( ˆpIS) and (b) convergence metric (ρ) as a function
of run number, corresponding to dynamic read access importance sampling.

4.4 Importance Sampling with non-Gaussian Distribu-

tions

Most statistical analyses of SRAM model the distribution of the random variables as
Gaussian distributions [12, 20, 32, 36, 74]. While these works have demonstrated good
correlation between statistical estimations and actual measurements, it is uncertain whether
this will continue to hold true in future technologies. It has been demonstrated that Vth

variability due to random dopant fluctuation diverges from a Gaussian distribution 3 σ
away from the mean in 13 nm technology devices [60]. This is based on 3-D atomistic
simulation of 140000 devices where only the dopant locations in the channel are varied and
all other sources of variability such as line-edge roughness are eliminated. This deviation is
significant especially in SRAM design, where the failing bitcells typically sustain variability
in the transistors of up to 4 or 5 σ (ref. Table 4.5). Furthermore, other sources of variability
that are becoming increasingly important, such as RTS and NBTI, are known to be non-
Gaussian (ref. Figure 3.30) [28]. This section attempts to take an initial step in introducing
non-Gaussian distributions to importance sampling by considering lognormal distributions
that can be used to model RTS and NBTI distributions.

4.4.1 Lognormal Distribution

Equation 4.10 lists the probability density function for a lognormal distribution. The name
of the distribution originates from the fact that taking the logarithm of random variables
derived from a lognormal distribution results in normally (Gaussian) distributed random
variables. The algorithm developed in this chapter for analyzing reliability of SRAM involves
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first finding the MPFP using an iterative search algorithm that was demonstrated to converge
well for Gaussian distributions. To investigate whether this still holds true for situations
where Gaussian distributions are combined with lognormal distributions, let us first consider
the objective function of the MPFP search algorithm, listed in Equation 4.11.

By definition, the MPFP is a point where the joint probability density function (jpdf)
is maximized. Taking the natural logarithm and negating the objective function (Equation
4.12), results in Equation 4.13. Variables xi correspond to the Gaussian random variables
while xj correspond to the lognormal random variables. Substituting Equation 4.14 into
Equation 4.13 results in Equation 4.15 which is a quadratic equation. The objective function
is also convex because the coefficients of the quadratic terms are positive. The MPFP can
therefore be solved for the global optimum, within a short run-time, even when lognormal
random variables are mixed together with Gaussian random variables.

p(x) =
1

x
√
2πσ2

e−
(lnx−µ)2

2σ2 (4.10)

maximize
x

jpdf(x) (4.11)

minimize
x

− ln(jpdf(x)) (4.12)

minimize
x

∑

i

(xi − µi)
2

2σ2
i

+
∑

j

ln(xj) +
(ln(xj)− µj)

2

2σ2
j

i = 1, . . . , m j = 1, . . . , n.

(4.13)

yj = ln(xj) (4.14)

minimize
x

∑

i

(xi − µi)
2

2σ2
i

+
∑

j

yj +
(yj − µj)

2

2σ2
j

i = 1, . . . , m j = 1, . . . , n. (4.15)

4.4.2 Random Telegraph Signal and Dynamic Read Stability

The impact of random telegraph signal on dynamic read stability is evaluated using the
importance sampling methodology adapted for non-Gaussian distributions. RTS introduces
uncertainty in SRAM performance that is time-dependent. Chapter 3 demonstrates that
RTS is governed by stochastic processes that determine the time until capture as well as time
until emission of a carrier interacting with a particular trap. Furthermore, the magnitude of
fluctuation in transistor intrinsic performance, such as IDS or Vth, is also stochastic and is
dependent on specific physical properties of each trap. Takeuchi and Aadithya et al. place
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equal emphasis on the amplitude and dynamics of these traps in their evaluation of the
impact of RTS on SRAM stability [64, 1]. These algorithms try to predict the probability of
SRAM failures at specific times during the lifetime of a particular SRAM bitcell. Although
the detail of their analysis is commendable, the extensive silicon characterization required
to calibrate the models limit their practicality. Their proposed algorithms require extensive
characterization of many traps in a large sample of transistors in order to collect sufficient
statistics for modeling the RTS amplitudes and time constants. Emphasis on accurately
modeling the time constants of the traps prohibits the use of the alternating-bias technique
proposed in Section 3.2.4 which allows sampling of worst-case RTS amplitudes with relatively
smaller sampling periods. Furthermore, estimating the probability of SRAM failure at a
particular instance in time requires making assumptions of prior access patterns due to
the influence of large-signal bias changes encountered during SRAM operations on trap
probability (ref. Section 3.2.3). This section simplifies the problem by exploring the upper-
bound and evaluating the probability of SRAM failure due to RTS throughout the lifetime of
the SRAM bitcell. This simplification eliminates the need to model statistical distributions of
RTS time constants and allows the use of alternating-bias RTS characterization for statistical
RTS amplitude characterization.

Statistical distributions of RTS amplitude are modeled as lognormal distributions of
threshold voltage degradation (∆Vth). Figure 4.15 illustrates the probability density
functions corresponding to NMOS and PMOS SRAM transistors. These lognormal
distributions were fitted to measured fluctuation in drain currents (∆IDS) extracted from 45
nm CMOS SRAM transistors and normalized by the transconductance (gm) of the sampled
transistors to obtain ∆Vth. RTS amplitude is modeled as a simple shift in Vth instead of a
more accurate empirical bias-dependent model (ref. Section 3.3.2) because compiled SPICE
models with the empirical model are not available. This will likely impact accuracy of
the results especially at higher bias voltages. Alternatively the empirical bias-dependent
model can be implemented as a Verilog-A model with a slight increase in simulation runtime
compared to a compiled SPICE model. Both pull-down and pass-gate NMOS transistors were
modeled using similar distributions for simplicity, even though it has been demonstrated that
these transistors have slightly different distributions (ref. Figure 3.30).

RTS introduces degradation in any of the 6 transistors of a 6T SRAM bitcell when
electrons or holes occupy the traps in the respective transistors. Trap occupancy in any of
these 6 transistors can either improve or degrade the dynamic read stability of the bitcell
depending on the sensitivity of the read stability metric to degradation in the respective
transistors. For example, based on the sensitivities illustrated in Figure 4.8, occupied traps
in transistors PU1 and PD2 result in degradation of dynamic read stability (Tread) due to
increased transistor Vth. On the other hand, occupied traps in transistors PG2 and PD1
result in improvement of Tread. Figure 4.16 illustrates the conceptual dependence of fail bit
rate (cell sigma) on VDD under different cases. The “Worst RTS” plot corresponds to the
condition where all traps in transistors PU1 and PD2 are occupied, resulting in degraded
fail bit rate corresponding to dynamic read stability. The “Best RTS” plot corresponds to
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Figure 4.16: Conceptual plot demonstrating shift in dependencies between cell sigma and
VDD with worst-case RTS combination, best-case RTS combination, and no RTS.

the best-case combination where traps in transistors PG2 and PD1 are occupied, which
improves SRAM reliability corresponding to dynamic read stability. The plot corresponding
to “No RTS” represents the cell sigma one would observe from this SRAM bitcell if all traps
in the 6 transistors of the bitcell were unoccupied. In this importance sampling analysis,
lognormal distributions of ∆Vth due to RTS are only introduced to transistors PU1 and PD2
to evaluate the worst-case reliability degradation due to RTS.

The importance sampling algorithm for estimating dynamic read stability fail bit rates
in the presence of non-Gaussian RTS distributions proceeds by first finding the MPFP using
static read margin (RSNM). This is to assist in the convergence of the algorithm (ref. Section
4.3.1). Only Gaussian distributions corresponding to Vth variability are introduced during
this phase to simplify the optimization problem and to minimize runtime. This does not
impact quality of the final result as this initial phase is only meant for finding a good starting
point for the next phase of the algorithm. The algorithm then proceeds to find the MPFP
using Tread as the metric while introducing the lognormal distributions corresponding to
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Iter PU1 PD1 PG1 PU2 PD2 PG2 RTS PU1 RTS PD2 JPDF Tread

(σ) (σ) (σ) (σ) (σ) (σ) (mV) (mV) (ns)
1 1.27 -2.47 0.00 0.00 2.81 -2.45 15.9 4.49 12098 0.832
2 1.02 -2.72 0.00 -0.05 2.56 -2.2 12.3 3.49 44163 0.986
3 0.77 -2.77 0.00 -0.02 2.51 -2.09 9.62 3.07 83685 1.072
4 0.61 -2.52 0.00 -0.01 2.56 -2.34 7.86 3.03 99736 1.017

Table 4.6: Progress of Tread MPFP search algorithm with lognormal RTS distributions in
PU1 and PU2. Tread,target = 1.0 ns

RTS in transistors PU1 and PD2 in addition to the Gaussian distributions corresponding to
Vth variability. The optimization problem is formulated as a quadratic program with linear
constraints. The objective function is simply the quadratic equation presented in Equation
4.15 which has been demonstrated to be a convex function. The linear constraints model
the dependence of Tread on variability in the 6 SRAM transistors using locally evaluated
gradients. A Taylor approximation of Equation 4.14 is used to translate the variables yj in
Equation 4.15 into xj which is then multiplied by the locally evaluated gradients.

Table 4.6 lists four iterations of the MPFP search algorithm during the second phase
where Tread is used as the read stability margin and lognormal RTS distributions are
considered. Variables corresponding to Gaussian distributions of Vth variability in the 6
transistors are listed in terms of σ corresponding to the respective distributions, while the two
variables corresponding to lognormal RTS distributions in PU1 and PD2 are listed in units
of absolute mV . The joint probability density function (JPDF) of each iteration is calculated
by multiplying the PDF of each variable which is estimated from their respective statistical
distributions. Results in Table 4.6 indicate convergence to the target 1 ns Tread as well as
an increase of the objective function (JPDF) in each iteration, which is the desired outcome
of the optimization (ref. Equation 4.11). The MPFP estimated using this algorithm was
verified through a 1,000,000 run Monte Carlo simulation. Out of the 1,000,000 simulations,
only 22 runs had Tread less than 1 ns, which corresponds to dynamic read stability failures.
The maximum JPDF from these 22 failing runs was only 27,754 which is less than the 99,736
obtained using the MPFP search algorithm. It is interesting to observe that the MPFP vector
has relatively small RTS components in PU1 and PD2 which demonstrates the importance
of accurate modeling of the bulk of RTS distributions.

Importance sampling using the original Gaussian and lognormal distributions, shifted by
the MPFP vector, is then used to estimate the fail bit rate. Figure 4.17 plots the fail bit
rate and figure of merit (ρ) obtained from the importance sampling algorithm, as a function
of the number of samples (N). Also plotted on the same plots is the fail bit rate and figure
of merit corresponding to conventional Monte Carlo simulations. The importance sampling
algorithm quickly converges to the final fail bit rate within 5,000 samples which is indicated
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by the figure of merit (ρ) falling within the desired bound (0.1). Conventional Monte Carlo
simulations however only encountered the first bit failure after 10,000 samples and requires
more than 1,000,000 samples to converge to the same value as the fail bit rate predicted
using importance sampling. The importance sampling algorithm therefore demonstrates a
1,000X reduction in runtime.

Figure 4.18 plots the fail bit rate corresponding to dynamic read stability as a function
of VDD estimated using importance sampling. The “No RTS” plot was estimated with only
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Gaussian distributions of Vth variability introduced in the 6 transistors while the “Worst
RTS” plot was estimated by introducing additional lognormal RTS ∆Vth distributions in
transistors PU1 and PD2, which further degrades dynamic read stability. These results
indicate that RTS causes significant degradation in SRAM fail bit rate, corresponding to
dynamic read stability, at higher operating voltages. This degradation tapers off as VDD is
reduced. The estimation of dynamic read stability degradation due to RTS estimated in this
section still needs to be verified through measurements. One possible source of discrepancy
between these estimations and actual measurements might be due to the fact that RTS
was modeled as fixed shifts in Vth instead of more accurate bias-dependent models. This
results in over-estimation at higher voltages and under-estimation at lower voltages. These
results however do demonstrate that non-Gaussian lognormal distributions can be introduced
into importance sampling without significantly increasing convergence or runtime of the
algorithm.
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Chapter 5

Stochastic Optimization of SRAM
Bitcell and Array

5.1 Introduction

Recognizing the dynamic nature of SRAM stability and access opens up a new horizon of
SRAM optimization that is not available using conventional static margins. This chapter will
explore this optimization space using importance sampling to evaluate the SRAM reliability
resulting from each design choice. The first section explores design choices that can be
made at the bitcell level, such as VDD, bitcell variety, bitcell topology, and even the optimal
process technology. The next section explores tradeoffs that can be made at a higher level
when organizing the bitcells into arrays.

5.2 Bitcell Optimization

5.2.1 Global Process Variation

Robust SRAM design not only needs to account for local transistor mismatch, it also needs
to account for within-die variation, within-wafer variation, as well as lot-to-lot variation
[81, 57, 55]. Within the same die, an SRAM bitcell located close to the edge of the array will
have different characteristics compared to a bitcell located at the center of an array. This can
be caused by variation in stress due to proximity to shallow trench isolation (STI) and also
thermal gradients encountered by the transistors during processing, due to different layout
context [24, 48]. At the wafer level, variations in pattern density might cause systematic
variations across the wafer during the chemical-mechanical polishing (CMP) step causing
transistors in the center of the wafer to perform differently from transistors located at the
boundaries. All these sources of variation can be summarized into two parameters that
specify NMOS and PMOS performance. Foundries typically guarantee that the average
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Figure 5.1: NMOS and PMOS global process variation space annotated with failure contours
for read and write operation, as well as process corners [86].

NMOS and PMOS performance of each die will fall within defined fast and slow limits.
Figure 5.1 illustrates the four process corners corresponding to both NMOS and PMOS at
the fast corner (FF), both NMOS and PMOS at the slow corner (SS), NMOS at the fast
corner but PMOS at the slow corner (FS), and NMOS at the slow corner but PMOS at the
fast corner (SF). TT corresponds to the typical performance expected from both NMOS and
PMOS transistors in the process technology.

Figure 5.1 is annotated with lines corresponding to failure boundaries for dynamic read
stability (1 ns Read), static read stability (Static Read), dynamic writeability (1 ns Write),
and static writeability (Static Write) [86]. The region to the right of the lines for read stability
defines points in the space of global process variation where read stability is guaranteed
to a certain probability (for example, 6σ). Even though the average NMOS and PMOS
performance on a die might be at a particular point in the figure, local variation defines a
cloud of points surrounding this particular point. SRAM reliability is guaranteed up to a
specific probability level even in the presence of local variation. These results indicate that
this particular bitcell, under the assumptions of the operating condition and target reliability
levels made in this analysis, is not static read stable across the entire process window. This
however does not reflect the true reliability of the bitcell as the FS and FF corners fit within
the read stability region when evaluated using dynamic read stability with 1 ns pulse-width.
Points to the left of the lines for writeability define global process regions where writeability
is guaranteed up to a particular reliability level, according to the respective margins. The
curve shifts to the left, with respect to static writeability, when dynamic writeability is used
to evaluate the true write reliability of the SRAM bitcell but still bounds the SF corner.
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These results demonstrate the importance of using dynamic stability to evaluate the
reliability of SRAM bitcells across global process corners. Drawing conclusions just on
static margins result in an overly pessimistic estimation of read stability while being slightly
optimistic for writeability. Note that the FS corner presents the worst-case corner for
read stability because the contour corresponding to dynamic read stability comes closest
to this point while the SF corner presents the worst-case corner for write stability for similar
reasons. Dynamic read access is critical at the slow NMOS corner and is independent of
PMOS performance. A simple approach to guarantee SRAM reliability across global process
variation is to verify read stability at the FS corner and writeability at the SF corner [54].

5.2.2 VDD Scaling

This section explores the dependence of various SRAM stability metrics on VDD scaling.
Figure ?? plots estimated fail bit rates as a function of VDD. All voltage applied on the
bitcell (VWL, Vprecharge, VCELL) are set to the corresponding VDD value in this analysis. The
bit-lines are assumed to be loaded with capacitance corresponding to 128 bitcells. Fail bit
rate corresponding to static read stability failures increases exponentially with decreasing
VDD. This is expected as scaling VDD directly impacts the eye opening in the butterfly curves
corresponding to RSNM. The fail bit rate corresponding to dynamic read stability failures
under 1 ns pulse-width access also increases exponentially initially with VDD scaling. The fail
bit rates corresponding to dynamic read stability are more than 4 orders of magnitude lower
than the rates corresponding to static read stability in this case. Dynamic read stability
failures actually start decreasing as VDD is scaled past a certain threshold. The reduction
in word-line voltage applied on the pass-gate transistors increases the on resistance of this
transistor and therefore increases the time constant associated with disruption of the internal
node during read access, relative to the word-line pulse-width of 1 ns.
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Figure 5.2: Dependence of fail bit rate on VDD for static and dynamic writeability, read
stability, and dynamic read access.

Successful read operation requires the state of the bitcell to be preserved as well as
sufficient bit-line voltage differential created before enabling the sense amplifiers. Although
the fail bit rate corresponding to dynamic read stability decreases with VDD after a certain
point, read failures are now dominated by read access failures which are observed to increase
quite drastically with VDD scaling. Figure 5.2 also indicates the fail bit rates corresponding
to static writes and writes with 1 ns pulse-width. Fail bit rates increase when evaluating
writeability of the bitcell under 1 ns pulse-width activation compared to static write margins.
The divergence between these two lines however is minimal at high VDD and only increases
slightly at lower VDD.

The fail bit rate of a bitcell is therefore dominated by different SRAM access operations
at any particular value of VDD. At higher voltages, dynamic read stability becomes the
limiting factor of fail bit rate. Fail bit rates corresponding to writeability and read access
however are highly sensitive to VDD scaling and quickly become the limiting factor as VDD

is reduced.

5.2.3 Bitcell Variety

Multiple varieties of SRAM bitcells are typically offered in a certain process technology
[5, 33]. These bitcells are sized differently and are typically targeted towards either high
density or high performance (high read current) applications. Register files and first level
caches might require high performance bitcells in order to keep up with operating frequencies
of execution units while last level caches typically utilize high density bitcells to obtain large
cache memories. High performance bitcells are usually designed with larger pass-gate and
pull-down transistors to improve read access and writeability simultaneously at the expense
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Figure 5.3: Fail bit rate as a function of VDD for a high performance and high density bitcell
from a particular process technology. The flattening of fail bit rate at higher VDD is due to
the weaker sensitivity of dynamic read stability to VDD compared to other failure modes.

of larger bitcell area, relative to high density bitcells. The larger transistors also have the
added benefit of smaller local variation, resulting in a lower Vmin. Even if the difference in
local variation between the high density and high performance bitcells is ignored, the high
density bitcell might be less reliable from a manufacturing perspective because the process
technology is typically pushed to the limits in order to achieve these small area bitcells.

Figure 5.3 compares the fail bit rates corresponding to a larger high performance bitcell
and a smaller high density bitcell. Both of these bitcells are compared at similar bit-line
capacitance loading and word-line pulse-width. Each of the curves in the plot correspond to
the fail bit rates of the respective bitcells with dynamic read stability, dynamic read access,
and dynamic writeability factored in. The high performance bitcell which incurs a 30% area
penalty compared to the high density bitcell has much lower fail bit rates across the entire
VDD range. The high performance bitcell therefore has a lower Vmin compared to the high
density bitcell. Although the high performance bitcell is clearly more robust than the high
density bitcell, the larger bitcell size might not be acceptable in large memory arrays, such
as L2 and L3 caches, where area is one of the most important metrics.

5.2.4 8T SRAM

6T SRAM bitcells need to be optimized for both read stability and writeability simultane-
ously, both of which have conflicting requirements. These opposing requirements, together
with increasing mismatch between the transistors, make it increasingly difficult to scale the
size of bitcells in each technology node while trying to minimize VDD. 8T SRAM bitcells,
which share the same schematic as 6T SRAM except that one of the internal nodes is buffered
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out through a separate read path, have been proposed to alleviate this problem [16]. This
bitcell is robust enough to be utilized both in high performance microprocessors and sub-
threshold SRAM [34, 79]. Figure 5.4 illustrates the schematic of an 8T SRAM bitcell. Read
and write operations are performed separately through different ports. The write operation
is performed through the 6T portion of the bitcell using the two bit-lines, BL and BLB,
while activating the pass-gates by raising the write word-line (WWL). The read operation
is performed by pre-charging the read bit-line (RBL) before enabling the read word-line
(RWL).

The 6T portion of the 8T bitcell can be optimized for writeability by increasing the
widths of the pass-gates while decreasing the widths of the pull-down transistors [16]. This
not only increases the ratio between the pass-gate and the pull-down transistors, it also
increases the trip point of the inverters, thus speeding up write completion. Pass-gate and
pull-down transistors in optimized 8T bitcells are typically of the same width. This removes
the diffusion area notch and thus eliminates the problem of corner rounding, resulting in less
mismatch between transistors [56]. Figure 5.5 plots the fail bit rates of a 6T bitcell as well
as an 8T bitcell, as a function of VDD. The 8T bitcell was derived from the 6T bitcell by
widening the pass-gates to match the widths of the pull-down transistors while adding two
extra transistors. The 8T bitcell has almost four orders of magnitude improvement in fail
bit rate at higher voltages. This improvement however tapers off as VDD is scaled. Chang
et al. noted that the extension of node CH to the gate of transistor RPD introduces extra
capacitance on this node resulting in asymmetry in write performance [16]. In this case, a
difference in fail bit rates of not more than 2X is observed when comparing write operations
to node CL and node CH .

Figure 5.5 also plots the fail bit rate corresponding to dynamic read stability for both
bitcells. Note that even though the read stability of the 8T bitcell is supposed to be worse
than a 6T bitcell, due to the larger pass-gate transistors, the difference in fail bit rates
between these two bitcell varieties is minimal when evaluated using dynamic read stability.
Furthermore the 8T bitcell appears to have lower fail bit rates at low VDD due to the larger
pass-gate transistors having less variability. Fail bit rate at higher VDD is clearly dominated
by read stability failures. Even though the 8T bitcell has a dedicated read port, it is possible
to subject the bitcells to a similar condition as read stability if column multiplexing is used
and some bitcells in a row are half-selected. Column multiplexing therefore needs to be
avoided in order to realize the maximum benefit of 8T bitcells at high VDD. Other work has
also suggested a write-back scheme to reinforce the stored data state every time a bitcell is
half-selected [50]. Placing all bits corresponding to a word side-by-side within an array (as
is the case when column multiplexing is not employed) poses an increased risk of multiple
bit getting corrupted due to soft errors. This requires more error correction bits in order to
detect and correct these errors [16]. The results in Figure 5.5 indicate that at VDD = 0.7 a.u.
and below, column multiplexing can still be used without a concern for half-select failures
because the failures are dominated by write failures.

Dynamic writeability is clearly limiting the fail bit rate of an 8T bitcell at low VDD.
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Figure 5.5: Fail bit rate of 8T and 6T bitcells as a function of VDD.

Morita et al. demonstrated a functional 64-Mb 8T SRAM array at 0.42 V by keeping both
the write word-line voltage (VWWL) and read word-line voltage (VRWL) at a fixed higher
voltage while the array voltage was lowered [50]. Figure 5.6 and 5.7 plots the impact of
this assist technique on SRAM fail bit rates under dynamic access. Keeping the word-
line voltage at 1.0 a.u. while all other voltages such as the core array voltage and bit-line
precharge voltage are scaled results in significant reduction in fail bit rate corresponding
to the write operation. The stronger pass-gates however applies additional read stress on
the bitcell, resulting in increased failures corresponding to dynamic read stability. Figure
5.6 demonstrates that it is possible to perform reliable write operations on an 8T bitcell
at relatively short pulse-widths (1 ns) even at low values of supply voltage. Operating in
this mode however requires avoiding half-selects at all cost in order to avoid read stability
failures. Figure 5.7 also demonstrates significant reduction in dynamic read access failures
when VRWL is kept constant while VDD is scaled. These plots are generated based on the
assumption that 8 bitcells are sharing a read bit-line, which is typical in 8T array designs
[16, 34]. Read access failures, however, do still depend strongly on VDD because the gate
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Figure 5.6: Dynamic stability of 8T bitcell with and without VWWL boost.

voltage of the pull-down device in the read stack (RPG) is scaled together with VDD. These
failures can be reduced by making this device wider, or reducing the sense amplifier offset
voltage margin. Alternatively, the read word-line can also be extended at low VDD which
can be done without concern for possible read stability failures, as is the case for the 6T
bitcell.

The 8T bitcell therefore provides a robust alternative to the conventional 6T bitcell. This
however comes at the expense of increased bitcell area. The smallest area overhead reported
is 30% [15], however it is more realistic to expect area overheads of 50% to 100%. This
is in addition to the extra peripheral area overhead required for short read bit-lines, dual
word-line drivers, and no column multiplexing. These area costs might be acceptable for a
register file or L1 cache where power and performance is more important but is most likely
prohibitive in last level caches where memory density is the most important requirement.

5.2.5 Process Technology

Transistor variability due to random dopant fluctuation is clearly one of the main challenges
of reliable SRAM design. Vth variability due to RDF has been demonstrated to be dependent
on oxide thickness (Tox), dielectric constant of the gate oxide (ǫox), number of dopants in
the channel (N), effective channel width (Weff ), and (Leff) according to Equation 5.1 [49].

σVth,RDF
∝ Tox

ǫox

4
√
N

√

WeffLeff

(5.1)

Historically, Tox has been scaled at every technology node to control the impact of RDF
as device dimensions (WeffLeff) were scaled. This trend however was slowed down when
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Figure 5.7: Dynamic access (1 ns pulse) fail bit rate of 8T bitcell with and without VRWL

boost.

gate leakage concerns limited Tox scaling with conventional gate oxides at the 65 nm process
technology node [41]. Introduction of high-K dielectrics to replace conventional gate oxides
has effectively recovered this optimization knob by enabling further scaling of the effective
gate oxide thickness, while keeping gate leakage in check.

Matching properties of transistors in various process technologies are usually specified
by means of the Pelgrom number (AV T )[58]. This parameter is extracted experimentally by
extracting the σ of the difference in Vth of two matched transistors for an ensemble of devices
with different widths and lengths. AV T corresponds to the best-fit slope to the results when
plotted with 1/

√
WL on the x-axis and σ∆Vth on the y-axis. Arnaud et al. recently reported

AV T of 2 mV µm in a 28 nm bulk CMOS process technology with high-K metal gates [5].
Even though SRAM Vmin of 0.75 V has been reported in this process technology, it is still
highly desirable to reduce Vmin further especially in low power applications.

Intrinsic channel devices, such as fully depleted silicon-on-insulator (FDSOI) and
FinFET, promise to reduce AV T further by eliminating the problem of RDF. Instead of
doping the channel to set the threshold voltage of the device, the channel is left at the
intrinsic doping level. Vth is determined by the work-function of the metal gate and doping
of the back-gate in FDSOI devices [21]. AV T of 0.95 mV µm has been reported in an
FDSOI device with 25 nm gate length [83], which is approximately a 2X improvement from
bulk CMOS. These devices also boast steeper sub-threshold slope compared to bulk CMOS
technologies which allows reducing Vth while keeping leakage currents at an acceptable level.
This results in better gate overdrive (VGS − Vth) thus allowing further VDD scaling, without
too much loss in performance.

In order to evaluate the impact of a 2X reduction in AV T on SRAM reliability, the fail
bit rate of a bitcell implemented either in bulk CMOS or FDSOI was evaluated. The bitcell



CHAPTER 5. STOCHASTIC OPTIMIZATION OF SRAM BITCELL AND ARRAY 101

0.4 0.6 0.8 1
V

DD
 (V)

F
ai

l B
it 

R
at

e

 

 

Bulk WSNM

Bulk RSNM

FDSOI WSNM

FDSOI RSNM

1 Gb SRAM
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bulk CMOS or FDSOI, demonstrating more than 200 mV reduction in Vmin

used in this analysis is optimized for the bulk CMOS process. To evaluate the Vmin reduction
obtained using an FDSOI process technology, the bulk transistor models were substituted
with FDSOI transistor models. The FDSOI devices used in this analysis correspond to
ultra thin-body devices with counter-doped ground planes (NMOS ground plane is doped P-
type while PMOS ground plane is doped N-type) which offer the best short-channel control
[21]. A common metal gate stack with a mid-gap work function is shared between NMOS
and PMOS devices to reduce process complexity. No further Vth tuning of the FDSOI
devices was performed. Figure 5.8 presents the results of this analysis. Static read and
write margins (RSNM and WSNM) were used in this analysis, instead of dynamic stability
metrics, to minimize runtime of the simulations. Based on these results, a 200 mV reduction
in Vmin is expected even if a bitcell is blindly ported to an FDSOI process technology,
without any further Vth tuning or device sizing. This improvement in bitcell reliability comes
primarily from the reduction in σVth. Better short channel control in FDSOI technology also
reduces drain-induced barrier lowering (DIBL) which results in improved read margins. The
magnitude of the Vmin reduction matches results obtained from statistical 3D atomistic
simulations [17].

5.3 Array Optimization

This chapter has thus far focussed on techniques for optimizing a single SRAM bitcell to
achieve the best performance in the presence of variability. In reality, an SRAM bitcell
is usually arrayed and accessed using row and column peripheral circuitry such as word-
line drivers and sense amplifiers. The array configuration and peripheral circuitry provide
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additional tuning knobs that can be used to optimize bitcell performance further.

5.3.1 Read and Write Assist

Section 5.2.1 demonstrated the need to satisfy both read and write requirements across global
process corners when optimizing an SRAM bitcell. This is to ensure that the bitcell remains
functional, within the desired specifications, regardless of location of the bitcell in the die,
wafer, or the process conditions of the lot. This results in over-design of SRAM bitcells
which translates to extra VMIN guard-banding. Read and write assist techniques have been
introduced as a technique to compensate for process corners and therefore eliminate wasteful
guard bands [56, 14, 39].

Figure 5.9 plots the estimated fail bit rates corresponding to read access, read stability,
and writeability at the SF and FS global process corners. This analysis was done at a
lower operating voltage (both cell-supply and word-line voltage) to emulate failure conditions
encountered at low VMIN operating conditions. SRAM failures at low operating voltages are
dominated by read access and writeability failures while dynamic read stability appears to
be more reliable by up to 6 orders of magnitude. This discrepancy is strongly dependent
on the process corner. For example, the SF global process corner degrades writeability and
read access performance further, while improving read stability, resulting in an even larger
difference between the fail bit rates of each operation.

The circuit design of a 6T SRAM bitcell allows trading off read stability for writeability
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and read access performance. One way of realizing this is by adjusting the word-line voltage
applied to a bitcell that is being accessed. Figure 5.9 plots the impact of applying a 350
mV word-line voltage offset (or boost) on the bitcell operating at the SF corner as well
as the impact of applying a 175 mV word-line voltage offset on the bitcell operating at
the FS corner. The exact value of word-line offset in each case was selected for optimized
trade-off between read stability and writeability, as well as read access performance. Dynamic
writeability appears to have a stronger sensitivity to word-line voltage offset compared to the
other margins. This is observed in the larger reduction in writeability failure rates compared
to read access, for the same amount of word-line offset. The write assist optimization in this
case therefore simplifies into a tradeoff between read access performance and read stability.
Sensors designed for detecting the process conditions of an array [39, 14] and automatically
generating an assist bias can therefore be simplified to detect only 2 types of failures instead
of all 3. This optimization however only applies to the bitcell design used in this analysis,
where a large sensitivity of writeability to word-line voltage is observed.

The optimal word-line offset voltages in both global process corners improved the
reliability of the bitcells from an unusable level to fail bit rates better than 1.0−7. These
levels are sufficient for low power embedded applications requiring small cache memories.
The optimal word-line offset voltage in each process corner differs quite significantly. More
word-line offset voltage (350 mV vs. 175 mV ) is required in the SF corner to compensate
for the poor performance of the NMOS pass-gate transistors, compared to the FS global
process corner. In this case, applying a blanket 350 mV word-line offset voltage across all
global process corners results in too much degradation of read stability in the FS process
corner resulting in a net increase in SRAM failures. The optimal word-line offset voltage for
achieving the best SRAM reliability is not only dependent on global process corners, it is
also dependent on temperature and transistor aging. This dependence on multiple factors
motivates the need for embedded sensors which detect the actual SRAM margins, from a
statistically significant sample set, and apply optimal compensation [39, 14].

5.3.2 Bit-line Capacitance

Bit-line capacitance alters significantly the fail bit rates corresponding to dynamic read
access and dynamic read stability. Figure 5.10(a) plots multiple curves corresponding to
dynamic read stability and dynamic read access with increasing bit-line capacitance. Extra
bit-line capacitance reduces the voltage droop on the bit-line that is being discharged by
the bitcell, and therefore subjects the bitcell to more read stress due to larger VDS on the
pass-gate transistors. Failures corresponding to dynamic read access, on the other hand, also
increases as a result of increased bit-line capacitance. The reduced bit-line droop due to the
larger capacitance increases the number of read failures because not enough bit-line discharge
voltage is accumulated to meet the sense amplifier offset voltage margin. The red curve in
Figure 5.10 which corresponds to dynamic writeability does not shift with increasing bit-line
capacitance because this analysis assumes that the bit-lines are statically driven either to
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Figure 5.10: (a) Fail bit rate degradation with increasing bit-line capacitance. (b) Fail bit
rate degradation as a function of the number of rows in a bit-line with worst-case fail bit
rate for dynamic read access and dynamic read stability combined into a single curve.

VDD or ground during write access.
The main array optimization parameter that determines the bit-line capacitance is the

number of rows in in a sub-array. Other sources of bit-line capacitance such as capacitance of
the column multiplexors and sense amplifiers are relatively smaller but can also be taken into
account in array optimization. Figure 5.10(b) combines the curves corresponding to read
stability and read access according to the worst-case fail bit rate and is grouped according to
the number of rows in a sub-array. As expected, increasing the number of rows, increases the
bit-line capacitance and therefore degrades the fail bit rate of the array. At high VDD, where
failures are usually limited by read stability failures, the lowest fail bit rate is obtained by
minimizing the number of rows in a sub-array, as demonstrated in [84]. Assigning a smaller
number of rows to a sub-array however incurs a larger area penalty and reduces the effective
memory density. In a different scenario, where a certain fail bit rate level is tolerable, the
array is optimized by choosing the number of rows such that VDD can be reduced as much
as possible without dynamic read stability or dynamic read access failures being the limiting
factor. For example, if a fail bit rate of 10−7 is required, assigning 64 rows to a sub-array is
sufficient to maximize VDD reduction.

5.3.3 Array Segmentation

This section analyzes the impact of SRAM array segmentation on area, performance, and
reliability of an SRAM array. Array segmentation refers to the organization of the total
number of bitcells into various SRAM banks and sub-arrays. For example, Figure 5.11
illustrates two different configurations for a 64 kb SRAM array. Figure 5.11 has 256 bitcells
sharing the same bit-line while Figure 5.11 (b) has only 64 bitcells sharing the same bitline.
Section 5.3.2 has demonstrated the close relationship between bit-line capacitance and
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Figure 5.11: 64 kb SRAM array segmented into (a) 256 rows x 256 columns, and (b) 64 rows
x 1024 columns.

dynamic stability of the SRAM bitcell. Since bit-line capacitance is determined primarily by
the number of SRAM bitcells sharing the same bit-line in an SRAM array, array segmentation
is expected to play a major role in determining the performance, and reliability of the
memory.

Array segmentation to improve SRAM reliability however often comes at the price of
increased area, which is one of the critical parameters in SRAM array design. For example,
segmenting a 64 kb array into 64 rows and 1024 columns (ref. Figure 5.11) results in higher
peripheral device overhead, compared to the other scheme with 256 rows, because every 64
bits requires a dedicated column I/O and sense-amplifier. These column peripheral devices
are shared over 256 bits in the same column, in Figure 5.11 (a) resulting in lower peripheral
device overhead. Segmenting the array with 64 rows however allows the same word-line
driver to be shared between 1024 bits in a row, instead of 256 bits, resulting in a slightly
lower row periphery device overhead. This reduction however is slightly offset by an increase
in the size of the word-line drivers, necessary to drive the increased word-line capacitance of
the additional columns.

Optimizing SRAM arrays using array segmentation is best handled using memory
compilers which are equipped with power, area, and performance scaling characteristics
of all the blocks that constitute an SRAM array. CACTI [52] is an open-source SRAM
compiler that is frequently used by computer architects for evaluating the impact of cache
configurations on power, performance, area, and compute efficiency. CACTI is equipped with
fairly accurate analytical power, performance, and area models of interconnect and peripheral
circuitry (sense-amplifiers, word-line drivers, column multiplexors, and decoders) that are
calibrated to guidelines published in the ITRS. CACTI exhaustively searches all possible
SRAM array segmentations to find the optimal configuration for minimizing a specified
objective function which can be a weighted average of area, power, and performance. CACTI
however treats an SRAM bitcell as a blackbox and is unaware of the impact of SRAM array
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Figure 5.12: (a) Dependence of SRAM reliability (Z-value) corresponding to dynamic
writeability as a function of VDD across different access pulse-widths (ns), and (b) contour
plot of SRAM reliability corresponding to dynamic writeability.

parameters such as column height, sense-amplifier offset, and access time on SRAM dynamic
read stability, writeability, and read access. This results in CACTI reporting optimal array
configurations with array heights of more than 1024 cells, which is not encountered in actual
production-like SRAM arrays manufactured in modern process technologies [84, 39, 81].

The quality of results obtained from CACTI correlates better with actual SRAM bitcell
performance by introducing a statistical SRAM bitcell dynamic stability model into the
memory compiler. Dynamic stability is used to model the read stability, writeability, and
read access performance of the bitcell in order to establish the relationship between SRAM
array segmentation and bitcell performance. A statistical model (instead of a nominal-
case or worst-case model) allows the memory compiler to provide a reliability estimate of
the entire array and also use SRAM array reliability as one of the constraints in array
optimization. This capability in CACTI is enabled by introducing lookup tables populated
with pre-characterized performance of SRAM as a function of access time, VDD, and bit-line
capacitance. Figure 5.12 (a) plots an example of a lookup table corresponding to dynamic
writeability. This lookup table models statistical SRAM writeability (Z-values) as a function
of VDD and access time. The bit-lines are assumed to be statically driven to VDD and ground
in this case, to eliminate the dependence on bit-line capacitance and simplify the lookup
table by one dimension. Linear interpolation between points defined in the lookup table
is used to obtain Z-values for other design points which provides the memory compiler the
flexibility of choosing design points from a continuous range. Figure 5.12 (b) visualizes the
surface obtained using this interpolation procedure. The lookup table for writeability is
generated at the NMOS slow, PMOS fast corner, to capture the worst-case global process
corner for writeability.

Dynamic read stability is modeled using a lookup table of Z-values that are dependent
on VDD, bit-line capacitance, and access time. Figure 5.13 plots a single cross-section of this
3-dimensional lookup table, keeping access time constant at 1 ns. This figure plots SRAM
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reliability (Z-values) corresponding to dynamic read stability as a function of VDD at different
bit-line capacitances. The lookup table for dynamic read stability is generated at the NMOS
fast, PMOS slow corner, to capture the worst-case process corner for read stability. The
strong dependence of SRAM read stability on bit-line capacitance especially at higher VDD

demonstrates the importance of this design variable in SRAM array optimization. Degraded
Z-values with larger bit-line capacitances enforces an upper limit to the number of SRAM
rows that the memory compiler can select while still maintaining the required reliability
of the cache memory. This avoids the non-ideality observed in memory compilers such as
CACTI where the optimized array has an infeasible large number of rows.

Dynamic read access is modeled using a lookup table of Z-values that are dependent
on VDD, bit-line capacitance, access time, and sense-amplifier offset voltage. Figure 5.14
(a) plots the dependence of SRAM read access reliability on VDD across different bit-line
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capacitances, extracted from the 4-dimensional lookup table at a fixed sense-amplifier offset
and access time. Smaller bit-line capacitance (shorter rows) results in better SRAM read
access reliability at a given value of VDD, as expected. Figure 5.14 (b) plots a snapshot
taken from the lookup table at constant bit-line capacitance and access time, showing
the dependence of read access reliability on sense-amplifier offset voltage. Sense-amplifier
offset voltages of 100 mV correspond to small-signal differential sensing schemes while the
larger offset voltages are needed for large-signal single-ended sensing schemes. While smaller
offset voltage clearly results in better dynamic read access reliability, the differential-sensing
sense-amplifiers with small offset voltage do incur additional peripheral area overhead,
compared to much simpler single-ended inverters which have larger sense-amplifier offset
voltages. Modeling the dependence of read access on sense-amplifier offset voltage provides
the flexibility to the memory compiler for considering the tradeoffs in sense-amplifier selection
on SRAM reliability. Figure 5.14 (c) shows the dependence of read access reliability across
different access times. The lookup table for read access is generated at the NMOS slow,
PMOS slow corner to capture the worst-case global process corner for read access.

These statistical models of SRAM dynamic stability were integrated into CACTI as a
module that gets evaluated for every SRAM array segmentation considered by the memory
compiler. A binary value is generated by this statistical module that indicates whether the
array configuration meets the required reliability level or fails to meet this criteria. Array
configurations that satisfy the reliability criteria are saved by the memory compiler in a
list of feasible design points. This set of feasible design points is then used by the memory
compiler to determine the optimal design point, based on a weighted objective function of
area, power, and performance. Figure 5.15 (a) plots the minimum area for cache memories of
different sizes implemented using two different bitcells from the same process technology. All
designs were optimized for the same clock frequency and VDD. Bitcell A is approximately
20% smaller than bitcell B in this technology and has weaker read and write stability as
well as read access performance. One would expect that arrays implemented using bitcell
A would be smaller than bitcell B however Figure 5.15 (a) indicates that the cache area
of these two bitcell options are almost similar up to 16 MB arrays. At 64 MB, the cache
memory implemented using the larger bitcell (B) ends up being smaller than the array
implemented using the smaller bitcell (A). This unexpected results is explained using Figure
5.15 (b) which plots the column height of the SRAM sub-arrays, constituting the entire
cache memory. Bitcell A was configured with 128 bitcells in a column to maintain dynamic
read stability and to meet dynamic read access speed requirements. Bitcell B, on the other
hand, is robust enough to be arranged in 256 height columns, for all the different cache
configurations. The larger column height results in better array efficiency which makes the
cache area corresponding to the larger bitcell competitive with the cache constructed out of
smaller bitcells with poorer array efficiency. In the 64 MB cache configuration, the memory
compiler resorts to segmenting bitcell A sub-arrays with 64 bitcell heights in order to meet
the required reliability of a 64 MB cache memory. This further degrades array efficiency,
resulting in the area of this cache memory being larger than the cache implemented using
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Figure 5.15: (a) Minimum cache area as a function of different cache sizes compiled using
two different bitcells, (b) column height corresponding to the minimum-area solution for
each cache size.

bitcell B.
Figure 5.16 evaluates the optimal cache memory configuration for a 1 MB array

implemented using bitcell B, as a function of VDD. At 1.0 V, the optimum cache configuration
with minimum area consists of sub-arrays with 256 rows or 256 bitcells sharing the same
bit-line. This bitcell is most likely able to function reliably with more than 256 bitcells per
bit-line but this limit was imposed on the memory compiler to avoid unrealistically long
bit-lines. Bitcell performance is degraded as VDD is scaled down to 0.85 V. At this operating
voltage, an SRAM array with 256 rows is most likely still functional in the nominal case but
is not able to guarantee functionality of all bits in the 1 MB cache memory. The memory
compiler is able to arrive at a solution that is still functional at this voltage by reducing
the number of rows in each sub-array down to 128 bitcells, which improves dynamic read
stability as well as read access performance. This incurs a slight increase in cache memory
area due to degraded area efficiency of the shorter sub-arrays. The memory configuration
can be further optimized for lower VDD down to 0.73 V where the memory compiler is
not able to find a feasible solution that meets the reliability requirements of a 1 MB array.
These results demonstrate the importance of optimizing the array segmentation at the target
minimum operating voltage in order to ensure proper functionality at all operating voltages.
Designing SRAM arrays for low voltage operation however does incur a large area penalty.
In this example the cache memory area increased by almost 2X as the operating voltage is
decreased from 1 V down to 0.75 V.
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Chapter 6

Conclusion

Nano-scale SRAM design is traditionally complicated by sources of variability related to
physical variability in the structure of the transistors, such as random dopant distribution.
This work identifies temporal sources of variability in transistor intrinsic parameters,
caused by random telegraph signaling (RTS) noise, which is directly correlated with
fluctuation in SRAM performance. A large-scale dynamic stability characterization
architecture implemented in an early commercial low-power 45 nm CMOS process is used to
experimentally verify the expected correlations between static and dynamic stability metrics.
An optimization framework enabled by an importance sampling algorithm is used to design
SRAM arrays with maximum array efficiency through joint-optimization between process
technology, bitcell design, and array organization.

6.1 Key Contributions

The key contributions of this work are as follows:

• The correlations between static and dynamic stability metrics were analyzed through
sensitivity analysis and Monte Carlo simulations. Theoretical expectations were
verified experimentally on a 45 nm CMOS testchip with 10 ps accuracy.

Dynamic stability metrics for characterizing SRAM are known to provide better
predictions of SRAM bit failures compared to traditional static noise margins. The
relationship between these two types of metrics were quantitatively analyzed using sensitivity
analyses and Monte Carlo simulations. It was demonstrated that while static and dynamic
metrics do exhibit correlations in read access, read stability, and writeability, there exists
differences in the sensitivities of the metrics to variability in the SRAM transistors which
results in more than 10X differences between SRAM failure rates estimated using static and
dynamic metrics. Furthermore, dynamic writeability exhibited sensitivity to degradation
in more transistors compared to static write margins indicating increased impact of
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process variability on actual SRAM operation. A characterization architecture capable of
characterizing the dynamic stability of bitcells on a large scale, in-situ within a product-like
SRAM array, was designed and validated in a 45 nm CMOS testchip. This characterization
methodology makes extensive use of on-chip calibration circuitry to remove any uncertainty
in the measurements and is well-suited for deployment in relatively immature process
technologies for early technology exploration.

• Dynamics of RTS noise were investigated within the context of large-signal bias changes
typically encountered in SRAM operation. SRAM access patterns to maximize the
impact of traps on SRAM read stability and writeability were also developed and used
to collect large-scale statistics efficiently.

RTS noise is traditionally analyzed under fixed bias conditions. Recognizing the fact that
transistors within an SRAM bitcell are actually exposed to large-signal bias changes as read
and write operations are applied on the bitcell, the large-signal bias response of traps were
analyzed in detail. Traps contributing to RTS noise were observed to respond only after a
few mili-seconds after a bias change was applied on the transistor. SRAM access patterns
consisting of isolated and successive repeated operations were developed to take advantage of
this fact and to speed up observation of the impact of these traps on SRAM bitcell failures,
especially at the tails of the statistical distributions. This is a significant improvement from
traditional sampling methods that rely on taking a large number of samples on the same
bitcell to determine the impact of RTS on SRAM operation.

• The statistical impact of RTS noise on SRAM VMIN was evaluated using a statistical
model, calibrated to measured results from a 45 nm CMOS testchip. It was predicted
and verified that even though RTS results in large degradation in the respective
transistors, the actual degradation to VMIN of a large array is only 50 mV.

RTS has been identified as one of the major sources of variability in nanoscale SRAM.
Large temporal fluctuations of threshold voltage in highly scaled CMOS transistors have
been reported and attributed to RTS. The statistical distributions of RTS noise amplitude
were considered in this work, together with other existing sources of variability, within the
context of the circuit operation of a 6T SRAM bitcell. A measurement technique for sampling
worst-case threshold voltage variation due to RTS was used to sample statistical distributions
of RTS noise amplitude. A numerical method was then used to convolve these empirical
distributions to estimate the impact of RTS on SRAM VMIN . Results of this analysis
demonstrated that even though large RTS noise amplitudes might be present in nanoscale
SRAM transistors, the interaction between the long-tailed RTS amplitude distributions and
other Gaussian-like distributions results in a higher likelihood that the outlier bitcell limiting
VMIN of an array will have a smaller component of degradation caused by RTS.
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• The importance sampling algorithm for estimating the robustness of SRAM was
adapted for dynamic stability metrics demonstrating more than 4 orders of magnitude
reduction in run-time compared to traditional Monte Carlo analysis.

Nanoscale SRAM design not only involves optimizing the nominal performance of a
bitcell but also performance of bitcells at the tails of the statistical distributions which often
determines the worst-case bounds of operation, such as VMIN . Traditional statistical analysis
methods either require making assumptions of the shape of the statistical distribution (such
as Gaussian distribution) or generating a large number of samples (such as Monte Carlo
analysis). This work develops the algorithms required to perform importance sampling using
the more accurate dynamic stability metrics introduced in this work. These algorithms were
demonstrated to converge to a solution within less than 10,000 samples. This technique was
further extended to handle non-Gaussian distributions such as RTS noise amplitude.

• A methodology for performing joint-optimization between process technology, bitcell
design, and array segmentation was developed, resulting in optimal design of large
SRAM arrays.

SRAM design is an optimization space of many variables and is not only limited to
just bitcell design. Choices that are made at different levels of design such as selection of
process technology options (bulk vs. FDSOI), bitcell architecture (6T vs. 8T), circuit assist
techniques (word-line voltage tuning), target operating VDD, as well as array segmentation
can vastly affect the area, power, and performance of the SRAM array. Recognizing the
dynamic nature of SRAM stability and access opens up a new horizon of SRAM optimization
that is not available using conventional static margins. The importance sampling algorithms
developed in this work provide the means for quantifying the impact of each design choice
while dynamic stability metrics provides the link between array segmentation and bitcell
performance. This optimization tool exhaustively searches the entire optimization space
using pre-characterized models of SRAM performance to select an optimal SRAM array
design.

6.2 Future Work

Nanoscale SRAM design is becoming increasingly challenging due to the additional sources
of variability introduced by advanced process technology options which are exacerbated by
decreasing transistor sizes. This work has identified RTS as an increasingly significant source
of variability and also analyzed its impact on SRAM reliability. Although this work has
demonstrated that transistor variability due to random dopant fluctuation still ultimately
contributes the most to degradation in SRAM VMIN , it is interesting to investigate whether
this still holds true in intrinsic channel devices such as FDSOI and FinFET where random
dopant fluctuation is less of a problem. The potential dominance of RTS in transistor
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variability makes it even more important to develop physical or empirical bias-dependent
models which accurately models RTS amplitude and dynamics. Bias temperature instability
(BTI) is yet another source of transistor variability due to aging which is becoming more
important. Recently, it has been identified that RTS is related to BTI through the oxide
traps which are inadvertently switched when BTI stress is applied [75, 23]. Further work
is required to develop techniques to account for SRAM degradation due to RTS and BTI
without accidentally double-counting any of these components.

The dynamic stability characterization architecture developed in this work has been
proven on a 45 nm CMOS testchip and demonstrated the expected correlations (as well
as unexpected outliers) between dynamic and static metrics. Although this architecture
is capable of characterizing the performance of thousands of SRAM bitcells automatically,
this methodology can be further extended to characterize millions of bitcells. The main
limitation of the current architecture is due to the extra circuits and characterization steps
required to achieve better than 10 ps timing resolution as well as simultaneous dynamic
and static characterization capability on the same set of bitcells. Relaxing this strict timing
requirement and removing the need for static characterization capability avoids the need
for area-inefficient bit-line switches and word-line samplers and allows integration of more
SRAM bitcells within a similar area. Integrated voltage regulators can also be integrated
together with a more advanced BIST state machine to switch bias voltages applied to the
array and allow more advanced read/write assist characterization while reducing test time.

This work has demonstrated the feasibility of introducing non-Gaussian statistical
distributions of transistor variability into importance sampling for estimating SRAM
reliability. In this work, RTS amplitude distributions were modeled as non-Gaussian
distributions while threshold voltage fluctuation due to random dopant fluctuation was still
assumed to be Gaussian. Recent 3D atomistic simulation studies have indicated that this
will no longer hold true in the 13 nm gate length transistors [60]. Statistical tools for
estimating SRAM reliability with non-Gaussian distributions will be needed to design large
SRAM arrays in future technology nodes. Further work is therefore required to introduce
arbitrary non-Gaussian distributions into an importance sampling framework while ensuring
optimality of the results.
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