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SUMMARY 
 
The call for ever-increasing model resolutions and physical processes in climate and 
weather models demands a continual increase in computing power. The IBM Cell 
processor’s order-of-magnitude peak performance increase over conventional 
processors makes it very attractive to fulfill this requirement. However, the Cell’s 
characteristics, 256KB local memory per SPE and the new low-level communication 
mechanism, make it very challenging to port an application. As a trial, we selected 
the solar radiation component of the NASA GEOS-5 climate model, which: (1) is 
representative of column physics components (half the total computational time), (2) 
has an extremely high computational intensity: the ratio of computational load to  
main memory transfers, and (3) exhibits embarrassingly parallel column 
computations. In this paper, we converted the baseline code (single-precision Fortran) 
to C and ported it to an IBM BladeCenter QS20. For performance, we manually 
SIMDize four independent columns and include several unrolling optimizations. Our 
results show that when compared with the baseline implementation running on one 
core of Intel’s Xeon Woodcrest, Dempsey, and Itanium2, the Cell is approximately 
8.8x, 11.6x, and 12.8x faster, respectively. Our preliminary analysis shows that the 
Cell can also accelerate the dynamics component (~25% total computational time). 
We believe these dramatic performance improvements make the Cell processor very 
competitive as an accelerator. 
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1. INTRODUCTION 
 
Recent trends in computer microprocessor development have shifted the design point 
away from improving individual core performance to increasing the number of cores. 
Depending on the scale, this has been labeled as either multi–core or many–core. This 
shift implies that in the future, compute-intensive applications, such as Earth and space 
science models, must exploit orders-of-magnitude more thread-level parallelism to reach 
petascale computing and beyond. Higher spatial and temporal resolutions and more 
sophisticated treatment of physical processes, such as clouds, make models even more 
computationally intensive. Moreover, the drastic increase in the volume of data collected 
by various instruments requires a significant increase in computing power for data 
processing and analysis.  Therefore, it is crucial for NASA to both evaluate the impacts 
of this shift on its computationally intensive modeling and data processing applications 
and develop appropriate, efficient solutions. One such impact is the memory bandwidth, 
which often limits computing power of even single-core processors. This problem is 
exacerbated when adding more cores to the processor, as doing so linearly increases the 
peak performance resulting in a commensurate linear increase in the requisite memory 
bandwidth [1]. 
 
Recently, several novel architectures have emerged in the commodity processor arena to 
solve or ameliorate this predicament: IBM’s Cell Broadband Engine System (hereafter 
referred to as "Cell"), NVIDIA’s Tesla General Purpose Graphics Processing Unit 
(GPGPU) and AMD’s FireStream GPGPU. Intel is also developing such a processor, 
codenamed Larrabee.  The Cell processor was chosen for this initial study, since 
GPGPUs from NVIDIA or AMD were not available when this project started in 2007. 
Moreover, the fact that Cell supports Fortran as well as double-precision floating-point 
calculations makes it even more attractive, since most of the Earth and space models are 
written in Fortran and require double-precision calculations.   
 
The Cell is a multi-core processor offering the capability of increasing performance by 
one or even two orders of magnitude over traditional processors [2,3].  However, the 
Cell’s memory architecture, a 256 KB local memory per Synergistic Processing Element 
(SPE), coupled with its low-level Direct Memory Access (DMA) communication 
mechanism, makes it very challenging to port a full application such as the NASA 
Goddard Earth Observing System Model, Version 5 (GEOS-5). Like other climate and 
weather models, GEOS-5 consists of dynamics (solving Navier-Stokes equations on a 
thin layer of atmosphere on a global grid) and column physics (parameterizing the sub-
grid physical processes such as radiation and clouds). To avoid the complexity of porting 
a full application in this feasibility study, we selected a single computationally intensive 
component of GEOS-5 that was well suited to the Cell’s characteristics, and effectively 
exploited the streaming programming model that Cell and GPGPUs support efficiently. 
In this paper we will describe our approach to porting this solar radiation code to the Cell, 
present the performance results, and discuss several aspects of the Cell’s impacts on 
supporting climate and weather models from the perspective of a computational center. 
We will focus on the single-precision, C-version solar radiation code, because the 



original Cell processor in an IBM BladeCenter QS20 is deficient in its double-precision 
floating-point performance. 
 
The remainder of the paper is laid out as follows: Section 2 describes the computer 
processors and compilers used in our performance evaluation; Sections 3 and 4 present 
analysis of the code and the process of porting it to the Cell; Section 5 shows the 
performance results; Section 6 discusses the benefits and costs of Cell from the 
perspective of planning and procuring a computer system. Finally, we draw our 
conclusions in Section 7.  
 

2. EXPERIMENTAL SETUP 
 
The Cell performance results will be compared against that of the original Fortran 
component run on three Intel processors at the NASA Center for Computational Sciences 
(NCCS): Intel Xeon 5150 (Woodcrest) and Intel Xeon 5063 (Dempsey) being used in the 
Discover computing system, and Intel Itanium2 in the Explore computing system (See 
Tables I and II). In table II, Gain of Cell is defined as the ratio of Cell’s performance to 
an Intel processor performance per core. These comparisons are against one core per Intel 
processor because—unlike with the Cell processor—performance does not linearly scale 
upwards inside the processor when adding cores, due to the considerable time taken in 
accessing the data in memory through the front-end memory controller. Since these solar 
radiation data-columns are independent of each other, no MPI or Cell communication 
protocol is used to communicate among the cores. 
 
For the Intel processors, the Intel compiler with optimization level -O3 is used. For the 
Cell processor, both XLC and GCC with -O3 are used for SPEs. 
 

Table I:  Characteristics of Processors used in the experiment  

Processor Number of cores 
 

Clock Speed Peak Performance Per Core 
(Single Precision flops) 

Cell 1PPE + 8SPEs 3.2GHz for 
PPE and SPE 

8 FLOPS per cycle per SPE 

Itanium2 1 1.5GHz 2 FMA's every cycle 
(4 flops per cycle per core) 

Dempsey 2 3.2 GHz ADDPS+MULPS every 2 cycles 
(4 flops per cycle per core) 

Woodcrest 2 2.66GHz ADDPS+MULPS every cycle 
(8 flops per cycle per core) 

 
 
 
 
 



Table II:  Peak Performance of Processors 

Processor Performance Per Processor 
(Single Precision Gflops) 

Gain of 
Cell 

Performance Per Node 
(Single Precision Gflops) 

Cell 25.6 (8 x 3.2) 1.0 204.8x2 = 409.6 
Itanium2 6.0 (4 x 1.5) 34.1 6.0x2 = 12.0 
Dempsey 12.8 (4 x 3.2) 16.0 12.8x4 = 51.2 
Woodcrest 21.3 (8 x 2.66) 9.6 21.3x4 = 85.3 

 
 

3. ANALYSIS OF CODE STRUCTURE AND MEMORY REQUIREMENT 
 
To achieve optimal performance, we must store the data working set as well as the 
routine’s code within the 256 KB local store of each of Cell’s SPEs. The small size of the 
local store places a considerable constraint on the size of data and code working set,  
which normally uses 1 or 2 GB of main memory in a conventional processor such as 
Intel’s. However, if one were to views the SPE’s local store as a L1 cache, rather than the 
totality of main memory, then 256KB is quite large. 
 
A typical climate or weather model has a few hundred thousand lines of code and has 
been developed and written in Fortran over decades. Some portion of the code has been 
organized with Fortran 90 modules. The code is still evolving with more physical 
processes (e.g., biochemistry), more detailed physical treatments (e.g., cloud resolving 
scheme), and newer geophysical grids (e.g., cubed-sphere grid). Considering those 
constraints and trends, the costs to completely rewrite an application to target specific 
architectures are prohibitive. In addition, the modifications to the original code should be 
minimized, since the researchers need to understand the codes and update them. Finally, 
any change to the code is acceptable if the performance gains surpass the cost of human 
effort and computer hardware.  Considering all these factors, we chose a solution of 
accelerating the compute-intensive portion of the code.  Since the emerging processors 
tend to have far larger increases in computing speed than in memory bandwidth and 
latency, optimal code should have a relatively smaller bandwidth and I/O requirements 
compared to computation. In addition, the emerging processors tend to only support C 
when first released. As such, the selected code should have a manageable number of lines 
of code (e.g., a couple thousand) so it can easily be converted to C and be modified with 
hardware-specific libraries (e.g., DMA and SIMD in the case of Cell) to gain maximum 
performance.  
 
GEOS-5 is written in Fortran and represents main processes in Fortran 90 modules such 
as FVDYCORE (finite-volume dynamics core) and PHYSICS as shown in Figure 1. 
SOLAR (the solar radiation component) has been used in various climate and weather 
models. This component is very computationally intensive, and along with IRRAD (the 
infrared radiation component) consumes at least 20% of the computing time within 
GEOS-5. The remaining computing time breaks down as ~25% for dynamics, ~25% for 
input and output data, and ~30% for other column-physics components. The requirements 
of the solar radiation component in loading and storing data from and to main memory 



are also small relative to the computational load. These factors make the solar radiation 
component well-suited for one of the Cell’s characteristics: high ratio of computation to 
data transfer capabilities. In addition, this component consists of calculations for each 
column solely along the vertical direction. As there is no inter-column communication, it 
is “embarrassingly” parallel. This characteristic greatly simplifies the coding involving 
the Cell communication mechanism. 
 

 
Figure 1: The code structure of the NASA GEOS-5 atmospheric model in terms of 
components. 
 
The solar radiation component used in this paper was taken directly from a production 
version of GEOS-5. Running the solar radiation component in a standalone mode 
required creating a driver (SolarTest()), a stub code (GetAeroIndex()) to limit the number 
of aerosol types, and the column data file to be processed.  Figure 2 shows the detailed 
code structure along with the memory requirement for input and output variables, 
temporary (local) variables, and data files. The Cell allows static data such as include (.h) 
files to be stored into the SPE’s local store just like code, without using DMA. Since Cell 
allows four single-precision floating variables (4x32=128bit) to be processed 
simultaneously in vector (SIMD) mode, we attempt to take advantage of this vector 
operation by inputting four columns of data at a time to a SPE. We found that for m=4 
(i.e., four columns of data), the data and the associated processing code (sorad() and its 
called functions) in each SPE is below the 256 KB capacity of a SPE’s local store. The 
maximum size of data involved is ~161 KB, from sorad(), to soluv(), to cldflx() (see 
Figure 2). 
 



 
Figure 2: The code structure and memory requirement of the solar radiation model 
component. In/out, Temp, and Datafile represent the data for input and output 
variables, temporary variables, the variables in data files. m is the number of data 
columns to be processed. 
 

4 PORTING THE CODE TO CELL 
 
Porting this solar radiation component over to the Cell essentially requires replacing the 
argument list used in SolarTest() (Figure 2) with DMA calls, as well as setting up the 
threads for SPEs. Due to the lack of a Cell SPE Fortran compiler in the summer of 2007, 
we converted this roughly 2000-line Fortran code to C, Converting the solar radiation 
core includes three steps: (1) translating the code from Fortran to C, (2) inserting library 
calls to transfer data between main memory and the SPEs’ local store using DMAs, and 
(3) vectorizing (i.e., SIMDizing) the most computationally intensive function (currently a 
manual process not performed by the compiler).  We would like to point out that the F2C 
tool [4] is not useful for converting Fortran into C in this situation, since it is very 
difficult to incorporate the Cell code into the translated version. We found that 16-byte 
alignment and management of memory addresses (mapping the local multi-dimensional 
array index in SPEs to the global array index in main memory) required considerable 
time and attention to implement, since there are 27 various shapes of 1D, 2D, 3D arrays 
involved in data transfer between PPE and SPEs through DMA.  However, we believe 
that conceptually these modifications are not difficult for a user who knows C and MPI. 
Steps (1) and (3) took approximately 3 weeks each. However, the newly released IBM 
XL V11.1 Fortran compiler should obviate the need for steps (1) and (3). At the time this 
work was conducted, we did not have access to this Fortran compiler and therefore did 
not evaluate its performance. There is no guarantee an IBM XL/F compiler will produce 
high quality SIMD code. Therefore, a user may still need to explicitly implement step (3) 



to achieve acceptable performance. Step (2) will not be affected by any foreseeable 
compilers, and even with a Fortran compiler we would still need to add an additional step 
of writing a wrapper to use DMA, since its API is in C (there is currently no Fortran 
binding available).  
 
One major difference between Cell programming and programming in C or Fortran is 
that the data transfer via DMA is in the style of memory address rather than arrays as 
illustrated in Figure 3. A user has to convert multidimensional arrays (e.g., 2D and 3D) 
into 1D arrays. (For the solar radiation code, multidimensional arrays are used even 
though each column is independent of each other. In a typical array, the first dimension is 
column index, the second is the number of layers in the vertical direction, and the third is 
aerosol mixing ratio or effective size of cloud particles.) In addition, he/she needs to 
decompose the 1D array with a global index into a group of smaller arrays with four array 
elements since a SPE can only process four columns at once using SIMD (see Figure 4). 
Consequently a user must convert the main memory global index to a SPE local store 
index. This is clearly an error-prone procedure. Furthermore, SIMD loads and stores 
require 16-byte alignment – alien to users in the high performance computing area. 
 

 
Figure 3:  Schematic of mapping the model data from main memory to local stores 
of SPEs. A global latitude-longitude grid in the horizontal direction and column in 
the vertical direction is used for a climate model. Columns in groups of four are 
streamed from main memory into Cell via DMA, processed, and streamed back to 
main memory 
 
 
 
 
 
 
 
 



 
Figure 4: Schematic of data decomposition and transfer via DMA, Multiple-
dimensional arrays represented in a global array index (on the left side) are 
decomposed into four segments for four SPEs (on the right side) to process. Each 
segment is further divided into a group of patches. Those patches are transferred to 
a SPE to process in a cyclic manner. 
 
Our code performance profile shows that most of the computational time is spent on 
repeatedly executing two functions: deledd() for computing the bulk scattering properties 
of a single atmospheric layer and cldflx() for computing energy fluxes for the cloud 
fraction of an atmosphere ranging from 0 to 1. For example, for a calculation running 
1024 columns using 8 SPEs without the optimizations such as vectorization and 
unrolling, we found that it only takes about 40 microseconds for one SPE to get data from 
main memory via DMA. In contrast, it takes approximately 140,000 microseconds (3500 
times longer) for one of the major functions, solir(), to run, which calls deledd() 120 
times and cldlflx() 30 times. Clearly this is a very computationally-intensive calculation. 
Thus, our effort in using the DMA list, which tends to reduce communication time, did 
not improve the overall performance noticeably.  
  

5 RESULTS 
 
After manually vectorizing deledd() and cldflx(), we found that one Cell Broadband 
Engine with 8 SPEs in an IBM BladeCenter QS20 can process 3,260 columns per second 
using the GCC compiler with -O3 optimization. Applying unrolling optimizations to  



these two functions increased the performance by an additional 11%. Furthermore, using 
the IBM XLC compiler provided an additional gain of  roughly 20%. 
 
Figure 5 outlines the performance advantage of the Cell compared to the performance of 
three different Intel processors running the single-precision version of the code compiled 
with the Intel Fortran compiler. In comparison with the best baseline results (the single-
precision, Fortran-version code with O3 optimization), the Cell achieves a performance 
speed up of ~8.8x over the Intel Xeon Woodcrest, ~11.6x over the Intel Xeon Dempsey, 
and ~12.8x over the Intel Itanium2 (see Figure 5 for the comparison of the total number 
of columns processed for each case). 

 
Figure 5: Performance comparison between a Cell processor with 8 SPEs and one 
core of Intel processors, Itanium2, Dempsey, and Woodcrest. 
 
To better understand the performance improvement across the different processors, we 
use the single precision peak computing capability for each type of processor tested. As 
shown in Table II, the single precision peak performance gain of the Cell over a single 
core of the Itanium2, Dempsey, and Woodcrest is 34.1x, 16.0x, and 9.6x respectively. It 
appears that the C-version of the code on the Cell achieves ~38%, ~73%, and ~91% of 
the peak performance ratio of a Cell Broadband Engine to an Itanium2, Dempsey, and 
Woodcrest core respectively. 



 
Beyond the Cell’s powerful computational capability, we believe there are two essential 
factors for the dramatic performance improvement over the cache-based Intel processors. 
First, all computational-support data, such as look-up tables, are stored within the local 
store of the SPE. Once the data is in the local store, there are no effects from cache and 
TLB (Translation Lookaside Buffer) misses. Second, explicitly transferring data between 
the SPE’s and main memory via DMA is extremely fast and is a small fraction of the 
total time. 
 
We note that at least on the conventional processors tested above, the C-version of the 
code runs measurably slower than the Fortran. For reference, the C-version is slower than 
the Fortran version by factors of 1.5x, 2.6x and 3.2x on the Woodcrest, Dempsey, and 
Itanium2 respectively. While we haven’t measured implications on the Cell performance, 
all indications are that the Fortran version of the code will run even faster on the Cell. 
Hence, the authors expect that the performance numbers stated in this paper should 
improve when moving to Fortran. Nevertheless, for this paper, we assume that the Cell C 
performance is not hampered by our language conversion, and we will therefore base our 
Cell C performance comparisons against the Fortran baseline numbers for the cache-
based architectures. 
 

6 DISCUSSION 
The more than 8x improvement on the solar radiation component is certainly very 
encouraging, since the other column-physics components such as infrared radiation and 
moisture have a similar code structure. That means roughly 50% of the total 
computational load for the model can expect to obtain significant performance benefits 
by using the Cell.  For the other computationally-intensive component, dynamics, our 
analysis reveals that its most computationally-intensive part, solving shallow water 
equations on a horizontal grid, can be also ported over to the Cell. The approach is to 
further divide a MPI process domain into a group of patches with self-contained data and 
process these patches in SPEs in a streaming style, if the data in the MPI process domain 
is too large for a SPE to process. For example, if we assume (1) five double precision 
variables (west-to-east wind, south-to-north wind, temperature, moisture, pressure) on 
each latitudinal and longitudinal grid point, (2) three ghost cells for stencil calculations in 
each direction, (3) three time-levels for integration, and (4) 150 KB data allowable in a 
SPE, then a patch size is 29 x 29, which is close to the MPI process domain for a 0.5 
degree resolution cube-sphere grid with 256 processors. For finite-volume dynamics with 
0.5 degree cubed-sphere grid, the ratio of computation to communication is about 5.0 [5]. 
So it is expected that Cell technology could significantly improve the dynamics 
component as well. 
 
While it appears quite likely that most computationally-intensive portions of climate and 
weather models can take advantage of the Cell processor to dramatically improve 
performance, we must compare these benefits to both the human cost of converting the 
software and the cost of incorporating Cell nodes within a high-end computing platform. 
 



How can these results be used to architect a cost-effective Cell-based cluster versus a 
traditional Linux cluster? There are several cost factors that need to be considered, 
including hardware and software procurement and support, power and cooling, and 
application porting and tuning for the Cell: 
 

• Hardware and software procurement and support: The results above suggest 
that a single Cell’s performance will approximately match two dual-socket, dual-
core Intel Woodcrest nodes running the same application with perfect speedup. 
The more efficient DMA capabilities within a Cell allows applications to run with 
fewer heavy weight MPI process thereby reducing the overall communication 
costs, which in turn results in an increase in application performance. In addition, 
this directly correlates to a reduction in the overall communication hardware 
required to run an equivalent size application in a Cell-based cluster compared to 
a traditional Linux cluster. It is estimated that the QS20 blade (which has two Cell 
processors) has the performance equivalent of four Intel Woodcrest nodes but the 
cost equivalent of two Intel Woodcrest nodes. This results in a significant 
hardware and software costs savings of almost 2 to 1 when building equivalent 
performance clusters for this type of application.  

• Power and cooling: The cost to power and cool high performance computing has 
recently become a very important consideration within the lifecycle cost of a 
system. As a first order estimate, a Cell processor consumes less than 100W while 
a dual-core Woodcrest consumes approximately 120W. When adding up all the 
power required for a node, a Cell node (i.e., a blade with two Cell processors) 
consumes approximately 210W while a Woodcrest node will consume roughly 
350W. If a single Cell node is the equivalent of four Woodcrest nodes, then the 
overall power savings will be 4*350/210=6.6X. Arguably, this power savings can 
be doubled when considering the amount of power required to cool the system. 
Assuming a Woodcrest system with 1,024 nodes (~360KW) compared to a Cell 
system with 256 nodes (~54KW), this results in a cost savings of over ~$500K 
over a 3-year lifespan of the system. 

• Application porting and tuning: This is the most difficult cost to estimate as it 
depends on many factors. In Section 3, we listed our time in porting and 
optimizing the code, which includes the learning time for Cell programming. 
However, in the case of an experienced Cell programmer with a C code, it could 
take 2 to 3 weeks to insert DMA, 2 weeks to SIMDize, and less than 1 week to 
unroll optimization. In short, the entire conversion of a single component could 
take 5 to 6 weeks to port and optimize. The most time-consuming part is that of 
debugging. With the availability of Fortran compilers for the Cell, we expect that 
the cost of porting codes will be far less in the future. Additional support for 
OpenMP [6] also has the potential to dramatically reduce the amount of time and 
effort for porting an application to the Cell. The combined increase in 
performance and the ease of porting while maintaining portability across multiple 
architectures makes the Cell platform extremely attractive. 

 



Depending on the application, a cluster of Cell processors or a hybrid cluster of Cell and 
Linux nodes could result in a better ratio of price/performance than a traditional Linux 
cluster. 
 
It is interesting to note that one compute-intensive column physics module, WRF 
(Weather Research and Forecast) Single Moment 5-tracer (WSM5), representing 
condensation and precipitation, has recently demonstrated a 20x speedup with NVIDIA’s 
GPGPU and CUDA [7]. There is a great interest in comparing CUDA with the Cell 
programming paradigm. Based on our experience, our preliminary analysis indicates that 
Cell programming’s learning curve is steeper than CUDA. However, Cell programming 
is more flexible in supporting applications and provides more means for a user to 
optimize the performance.    
 

7. CONCLUSION 
 
We have found that the IBM Cell technology clearly provides a new way of dramatically 
improving the performance of climate and weather applications. Identifying the 
appropriate algorithms is the key to minimizing the porting effort. While the cost of the 
Cell blade is relatively high compared to traditional Linux nodes, it can potentially be 
cost- effective when looking at overall application throughput. As the price of the Cell 
blades continue to drop and their capabilities increase, concurrent with improvements in 
programmability achieved through the adoption of OpenMP or similar programming 
models, we expect hybrid clusters consisting of Cell blades and traditional Linux nodes 
will become very attractive.  
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