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In the context of the protein folding funnel and the energy landscape the-

ory of protein folding, this work seeks to explain the origins of functionally related

conformational transitions in proteins and RNA. Several avenues of investigation

were employed. First, we extend the the well know Cα structure-based model for

protein folding, such that the energy landscape has multiple competing basins.

Through this extension of the model the energetics of conformational rearrange-

ment in Adenylate Kinase were characterized. Specifically, we found several types

of motion are required to explain its functionally related conformational rearrange-

ments. The most exciting type of motion was partial unfolding, or cracking. The

next approach used was a normal mode-based model where the conformational

transitions are represented as motion along the lowest frequency normal modes.

While the method itself was largely borrowed from earlier work, this application

provided evidence of a catalytic cycle in AKE that can serve to reduce misligation.

The third line of investigation explored folding of small proteins using an all-atom

structure-based model. The aim of this study was to fully understand the limits of

the model, such that functional transitions may now be studied with model related

artifacts removed. The final line of investigation employed an all-atom model to

study the folding and function of the SAM-1 riboswitch. We hypothesize that

the rate limiting steps in riboswitch folding may be related to the decision point

in riboswitch function. This work explicitly included the associated ligand and
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Chapter 1

Introduction

1.1 Protein folding funnel

Through the application of energy landscape theory[1, 2] and the principle of

minimal frustration,[3, 4] it has become clear that, for many proteins, the landscape

associated with folding is smooth.[6, 7, 8, 9] That is, the energy gap between the

unfolded and folded ensembles is much larger than the energetic traps encountered

during folding. Non-native interactions are only transiently formed and native

interactions dominate the folding process. This naturally led to the protein folding

funnel paradigm[1] (Figure 1.1). At the top of the funnel is a large ensemble of

rapidly interconverting unfolded structures. As energy decreases, the ensemble

condenses to a smaller set of structures, which results in a loss of entropy. This

decrease in energy is also strongly correlated with the formation of native structure.

As the protein becomes more native-like, the imperfect cancelation of energy and

entropy gives rise to free energy barriers.

There are many ways to schematically represent the protein folding funnel.

While each representation has its own strength, here I focus on a discrete repre-

sentation of the funnel (Figure 1.1). While protein folding is not composed of a

small number of discrete states, this representation can still be illustrative. As

described, this representation treats folding as the process of moving through a

small number of levels of nativeness (vertical axis). As the protein becomes more

folded, it moves vertically from one subset of states to a smaller subset of states

1



2

and eventually finds the native ensemble.

Figure 1.1: Discrete representation of the folding funnel. As the molecule becomes
more native there is a decrease in energy and the number of available conformations
is reduced. “functional” transition may be connected to the “native” ensemble
in three ways: 1) simple hinge motions result in near-barrierless transitions, 2)
partial unfolding, or cracking, occurs during the transition, or 3) complete, or
nearly complete, denaturation is required to reach the functional state.

1.2 Including function in the funnel

While the ability to fold is a necessary property of any functional protein, it

is clear that the structural dynamics must also be considered. Functionally related

structural motions can range from simple side chain reorientation to large-scale

domain rearrangements[10] and may even include order-disorder transitions[11, 12].

To account for these motions in the context of protein folding, we revisit the protein

folding funnel. Schematically, each of these types of motion will modify the funnel

differently. Let’s consider a hypothetical “functional” conformation (Figure 1.1).

From a static structure, it is not clear how this functional state will be energetically

connected to the native basin. The most simple picture is that the functional state

is connected directly to the native basin by simple, low-energy, “hinge” motions
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(1 in 1.1). While this picture may be appealing, since it is consistent with how

macroscopic machines function (i.e. levers and hinges), there is no reason why

microscopic machines (where the structural integrity is maintained largely by many

weak interactions) should be governed by the same principles. A more interesting

mechanism for making a transition is that the protein partially unfolds,[13, 14]

effectively moves up the funnel, and then refolds into the functional conformation

(2 in 1.1 ). Along this same line of reasoning, there is no physical mandate saying

that a native ensemble and functional ensemble be connected anywhere near the

bottom of the funnel. In this case, there may be complete denaturation(3 in 1.1),

and an orthogonal funnel is centered around the functional state. The aim of

this thesis is to explore the possible ways in which biopolymer functional motions

modify the folding funnel picture.

1.3 Progress towards function in the funnel

In folding funnels the energetic bias to fold is large relative to the ener-

getic traps. In the most extreme case, the funnel is completely smooth, there are

no energetic traps and only native interactions are stabilizing. To simulate an un-

frustrated landscape one uses a structure-based Hamiltonian. With the completely

smooth representaiton of the landscape one can simulate the entire folding process,

with atomic detail, and determine the role of entropy during folding and function.

The present chapter provides a general outline of four projects and describes

how each one has advanced our understanding of biomoleculr motions and how each

one will lead to a more complete understanding of biopolymer function.

1.3.1 Adenylate Kinase: Multi-basin Molecular Dynamics

model

Chapter 2 describes a study in which a Cα model was used to study the

three-domain protein Adenylate Kinase (AKE).[15] AKE is know to undergo large

structural rearrangements of two domains. The motion of these domains is strongly

coupled to the rate of enzymatic catalysis. To study this system, we employed a
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structure-based model and then added specific “frustration” to induce the confor-

mational transitions. In this model, the functional motions in AKE are the result

of competing stabilizing interactions. While this exact representations is obviously

limited (namely the coarse-graining of residues), we were able to characterize dif-

ferential dynamics of the two domains of AKE. In one domain, we found that

it’s conformational transitions likely occur easily, where thermal fluctuations are

enough to induce domain rearrangement. In the other domain, we found strong

competing energetic terms lead to the transitions. From these results we were able

to make a variety of predictions, including which residues will shift the population

from one ensemble to the other. Relating this to the folding funnel: this study

showed that the motions in AKE are not simple hinge motions. Rather, partial

unfolding, or cracking, occurs during the conformational transitions.

1.3.2 AKE: Normal modes and functional cycles

Chapter 3 describes an investigation where we approximate the energetics

of each functional state of AKE by a network of harmonic interactions.[16] This

description is very similar to a previous investigation that modeled the conforma-

tional transitions as “jumps” between 2 energy surfaces. The primary deviation in

this study was the inclusion of 2 addition functional conformations. By describing

the motion as jumping between these 4 energy surfaces, we were able to suggest a

mechanism that can reconcile the high efficiency of AKE with its structural mo-

tions. These results led to the prediction of a catalytic cycle, where phosphoryl

transfer and ligand binding redirect the fluctuations in the domains which lead to

the jumps. The discussion of rates of domain motion, specifically the relationship

to vibrational frequencies, are not intended to be conclusive. The primary advance

of this work is that it suggests that the functional rearrangement observed in AKE

should not be considered simple 2-state process. Additionally, this work suggests

which specific sub-rearrangements will be more likely to include partial unfolding,

or cracking.
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1.3.3 Developing a structure-based all-atom model

Chapter 4 is focused on extending the well established Cα structure-based

model to an all-atom representation.[17] Since protein folding is a well understood

process, the aim of this study was to understand the robustness of the results

obtained with this model. While the focus was on folding, there were observed

processes that will likely resurface when using this representation for functional

studies. Specifically, we showed that backbone collapse and sidechain ordering

can occur separately. Even in the folded ensemble (i.e. ordered backbone), many

(∼ 40%) of the native atom-atom interactions are not formed. As described above,

a key question in biomolecular function is to what extend does unfolding occur.

Chapter 2 describes possible backbone cracking, though it may occur in a more

subtle fashion where the backbone is relatively native, but the side chains undergo

unfolding/refolding transitions.

1.3.4 SAM-1: Riboswitch

Chapter 5 discusses the application of the folding funnel to RNA.[18] Specif-

ically, we studied the S-Adenosylmethionine-1 (SAM-1) riboswitch. Riboswitches

are structured RNA fragments that can take different tertiary structures upon lig-

and binding. In the case of SAM, only the ligand-bound structure is known. The

rate limiting step in folding provides a pause in structure formation. Since RNA

folds as it is transcribed by the RNA polymerase, we hypothesized that this pause

could be an ideal time for the riboswitch to “decide” which final structure it will

take. In our simulations, we determined the rate limiting step and showed that

the ligand decreases the associated free energy barrier. From a purely technical

perspective, this work demonstrated the viability of a new method for studying lig-

and binding. Since many conformational transitions in biomolecules involve ligand

binding, this methodology will be a strong tool for determine binding mechanisms

and the ligand’s influence on the functional motion. In the funnel framework, this

study suggested that a near-native conformation may be the decision point for this

system.
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Chapter 2

Conformational transitions of

Adenylate Kinase: switching by

cracking

2.1 Abstract

Conformational heterogeneity in proteins is known to often be the key to

their function. We present a coarse grained model to explore the interplay be-

tween protein structure, folding and function which is applicable to allosteric or

non-allosteric proteins. We employ the model to study the detailed mechanism of

the reversible conformational transition of Adenylate Kinase (AKE) between the

open to the closed conformation, a reaction that is crucial to the protein’s catalytic

function. We directly observe high strain energy which appears to be correlated

with localized unfolding during the functional transition. This work also demon-

strates that competing native interactions from the open and closed form can

account for the large conformational transitions in AKE. We further characterize

the conformational transitions with a new measure ΦFunc, and demonstrate that

local unfolding may be due, in part, to competing intra-protein interactions.

8
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2.2 Introduction

Flexibility and conformational changes are well acknowledged to be indis-

pensable properties of proteins. New experiments using ultrafast laser technology

and detailed computer simulations have begun to reveal the motions of these pro-

teins, which encompass a rich repertoire of movements on various length and time

scales. These motions, which complement the static three-dimensional structures

provided by X-ray crystallography and NMR measurements, are essential to un-

derstand protein functions[1].

Protein flexibility and plasticity allow proteins to bind ligands, form oligomers,

aggregate, and perform mechanical work. Therefore, the ability to alter protein

dynamics may enable quantitative control of protein functionality. While this

form of functional control is very important to biology, it is not well understood

from either a theoretical or experimental basis. Thus, the question arises: How

can we quantitatively connect conformational dynamics with biomolecular recog-

nition and function? To address this question, we propose a new structure-based

model to study the dynamical properties of proteins, specifically, conformational

rearrangement.

Large conformational changes in proteins are important in many cellular

signaling pathways, which can be generally described by the following steps. First,

a signaling protein becomes activated, which then activates, or deactivates, signal

transducing proteins, such as kinases. Signal transducing proteins are mobile and

communicate with receptor proteins, which then produce specific reactions. The

activity of many signal transducing proteins is associated with large conformational

changes. For example, C-terminal Src Kinase protein[2], the Cyclin Dependent

Kinase family [3], the Protein Kinase C family [4] and Adenylate Kinase (AKE)[5]

have stable inactive conformations, in addition to active forms. Since the balance

between conformations regulates protein activity, conformational transitions play

important roles in the machinery of the cell[6].

Functional conformational transitions require a biomolecule to have at least

a pair of conformational states of nearly equal free energy. The energy landscapes

of these proteins have several basins of attraction and the transitions between
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basins dictates the conformational dynamics[7]. Despite the biological significance

of these processes, the details of these processes are not fully understood. With

a complete understanding of conformational changes we hope to predict which

proteins have multiple conformations, predict these alternate conformations, deter-

mine the properties of the conformational transition ensemble, explain how proteins

have evolved to have these properties and eventually design novel macromolecular

machines which can execute any given biological function. To work towards these

objectives, we explore the relationship between the structure, folding and function

of AKE.

While many studies have investigated the relationship between protein

structure and folding, fewer have focused on the relationship between structure

and function, and even fewer have explored the interplay between protein struc-

ture, folding mechanism and function. Current experimental methods, including

NMR, X-ray crystallography and fluorescence spectroscopy have been successful

in describing the structural properties of individual states. These methods some-

times also manage to capture the chain flexibility[8, 9]. Nonetheless, experimental

techniques have not been able to provide the molecular details necessary to fully un-

derstand the mechanism of conformational changes. Due to these limitations, there

has been significant effort to develop a theoretical framework for describing func-

tional transitions in proteins[10, 11, 12, 13, 14, 15]. With a developed framework,

one may study the energetic barriers associated with conformational transitions,

their coupling to folding/unfolding (cracking), the role of ligands, and the role of en-

ergetic heterogeneity and frustration in conformational transitions[10, 11]. In this

work we propose a structure-based model that has a clear physical interpretation.

Our model demonstrates that intraprotein contacts formed in the ligand bound

structure of AKE can be responsible for the observed functional conformational

changes. There has been success in applying simplified models to conformational

changes, but our model provides a new physical interpretation that has not been

proposed elsewhere.

The simplest model to describe functional transitions is based on landscape

hopping and cracking between elastic networks[10, 11]. To lowest order approxima-
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tion, all interactions about a minimum are harmonic. Thus, this approach uses the

most simplified approximation to the landscape about two energetic basins. From

this model, the energetics of transitions are determined. This approach has been

successful in demonstrating the physical relationship between protein fluctuations

(low frequency normal modes) and protein function (conformational transition),

and thus serves as a benchmark for further work.

To elucidate the relationship between protein structure, folding and func-

tion, functional transitions have been modeled as a result of ”hopping” [12, 14]

between structure-based energy surfaces. These structure-based potentials, which

were inspired by the work of Gō[16], have had great success in explaining the

interplay between protein structure and protein folding[17, 18]. A limitation of

these models is that the two structure-based energy surfaces have many nearly

redundant contributions, since the conformations of interest have structural over-

lap. When applying these models to entire proteins, these near-redundancies may,

or may not, contribute to the conformational changes. These redundancies add a

degree of uncertainty to the physical interpretation of the system. Therefore, re-

dundant interactions have been removed and replaced by single contacts for both

structures.

Inspired by the successes of minimalist structure-based models in advancing

our understanding of protein folding and molecular recognition[17, 18, 19, 20, 21,

22, 23, 24, 25, 26], our approach begins with the established theoretical framework

of protein folding. As described below, we extend this framework to account for

large conformational changes.

It is well established that protein folding is the result of a globally funneled,

minimally frustrated energy landscape[1, 2, 4]. The application of the principle of

minimal frustration via structure-based potentials with single native basins has

had considerable success in explaining the physics of protein folding. To now

explain large functional transitions, there is a need for multiple basins. Thus,

we generalize the minimally frustrated energy landscape of protein folding stud-

ies to incorporate biologically functional motions. We propose protein structure

dominates functional behavior, as well as protein folding. Thus, we begin with
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a structure-based potential and add gradual perturbations, based on an alternate

structure, to produce multiple minima. Our model implies, as does our previous

model[10], that the transition ensemble can be determined from information of

the conformations of interest. This is an implication of structure-based models in

general (folding transition states can be determined by information of the native

state). Using our model, we also show that multiple stable conformations may be

due to amplified roughness in the global energetic landscape upon ligand binding.

Figure 2.1: Functionally Relevant Conformations of AKE. Structure of the open
(blue)[42] and closed (orange)[5] forms of AKE, with the CORE domain spatially
aligned (grey). ATP binds in the pocket formed by the LID and CORE domains.
AMP binds in the pocket formed by the NMP and CORE domains. Figure pre-
pared with VMD[43].
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Some proteins undergo large conformational changes without the aid of a

co-factor. In allosteric proteins, however, such as Calmodulin and AKE, large

conformational changes are associated with a co-factor, often an ion or a small

biological molecule. Our model is general enough to be applied to both allosteric

and non-allosteric conformational changes.

The model protein used in this study is E. Coli Adenylate Kinase. AKE is

a 214 residue 3 domain protein (Figure 4.2) that catalyzes the reaction

ATP +AMP
AKE
⇄ 2ADP (2.1)

while undergoing large conformational changes which are believed to be the rate

limiting steps of the reaction[30]. This protein was chosen mainly because it is well

established that its multiple structures are catalytically relevant and because there

is evidence that the conformational changes are rate limiting. Moreover, AKE is

a good protein system to study the physics of conformational switching because

there is a large amount experimental and theoretical data available on this process.

2.3 Results

2.3.1 Hamiltonian determination and implications

First, we developed several potentials and determined which reproduces the

structural properties of the open and closed forms of AKE. Second, we employed

the superior potential to study the conformational transitions of AKE. Analogous

to protein folding models where information of the native state is used to model

the folding properties, this work uses information about two stable forms of AKE

to infer conformational transition properties. To determine which potential most

accurately accounts for the structural properties of AKE’s conformations, we com-

pared conformational preference (i.e., open or closed), interresidue distance distri-

butions and B-factors to experimental results. Four proposed Hamiltonians were

compared: Hopen−D
open−C (open structure potential), Hopen−D

closed−C (open/closed mixed struc-

ture potential), Hclosed−D
open−C (closed/open structure potential) and Hclosed−D

closed−C (closed

structure-based potential, see Models and Methods). Each potential stabilizes the
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contacts native to the open or closed form (denoted by C-open and C-closed)

and the dihedral angles found in the open or closed form (D-open and D-closed).

According to the above criteria, Hopen−D
open−C reproduces experimental results most

accurately (explained below).

The first experimentally known property of AKE that our potential must

reproduce is that the unligated protein must be predominantly in the open form.

Since we later propose ligand binding can be represented by introducing contacts

unique to the closed form (which are scaled by ε2; see Models and Methods), the

simulated AKE without the contacts unique to the closed form (i.e. ε2 = 0.0) must

also be in the open form. Hopen−D
open−C and Hclosed−D

open−C have this property. Hopen−D
closed−C

and Hclosed−D
closed−C do not exhibit this property under any conditions (data not shown).

Since the open state is not an energetic minimum (global or local) for Hopen−D
closed−C

nor Hclosed−D
closed−C these are not appropriate potentials for our investigation, and were

not further considered. This result suggests that the open state is not purely a

consequence of entropy, but energetic contributions are important as well.

Distance distributions P (r) of residues A55 and V169 (located in the NMP

and LID domains, respectively) have been determined experimentally for unligated

and ligated AKE[31] and were compared to the values obtained for the remaining

two Hamiltonians: Hopen−D
open−C and Hclosed−D

open−C . Rmax is the value of r at which P (r)
is a maximum. In simulations, Rmax does not vary significantly for T < Tf . The

resulting Rmax values from simulations and experiments are summarized in Table

2.1. Rmax for Hopen−D
open−C with ε2 = 0 (unligated) agrees very well with experiments.

For Hclosed−D
open−C residues A55 and V169 are closer than in experiments, indicating

the relative locations of the LID and NMP domains do not reflect in-solution

dynamics. Rmax for the closed form (ε2 = 1.6 maintains a closed conformation)

for both potentials agrees equally well with the crystal structure distances but not

as well with the fluorescence results. These results support Hopen−D
open−C as the more

appropriate potential for our studies.

B-factors for each conformation, simulated under the different potentials,

were compared to crystal structure B-factors. Correlation coefficients between

simulated B-factors and experimental B-factors were computed. The correlation
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Table 2.1: Summary of Cα − Cα distance distributions for A55 and V169 from
experiments[31] and simulations. Rmax is value for which the Cα−Cα distance dis-
tribution is peaked. This data suggests Hopen−D

open−C is the more appropriate potential
to represent the dynamical properties of AKE. a from pdb file 4AKE. b from pdb
file 1AKE.

System Rmax (Å) Rcryst (Å)
unligated AKE (ex-
perimental)

29.2-31.4 29.5a

Hopen−D
open−C ε2 = 0 27.0-32.7 29.5

Hclosed−D
open−C ε2 = 0 22.0-30.0 29.5

AKE −Ap5A (exper-
imental)

10.0-10.7 12.3b

Hopen−D
open−C ε2 = 1.6 11.6-13.8 12.3

Hclosed−D
open−C ε2 = 1.6 11.8-13.4 12.3

coefficient for the B-factors from the open crystal structure and Hopen−D
open−C is 0.68. To

correlation coefficient between B-factors from the crystal structure and Hclosed−D
open−C is

0.56. Both potentials’ B-factors were poorly correlated for the closed conformation

(r<0.5). B-factors for all simulations were significantly larger than crystal structure

B-factors, which is expected when comparing simulated to crystallographic B-

factors[32]. Large B-factors have also been observed in all-atom, explicit solvent,

simulations and were attributed to not including crystal contacts[33]. To validate

this claim, we simulated the dimeric form (PDB entry 4AKE:chains A and B) of the

open conformation using a structure-based potential. The native interactions were

determined with CSU[68]. The average B-factor was reduced from the monomer

value of 273 Å2 to 78 Å2 for the dimer, and the correlation with experimental

B-factors decreased to 0.44. The experimental average B-factor is around 38 Å2.

Since including a fraction of the crystal contacts (via a dimer) significantly alters

the dynamics, crystallographic B-factors may not accurately describe in-solution

multi-domain protein dynamics. Though, the discrepancy may also imply that our

model is too flexible. Since the simulated dimeric B-factors are two times larger

than the crystal B-factors, it is possible that the energetic barriers in our model

are too small by up to a factor of two.
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Figure 2.2: Contacts Native to the Closed Conformation Can Account for Large
Conformational Changes. Free energy as a function of the distance between center
of mass of the LID domain and CORE domain (RCM

LID−CORE) for ε2 = 0.5 − 1.2
(incremented by 0.1, colored black to purple). ε2 is the interaction strength of
closed conformation contacts, which represent ligand binding. For ε2 > 0.6 there
are multiple minima indicating ε2 can represent ligand binding accurately. For
ε2 < 0.7 there is only one minimum corresponding to the open form, indicating
non-open interactions can exist without distorting the open form.

The analysis of conformational preference for the four designed potentials

shows that Hopen−D
open−C most accurately represents the open and closed conformations

of AKE and is thus used to study the conformational transitions. This decision

has several implications. First, it suggests that the energy landscape has a single

minimum corresponding to the open form, and additional minima are the result

of perturbations from ligand binding. Second, the open conformation is the only

stable state for some non-zero values of ε2 (Figure 2.2). This demonstrates that

contacts that are not native to the open form can exist and aid in conformational

changes while not destabilizing the open form. Finally, ligand binding is well

represented by increasing ε2, therefore, to first approximation the effects of ligand

binding are manifested in contacts found in the closed form.
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Figure 2.3: Multiple Transitions Seen in Conformational Rearrangement of AKE.
(a) Free energy versus RMSD from the closed conformation for ε2 = 1.2 (black)
and ε2 = 1.3 (red) shows the free energy barriers to close the LID domain (TSE I)
and the NMP domain (TSE II). This result suggests NMP domain closure is rate
limiting. ΦFunc-values mapped onto the closed structure for LID closure (b, rotated
for clarity) and NMP closure (c). For residues with ∆∆GY −X < 0 (residues that
resist closing), ΦFunc-values are colored white (= 0) to red (≥ 1). For ∆∆GY −X >
0 (residues that contribute to closing), ΦFunc-values are colored white (= 0) to
blue (≥ 1). The dotted line represents the LID-NMP interface, which contributes
strongly to NMP domain closure. Figures (b) and (c) prepared with VMD[43].
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2.3.2 Energetic barriers of conformational transitions

Free energy as a function of RMSD from the closed form is shown in Figure

2.3(a). TSE I and TSE II correspond predominantly to LID domain closure, and

NMP domain closure, respectively (see Figure 2.4(d)). Figures 2.3(b) and 2.3(c)

illustrate the energetic properties of TSE I and TSE II (see Functional Φ-values

below). This finding is surprising, since there are more interactions between the

NMP domain and CORE domain than there are between the LID domain and

CORE domain. The barrier for LID closure is 0.9 kBT and the barrier for NMP

closure is 3.0 kBT . Thus, if structural contributions dominate functional kinet-

ics, then NMP domain closure should be rate limiting in AKE catalysis. While

this prediction has not been made previously, it agrees with previous results from

elastic network models where the lowest frequency normal mode corresponds to

LID domain motion and the second lowest mode corresponds to NMP domain

motion[35]. Thus, it is reasonable to expect the curvature of the NMP closure

barrier will be greater than that of LID closure. While elastic network models

have not explored the possibility of the intermediate we observe here (LID closed,

NMP open), they have predicted a steeper strain energy barrier when opening the

NMP domain than closing the LID domain[10], also in agreement with our results.

2.3.3 Localized strain energy and unfolding govern confor-

mational changes

We previously proposed a cracking mechanism for allosteric proteins, based

on normal mode analysis of AKE[10]. Upon translation along the lowest frequency

modes, insurmountably high strain energy accumulated in very localized regions

of the protein. This strain was enough to unfold the entire protein (>20kcal/mol),

thus we predicted that localized regions of the protein unfold during conformational

transitions, as a mechanism to reduce strain and enhance catalytic efficiency. The

simulations reported here support the high strain energy and unfolding hypothesis

(Figure 2.5).

Figure 2.5 (top left) shows the average strain energy (defined as the total
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Figure 2.4: Proposed Hamiltonian Captures Dynamics of AMP, ATP and Ap5A
Binding. Free Energy surfaces for Hopen−D

open−C with four subsets of QLigand and var-
ied ligand binding parameter ε2. (a) ε2 = 0.0 represents the unligated AKE. (b)
QLID−CORE
Ligand with ε2 = 1.5 represents ATP binding. (b) QNMP−CORE

Ligand with ε2 = 1.9
represents AMP binding. (d) All QLigand contacts, ε2 = 1.3, represents Ap5A bind-
ing, or simultaneous AMP and ATP binding. A predicted pathway generated via
normal mode analysis[10] (white line in (d)) shows excellent agreement with our
results. 10 kBT energy scale (dark blue to dark red).

potential energy) by residue. There are clear peaks near residues 60-70, 120-125

and to a lesser extent residues 10-20, 30-35, 80-90 and 170-180. These finding are

in excellent agreement with normal mode predictions of high strain in residues 10,

110-125, 150 and 160-170[10]. In normal mode studies, residues 30, 60 and 80 have

only weak peaks at the later stage of the conformational transition. This is likely

due to the previous data mainly reporting the strain associated with LID closure,

and not NMP closure [10].

We believe that the high strain energy in AKE is the result of compet-

ing energetic contributions. Since competing energetic terms can not be satisfied

simultaneously, internal strain must result. Some regions of strain drive the pro-
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Figure 2.5: High Strain Energy Gives Rise to Local Unfolding. Strain energy
as a function of binding parameter, ε2, and residue number (top left), colored
blue (low strain) to red (high strain). Unfolding measure, < Dmax >, by residue
number (bottom left). Red and black lines correspond to < Dmax > for LID and
NMP transition. Average deviation from PDB dihedral values for dihedral angle
63 as a function of RMSD from closed form (inset). Strain energy for ε2 = 1.7
mapped onto closed form of AKE. Red indicates high strain energy, blue indicates
low strain energy and white indicated intermediate strain energy. The correlation
between high strain energy and protein unfolding suggests unfolding is a mechanism
by which strain energy is released during conformational changes. Analysis of
individual domain motion (as seen in Figures 2.4(b) and (c)) shows that each peak
in strain energy and <Dmax > is due to NMP or LID domain motion (not shown).
Figure of structure prepared with VMD[43].

tein’s opening transition and other regions of strain drive the closing transition

(see Functional Φ-values below). Thus, the balance between competing strains

energies is very important for the function of AKE.

Local unfolding was measured by calculating the average deviation in dihe-

dral angle i from the closed and open conformations < ∆φ
open/closed
i > as a function

of RMSD from the closed conformation. The inset in Figure 2.5 shows < ∆φopen63 >
and < ∆φclosed63 > (residues 63-66). The fact that < ∆φopen63 > and < ∆φclosed63 > both

exceed zero indicates an unfolding event is occuring. To quantify the unfolding we

calculated the D-value, defined as

D ∗ 2 = ∣ < ∆φopeni > ∣ + ∣ < ∆φclosedi > ∣ − ∣ < ∆φopeni > − < ∆φclosedi > ∣ (2.2)
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as a function of RMSD from the closed form. By definition, D is greater than

zero unless φclosed < φ < φopen, for which values D is zero (if 0 < φopen − φclosed < π).

In other words, if a given dihedral angle is between the corresponding angles of

the open and closed forms, D equals zero, otherwise D > 0 as it deviate from the

boundary. The maximum value of D for each TSE, Dmax, was calculated for each

dihedral angle and averaged by residue1. < Dmax > for the two energetic barriers

is shown in Figure 2.5.

There is excellent agreement between regions of high strain energy and local

unfolding (Figure 2.5). To no surprise the hinge region of the LID domain is under

significant strain. More surprisingly, and in excellent agreement with normal mode

predictions, is the strain experienced by residues 60-63. The different regions of

strain correspond to strain that drives the protein opening and strain that drives

the protein closing. Thus, large conformational changes in AKE are, in part, the

result of competing intra-protein interactions. These interaction give rise to large

strain energies, which are reduced through local unfolding.

2.3.4 Functional Φ-values

To determine which interactions are responsible for conformational changes,

high strain energy and local unfolding, we calculated functional Φ-values for each

residue[10, 11, 12], defined as

ΦFunc =
∆∆G‡−X

∆∆GY −X
, (2.3)

where ∆∆G‡−X = ∆G‡ − ∆GX , ∆∆GY −X = ∆GY − ∆GX and ‡ is the transition

state between states X and Y2. The ΦFunc values for LID closure (TSE I) and NMP

closure (TSE II) are mapped onto the structure of the closed form (Figures 2.3(b)

and (c)). Before discussing the results, it is important to clarify the similarities and

differences in the definition and interpretation of ΦFunc-values and protein folding

1For each residue, there are two Dmax values for which that residue is one of the middle two
residues constituting the angle. We average over these two Dmax values for each residue.

2∆∆G is the calculated change in free energy upon removal of all non-local interactions via
perturbation theory. Thus, positive ∆∆GY −X values indicate that a residue stabilizes state Y
more than state X.
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Φ-values.

Protein folding Φ-values measure the amount of native content present in a

residue at the folding transition state ensemble[36]. Owing to the funneled global

landscape[2] and the principle of minimal frustration[3] ∆∆GY −X ≥ ∆∆G‡−X ≥ 0,

where Y = native state and X = denatured state (i.e. non-local interactions

stabilize the transition state more than the denatured state, and the native state

more than the transition state). Thus, for protein folding, negative Φ-values and

Φ-values greater than 1 are not easily interpreted.

As with folding Φ-values, ΦFunc measures the amount of state Y content

present in the transition state ensemble. Though, due to the complexity of con-

formational changes, the same restrictions on ∆∆G and ΦFunc are not applicable.

Since conformational changes arise from perturbations to the global landscape,

∣∆∆GY −X ∣ can be less than ∣∆∆G‡−X ∣ and ∆∆G‡−X can be negative. In order to

obtain a complete picture of the dynamics, we must study Φfunc in conjunction

with ∆∆G.

A positive ΦFunc-value indicates ∆∆GY −X ≥ ∆∆G‡−X ≥ 0 or ∆∆GY −X ≤
∆∆G‡−X ≤ 0. i.e., the residue stabilizes both the transition state and state Y

(relative to state X), or destabilizes the transition state and state Y. Likewise,

negative ΦFunc-values (∆∆GY −X ≥ 0 ≥ ∆∆G‡−X or ∆∆GY −X ≤ 0 ≤ ∆∆G‡−X)

indicate the residue’s energetic effect on the transition state is opposite of that on

state Y. The ambiguity is resolved by observing ∆∆GY −X .

An additional deviation from Φ-values is ΦFunc is not calculated if ∣∆∆GY −X ∣ <
0.75 kBT AND ∣∆∆G‡−X ∣ < 0.75 kBT , rather than just using a cut-off for ∣∆∆GY −X ∣.
Since we can’t assume ∣∆∆GY −X ∣ > ∣∆∆G‡−X ∣, residues may strongly affect the

transition state and not state X nor Y. We do not want to filter this feature out

accidentally.

Our model indicates, as shown in Figure 2.3(b), that residues 131, 135 and

143 (blue residues in LID domain) stabilize the closed LID domain (∆∆GY −X > 0)

and contribute to closure of the LID domain (ΦFunc > 0). Our model also predicts

that residues 118 and 121 (red residues at hinge region between the LID and CORE

domains) resist LID domain closure (∆∆GY −X < 0) and this resistance is accumu-
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lated during the closing transition state (ΦFunc > 0), in agreement with high strain

energies observed during the closing transition in normal mode calculations[10].

Additionally, the large ΦFunc-values for ∆∆GY −X > 0 that span the LID-NMP

interface in Figure 2.3(c) and the lack of ΦFunc-values at the interface in Figure

2.3(b) indicate that NMP closure is stabilized substantially by the closed LID

domain while LID closure is not highly influenced by the NMP domain. To fur-

ther illustrate the NMP domain’s dependence on the LID domain and the LID

domain’s independence of the NMP domain, we excluded the LID-NMP contacts

and observed strong inhibition of NMP closure, with little effect on LID closure

(not shown). Finally, our model shows that NMP intra-domain interactions resist

conformational changes. Therefore, we predict that mutations in the core of the

NMP domain will disrupt the interhelical interactions, reduce the energetic barrier

to change conformation and/or stabilize the closed NMP domain.

These results support the claim that strain energy can be characterized as

strain due to opening (∆∆GY −X > 0) or strain due to closing (∆∆GY −X < 0).

2.3.5 High strain and cracking are robust features of con-

formational changes

Using subsets of our ligand binding interactions, QLigand, we were able to

simulate the unligated (Figure 2.4(a)), ATP bound (2.4(b)), AMP bound (2.4(c))

and Ap5A bound (2.4(d)) states. Since Ap5A is a bisubstrate analogue for AMP

and ATP, which are biologically relevant, we have focused our attention there, thus

far.

Strain energy and < Dmax > values were also computed for ATP binding

and AMP binding (not shown). We observe that each peak in strain energy and

< Dmax > in Figure 2.5 corresponds exclusively to either LID closure or NMP

closure (not shown). This suggests the coupling between high strain and local

unfolding (cracking) is a property common to many multi-domain proteins, where

the number of domains is inconsequential.
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2.4 Conclusions

Using a coarse-grained model, we have shown that large conformational

changes in AKE can be accounted for by the intra-protein contacts that are formed

upon ligand binding. This work demonstrates that the energy landscape of AKE

follows the principle of minimal frustration, with the addition of contacts of two

competing native states. Analysis of the structural properties of AKE has been

performed via this model and has yielded several novel findings. One finding is

that energetically competing native interactions can exist in AKE and contribute

to its functional dynamics. This model provides the first direct measurements of

cracking (which was proposed based on the results from normal mode analysis of

AKE[10]). We have further demonstrated that this local unfolding is the result of

competing strain energies in the protein and that this phenomenon applies to the

motion of individual domains, suggesting it is not limited to three-domain proteins.

While this energetically heterogenous structure-based model has had con-

siderable success, it is yet to be established whether or not it is common for intra-

protein interactions to produce competing strain energies that give rise to local

unfolding during functional transitions, or if AKE is somehow unique. Addition-

ally, it will be interesting to see to what extent non-local interactions contribute

to conformational changes. These answers, in addition to a more detailed un-

derstanding of conformational changes, will hopefully become clear as theoretical

models become more widely applied and refined.

2.5 Models and methods

2.5.1 Construction of the energy function

We study the conformational transitions of AKE by employing a structure-

based Hamiltonian[21] with a modified contact map (described below). Structure-

based potentials account for native interactions which are usually given the same

energy weighting and produce a single funneled energy landscape. In a Cα-model

each residue is represented by a single bead centered at the Cα position. Inter-
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action energies of adjacent beads are harmonic in bond length and angle, with

the geometry of the native state included through a dihedral term and non-local

bead-bead interaction terms. Non-local contacts are included via

Econtacts = εn(5(
σij
r

)12 − 6(σij
r

)10) (2.4)

which has a minimum of depth εn at r = σij, with σij being the native dis-

tance between the Cα(i) and Cα(j) atoms in the crystal structure. In homogenous

structure-based models, there is a single value for εn. To model conformational

changes, different sets of contacts n are given different values of εn (see below).

Temperature and energy values reported in this work are in units of ε1 (interaction

strength of contacts in Qopen or Qclosed, see below), and distances are reported in

Angstroms. A detailed description of a structure-based potential can be found

elsewhere[21].

A simple structure-based potential has a single minimum. Making such a

model for each form of AKE is straightforward. In this work, however, we construct

a single potential that has multiple minima. Thus, to extend a structure-based

model to systems with multiple minima, we modified the contact map and the

dihedral angles. To determine whether dihedral angles of non-local interactions

govern conformational change, two sets of non-local interactions were determined,

one based on the open conformation and the other based on the closed confor-

mation. In addition, two sets of dihedral values were considered, one from the

open conformation and the other based on the closed conformation. All four com-

binations of contact map and dihedral values were simulated and compared to

experimental data.

Native contact maps Qopen and Qclosed were generated using the CSU soft-

ware package[68], and are assigned interaction distances from their respective struc-

tures. Contacts that are unique to the closed form, and are over 50% further apart

when in the open form (QLigand in Figure 2.6) are deleted from Qclosed. Both con-

tact sets, Qopen and Qclosed, were used in different simulations to model the open

(unligated) conformation and were given an energetic weighting of ε1 = 1.0. These

two contact maps were simulated to determine if non-local interactions govern

the open conformational dynamics (see Results). To simulate the closed (ligand
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bound) conformation, QLigand contacts are added to each simulation with an ener-

getic weight of ε2, which is varied from 0.0 to 2.0. QLigand is defined as the contacts

when in the closed conformation with Cα −Cα distances that are over 50% further

apart in the open conformation. In summary, Qopen and Qclosed are contact maps

based on the open and closed structures where additional contacts (QLigand) are

added to represent ligand binding.

Figure 2.6: Contacts Unique to Closed Form. Each point represents a contact
between residue i and residue j that is unique to the closed form. The Y-axis is
the distance between the Cα atoms of residues i and j in the open form and the
X-axis is the distance in the closed form. The locations of the residue pairs are
indicated by color. i.e., black circles indicate the contact is between a residue in
the LID domain and a residue in the CORE domain. Contacts above the line of
slope 1.5 (solid line) constitute the set QLigand.

Modeling ligand binding by including QLigand interactions is a warranted ap-

proximation. QLigand represents interactions that, inarguably, stabilize the ligand

bound form. When ε2 > 0 there is an energetic bias to the closed form. Inspec-

tion of the ligand-protein interactions in AKE shows that many ligand mediated

interactions are included in QLigand through direct residue-residue interactions.

Additionally, some missing ligand mediated interactions are accounted for by lo-
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cal (in sequence) contacts. For example, the ligand mediated interaction between

residues L58 and R167 is not included in QLigand, though several contacts between

L58 and residues 170-175 are included.

The mixing of multiple structure-based potentials has been successful in

representing conformational tranistions[12, 14]. Previous studies mixed energetic

terms at the global level (conformational switching is the result of all energetic

contributions switching simultaneously between the two minima), whereas our po-

tential is local (one interaction can stabilize the open conformation while a different

interaction stabilizes the closed conformation). Thus, we must ask: Are dihedral

angles or non-local contacts responsible for conformational transitions? To ex-

plore this question, Qopen and Qclosed were permuted with the open and closed

values for dihedral angles, resulting in 4 possible Hamiltonians H(Qopen, φopen),
H(Qclosed, φopen), H(Qopen, φclosed) and H(Qclosed, φclosed) 3 where C and D sig-

nify contacts and dihedral angles). The properties of AKE were examined with

each potential. Several properties (conformational preference, interresidue dis-

tance distributions and B-factors) were compared to experimental values in order

to determine the potential that most accurately captures AKE’s dynamics about

the two known structures. As discussed in the Results section, we find the poten-

tial Hopen−D
open−C (single structure-based potential, based on the open structure, plus

QLigand contacts) is the most appropriate to study the conformational transitions

of AKE.

2.5.2 Calculating thermodynamic properties

We used Molecular Dynamics (MD) to simulate the conformational changes

of AKE. We developed our own software to simulate constant temperature runs.

Temperature was maintained using the Berendsen algorithm to couple the system

to a thermal bath[69]. Our code was tested extensively to ensure correct calcu-

lations of energy and force through systematic debugging and simulated folding

of CI2 and α-spectrin SH3 domain proteins. The folding mechanisms and ther-

modynamics of these proteins are in excellent agreement with previously reported

3denoted by Hopen−D
open−C , Hopen−D

closed−C , Hclosed−D
open−C and Hclosed−D

closed−C
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simulations using AMBER[20].

Free energy profiles were obtained by simulating several constant temper-

ature runs near room temperature and combining them by using the WHAM

algorithm[39, 40].

The folding temperature, Tf , was approximated, via kinetic unfolding sim-

ulations to be between, 1.15 and 1.25 (in reduced units). All results in this paper

are at T=0.9≈ 0.8Tf , which corresponds approximately to room temperature.

2.5.3 RCM
X−CORE and RMSD calculations

Allosteric conformational changes involve major domain motion. We mea-

sure this motion via the spatial distance between the centers of mass of the domains

and the RMSD from the closed conformation. RCM
LID−CORE and RCM

NMP−CORE are

the distances between the centers of mass of the LID and the CORE domains,

and the distance between the centers of mass of the NMP and the CORE do-

mains, respectively. RCM
LID−CORE is 30.1 Å and 21.0 Å in the open and closed form.

RCM
NMP−CORE is 22.0 Å and 18.4 Å in the open and closed form. Domain definitions

are given in Table 2.2. RMSD was calculated using the McLachlan algorithm[41]

in the PROFIT software package.

2.5.4 Definition of open and closed states

The open and closed structures were obtained from PDB entry 4AKE, chain

A[42] and 1AKE, chain A[5]. The system is ”open” when F (RCM
LID−CORE) and

F (RCM
NMP−CORE) have only one minimum each located near 30.1 Å and 22.0 Å.

Figure 2.2 shows F (RCM
LID−CORE) for several values of ε2.
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QLigand Contacts above line 1 in Figure 6: N=39
QLID−CORE
Ligand Subset of QLigand, contacts between LID domain

and CORE domain: N=11
QNMP−CORE
Ligand Subset of QLigand, contacts between NMP domain

and CORE domain: N=17
QLID−NMP
Ligand Subset of QLigand, contacts between LID domain

and NMP domain: N=11
ε1 Interaction strength of contacts in QY

ε2 Interaction strength of contact set QLigand
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LID−CORE Distance between center of masses of LID and

CORE domains
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Chapter 3

Conformational Transitions in

Adenylate Kinase: Allosteric

Communication Reduces

Misligation

3.1 Abstract

Large conformational changes in the LID and NMP domains of Adenylate

Kinase (AKE) are known to be key to ligand binding and catalysis, yet the order of

binding events and domain motion is not well understood. Combining the multiple

available structures for AKE with the energy landscape theory for protein folding,

a theoretical model is developed for allostery, order of binding events and efficient

catalysis. Coarse-grained models and non-linear normal mode analysis are used

to infer that intrinsic structural fluctuations dominate LID motion, while ligand-

protein interactions and cracking (local unfolding) are more important during NMP

motion. In addition, LID-NMP domain interactions are indispensable for efficient

catalysis. LID domain motion precedes NMP domain motion, both during open-

ing and closing. These findings provide a mechanistic explanation for the observed

1:1:1 correspondence between LID domain closure, NMP domain closure and sub-

33



34

strate turnover. This catalytic cycle has likely evolved to reduce misligation, and

thus inhibition, of AKE. The separation of allosteric motion into intrinsic struc-

tural fluctuations and ligand-induced contributions can be generalized to further

our understanding of allosteric transitions in other proteins.

3.2 Introduction

Kinase mediated phosphoryl transfer is a key component of many signalling

pathways. Tight control of signalling requires regulation of kinase activity, which

is influenced by allosteric transitions[1, 2]. The classical description of allostery in-

volves ligand induced conformational rearrangements between static protein struc-

tures. It is now acknowledged that protein dynamics is statistical in nature, and

that allostery is often due to a change in the balance of pre-existing conforma-

tional substates upon ligand binding[3]. This manuscript explores the subject of

how protein structure determines allostery, order of ligand binding events and ul-

timately efficient catalysis, in the context of adenylate kinase (AKE).1 AKE is a

three domain (LID, NMP and CORE) protein (Figure 3.1) that undergoes large

conformational changes as it catalyzes the reaction

ATP +AMP
AKE
⇄ 2ADP (3.1)

Large motions of the LID and NMP domains are associated with nucleotide

binding. It has been shown that substrate turnover and domain rearrangements

(”open” state to ”closed” state) occur at the same frequency[2]. Despite several

theoretical[6, 7, 8, 9, 10, 11, 12, 13] and experimental studies[2, 14, 15, 16, 17]

on AKE, a catalytic mechanism that explains this high efficiency has not been

proposed.

Since it is known that conformational transitions can be well described as a

superposition of normal modes,[6, 7, 13, 18, 19, 20] we use a simplified non-linear

elastic network model and a structure-based model withimplicit ligand interac-

tions to demonstrate a likely catalytic mechanism in AKE. We show that intrinsic

1The abbreviations used are: AKE, adenylate kinase; NMA, normal mode analysis; MD,
molecular dynamics; PDB, Protein Data Bank; CM, center of mass.
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Figure 3.1: Crystal Structures of AKE. Structure of the open (blue, PDB entry
4AKE4) and closed (orange, PDB entry 5) LID and NMP domains of AKE, with
the CORE domain (grey) spatially aligned. AKE can accommodate two ligands,
one in the pocket between the LID and CORE domains and one in the NMP-CORE
pocket. ATP, ADP, and AMP are able to bind the LID-CORE pocket. ADP and
AMP are able to bind to the NMP-CORE pocket.
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structural fluctuations[21, 22] in the LID domain account for the majority of the

domain’s motion, and that ATP binding likely serves to lock the domain closed.

The LID motion is an example of allosteric regulation that results from a shift in

the populations of available substates. The intrinsic motion of the NMP domain

does not correlate with domain closure. Thus the NMP domain is an example

of a ligand-induced conformational change. Additionally, the high strain in the

NMP domain supports the claim that the NMP domain likely partially unfolds

(cracks) during conformational transitions. Upon closure of the LID domain, the

LID-NMP interface provides enthalpic interactions that stabilize the closed NMP

domain. This provides a driving force for NMP closure and leads to phosphoryl

transfer. Intrinsic structural fluctuations then drive the LID domain open, which

destabilizes the LID-NMP interface and drives the NMP domain open. This mech-

anism which involves correlated motion of the domains reduces mis-ligation and

may have evolved to increase the efficiency of AKE.

3.3 Methods

3.3.1 Multiple minima Molecular Dynamics simulations

Structure-based models allow one to study the relationship between protein

folding[24, 25, 26, 27, 28, 29] and protein function[8, 30, 31, 32]. To characterize

the energetics of the conformational change transition states of AKE, we simulated

it using a coarse-grained structure-based potential that utilizes information from

the open and closed forms. Each residue is represented by a bead located at the

Cα position. Backbone geometry is maintained through harmonic potentials for

adjacent bond distances and bond angles, and cosine functions for dihedrals, with

minimum values corresponding to the open conformation (PDB entry 4AKE[4]).

Non-local contacts are determined using CSU[33] analysis of the open conformation

and are included via a 10-12 potential. Non-contacts are given repulsive terms. In

addition to the open contacts, contacts unique to the closed structure (PDB entry

1AKE[5]) were included to induce domain closure. The closed contacts provide

an implicit representation of the ligand. A complete description of the potential
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can be found elsewhere[8]. For this study, we reduce the interaction strength of

all contacts formed with helix 4α by 30%. Reducing these interaction strengths

noticeably alters the population of the NMP-closed-LID-open conformation, which

illustrates the significant effect helix 4α has on the catalytic dynamics.

3.3.2 Non-Linear normal mode analysis

Normal modes are known to capture the dynamics of large conformational

changes in many proteins[6, 7, 23]. In this study, we use a non-linear normal

mode analysis to describe the intrinsic contributions a given structure provides to

each conformational rearrangement. This approach, first introduced by Miyashita

et al., provides a better representation of global motion far from equilibrium by

minimizing steric and energetic contradictions observed by standard linear normal

mode analysis.

Initially, normal modes
Ð⇀
N for the open form of AKE (pdb entry 4AKE)

are determined using a Tirion potential[34], where all atom pairs within 5 Åare

connected by harmonic springs. AKE is translated along each mode a distance

dRi = Λ
Ð⇀
d ⋅Ð⇀N iBi/Bt , whereBi/Bt is the fraction of the total B-factor contributed by

mode i and Λ is a chosen length scale (=0.05 Å).
Ð⇀
d i is the spatial displacement of

atoms between the current structure and the final structure (closed structure, pdb

entry 1AKE) after rms fitting using the McLachlan algorithm[35] in the PROFIT

software package (Since
Ð⇀
d i and rms fitting require 2 structures with an identical

number of atoms and the open structure does not have a ligand, ligands were not

explicitly represented). Thus, the intrinsic overlap with a conformational change

is 1
Λ

modes

∑
i

dRi. At every step, a new Tirion potential is determined, based on the

translated structure, and the non-linear normal mode analysis is repeated. This

process is repeated until the closed conformation is reached. The same process

is used for the opening of AKE and for individual domain rearrangements. This

method is similar to a previously applied method,[6, 7] except that the Bi/Bt

term in dRi was not included in previous studies. While the Bi/Bt term does not

qualitatively alter the dynamics, it modifies overlap to be the percent of intrinsic

motion a structure has in the direction of a given conformational transition. The
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strain energy is determined by calculating the total potential energy as defined by

the Tirion potential for the initial structure. As discussed by Miyashita et al.,[6, 7]

if too much local strain is accumulated then cracking (local unfolding) may reduce

the strain during conformational transitions.

3.3.3 Reaction coordinates

Allosteric conformational changes involve major domain motion. We mea-

sure this motion using the spatial distance between the center of masses of the

domains. RLID−CORE
CM and RNMP−CORE

CM are the distances between the center of

mass of the LID and the CORE domains, and the distance between the center of

mass of the NMP and the CORE domain, respectively. RLID−CORE
CM is 30.1 Åand

21.0 Åin the open and closed forms while RNMP−CORE
CM is 22.0 Åand 18.4 Å. The

LID domain is defined as residues 118-160, the NMP domain as residues 30-67 and

the CORE domain as residues 129, 68-117 and 161-214.

3.4 Results

3.4.1 Intrinsic motion in the LID domain of AKE con-

tributes significantly to allosteric motion

The LID and NMP domains of AKE rearrange relative to the CORE domain

during catalysis (Figure 3.1). To determine the order of domain motion, closing

and opening trajectories were constructed using recursive non-linear normal mode

analysis (see methods). At every step of this recursive procedure, the domains were

translated along each mode an amount proportional to the mode’s overlap with

the conformational transition. This process filters for high-B-factor contributing

and high-conformational overlap modes. Since B-factors are a measure of atom

mobility within a protein, this method not only determines a likely pathway but

provides a quantitative measure for the intrinsic (ligand-free) propensity of the

protein to undergo a given conformational rearrangement.

Figure 3.2 shows the trajectories as functions ofRLID−CORE
CM andRNMP−CORE

CM ,
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Figure 3.2: Intrinsic fluctuations direct conformational dynamics. Non-linear nor-
mal mode trajectories are superimposed on the free energy landscape obtained via
MD simulations. Axes are the distance between LID domain and CORE domain
centers of mass, RLID−CORE

CM , and the distance between NMP domain and CORE
domain centers of mass, RNMP−CORE

CM . NMA suggests sequential closure and open-
ing of the LID and NMP domains, in agreement with the free energy landscape.
Intrinsic fluctuations promote LID opening prior to NMP opening. Removal of
LID-NMP interactions eliminates the NMP domain’s dependence on the LID do-
main during opening. The NM trajectories begin and end at the crystal structures
of AKE. The free energy minima for the open and closed forms are at slightly larger
values of RLID−CORE

CM and RNMP−CORE
CM , due to higher entropy in more extended

structures. When NM trajectories are shifted to slightly larger RCM values, there
is excellent agreement between the two methods.
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the distances between the center of masses of the LID and CORE domains and the

NMP and CORE domains. These trajectories indicate that LID domain motion

precedes NMP domain motion, both during the opening and closing processes.

There are two possible explanations for this observed sequential motion: 1) The

open (closed) protein has the intrinsic ability to close (open) the LID domain and

not the NMP domain. Once the LID domain closes (opens), the dynamics of the

NMP domain are altered such that the intrinsic fluctuations about the LID-closed

(open) state favor NMP closure (opening). 2) There is an intrinsic ability to close

(open) the LID domain, and not the NMP domain. After LID closure (opening),

the method employed merely forces the NMP domain to close (open).

3.4.2 The LID-NMP interface facilitates communication

between LID and NMP motion

To determine the reason for the observed sequential motion, trajectories

were constructed for individual domain rearrangements (Figure 3.3). LID domain

motion has a higher intrinsic overlap and lower strain associated with its motion

than does NMP motion. When both domains are open or closed, there are lower

barriers associated with LID motion than NMP motion. Also, a significant increase

(Figure 3.3: starred versus double-starred) in the slope of the strain associated with

NMP opening is observed upon the LID-NMP interface formation.

The combination of a reduced intrinsic overlap and the higher energetic

barriers associated with NMP motion suggests that NMP motion is more depen-

dent on enthalpic contributions, such as ligand binding and LID-NMP interface

formation. Additionally, the low intrinsic overlap suggests the NMP domain may

enter a disordered (locally unfolded) state during conformational transitions. This

agrees with structure-based simulations of the open form of AKE that have shown

the closed LID domain is more easily accessible than the closed NMP state (Figure

4a of Ref. [8]), and that local unfolding is observed in the NMP domain (Figure

5 of Ref. [8]). Additionally, since the LID domain has a propensity to close, and

the NMP domain does not, stabilizing interactions must be available to close the

NMP domain.
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Figure 3.3: Intrinsic motion of LID domain overlaps with allosteric conforma-
tional transition. Four possible conformations during catalysis are shown with the
associated overlap and energetic barriers: both domains open, the LID domain
closed with the NMP domain open, both domains closed, and the LID domain
open with the NMP domain closed. Solid lines correspond to the strain associated
with opening (black) and closing (red) each domain. Dotted lines represent the
intrinsic overlap of opening (black) and closing (red). LID domain closure has a
higher intrinsic overlap (0.45) than does NMP domain closure (0.3), and the NMP
overlap drops more quickly as the domain closes (decreasing RCM). Thus, it is
likely that the interactions that stabilize the closed state are more important for
NMP closure than for LID closure. The largest energetic barrier is associated with
NMP opening prior to LID opening. The barrier associated with NMP motion
when the LID domain is closed (starred) is greater than when the LID domain is
open (double starred). This larger barrier height is due to the steep strain profile
associated with opening of the NMP domain. Because the most significant struc-
tural difference involving the NMP domain is the degree of LID-NMP interface
formation, this interface probably plays a role in regulating domain motion, and
ultimately activity. The third important feature is the higher intrinsic overlap with
LID opening (0.15) than with NMP opening (0.1). The fourth feature is that the
overlap of NMP opening increases by 300% (from 0.1 to 0.3) when the LID domain
is already open. These last two features further illustrate the significant effect the
LID-NMP interface has on catalytic dynamics.
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3.4.3 LID domain binding of ATP assists NMP closure

Using a simplified structure-based potential (see methods) and MD simu-

lations, the free energy surface of the conformational rearrangements in AKE was

calculated (Figure 3.2)2 . This model suggests strong coupling between NMP and

LID motion in agreement with the non-linear normal model trajectories. Using the

transition state ensembles for each domain’s motion, we can calculate functional

Phi values ΦFunc which are analogous to protein folding Φ-values. Protein folding

Φ-values measure the free energy contribution to the folding transition state rela-

tive to the native state[36] for a given residue. Since proteins tend to be minimally

frustrated, folding results from the balance between the entropy of the unfolded

state and native enthalpic interactions. Thus, Φ-values measure the amount a

given residue drives the folding process. Since the entropy of the various confor-

mations of an allosteric protein may be comparable, enthalpic contributions can

play a large role in both the forward and reverse conformational transitions. Thus,

high ΦFunc-values show a given transition is dominated by enthalpic interactions

and low ΦFunc-values show intrinsic structural fluctuations dominate the transi-

tion. Therefore, one can determine whether a given residue with a high ΦFunc

stabilizes the forward or the backward reaction.

Larger ΦFunc-values for the NMP domain suggest that energetics are more

important for NMP motion than for LID motion. ΦFunc-values for residues at the

LID-NMP interface are large for the NMP transition state, but nearly zero for

the LID transition state. Therefore, not only is NMP motion highly dependent

on enthalpic interactions but a significant number of these interactions are made

accessible though closure of the LID domain. This suggests that NMP motion is

strongly influenced by the state of the LID domain (open/closed) as well as AMP

binding to its binding site. Thus, both non-linear normal mode analysis and MD

simulations suggest that intrinsic fluctuations are not the main contributors to the

NMP transition.

2A discrepancy exists between the NM trajectories and the locations of the free energy minima
because the MD landscape includes entropic contributions.
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3.4.4 Domain dynamics can be controlled by mutating the

LID-NMP interface and helix 4α

To test the importance of the LID-NMP interface on NMP domain dynam-

ics, Non-Linear Normal Mode Analysis (NMA) was performed with all LID-NMP

interface interactions removed (Figure 3.2). As expected, the LID domain no

longer opens prior to NMP opening3. Additionally, if the LID-NMP interactions

are not included in our MD simulations, the population of the NMP closed state is

largely reduced. Since the interface plays a large role in stabilizing the closed NMP

domain, and the entropy of the open and closed states is approximately the same

(data not shown), enthalpic contributions must stabilize the open form. The 4α

helix in the NMP domain fulfils this role. We repeated our previous simulations[8]

using varying interaction strengths for native contacts made with the helix 4α

(Figure 3.2). By reducing the strength of these interactions in simulations, we are

able to alter the domain dynamics such that NMP closure followed by LID closure

were as probable as LID closure followed by NMP closure. Additionally, by remov-

ing the LID-NMP interactions in our NMA we change the opening dynamics such

that NMP opening precedes LID opening (Figure 3.2). These results illustrate the

dramatic effects the LID-NMP interface and the helix 4α have on the catalytic

dynamics of AKE.

3.5 Discussion

3.5.1 Catalytic cycle explains the 1:1:1 relationship be-

tween NMP motion, LID motion and substrate turnover.

Although the NMP and the LID domains are allowed to move independently[37,

38], their conformational transition rates are equal[2]. Despite evidence that sub-

strate turnover and domain motion are correlated, the details of the mechanism

are still unknown. The data presented in this manuscript suggests a catalytic cycle

3The closing trajectories were not repeated without LID-NMP interactions as these interac-
tions are not formed in the open conformation.
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Figure 3.4: Proposed mechanism for AKE catalysis. All results presented suggest
the following catalytic mechanism for AKE: Open, unligated AKE (a). ATP binds
while the LID domain closes (b) followed by AMP binding/ NMP domain closure
(c.1). Phosphoryl transfer occurs, resulting in 2 bound ADPs (c.2). Thermal
fluctuations open LID domain and 1 ADP is released (d). Loss of LID-CORE
interactions induces opening of NMP domain, loss of second ADP and a return
to the open conformation (a). States c.1 and c.2 are modeled by deletion of one
phosphoryl group from Ap5A in pdb structure 1AKE.

in which there is time ordered and sequential domain motion (Figure 3.4), i.e., LID

domain motion precedes NMP motion. Assuming fast phosphoryl transfer, inde-

pendent domain motion, correct ligand binding and conformational exchange rates

of kLID and kNMP , substrate turnover rate would be kp = 2
1

kLID
+ 1
kNMP

. This rate

is less than kLID and kNMP unless kLID = kNMP . Having independent domain

motion that coincidentally had the exact same exchange rate is unlikely. Thus,

an alternate explanation for kp = kLID = kNMP is that domain rearrangement is

correlated, where the closure (opening) of one domain signals the rapid closure

(opening) of the second domain. Energetic and structural considerations from

simplified simulations and non-linear normal mode analysis suggest LID motion

signals NMP motion in the following catalytic mechanism:
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1. AKE is in the unligated open conformation (Fig. 3.4a)

2. LID domain closes and ATP binds (Fig. 3.4b)

3. LID closure enables AMP to bind concomitantly with NMP domain closure

(Fig. 3.4c.1)

4. Phosphoryl transfer occurs, resulting in two bound ADPs (Fig. 3.4c.2)

5. ADP is released from the ATP site and the LID domain opens (Fig. 3.4d)

6. Opening of the LID domain signals the NMP domain to open and release

the second ADP (Fig. 3.4a)

3.5.2 Catalytic cycle prevents mis-ligation

The proposed closing mechanism ensures that each conformational rear-

rangement contributes to the turnover of a substrate by preventing non-productive

substrate binding. Several structural features of AKE are consistent with the pro-

posed mechanism 1) the LIDC
ATP −NMPC

AMP complex is the only product form-

ing state,4 2) the ATP binding site (LID-CORE pocket) can accommodate ATP,

ADP and AMP (in order of decreasing affinity), 3) the AMP binding site (NMP-

CORE pocket) is only known to accommodate ADP and AMP5 and 4) when in

the LIDC
ATP −NMPO

AMP state, the AMP site can only accommodate AMP.

During step 1 the binding affinities at the ATP site discriminate ATP over

AMP by 3kcal/mol[17]. Since the LIDC
ATP −NMPO

AMP state can only accommo-

date an AMP6 , proper ligation in AKE would be limited by the ability of the

ATP site to discriminate between AMP and ATP. If the alternate closing mecha-

nism was common ( followed by ), AKE would have more opportunities to form

4The following notations were used: LIDY
X = LID domain in state X (O=open,C=closed)

with Y (ATP, ADP, AMP, or 0=no ligand) bound to the LID-CORE pocket; and NMPYX=NMP
domain in state X (O=open, C=closed) with Y (ATP, ADP, AMP) bound to the NMP-CORE
pocket.

5Due to communication between domains and AMP binding of the ATP site, binding affinities
for AMP may be difficult to determine exactly.

6Since reaction 1 is reversible LIDC
ADP −NMPCADP can result in a product, though in this

manuscript we assume steady state conditions for the forward reaction.
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non-product forming (inhibited) complexes. In the LIDO
o −NMPC

AMP state the

NMP domain is closed. NMP domain closure grants the LID domain access to the

LID-NMP interface interactions. These interactions could reduce discrimination

between the LIDC
ATP −NMPC

AMP and LIDC
AMP −NMPC

AMP states by perturbing

the closing dynamics of the LID domain. In addition, the LID-NMP interface may

provide enough stability to the closed LID domain that the LID may temporarily

close without a ligand. If an ATP-free LID-closed state is formed, the LID do-

main would have to open prior to substrate binding and turnover. Thus, these

non-functional states would increase domain motion frequency without yielding

product.

Similar structural/functional arguments support the proposed opening pro-

cess (steps 5 and 6). In Figure 3.4 the LID bound ADP is released first (LID

opening), resulting in the LIDO
0 −NMPC

ADP state. Upon LID opening the inter-

face between the NMP domain and the LID domain is lost, which destabilizes the

closed NMP state. In addition to this destabilization, the intrinsic fluctuations of

NMP increase in the direction of domain opening (Figure 3.3). The combination

of NMP domain destabilization, increased motion in the opening direction and

the chemical potential driving ADP out of the NMP-CORE pocket likely signal

the NMP domain to open. These contributions ensure rapid release of the second

ADP, allowing NMP to open without the LIDC
AMP −NMPC

ADP state forming.

Strain energy considerations from molecular dynamics simulations[8] and

NMA suggest the alternate opening mechanism, namely NMP opening followed by

LID opening, would also be more error prone. To see why, let’s consider the two

closed domains to be loaded springs that have been pulled from their equilibrium

(open) states. MD simulations and NMA suggest there is a larger amount of strain

build-up during NMP closure than during LID closure (approximately three times

more; Figure 3.3 and Ref.[8]). Assuming one of the domains is open and the other

is closed, the NMP domain’s smaller mass and larger effective spring constant (?

strain) make it open approximately twice as fast as the LID domain. Thus, when

the NMP domain opens first there is twice as much time available for AKE to

misligate (forming a LIDC
ATP − NMPC

ADP complex) than if the LID opens first



47

(forming a LIDC
ADP −NMPC

AMP complex).

3.5.3 Predictions for the AKE catalytic cycle

As described above, helix 4α and LID-NMP interface appear to play large

roles in the catalytic activity of AKE. To probe these effects in experiments, activ-

ity assays of different mutants can be performed. Mutations that provide strong

interactions between helix 4α and nearby residues may either maintain wild type

efficiency (substrate turnover/domain rearrangement ≈ 1) or result in NMP domain

motion becoming extremely rate limiting. In the latter case, the NMP domain will

undergo a single transition per substrate turnover, even though the LID domain

undergoes many closing/opening transitions.

On the other hand, mutations that destabilize helix 4α and the LID-NMP

interface would allow NMP to close more easily, diminish the role of the LID-NMP

interface and decouple the motion of the two domains. This decoupling would

effectively poison the protein and substrate turnover would drop to 2
1

kLID
+ 1
kNMP

,

assuming no mis-ligation events.

3.5.4 Allosteric motion may be decomposed into intrinsic

and ligand-gated contributions

Allosteric conformational transitions are becoming a prevalent theme in cel-

lular signalling, occurring in a wide range of systems including kinases, G-proteins

and ion channels. In the classical view of allostery conformational changes occur

between static structures and are induced by ligand binding. Allosteric changes of

this type can be considered “ligand gated” or “extrinsic” motion. In contrast, the

current understanding of allostery assumes that protein structures are not static

three dimensional structures, but are ensembles of conformations where ligands

change the balance of pre-existing substates. In this perspective, the protein is

constantly interconverting between multiple conformations and the conformational

change could be considered “intrinsic”. In this manuscript, we include the intrinsic

and extrinsic descriptions in a single statistical picture and provide two structure-
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based methods that quantitatively distinguish between them. Using AKE as a test

protein, we have demonstrated that the LID domains conformational rearrange-

ment can be captured by intrinsic motion and that the NMP domains motion is

likely more dependent on ligands. As we target allosteric changes in therapeutics,

this type of classification will allow for more sophisticated drug design.
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Chapter 4

An All-atom Structure-Based

Potential for Proteins: Bridging

Minimal Models with All-atom

Empirical Forcefields

4.1 Abstract

Protein dynamics take place on many time and length scales. Coarse-

grained structure-based (Gō) models utilize the funneled energy landscape theory

of protein folding to provide an understanding of both long time and long length

scale dynamics. All-atom empirical forcefields with explicit solvent can elucidate

our understanding of short time dynamics with high energetic and structural res-

olution. Thus, structure-based models with atomic details included can be used

to bridge our understanding between these two approaches. We report on the

robustness of folding mechanisms in one such all-atom model. Results for the B

domain of Protein A, the SH3 domain of C-Src Kinase and Chymotrypsin Inhibitor

2 are reported. The interplay between side chain packing and backbone folding

is explored. We also compare this model to a Cα structure-based model and an

all-atom empirical forcefield. Key findings include 1) backbone collapse is accom-

52
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panied by partial side chain packing in a cooperative transition and residual side

chain packing occurs gradually with decreasing temperature 2) folding mechanisms

are robust to variations of the energetic parameters 3) protein folding free energy

barriers can be manipulated through parametric modifications 4) the global folding

mechanisms in a Cα model and the all-atom model agree, although differences can

be attributed to energetic heterogeneity in the all-atom model 5) proline residues

have significant effects on folding mechanisms, independent of isomerization ef-

fects. Since this structure-based model has atomic resolution, this work lays the

foundation for future studies to probe the contributions of specific energetic factors

on protein folding and function.

4.2 Introduction

In recent years the energy landscape theory of protein folding [1, 2, 3,

4, 5] has been validated through its application to protein folding [6, 7, 8, 9,

10], oligomerization [11, 12, 13, 14], functional transitions [15, 16, 17, 18, 19, 20]

and structure prediction [21, 22]. The theory states that proteins are minimally

frustrated, that their energy landscape is funnel shaped and that the folded state

of the protein is at the bottom of the funnel. Because of the shape of the landscape

there is a strong energetic bias towards the folded state of the protein with relatively

infrequent trapping caused by non-native interactions. The resulting heterogeneity

observed during folding is due to the geometric constraints of the native structure.

Thus, models of proteins that have only the native structure encoded have had

great success in determining folding mechanisms. Until recently, most models

tended to be coarse-grained, which are very useful in understanding global folding

dynamics. In commonly used structure-based (Gō) potentials [9], each residue is

represented by a bead centered at the location of the Cα atom (Figure 4.1b) and

only native interactions are stabilizing.

On the other end of the spectrum of structural and energetic details are

the computationally intensive all-atom empirical forcefields [25, 26, 27, 28, 29, 30].

These forcefields include an atomistic representation of a protein either with an
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Figure 4.1: CI2 (Protein Data Base Entry 1YPA [23]) shown in (a) cartoon repre-
sentation, (b) Cα representation and (c) all-atom (AA) representation. Structures
are colored Red (C-terminus) to Blue (N-terminus). The size of the atoms in the
Cα and AA representations correspond to the excluded volume radii used in the
Cα [9] and AA models studied in this paper. Structures visualized using VMD
[24].

implicit or an explicit solvent. In these potentials, the parameters which determine

the interaction between atoms, such as partial charges and van der Waals radii,

are fit to experimental measurements and quantum mechanical calculations. With

accurate calibration, a single parameter set may be applied to any protein and

with sufficient computing resources, the dynamics of a protein can be calculated

on a computer. The physics-based representation of atom-atom interactions auto-

matically includes electrostatic interactions as well as any non-native interactions

that may be present. In principle, these models render knowledge of a native struc-

ture unnecessary. A major limitation of these potentials is that they are often too

expensive to fold all but small proteins [31, 32, 33, 34, 35, 36, 37, 38, 39]. The

timescales that can currently be calculated vary from hundreds of nanoseconds

to microseconds, depending on the size of the protein. Biological timescales are

usually several orders of magnitude larger and these dynamics cannot be accessed

using all-atom empirical forcefields. In addition, sensitivity analysis of the dynam-

ics to the parameters is not possible with these all-atom empirical forcefields.

In all-atom empirical forcefields an observed specificity of (i.e. preference

for) native interactions is seen as a consequence of many energetic contributions.

Due to the complex formulation of these potentials, it is impossible to partition

geometric effects from energetic ones. There is a similar restriction in coarse-
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grained models due to their simplicity. Partitioning these effects is often impossible

since geometry is included implicitly through energetic interactions. By studying

all-atom models with structure-based potentials [40, 41, 42, 43, 44], since atomic

geometry is explicitly included, we can ask to what extent energetics contribute

to the apparent native specificity in protein structure, folding and function. In

contrast to enzyme catalysis where specific atomic interactions directly control

the chemical reactions, in most cases the energetic specificity required in protein

folding is less stringent.

Providing a complete picture of specificity in protein folding and function

will require the study of many proteins and many parametric variations. In this

manuscript, we lay the foundation for this line of investigation through systematic

characterization of a completely specific (only, and all, native interactions are sta-

bilizing) AA structure-based model. We study the effect of varying the parameters

of the model on folding barriers, mechanisms, contact formation and side chain

dynamics. The test proteins, B domain of Protein A, SH3 domain of C-Src Ki-

nase and Chymotrypsin Inhibitor 2 (CI2) (Figure 4.2) have been experimentally

[47, 48, 49] and computationally [8, 50, 51, 52] well characterized. Additionally,

they possess two-state folding dynamics and represent different secondary and ter-

tiary structures. The present model is energetically unfrustrated, with an explicit

representation of all non-hydrogen atoms and homogeneous interaction strengths.

We find that folding in the model is robust to parameter changes and dynamics

agrees well with both the Cα model and an all-atom empirical forcefield with ex-

plicit solvent. Further, side chain ordering can be probed explicitly and the effect

of prolines can be calculated. This study and model will serve as a basis for future

AA models which incorporate non-specific contributions of energetic frustration,

electrostatics and hydration.
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Figure 4.2: Structures of (a) Protein A, (b) SH3 and (c) CI2 (PDB entries 1BDD
[45], 1FMK [46] and 1YPA [23]) colored Red (C-terminus) to Blue (N-terminus).
These three proteins represent differing structural content and topological com-
plexity. Protein A is a three-helix bundle, SH3 is composed of multiple β strands
and in CI2 an alpha helix flanks a β sheet. Proline residues are shown as grey
spheres. In Protein A, Gln1 and Ser31 are shown as colored spheres. In SH3, Val4
and Trp35 are shown as spheres. The mini-core of CI2 is circled.

4.3 Results

4.3.1 Folding mechanisms are robust to parameter changes

We employ a model where the potential energy function is defined by the

native state and all heavy (non-hydrogen) atoms are explicitly represented. Any

two atoms that are close in the native structure are said to form a native contact.

We describe the folding process by using the fraction of native residue pairs in

contact QAA (see methods). Figure 4.3a shows QAA, QCA (fraction of Cα contacts,

see methods) and radius of gyration Rg as functions of time for an AA simulation

of CI2, near folding temperature. Since QAA captures the same collapse events as

Rg and QCA (Figure 4.3b), QAA is a useful measure of backbone folding in addition

to side chain packing.

It is crucial to understand the parameter dependence of a model before it

can be used to make reliable predictions of folding mechanisms. The robustness

of the folding mechanism is probed here by characterizing Protein A, SH3 and

CI2 for variants of the AA structure-based energy function. Due to the debate
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Figure 4.3: (a) Fraction of Cα contacts QCA(t), AA contacts QAA(t) and Radius
of Gyration Rg(t) as functions of time for a representative trajectory of CI2 with
the AA model. (b) Average structure formation for several reaction coordinates.
A contact between residues is formed when a single atom-atom contact between
them is formed. An atom-atom contact is considered formed when the pair is
at a distance r < γσ where σ is the native pair distance. The fraction of native
residue contacts formed QX

AA is shown for γ = 1.2 (black) and γ = 1.5 (red). A Cα
contact is formed when the Cα atoms are within 1.2 times their native distance
(green). All three coordinates capture the same folding events. (c) Atom-atom
distance for a contact in the active loop of CI2 versus time at Tf (red) and T < Tf
(green). Large changes in distance (> 20Å) coincide with folding transitions. Side
chain rearrangements in the folded state (R < 10Å) occur on much faster time
scales than folding of the entire protein. (d) Same as Figure (c) with time scale
decreased by a factor of 100. Horizontal lines correspond to σ (yellow), 1.2σ (blue)
and 1.5σ (purple). As temperature is decreased, distance fluctuations and average
distances decrease.
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about the balance between secondary and tertiary interactions, we vary the ratio

of non-local contact energy to dihedral angles RC/D and the relative strength of

backbone dihedral angles to side chain dihedral angles RBB/SC (see methods).

Figure 4.4: The left column shows the probability of contacts being formed for
each residue P (Qi,QAA) as a function of QAA for RC/D = 1.0 and RBB/SC = 1.0.
The three right columns show P (Qi,QAA) for different Hamiltonians relative to
RC/D = 1.0 and RBB/SC = 1.0. Blue indicates a decrease in formation, relative
to RC/D = 1.0 and RBB/SC = 1.0, and red an increase. Proline containing regions
are often sensitive to contact energy. In Protein A, both P12 and P30 fold earlier
with increased contact strength. In SH3, the increase in formation of Val4 may
be attributed to interactions with Pro56, though Pro50 and Trp35 do not exhibit
increased formation. In CI2, both Pro6 and Pro61 exhibit increased formation
with increased contact strength. Residues that lack native contacts are shown in
grey.

To characterize the folding mechanism for different parameter sets we com-

puted the probability of contacts formed as a function of the folding process

P (Qi,QAA). P (Qi,QAA) is the probability that the set of contacts involving

residue i, Qi, are formed as a function of QAA. P (Qi,QAA) was calculated for

the three proteins for 16 different parameter sets (all combinations of RC/D =
1.0,2.0,3.0,4.0 and RBB/SC = 1.0,2.0,3.0,4.0). Figure 4.4 shows the folding mech-
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anisms for four parameter sets. The difference in folding mechanism between

parameter sets i and j can be quantified by the root mean squared deviation in

P (Qi,QAA) over all QAA and Qi, (Prms =
√

⟨(Pi(Qi,QAA) − Pj(Qi,QAA))2⟩). The

largest values of Prms for Protein A, SH3 and CI2 were 0.057, 0.097 0.077. SH3

is a complicated fold, Protein A a simple fold and CI2 an intermediate fold [53].

Thus, it is not surprising that energetic modifications have the largest effects on

Protein A and the smallest effects on SH3.

Figure 4.4 shows proline containing regions are less stable to parametric

modifications. Regions with prolines, and regions interacting with prolines, form

structure earlier (at lower Q) with increased contact strength. This is because

contact strength is increased at the expense of dihedral strength. Prolines possess

a covalent Cδ −N bond, which limits the mobility of the φ dihedral. Removing

energy from the dihedrals does not increase flexibility in prolines. However, adding

energy to contacts increases structure formation around prolines. For this reason,

increasing RC/D stabilizes and promotes earlier formation of proline containing

regions.

4.3.2 Fully folded backbone allows for disordered side chains

While QAA and QCA capture the same cooperative folding events, at folding

temperature, QCA is higher than QAA for the folded ensemble. This suggests that

while the backbone structure is native (QCA ≈ 0.8), many of the native residue

interactions form as temperature is decreased (Figure 4.3c and d). To account for

this structurally and quantitatively, we calculated the difference between the prob-

ability of Cα contacts being formed P (Qi
Cα
,QCα) and AA contacts being formed

P (Qi
AA,QCα) (Figure 4.5). A value of 0 indicates that, on average, the Cα atoms

of a residue pair are near their native distance when the side chains are in con-

tact. Positive values are seen when extended side chains are interacting, resulting

in the Cα atoms being far from their native distance. Negative values indicate

backbone folding precedes side chain ordering1. Side chains in Protein A appear

1QAA is a generous definition of side chain packing, since a side chain is “packed” when one
or more atom-atom contacts are formed. Thus, “underpacked” residues clearly have very little
native structure.
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Figure 4.5: Difference in AA contact formation and Cα contact formation
P (Qi

AA,QCα)−P (Qi
Cα
,QCα) for (a) Protein A , (b) SH3 and (c) CI2. Positive val-

ues (red) indicate that residues are interacting without the Cα atoms being near.
Negative values (blue) indicate the residues are “underpacked”: the Cα atoms are
near each other without the side chains interacting. Residues that lack native
contacts are shown in grey. (d-f) Underpacked (blue spheres) and well packed (or-
ange spheres) residues are shown on the native structures. In Protein A, to order
the backbone of a helix the side chains must be packed around it. Beta sheets
are stabilized by non-local interactions. Thus, a small number of contacts can
maintain the tertiary structure of SH3 without the side chains in the turn regions
interacting, hence the underpacking. In CI2, the active site loop is significantly
underpacked.

to be well-packed, in that there is concomitant side chain and backbone folding.

In SH3, the turns have negative values, and are thus underpacked. In CI2, under-

packing is primarily found in the active site loop and the C-terminal tail. These

results reveal a signature of complicated folds [52, 53]: a small subset of native

contacts is sufficient to constrain the backbone to its native orientation, resulting

in significantly underpacked regions in the native state. This occurs in complicated

folds because an individual contact can impose a high level of order on the system.

In order to form contacts that are distant in sequence a large number of residues

must also order. In Protein A, many contacts are local and only constrain single

helical turns. In SH3 and CI2, fewer contacts are required to constrain the entire

backbone (including the turns and loops).

Figures 4.3c and 4.3d show the dynamics of a typical underpacked contact.
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As T is lowered below Tf the underpacked contact’s average distance and distance

fluctuations smoothly decrease. This results in a gradual increase in Q without

a noticeable free energy barrier (See Figure 4.6e). We hope that these subtle

dynamics will be experimentally probed and tested in the future.

4.3.3 Understanding free energy profiles through paramet-

ric variation: Free energy profiles can be altered

through parametric changes

While the folding mechanisms are stable, the free energy barriers associ-

ated with folding and the locations of the folded basins vary systematically with

parameters. Figure 4.6 shows free energy profiles for SH3, CI2 and Protein A for

several values of RC/D with RBB/SC = 2.0. There are four distinct, interrelated,

trends shared by all three proteins. First, there are two folding processes: back-

bone collapse and side chain packing. Second, the free energy minimum for the

folded state moves to lower Q with increasing RC/D. Third, the free energy barrier

decreases with increasing RC/D. Finally, increasing RBB/SC has similar effects as

increasing RC/D (not shown).

The free energy basins for the folded states are located at QCA ≈ 0.8 and

QAA ≈ 0.5 (Figure 4.6d), indicating that the backbone orders while many native

atom-atom interactions remain extended. Thus, the entropy loss during the co-

operative folding transition is likely dominated by backbone ordering. Side chain

packing occurs both concomitantly with, and after, backbone ordering.

There are likely two major factors that lead to the observed trends. First,

increasing RC/D increases contact strength. As seen in other simplified models[54],

when each contact is stronger, a smaller number of contacts is required (lower Q)

to provide an equal amount of stabilizing energy. The second contributing factor is

the change in side chain entropy. While entropy loss in the backbone dominates the

collapse transition, the gradual side chain packing can also lead to shifting basins.

Increasing RBB/SC or RC/D reduces the strength of side chain dihedrals, resulting

in more mobile unfolded side chains. Therefore, there is an increased entropy loss
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Figure 4.6: Free energy barriers in the AA model for (a) Protein A , (b) SH3
and (c) CI2. Profiles in (a-c) are for RBB/SC = 2.0 with RC/D = 1.0 (black),
RC/D = 2.0 (red), RC/D = 3.0 (green) andRC/D = 4.0 (blue). In SH3 and CI2, barrier
height decreases and the folded basins move to lower Q with increasing RC/D and
increasing RBB/SC . (d) F (QCA(t)) and F (QAA(T )) for a typical parameter set
demonstrate that the folded basins in (a-c) correspond to collapsed states. (e) Two
distinct folding processes observed in our model: backbone collapse and side chain
packing. (f) Free energy barriers obtained from Cα structure-based simulations for
Protein A, SH3 and CI2. Barrier heights in the Cα simulations are greater than
in AA simulations. Both models predict the largest barriers for SH3 and smallest
for Protein A.
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per side chain upon folding ∆Ssc when RC/D or RBB/SC is increased. Since side

chains can pack independently of the collapse transition, when ∆Ssc increases, a

fraction of the side chain interactions extend, while leaving the overall fold intact.

Since the folded basin shifts to lower Q, the overall structure required to form a

stable fold is reduced. A reduced barrier height naturally results when the folded

basin is less ordered.

Free energy barriers, in conjunction with diffusion constants, provide a di-

rect connection to experimental folding rates [55, 56, 57]. We find that the relative

barrier heights calculated using our AA model are similar to those from a Cα model

(Fig. 4.6f). The relative barrier heights calculated from this model are known to

correlate well with experimental rates [57]. We note in passing, that the absolute

free energy barriers in the AA model can be parametrically changed by up to a

factor of two for a given protein and that the relative barrier heights between pro-

teins remain constant. Thus, while the magnitude of the rates will be determined

by the diffusion constant, the correlation between experimental folding rates and

theoretical barriers is independent of the choice of parameters.

4.3.4 All-atom structure-based simulations capture Cα fold-

ing mechanism

Next we compare the backbone folding mechanisms of our AA model and

a commonly used Cα model [9]. The Cα representation has been successful at

capturing experimentally determined protein folding mechanisms [8, 9, 11]. The

first column in Figure 4.7 shows the differences in folding mechanisms between

the AA model and an energetically homogeneous Cα model. Every contact and

dihedral in the homogeneous Cα model has the same interaction strength. Since

the AA model distributes contact energy inhomogeneously between residue pairs,

it is not surprising that the mechanisms differ.

To remove differences arising from energetic homogeneity in the Cα model,

we modified it such that each contact is weighted by the number of contacts be-

tween each residue pair in the AA model (Figure 4.7, second column). For Protein

A this modification improves agreement. The remaining difference is in a single



64

Figure 4.7: Comparison of backbone folding in Cα and AA structure-based models.
The probability of contacts being formed in a Cα model, minus the probability of
Cα contacts being formed in an AA model, is shown for (a-c) Protein A, (d-f)
SH3 and (g-i) CI2. (a, d, g) Comparison of AA simulation to a Cα model with
homogenous contact strength. (b, e, h) Comparison between AA results to an
energetically inhomogeneous Cα model. Regions of increased formation in the AA
representation correspond largely to proline containing regions, or regions that
interact with proline, such as the minicore in CI2 (black arrows indicate mini-core
residues), the tails of SH3 and turn 2 of Protein A. Increased formation in the
tails of CI2 can largely be accounted for by the large number of contacts between
GLU4 and ARG62. (c, f, i) The inhomogeneous Cα model compared to the AA
model with all prolines mutated to alanines. Mutating proline to alanine improved
agreement between models. Residues that lack native contacts are shown in grey.
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turn-to-tail contact (Gln1 with Ser31, Fig. 4.2a) that rarely forms in Cα sim-

ulations. In SH3, agreement improves around residues Asp34 and Asn52, while

differences persist in Gln45 and the tails. The overall effect is increased formation

around Gln45 at the expense of the tails. In CI2, there is significant agreement in

the tails, though the mini-core still forms earlier (in the AA model), at the expense

of the helix. For all three proteins, several regions of disagreement possess proline

residues, whose Cδ −N bond is not included in the Cα model.

To eliminate effects specific to proline, we repeated the AA simulations with

all prolines mutated to alanines. The third column of Figure 4.7 shows the Pro-

Ala mutants compared to the inhomogeneous Cα model. Improved agreement is

observed in Pro-Ala mutants of SH3 and CI2. In both proteins Pro-Ala mutations

delay folding of proline regions, in agreement with proline effects on model stabil-

ity. In SH3 the tails still form slightly earlier in the AA model, at the expense

of residues 35-55. In CI2, the balance between minicore and helix formation is

clearly improved, highlighting the importance of prolines in the folding process.

Pro-Ala mutations have almost no effect on the folding mechanism of P12 and P30

in Protein A and P25 in CI2. This is likely because these prolines are located in

turn regions. In our model, turns are highly constrained by short range contacts,

and the reduced dihedral constraint (imposed by a proline) acts as a small per-

turbation. The remaining differences between the Pro-Ala AA mutants and the

inhomogeneous Cα model demonstrate, to no surprise, that the inclusion of side

chains alters the relative entropy of residues.

4.3.5 Native basin dynamics of AA structure-based model

correlate with the dynamics of an all-atom empirical

forcefield with explicit solvent

Two common measures of native state dynamics are native contact forma-

tion and root mean squared deviations in structure rmsd. Figure 4.8 shows the

average contact formation in the native ensemble for the structure-based model

and an all-atom empirical forcefield with and explicit solvent. While the average
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Figure 4.8: Probability of contacts being formed P (i, j) at T ≈ 0.8Tf for the AA
structure-based potential (top left) and an all-atom empirical forcefield (bottom
right) for (a) Protein A, (b) SH3 and (c) CI2. Dark red indicates that residue
i (x axis) and residue j (Y axis) are always in contact under native conditions.
Dark blue indicates the contact is formed rarely (less than 10% of the time).
White indicates P (i, j) < 0.025. In all three proteins, contacts are more broadly
distributed (higher number of low probability contacts) in the structure-based
simulations than in all-atom empirical forcefield simulations (fewer contacts, but
with higher probabilities). There are approximately four times as many contacts
with P (i, j) < 0.01 for the structure-based simulations than are seen in all-atom
empirical simulations, indicating more mobile dynamics.

contacts are not identical, no major differences in contact formation are observed.

The overlaps between the AA maps and the all-atom empirical forcefield maps of

Protein A, SH3 and CI2 are 0.85, 0.97 and 0.84. An overlap of 1 indicates identical

maps, and 0 indicates the two maps have no contacts in common.

In a uniquely defined native state, the probability of each contact being

formed is 1. Since we sample the native ensemble at finite temperatures, atom

mobility leads to additional contacts being formed. In the structure-based model,

these additional interactions are strictly repulsive. In an all-atom empirical force-

field these interactions can be attractive, yet they are observed more frequently in

the structure-based model2. These contacts are likely due to increased mobility in

the structure-based simulations. In all-atom empirical forcefields, hydration shells

can result in less mobile side chains, and hence a narrower distribution of contacts.

The increased mobility is quantified by the structural rmsd. The mag-

nitude of fluctuations in all-atom empirical simulations is much lower than in

structure-based simulations (not shown). For the all-atom empirical forcefield at

2In Figure 4.8 only interactions present more than 2.5% of the time are shown.
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300 K, the average rmsd for Protein A, SH3 and CI2 are 1.53, 1.00 and 0.97 Å.

The rmsd of the Cα atoms are 1.23, 0.66 and 0.74. The same values are ob-

tained in structure-based simulations at around T = 0.55Tf . In real temperature

units, 0.55Tf corresponds to temperatures significantly less than 300 K. A likely

cause for the increased structural fluctuations is hydration effects of explicit sol-

vent molecules in the all-atom empirical forcefield. To compare the distribution

of rmsd fluctuations between models, correlation coefficients (r) were computed

for the rmsd by atom in the all-atom empirical forcefield and the structure-based

potential. For all parameter sets of the structure-based potential, the r ≈ 0.7 for

CI2 and SH3 and r ≈ 0.8 for Protein A3.

4.4 Discussion

In this manuscript, we describe a systematic analysis of an AA structure-

based model which bridges the gap between coarse-grained models and all-atom

empirical forcefields. We show that in our Cα and AA structure-based models the

global folding mechanisms agree and the main differences are largely due to en-

ergetic heterogeneity and the explicit representation of prolines in the AA model.

Also, the native basin dynamics are similar in the AA structure-based model and

an all-atom empirical forcefield with explicit solvent. In agreement with previous

studies, the folding mechanisms in complicated folds are stable to parametric vari-

ation. On the other hand, the free energy barriers associated with folding vary

systematically with parameters. Since free energy barriers are not a robust feature

of this model, understanding the interplay between barrier heights and diffusion

will be important before attempting to predict folding rates [55, 58, 59].

Using this model we characterized two folding processes: one associated

with backbone collapse and the other with side chain packing. We observed that

backbone collapse is accompanied by partial side chain packing in a cooperative

transition and residual side chain packing occurs as temperature is reduced below

the global folding temperature. One explanation for the partial separation of

3Comparison of rmsd of the Cα atoms yields similar values of r.
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backbone folding and side chain ordering may be that mobility in specific residues

is necessary for the functional properties of proteins. Proteins are selected for their

function. Orthogonal networks of residues responsible for stability and function

have been proposed [60, 61]. The observation in our model that some residues are

not necessary to maintain the backbone structure is consistent with this proposal.

In CI2, the backbone of the active site loop is in the native orientation, yet the side

chains are not packed. In SH3, several turns are also disordered. Since binding

sites are often found in loops, flexible loops may be more easily adapted to new

sequences and functions.

Gradual side chain packing can also allow for proteins to functionally re-

spond to cellular stress by affecting side chain orientations, without denaturing

the entire protein. This is consistent with the prediction that localized unfold-

ing, or cracking, is important for biological function of kinases and motor proteins

[15, 18, 62, 63, 64, 65, 66, 67].

The current model explicitly includes the effects of topological contributions

to protein folding, and the role of energetic contributions may now be elucidated.

Our results are a significant step forward in understanding protein dynamics from

the Cα to the all-atom level. In the coming years, it will be interesting to probe

the effects of electrostatics, non-native interactions, water and explicit mutations

in this model.

4.5 Models and methods

4.5.1 Energy function

In our AA model of the protein, only heavy (non-hydrogen) atoms are

included. Each atom is represented as a single bead of unit mass. Bond lengths,

bond angles, improper dihedrals and planar dihedrals are maintained by harmonic

potentials. Non-bonded atom pairs that are in contact in the native state between

residues i and j, where i > j + 3, are given a Lennard-Jones potential, while all

other non-local interactions are repulsive. All contacts identified by the Contact of

Structural Units software package (CSU)[68] were included. The functional form
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of the potential is,

V = ∑
bonds

εr(r − ro)2 + ∑
angles

εθ(θ − θo)2 + ∑
impropers/planar

εχ(χ − χo)2

+ ∑
backbone

εBBFD(φ) + ∑
sidechains

εSCFD(φ)

+ ∑
contacts

εC[(
σij
r

)12 − 2(σij
r

)6] + ∑
non−contacts

εNC(
σNC
r

)12

(4.1)

where,

FD(φ) = [1 − cos(φ − φo)] +
1

2
[1 − cos(3(φ − φo))] (4.2)

and εr = 100, εθ = 20, εχ = 10 and εNC = 0.01. ro, θo, χo, φo and σij are given

the values found in the native state and σNC = 2.5Å. When assigning dihedral

strengths, we first group dihedral angles that share the middle two atoms. For

example, in a protein backbone, one can define up to four dihedral angles that

possess the same C −Cα covalent bond as the central bond. Each dihedral is given

the interaction strength of 1/ND, where ND is the number of dihedral angles in

the group. εBB and εSC are then scaled so that RBB/SC = εBB
εSC

. Next, dihedral

strengths and contact strengths are scaled such that our other system parameter,

the ratio of total contact energy to total dihedral energy RC/D = ∑ εC
∑ εBB+∑ εSC , is

satisfied. The total stabilizing energy is equal for all parameter sets (i. e. ∑ εC +
∑ εBB +∑ εSC=Constant).

As a reaction coordinate we use QAA and QCA. QAA is the fraction of

natively interacting residues that are in contact. Two residues are considered

in contact if any native atom-atom interactions between the residues are within

1.2 times the native distance σij. At 1.2σij the potential energy of a native pair

is approximately half of the minimum. Similarly, QCA is the fraction of natively

interacting residue pairs whose Cα atoms are within 1.2 times their native distance.

4.5.2 Proline to Alanine mutations

To investigate the role of proline residues in the AA model, proline to

alanine mutants were constructed. This was achieved by removing the Cγ and Cδ

atoms of each proline. Native contacts formed with the Cγ and Cδ of a proline
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were included as contacts with the Cβ of the corresponding alanine. This ensured

the energetics of the system were unperturbed, and only topology was modified.

4.5.3 Simulation details

All-atom structure-based simulations were performed using the GROMACS

software package [26]. No modifications to the source code were necessary. Reduced

units were used. The timestep τ was 0.0005. The Berendsen algorithm [69] was

used4 with the coupling constant of 1. For all folding results in this paper, several

constant temperature runs were performed, with temperatures that corresponded

to the protein being always folded to always unfolded. The Weighted Histogram

Analysis Method [70, 71] was used to combine data from multiple temperatures

into single free energy profiles.

4.5.4 All-atom empirical forcefield simulations

All-atom empirical forcefield simulations were performed using GROMACS

[26, 72], with the OPLS-AA forcefield [73] with TIP3P water molecules [74]. Each

protein was simulated for 10 ns at T=300K and a pressure of 1 atm. A timestep

of 2 fs was used in conjunction with the LINCS [75, 76] algorithm for constraining

covalent bonds with hydrogen. Protein A, SH3 and CI2 were simulated with 2810,

3617 and 4644 water molecules in cubic boxes of initial dimensions 45.15 Å, 48.98

Åand 53.07 Å. Temperature was maintained using the Berendsen algorithm [69].

1 ns was allowed for equilibration. For the remaining 9 ns, structures were saved

at 1 ps intervals.

4When using the Berendsen thermostat, numerical instabilities can arise when the bath-
molecule coupling timescale is shorter than the timescale for internal energy diffusion. In our
experience, these problems tend to surface when you simulate weakly interacting domains with
implicit solvation. Since the present study investigates folding of single domain proteins under
weak temperature coupling, these features are not likely a source of significant errors. Nonethe-
less, future work will also employ Langevin or Nose-hoover temperature coupling.
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4.5.5 Comparison of contacts

In the all-atom empirical forcefield simulations contacts were determined for

each saved structure using CSU [68]. The average number of contacts < Q > was

calculated for each protein. The probability of individual contacts being formed

was averaged over all structures with Q =< Q >. With the all-atom empirical

potential < Q > was 80, 135 and 146 for Protein A, SH3 and CI2. This analysis

was repeated for folded simulations with our AA structure-based simulations. For

the structure-based simulations < Q > was 80, 138 and 144. To compare contact

maps, the dot product of the two maps was taken.
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Chapter 5

Non-local helix formation is key

to understanding SAM-1

riboswitch function

5.1 Abstract

Riboswitches are non-coding RNAs that regulate gene expression in re-

sponse to changing concentrations of specific metabolites. Switching activity is

affected by the interplay between the aptamer domain and expression platform of

the riboswitch. The aptamer domain binds the metabolite, locking the riboswitch

in a ligand-bound conformation. In absence of the metabolite, the expression

platform forms an alternative secondary structure by sequestering the 3 end of a

non-local helix called P1. We use all-atom structure-based simulations to charac-

terize the folding, unfolding and metabolite binding of the aptamer domain of the

S-adenosylmethionine-1 (SAM-1) riboswitch. Our results suggest that folding of

the non-local helix (P1) is rate limiting in aptamer domain formation. Interest-

ingly, SAM assists folding of the P1 helix by reducing the associated free energy

barrier. Because the 3 end of the P1 helix is sequestered by an alternative helix in

the absence of metabolites, this observed ligand-control of P1 formation provides

a mechanistic explanation of expression platform regulation.
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5.2 Results

Structure formation in mRNA often regulates genetic expression. Multiple

compact conformations may be accessed while kinetic and thermodynamic compe-

tition of these structures determines the functional state of the mRNA [1]. In these

systems the folding dynamics can play a critical role in biological function. Ri-

boswitches are one class of functional mRNA units that are often found in specific

5-untranslated regions of mRNA [2]. They regulate transcription and translation in

response to changing concentrations of metabolites via communication between an

aptamer (metabolite binding) domain and the expression platform (Figure 5.1a).

Conformational changes in the aptamer domain are essential for this functional

response. Little is known about riboswitch function from a theoretical perspec-

tive, as computational efforts have largely been focused on smaller RNA fragments

[3]. One question of interest is: How does ligand binding influence the formation

of secondary and tertiary structure? Recent single molecule force spectroscopy

experiments [4] have suggested the helix formed by the 3 and 5 ends of a pbuE

adenine riboswitch is the least thermodynamically stable helix and is the helix

most sensitive to metabolite concentrations. In contrast, fluorescence experiments

suggest native 5-3 helix formation occurs prior to metabolite binding in a thiM

riboswitch [5].

In this letter we describe the role of the 5-3 helix (P1) folding and S-

Adenosylmethionine (SAM) binding in the activity of the SAM-I riboswitch [6]

(Fig. 5.1). We adopt the energy landscape theory of protein folding [7] and ap-

ply it to RNA via an all-atom structure-based model ([8, 9]; see Supplementary

Information). We compare aptamer domain folding with and without its associ-

ated metabolite, SAM. The functional state of the riboswitch is regulated by the

balance of aptamer domain folding and formation of an alternate conformation

involving a terminator sequence binding the 3 tail of the riboswitch [10]. It has

been suggested that breaking of the 3 tail (in the non-local helix) is needed to reg-

ulate the expression platform. While the terminator sequence has been identified,

the structure of the full riboswitch has not been solved and the precise details of

the decision process need to be determined. However, the folding of both confor-
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Figure 5.1: (a) Secondary and (b) tertiary structure (PDB entry: 2GIS) of the
SAM-I Riboswitch. Average secondary structure formation as a function of the
fraction of native contacts formed (Q; see Data S2) for the (c) SAM-free and
(d) SAM-present simulations. Figures a-d use the same color scheme; P1=cyan,
P2=red, P3=green, P4=blue, PK=orange, SAM=purple in (b) and (d). In (a)
SAM contacting residues are highlighted by brown boxes. The most notable dif-
ference in folding mechanism is earlier initial folding of P1 (black arrows) at the
expense of the PK (starred) when SAM is present. The folding free-energy profiles
for the (e) SAM-free and (f) SAM-present simulations are shown for several tem-
peratures (with temperature indicated by color). The most significant free-energy
barrier in both systems is associated with initial P1 folding. When SAM is present,
the free-energy barrier is reduced and encountered earlier in the folding process.
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mations must occur on the same energy landscape. Thus, rate limiting steps in

aptamer formation may provide opportunities for the alternate structure to form

and the functional decision to be made. We perform simulations using the recently

solved x-ray structure of the SAM-1 riboswitch aptamer domain [6], allowing us to

isolate the role of P1 formation in aptamer folding. Our results suggest the rate

limiting step in aptamer domain folding is the initiation of P1 helix formation.

SAM reduces the associated free-energy barrier by binding to the pre-formed P3

helix and then attracting the unstructured strands of the P1 helix.

Energy landscape theory states that nature has selected for protein se-

quences that maximize the energetic bias for the native state and minimize trap-

ping of non-native structures. Namely, they have been selected to be minimally

frustrated. The principle of minimal frustration has been validated through com-

parison of structure-based models and experimental results, which has led to the

funnel paradigm of protein folding [7]. For structured RNA, one can envision a

frustrated landscape where there is a margninal bias to reach the native state. The

RNA would then randomly search all possible base pairs and the folded state would

only be reached by chance. This would result in a “Levinthals paradox,” where

searching takes the age of the universe, whereas, in reality, folding of functional

RNAs can be fast (∼ ms). Therefore, evolutionary pressure to reduce frustration

must exist. While RNA is likely frustrated to some degree, by understanding ener-

getically unfrustrated models one can partition the structural and energetic effects

in folding and function.

The principle of minimal frustration is applied via structure-based simu-

lations in which all heavy atoms are explicitly represented. The model is ener-

getically unfrustrated since only native interactions are attractive and all other

interactions are repulsive. Kinetic (temperature jump) and thermodynamic (con-

stant temperature) simulations of the aptamer domain were performed, both with

and without SAM present. Thermodynamic simulations ranged in temperature

such that the full folding/binding landscape could be characterized (Fig. 5.1c-f

and 5.2). For SAM-present simulations, one copy of the aptamer domain and 100

copies of the SAM molecule are placed in a box with periodic boundary conditions.
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Figure 5.2: (a) Average percent of SAM-aptamer domain interactions formed by
region as a function of the fraction of native SAM-aptamer domain contacts formed
QSAM. Simulation images illustrating SAM binding mechanism: (b) SAM binds
a preformed P3 helix, (c) SAM recruits 3 strand of P1, (d) SAM binds 5 strand of
P1 and P1 helix formation proceeds.

SAM molecules are free to associate and only native SAM-aptamer interactions are

attractive. Since SAM-SAM interactions are strictly repulsive, metabolite aggre-

gation and non-specific binding are not possible. To our knowledge, this is the

first simulation in which a bath of ligands (with atomic resolution) is able to freely

associate and dissociate with a RNA molecule during folding.

In thermodynamic simulations of the apo aptamer domain, the largest free-

energy barrier is associated with initial formation of the P1 helix (Fig. 5.1c and e,

black arrow). In the presence of SAM, the initiation of P1 helix formation and the

free-energy barrier are encountered earlier in the folding process (Fig. 5.1d and

f, black arrows) and the free-energy barrier is reduced. P1 forms after all other

secondary structure (and some tertiary structure) is formed and SAM primarily

affects P1 folding in both thermodynamic and kinetic simulations (see Fig. A.1
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in SI). In the SAM riboswitch, the SAM molecule stabilizes the rate limiting step

(largest free energy barrier; see SI) in folding, which leads to a kinetically accessible

and thermodynamically more stable folded aptamer domain.

Since the P3 domain is formed prior to SAM binding (Fig. 5.1c, green

curve), P3 can serve as a platform for SAM binding. Figure 5.2 shows that upon

binding to P3, SAM stabilizes the P1 domain by predominantly interacting with

the 3 strand and then the 5 strand of P1.

Another notable feature in Figures 5.1c and d is the apparent interplay

between P1 and the pseudo-knot (PK, starred). In kinetic simulations (see SI)

this partial unfolding of the PK is more pronounced, suggesting that a dynamic

balance between PK and P1 formation exists.

The current picture of RNA folding is hierarchical [11]. In this view, it

is important to distinguish between local helices (formed by simple stem-loops)

and non-local helices (formed by two strands distant in sequence) [12]. Relative

to a stem loop, a non-local helix has a larger loss of entropy associated with its

formation. This unfavorable driving force is often accounted for in secondary struc-

ture prediction algorithms, where scoring penalties are imposed on large loops [13].

Thus, it may not be surprising to find a non-local helix (P1) that is less stable than

the local helices. As we have shown, the entropic barrier due to bringing together

distant (in sequence) bases also gives rise to the rate limiting step, initiation of P1

folding.

Since P1 folding is rate limiting, it is an ideal stage for SAM to bind and

the on/off decision to be made. Our results provide a detailed mechanism for both

this switching decision and SAM binding. Our results also suggest the structural

mechanism of control is the same, regardless of whether the process is thermo-

dynamically, or kinetically, regulated [14]. The less stable, and slower forming,

P1 helix results in a compact state where some tertiary structure (the PK) can

be formed. In this partially structured state SAM may bind to a pre-formed P3

helix. After SAM binds to P3, it localizes the 3 and 5 strands that compose the

P1 helix. SAM binding to P1 initiates P1 helix formation (Fig. 5.1d), after which

P1 continues to form without any significant free-energy barriers.
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Since the P1 helix is a fragile structure (relative to P2, P3 and P4), it is

likely more sensitive to the cellular environment. Force spectroscopy experiments

have shown a coupling between non-local helix formation and ligand binding in

an adenine riboswitch [4]. In Azoarcus ribozyme [15], a near-native, compact

state with partial tertiary structure has been experimentally observed. This is

also consistent with non-local helix formation being the final folding step. While

non-local helix formation is important in some RNA-ligand systems, loop ordering

[16, 17] and tertiary structure formation [5] may also be important in the decision

processes of other riboswitches.

Several recent results have shown that molecular recognition, control and

signaling do not necessarily occur by surface matching between biomolecules. Rather,

a more interesting process occurs where folding of the biomolecular parts is sig-

naled through binding. Our results suggest that initial P1 formation is a central

step for further recognition and function in the SAM aptamer.
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Appendix A

Supporting Information for

Chapter 5

A.1 Formulation of the Hamiltonian

Coarse-grained structure-based models have been applied with varying de-

grees of resolution to simulate RNA and protein molecules[1, 2, 3, 4, 5, 6]. To

simulate the SAM riboswitch, we employ an all-atom structure based potential,

similar to that used previously for proteinsvii and RNA[8]. All heavy atoms are

explicitly included and are given unit mass. Since thermodynamic quantities do

not depend on mass. In kinetic simulations using unit mass for all atoms could

have an effect. Though, rescaling each phosphate atom to be three times the mass

of a carbon atom would only increase the total mass by 10%. Harmonic potentials

restrain the bond lengths and angles, as well as planar dihedrals. Flexible dihe-

dral angles are included via cosine terms. Non-local contacts formed in the native

structure are given attractive 6-12 interactions. All other non-local interactions

are repulsive. The functional form of the potential is

85
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V = ∑
bonds

εr(r − ro)2 + ∑
angles

εθ(θ − θo)2 + ∑
planar

εχ(χ − χo)2

+ ∑
backbone

Kφ,BB[[1 − cos(φ − φo)] + 0.5[1 − cos(3(φ − φo))]]

+ ∑
sidechains

Kφ,SC[[1 − cos(φ − φo)] + 0.5[1 − cos(3(φ − φo))]]

+ ∑
contacts

ε(i, j)[(σij
r

)12 − 2(σij
r

)6] + ∑
non−contacts

ε2(i, j)(
σNC
r

)12

(A.1)

where r0, θ0, φ0, & σ0 are determined by the native structure and σr = 2.5Å.

Kr = 100Å2, Kθ = 20/rad2, Kχ = 10/rad2 & ε2 = 0.01. Native contact distances

σij are assigned to all atom-atom pairs that are within 4 Åin the native structure.

According to this definition of a contact, stacked bases have about 5 times the

number of contacts that hydrogen bonded base pairs have. To account for this,

the contacts between stacked bases are rescaled by 1/31. Contact interactions and

dihedral interactions are weighted such that

RC/D = ∑ ε(i, j)
∑Kφ

= total contact energy

total dihedral energy
= 2.0 (A.2)

and

RBB/SC = Kφ,BB

Kφ,SC

= Strength of each Backbone dihedral

Strength of each Side Chain dihedral
= 1.0 (A.3)

are satisfied. Reduced units are used for all calculations.

A.2 Features of the Hamiltonian

A.2.1 Distribution of energy

Energies were assigned such that RC/D = 2.0 and RBB/SC = 1.0. In protein

folding, these parameters are easily interpreted, since dihedrals are local and con-

tact are usually between non-local (in sequence) pairs of amino acids. For RNA,

1Stacking interactions are chemically different from hydrogen bonding. When using a cut-off
distance criterion for contacts, there is no reason that each stacking contact should be the same
strength as a base pairing contact. The rescaling is only intended to give a more reasonable
distribution of energy (Table A.1).
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Table A.1: Summary of Distribution of energy by type of interaction. When
setting RC/D = 2.0 the dihedral angles in the sugar ring are included. Though,
since sugar ring dihedrals are far less flexible due to bonds and bond angles, it is
more appropriate to exclude them in this summary. This results in an effective
RC/D of 4.0 (20% of the energy in dihedrals).

Types of Interaction Energy (% of total)
Base Pairing contacts 20.7
contacts between adjacent (in sequence) bases 39.9
Tertiary contacts 16.8
pseudo-knot base pair contacts 2.6
backbone dihedrals 16.0
sidechain dihedrals 4.0
Total secondary energy 80.6
Total tertiary energy 19.4
Total SAM-Aptamer energy 2.3 (relative to total ap-

tamer energy)

it is instructive to further partition the energy. Table A.1 indicates that this pa-

rameterization of the potential corresponds to 80.6% of the energy in secondary

structure and 19.4% in the tertiary interactions. While these ratios might suggest

the parameterization corresponds to a low [Mg2+], a direct comparison is not ap-

propriate here2. To substantiate claims about ionic effects, it would be necessary

to include (or approximate) tertiary electrostatic interactions, with an appropri-

ate measure for [Mg2+]. By varying these parameters, the electrostatic effects

may be probed[8]. Low [Mg2+] results in denaturation of RNA through backbone-

backbone repulsion. Increasing [Mg2+] provides additional stability to the native

structure by mediating these tertiary interactions[9, 10, 11, 12, 13, 14]. In the

present study, native backbone-backbone interactions are attractive, but they are

the same strength as other types of contacts. Our parameterization roughly cor-

responds to an intermediate [Mg2+], as tertiary interactions are not repulsive, but

are weakly attractive.

To study the effects of SAM, we explicitly include the ligand. In doing so,

2Since folding mechanisms in structure-based models are robust to parametric changes (see
below), it is only necessary that our parameters are reasonable.
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Table A.2: Summary of contact energy distribution in each helix.

Region Total Contact E # of base pairs < E > per pair
P1 187.7 8 23.5
P2 170.0 7 24.3
P3 150.1 7 21.4
P4 151.7 6 25.3
PK 84.4 4 21.1

we perturb the system by increasing the stabilizing energy and adding structural

constraints. Table A.1 indicates that the SAM-Aptamer contacts only increase

the total stabilizing energy by 2.3%. The observed increase of 5% in the folding

temperature of P1 upon addition of SAM (from T=0.716 to 0.755; Figure 1) further

emphasizes the focused effect SAM has on P1.

A.2.2 G-C vs A-U base pairing

It is well established that G-C base pairs interact more strongly A-U base

pairsxvi. While we do not give a bias to G-C contacts over A-U contacts, our simple

distance criterion results in more contacts, and hence more stabilizing interactions,

between G-C pairs. Figure A.1 shows representative G-C and A-U base pairs with

all native contacts indicated by dotted purple lines.

A.2.3 Stacking interactions

An additional feature that is implicit to our model is the distribution of

stacking energy. Since our model is structure-based, bases that are well stacked

(as seen in helices) will have the highest number of contacts, and bases that are

poorly stacked (as seen in turns and loops) will have fewer contacts (Figure A.2).

Our model does not treat stacking in local and non-local helices differently. The

main factors in determining the stabilizing energy assigned to a helix are 1) base

pairing and 2) how well the bases are stacked. The stabilizing energy per base pair

is given for each helix. Since P1 does not have significantly less enthalpy per base

pair than P2-P4, the observed differential stability of P1 is a result of entropy.
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Figure A.1: A representative (a) G-C base pair and (b) A-U base pair with native
contacts represented by purple lines. The G-C pair has 11 contacts while the A-U
pair only has 9. Image prepared with VMD.
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Figure A.2: Stem loop of helix P3 (G50 to A53: colored blue, red, orange and
yellow). Bases 51 to 53 are well stacked. Bases 50 and 51 are adjacent in sequence,
but are not stacked.

A.2.4 Potential hamiltonian effects on Pseudo-knot, P1

and kink-turn stability

In the formulation of our model, pseudo-knot base pairs are not treated

differently from helical base-pairs. That is, the PK contacts are given the same

energetic weight as helical base pair contacts. There are several reasons that PKs

should be less stable than helices. First, PKs tend to have a small number of base

pairs (¡5). Second, PKs are tertiary interactions and are therefore entropically

unfavorable. Third, PKs can require bending of a helix in order to form.

The number of base pairs in a PK does not affect the formulation of our

model. Though, as described above, well stacked bases have more stabilizing energy

than poorly stacked bases. This can lead to boundary effects at the ends of helices.

The terminal base in a helix is not always stacked against the first base of a loop

(Figure A.2). Table A.2 indicates that this boundary effect is negligible when

comparing the helices of this particular riboswitch and each helix has 6-8 base

pairs. In the PK, there are only 4 base pairs and the stabilizing energy per base

pair is less than in helices, but only marginally less than P3.
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The second contributing factor to PK stability is the large loss in entropy

upon structure formation. Despite both the entropic penalty and the smaller

stabilizing energy, the PK is still more stable than P1 for this parameterization of

the model.The formation of a PK can also introduce structural constraints that

result in a “bent” helix. That is, the helix will have a persistence length that is

shorter when the PK is formed than when it is not. This bending of a helix can

introduce an energetic penalty to PK formation. Since our model is structure-

based, there is not a penalty for “bending” the P2 helix. By adding an energetic

term that favors a longer persistence length of P2, the PK could be destabilized. It

is important to realize the persistence length would be increased if the Kink-turn

was replaced by canonical base pairs, to form a continuous P2 helix. In such a

system, the PK could potentially be less stable than P1, which is consistent with

the interplay between the PK and P1 seen in kinetic folding simulations. Less

drastic mutations to the KT region may also perturb the PK, though at this point

the exact effects would be speculation.

A.3 Robustness of the results to changes in the

distribution of energy

Whitford et al.[7] have shown that folding mechanisms in proteins are not

sensitive to the choice of parameters in an all-atom structure based model. Since we

employ a similar model here, the mechanisms in this paper should not be sensitive

to the exact choice of parameters. They have also shown that folding free energy

barriers can be varied with parameters, but the relative heights of different barriers

remain similar for each parameterization. The folding barriers between the Apo

and SAM-present simulations should be considered relative barriers, in that the

largest barriers are likely rate limiting, yet the overall magnitudes are not meant

to be exact.
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A.4 Simulation details

All simulations were performed using the Gromacs[17, 18] software package.

No changes to the source code were necessary. Reduced units were used in all

calculations and figures. The time step τ was 0.0004. Stochastic dynamics were

used with a drag coefficient γ = 1.0.

Kinetic folding simulations were obtained by first thermally denaturing

the RNA. An ensemble of unfolded structures was obtained from several high-

temperature simulations. The unfolded structures were then thermally quenched

to around 0.8Tf . Approximately 100 kinetic simulations were performed each for

the Apo and SAM-present simulations.

To obtain thermodynamic sampling, over 50 simulations were performed

for the Apo and SAM-present systems, each at a different temperature. Temper-

atures were chosen such that the aptamer domain was always folded in the lowest

temperature simulations and always unfolded in the highest temperature simula-

tions. The Weighted Histogram Analysis Method[19, 20] was used to calculate

thermodynamic quantities.

In the SAM present simulations, 100 copies of SAM and 1 copy of the

aptamer domain are present in a cubic box of dimension 250Å. In experiments, a

concentration of this magnitude could result in non-specific binding of SAM and

large non-physiologically relevant electrostatic contributions. In our simulations,

since these effects are not present we can focus specifically on the binding event.

A.5 Reaction coordinates

For all results presented here, we use the fraction of native contacts Q as a

reaction coordinate. The primary requirement of any good reaction coordinates is

that is can distinguish between folded and unfolded structures. Q has been exten-

sively studied in the context of protein folding[24]. Since RNA is also a polymer,

there is no reason a priori to believe Q is inappropriate for the characterization

of RNA folding. A native contact is defined in our model as any two atoms that

are separated by at least 3 bonds, are in different residues and are within 4Åof
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each other in the native structure. Q is defined as the fraction of natively contact-

ing pairs that are within 1.5 times their native distance, at a given time. In this

manuscript, secondary structure contacts Qregion are defined as contacts for which

both atoms are in the same structural unit (region=P1, P2, P3, P4 or PK, though

the PK is not a secondary structure unit) and are not in adjacent (in sequence)

bases.

A.6 Folding mechanisms from kinetic simulations

Figure A.3 shows the folding mechanisms of the aptamer domain in kinetic

simulations. As seen in thermodynamic simulations, P1 is the last helix to form.

The apparent partial unfolding of the Pseudo-knot (PK) upon P1 formation is more

pronounced in kinetic simulations than in thermodynamic simulations. Decreases

in Qregion with increasing total Q has been observed in protein folding and is

referred to as “backtracking”[25, 26]. Backtracking occurs in unfrustrated models

when structure formation of one region impedes the folding of another region. It

was recently shown that the folding of functional regions of proteins can lead to

backtracking[27]. In the SAM-1 riboswitch, backtracking suggests P1 and the PK

are functionally relevant. Perturbations to the PK (mutation, ligand binding, ionic

concentration, etc.) may effect on the functional state of the riboswitch.

It is worth noting that P2 folds later in kinetic simulations than in thermo-

dynamic simulations. This is likely due to P2 being a significantly longer (spatially)

helix than P3 or P4. The longer length leads to a kinetic delay, though it is ther-

modynamically the most stable helix. Despite the longer length scale, it still forms

before P1.

Figure A.4 shows the binding mechanism for SAM in the kinetic simulations.

SAM clearly binds P3 prior to P1. This feature is observed in thermodynamics

simulations, but it is more pronounced here. The sequential docking of the 3 and

5 strands is also accentuated.
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Figure A.3: Folding mechanisms in kinetic simulations. Fraction of native contacts
formed by region as a function of the fraction of total contacts formed Q (P1=cyan,
P2=red, P3=green, P4=blue, PK=orange, purple=SAM-aptamer contacts). SAM
appears to influence the folding of P2, P3 and P4 less than P1. P1 and PK
formation are late in both Apo and SAM-present simulations. Folding of the PK
appears to be correlated with partial unfolding of P1. SAM reduces the folding of
P1 from 3 to 2 steps.

A.7 Relating rates and free energy barriers

The rate of a chemical reaction, such as polymer folding, can be related to

the diffusion and free energy barrier in Q via, R ∼ De−β∆F , where ∆F and D are

the free energy barrier associated with the reaction and the diffusion coefficien[28,

29, 30]. When relating our free energy barriers to rates, higher free energy barriers

correspond to slower folding. In protein folding, free energy barriers are often

larger for small fast folding proteins than the ones obtained in this study. This

does not indicate riboswitch folding is faster than folding of a small protein. To

make quantitative arguments about the magnitude of our rates, one would need

approximations of D for protein and RNA folding. Since D is the diffusion in

reaction coordinate space, the projection of the diffusion in Cartesian coordinates

to diffusion in Q space will be different for different molecular structures. The

length scale is larger for the SAM riboswitch than for small proteins. The larger

the system, the farther apart native pairs can be when in the unfolded state.

Consequently D can be smaller, and rates will be slower, for the riboswitch than

for small proteins. Thus, our results are limited to relative rates of similar systems.

In the present work, we compare the free energy barriers of the Apo and SAM-
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Figure A.4: Mechanism of SAM binding in kinetic simulations. The sequential
binding of SAM, where SAM first binds P3, then the 3 strand of P1 and finally
the 5 strand of P1, is accentuated in the kinetic simulations.

present riboswitch. Since these two systems are identical, except for a perturbation

from the ligand, it is reasonable to assume that differences in D will be negligible,

and the differences in rates are due solely to the free energy barriers.
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