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The electrochemical behavior of carbon nanotubes (CNTs) containing both in-

trinsic and extrinsically introduced defects has been investigated through the study of

bamboo and hollow multi-walled CNT morphologies. The controlled addition of ar-

gon, hydrogen, and chlorine ions in addition to atomic hydrogen and magnesium vapor

was used for varying the charge and type of extrinsic defects. To quantify changes in

the CNTs upon treatment, Raman spectroscopy and electrochemical techniques were

employed.

It was indicated from Raman spectroscopy, cyclic voltammetry, electrochemical

impedance spectroscopy, and chronopotentiometric experiments that the electrochemi-

cal response of hollow type CNTs could be tailored more significantly compared to bam-

boo type CNTs, which have innately high reactive site densities and are less amenable to
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modification. Total defect density and edge-plane-like defect concentrations monitored

through Raman spectroscopy were used to correlate changes in the electrochemical re-

sponse of the CNT electrodes as a function of treatment.

The implementation of CNT electrodes in a prototypical electrolytic capacitor

device was then explored and characterized. Dependencies on source current and redox

couple concentration were evaluated, as well as changes in the total capacitance as a

function of treatment. Cyclability studies were also performed as a function of source

current magnitude to evaluate the longevity of the faradaic currents which typically de-

crease over time in other similar capacitors.

This thesis then concludes with an overall summary of the themes and findings

of the research presented in this work.
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1 Introduction

Carbon nanotubes (CNTs) have been postulated for a variety of uses in recent

years due to their theoretically impressive mechanical, electrical, and optical properties.

For example, the tensile strength of CNTs has been measure to be 63 GPa, ∼100 times

greater than steel, and the theoretical maximum current density is ∼5 x 109 A
cm2 , which

is more than 1,000 times larger than that of copper.[27, 28] Numerous studies have been

conducted that manipulate different CNT synthesis parameters to gain a comprehensive

understanding of how these parameters affect CNT growth mechanism, CNT geometry,

chirality, semiconducting or metallic character, and length. However, regardless of the

synthesis method, CNT uniformity has been extremely difficult to control. Therefore,

much effort has been focused on methods to purify CNT mixtures. Ultimately, the focus

of CNT research is to characterize the variety of CNTs morphologies and conducting

types as well as the CNT synthesis methods to evaluate their potential (commercial)

use.

To best implement CNTs in commercial devices and to understand the current

limitations of transitioning CNTs into commercially viable materials, the CNT growth

mechanism and synthesis process must be explored. This thesis will begin with an

introduction to the thermal chemical vapor deposition (CVD) synthesis technique and

provide an overview of the effects of several growth parameters. Generally, CNTs can

be regarded as rolled sheets of graphene, as shown in Figure 1.1. Changes in the growth

parameters can lead to different CNT morphologies, affect the length and relative in-

trinsic defect density, as well as determine the structural and electrical properties of the

CNTs.

Once a general understanding of the growth mechanism and synthesis process

has been established, potential applications can be explored. One such application is

explained in this work, which involves around using defective CNTs as electrodes in su-

percapacitors. In this instance, the inherent imperfections generated during CVD growth

and those subsequently added to the CNTs through various processes, can significantly

improve the capacitive performance of CNT electrodes. To characterize the CNTs and

understand structure-property relationships, the following techniques are used: Raman

Spectroscopy, scanning and transmission electron microscopy (SEM/TEM), electro-

chemical impedance spectroscopy (EIS), cyclic voltammetry (CV), and galvanostatic
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Figure 1.1: Diagram of CNTs, where the rolling direction can lead to armchair or zig-

zag edges and determined the semiconducting or metallic behavior of CNTs as illus-

trated by Meo et al.[1]

charging/discharging (GALV).

Several different methods were used to generate defects in CNTs and induce

structural and electronic change. To best understand how different treatments change

the CNTs, Raman spectroscopy was used as it provides much information on both the

electronic and structural states. A review of defects and the influence that they have on

the electronic band structure will be given. Raman spectroscopy does not fully charac-

terize how the CNTs will perform electrochemically and cannot be used quantitatively.

To quantify changes in the CNTs and correlate those changes in the Raman spectra, the

CV, EIS, GALV electrochemical techniques were employed. Each of these techniques

will be described in detail and provide complimentary and unique results that quantify

charge transfer and diffusion related processes that are present in electrochemistry.

Finally, a description of the performance of CNTs as capacitors will be given.

By creating CNT based devices, the potential of CNTs to act as electrodes can be eval-

uated. Methods to improve upon the present performance will also be described. While

characterization prior to implementing CNT electrodes in devices is useful, a true test

of performance comes through the use of the CNTs on the device level. Many unfore-

seen problems typically arise when issues such as form factor, heat dissipation, chemical
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compatibility, and reproducibility are explored for real world applications. A final sum-

mary of the findings with then be presented along with some concluding remarks about

potential future research directions.



2 Carbon Nanotube Synthesis

Carbon nanotubes have been grown through a variety of different methods, in-

cluding thermal chemical vapor deposition (CVD), plasma enhanced CVD, arc dis-

charge, and laser ablation. Each of these methods has its own advantages and limi-

tations, but all allow for the growth of CNTs with a large variety of mechanical, optical,

and electronic properties. For instance, when using thermal CVD, the feed gas compo-

sition determines the useful pressure, temperature, and flow of gases to effectively grow

CNTs.[2, 29–36] Changes in these and many other parameters can lead to a wide vari-

ety of CNT growth rates, CNT lengths, diameters, chirality, and quality. As a result, a

plethora of research has been focused in an effort to define key process parameters that

can lead to reproducible growth of high quality, defect free CNTs.

In this work, much effort was focused on the growth of CNTs, via thermal CVD,

on conducting substrates for the purpose of using them as electrochemical electrodes.

It was found that several factors are important to understanding CNT growth. In the

following sections, the roles of feed gas composition and substrate will be explained

with reference to CNT morphology and overall growth quality. A general description of

CNT formation theory will also be given.

2.1 Background

A CNT can be simply regarded as a rolled sheet of graphene that formed into a

tube as illustrated in Chapter 1, Figure 1.1. The underlying formation processes depend

on a complex relationship between catalyst and reactant gas properties. In a thermal

CVD setup, shown schemtically in Figure 2.1, feed gases are introduced into the CVD

reactor, after which they are heated to promote decomposition on the catalyst surface.

Upon decomposition, carbon atoms adsorb onto the surface of the catalyst particles,

which then begin to diffuse along the surface of and subsequently dissolve into the cat-

alyst. Such processes increase the concentration of carbon in the catalyst material until

supersaturation is attained and carbon begins to precipitate out of the catalyst particle

and CNTs start to grow. If the CNT density is large enough, the CNTs are naturally

supported through van der Waals forces that cause the CNTs to vertically align instead

of forming a tangled network, creating an array of CNTs.

Using this reaction scheme it is seen that there are several factors that are gen-

erally applicable to CNTs grown via thermal CVD: control over catalyst density and
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Figure 2.1: Diagram illustrating the basic experimental design for a thermal CVD sys-

tem. MFC indicates mass flow controller.

activity, carbon source decomposition rate, and carbon solubility in the catalyst layer. If

these parameters can be effectively controlled, CNT growth can more reproducible.

2.1.1 Role of Substrate, Supporting, and Catalyst Layers

Careful control of the catalyst properties is most likely the single most important

factor in thermal CVD growth of CNTs. In this work, a thin layers of catalyst metals,

such as Ni, Fe, and Ag, were deposited on Si wafers. Upon heating these substrates

during the growth process, the thin metal film breaks down resulting from surface energy

minimization, to form catalyst islands as shown in Figure 2.2.

The growth temperature, annealing rate, thickness of the catalyst film, composi-

tion of the underlying layers, and the surface energy mismatch between the underlying

layers and the catalyst metal have a large impact on the size and composition of the

catalyst islands. [37–39] For instance, by annealing the thin film at a faster rate and

then promptly starting the growth, the catalyst islands do not have enough time to coa-

lesce and form larger island particles. Furthermore, if the surface energies between the

catalyst particles and the underlying layers are greatly mismatched, the contact angle

between the catalyst islands and the underlying layers is larger and also affect the shape
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Figure 2.2: Fe catalyst layer of 5 nm post annealing at 650 ◦C for 10 minutes. A few

CNTs are present due to residual carbon on the furnace tube from previous growth runs.

and size of the catalyst islands as well as the growth mechanism shown in Figure 2.3.

[2]

However more important is the composition of the catalyst and underlying sup-

porting structure, due to their effect on carbon solubility and catalyst activity. Initial

research utilizing the thermal CVD process often involved depositing a variety of tran-

sition metals, such as Fe, Co, and Ni, on silicon wafers.[40] Of these metals, iron was a

promising candidate due to the preferential formation of graphite instead of Fe carbide.

One pitfall of using iron in conjunction with a silicon substrate is the possible formation

of iron-silicides, which lowers the solubility of carbon in iron. [39, 41] Recent studies

that have yielded ultra long CNTs grown on Si wafers, have utilized barrier layers to

prevent the mixing of Fe and Si layers. [29, 31, 35, 36] The most widely used of these

barrier layers are silicon and aluminum oxides. Typically, a ∼500 nm layer of silicon

oxide is electron beam evaporated or thermally grown on the Si wafer to act as a diffu-

sion barrier. Aluminum oxide is then deposited or thermally grown from a thin film of

deposited aluminum on top of the silicon oxide layer to help better control catalyst size.

The aluminum oxide layer is typically ∼1-10 nm in thickness. By using these two oxide

layers the usable growth temperature range could be increased to accommodate a larger

variety of carbon sources since the catalyst layer is protected from undesirable mixing
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with the substrate.

Figure 2.3: Diagram originally presentated by Kumar and Ando illustrating tip (top)

and base (bottom) growth models with Ni and Fe catalysts, respectively. The effect of

substrate-catalyst interactions on the growth model can be understood through changes

in the contact angle between the two layers.[2]

For the purpose of this research, supporting oxide layers were not considered,

since they are insulating and detract from using CNTs as electrodes in electrochemical

experiments. Since the substrate and catalyst used were Si and Fe, respectively, care

must be taken when selecting the feed gas composition and growth temperature since

these parameters determine the carbon decomposition rate and thus determine the life-

time of catalytic activity. A balance must be found between the optimal hydrocarbon de-

composition temperature that simultaneously reduces the formation of transition metal

silicides when using Si as a substrate. Several research groups have attempted growth

on other conducting substrates such as copper, but the quality of CNTs is typically poor

due to cracking of the substrate and alloy formation upon annealing.[37]

2.1.2 Role of Feed Gases on Defect Density and CNT Morphology

2.1.2.1 Influence of Carbon Source on Defect Density

A variety of carbon feed gas sources have been used in thermal CVD, rang-

ing from low molecular weight hydrocarbons such as methane and acetylene to liquid

sources such as benzene and ethanol. These carbon sources are often mixed with a car-
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rier gas typically consisting of a mixture of argon and hydrogen to reduce the partial

pressure of the carbon source and limit its decomposition.[42] The addition of hydrogen

prevents the sintering of the catalyst layer and reduces native oxide, such as iron oxide,

to the pure metal state to prevent the loss of catalytic ability and increase the solubility

of carbon.[43, 44]

Larger molecular weight hydrocarbons would also require higher growth tem-

peratures than lighter hydrocarbons due to their larger heat capacities.[42] A greater

degree of saturation also increases the growth temperature, as seen with carbon sources

of similar molecular weight, such as ethylene comapred to acetylene, since they are less

reactive.[45–47]

In this work, acetylene and ethylene were used as the carbon feed stock gases.

Acetylene gas is much more reactive than ethlylene gas and can be used with lower

growth temperatures. However, due to its high reactivity, the decomposition of acety-

lene occurs much faster than the catalyst can support, inducing early catalyst poisoning.

Catalyst poisoning is the loss of catalytic activity and results in the inability of the cat-

alyst to support hydrocarbon decomposition. Catalyst poisoning is often accompanied

by the formation of amorphous carbon on the surface of the catalyst, as well.

Conversely, ethlyene decomposition is more stable decomposition at elevated

temperatures, which promotes longer growth times and helps inhibit catalyst poisoning.

The higher temperature decomposition also promotes higher bulk and surface diffusion

of carbon, increasing the growth rate of CNTs. These effects have important effects on

the quality and structure of the produced CNTs and will be explored in Section 3.6.1.

2.1.2.2 Changes in CNT Morphological due to Nitrogen

When CNTs are grown with only carbon and hydrogen containing species, the

resulting CNTs have a hollow core with various numbers of tube walls. As was shown

in Figure 2.3, CNT tube walls grow at the edges of the catalyst islands, leaving the core

of the CNT hollow. The reason behind this mechanism is based on the faster surface

diffusion of carbon compared to the bulk diffusion. The much slower bulk diffusion of

carbon effectively prevents graphitic precipitation at the center of the catalyst to occur

at the same rate as the precipitation at the edges of the catalyst.[3, 48, 49] Therefore an

inital cap of the CNT is formed, but further bulk precipitation is not favored.
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Figure 2.4: Diagram illustrating the mechanism of bamboo type CNTs as presented by

Lin et al.[3]

If passivation is prevented through the use of nitrogen containing compounds

such as ammonia and pyridine, high rates of bulk and surface diffusion of the carbon

feed stock through the catalyst particle are achieved and bamboo type CNTs are formed.

These types of CNTs have periodic graphitic planes that are angled away from the nan-

otube axis of the MWCNT and form compartment-like structures. Figure 2.4 illustrates

the mechanism behind the compartmentalization of these CNTs. The compartments are

defect rich providing an interesting contrast to less defective hollow CNTs, and will

be explained in detail in Section 3.3 and investigated through Raman spectroscopy and

electrochemistry in Sections 3.6.1 and 4.3.1, respectively.

Since the growth of CNTs involves the culmination of several simultaneous pro-

cesses, the importance of feed gas composition, temperature, pressure along with the

catalyst properties is critical for achieving and maintaining growth via thermal CVD.

The problems of preventing catalyst poisoning and sustaining growth to achieve bulk

production of CNTs are still being investigated today.



10

2.2 Experimental Synthesis of CNTs

2.2.1 Substrate Preparation

The surface of the substrates were prepared by following the same general se-

quence of steps described below. Initially, 3 inch n-doped Si wafers with a resistivity of

∼1-10 mΩ−cm were cleaned by sequentially sonicating the wafers in isopropyl alcohol,

acetone, and water. A catalyst layer of either 3, 5, or 7 nm of Fe was then deposited

with a Temescal BJD 1800 e-beam evaporator. The base pressure prior to evaporation

was always less than 6x10−6 Torr. Square contact pads with side lengths of 1 mm were

then patterned onto the other side of the side wafer. The pads consisted of a 10 nm Ti

adhesion layer and 60 nm of Ag. Finally, the wafer was diced into squares with side

length of 5 mm.

2.2.2 Thermal Chemical Vapor Deposition (CVD)

To begin the CNT growth, the substrates with Fe catalyst were placed near the

center of the tube furnace that composes the reactor. The ports on both sides of the fur-

nace were then shut and clamped closed. The mechanical vacuum pump was then turned

on until a pressure lower than 100 mTorr was attained. Once the pressure stabilized, Ar

gas was flown into the furnace. The flow rate was controlled by mass flow controllers

(MFCs) with a typical value for Ar of 350 SCCM. A throttle valve downstream from

the furnace was then closed and feedback controlled to allow the system to fill with Ar

until a pressure of 750 Torr was attained and maintained. After reaching this pressure,

the tube furnace was turned on with a ramp rate of 50
◦C
s . Once the growth temperature

was reached, which ranged between 600 and 750 ◦C, hydrogen gas or a mixture of H2

and NH3 gases were added to the feed gas stream for 10min with a typical total flow

rate of 210 SCCM to reduce any iron oxide. After the 10 min period, either C2H2 or

C2H4 was finally added to the feed gas stream. The flow rates were varied from 20 to

200 SCCM in an effort to obtain the an optimal flow rate for each gas type. The carbon

source was left on for a specific time period, typically 10 min, after which the hydrogen

and carbon source were stopped. The tube furnace was then turned off and allowed to

cool to room temperature, while Ar gas was allowed to flow during the entire cooling

down process. A vast range of different flow rates, growth temperatures, and times were
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used to understand how the growth changed with variations in these parameters.

2.3 Results and Conclusions

(a) (b)

(c) (d)

Figure 2.5: SEM images of hollow type CNTS taken from (a) top and (b) side orien-

tations to determine CNT growth uniformity and length. (c) is an image of the CNT

diameter. (c) is a typical image of bamboo type CNTs.

To characterize the impact that the changes in conditions and post growth treat-

ments described in Chapter 3, Section 3.5 have on CNT growth, a Phillips XL30 en-

vironmental scanning electron microscope (ESEM) and a JEOL transmission electron

micrscope (TEM) were used to image the CNTs. The SEM was also equipped with an

energy dispersive spectroscopy (EDS) detector. Since these tools can only be used to

determine CNT lengths and diameters they must be used in conjunction with Ramam
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spectroscopy (Section 3.6) and electrochemical techniques (Section 4.3) to gain a full

understanding of how the CNT electronic and structural properties change.

For many as-produced (AP) CNTs and for all of those that were treated post

growth, three unique SEM images were taken. Typical SEM from these views are shown

in Figure 2.5. As can be seen from Figure 2.5d, the SEM cannot be used to distinguish

CNT morphology since the resolution of ∼10 nm is not high enough to resolve features

of this size. To determine the CNT morphology, TEM must therefore be used. Figure

2.6 shows TEM images to confirm the morphology of the CNTs treated with and without

ammonia gas during the growth process.

(a) (b)

Figure 2.6: TEM images of (a) hollow type and (b) bamboo type CNTS to confirm

morphology.

Successful and repeatable CNT fabrication is a complex undertaking that in-

volves many different components. The ability to change the various processing pa-

rameters, however, allows for the growth of CNTs with a variety of different physical

features. The implications of such changes in the growth conditions can be major, as

they can affect the mechanical, optical properties, and electrical properties of the CNTs.

The uniformity of the CNTs therefore becomes important when using the CNTs in de-

vice based applications.

Chapter 2, in part, is a reprint of the material as it appears in “Defect engineer-

ing of the electrochemical characteristics of carbon nanotube varieties”, in Journal of
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Applied Physics, v.108, n.3, pp.034308, 2010, Hoefer, M. A.; Bandaru, P. R. The dis-

sertation author was the primary investigator and author of this paper.



3 Carbon Nanotube Defects

Carbon nanotube defects can be generally defined at any location where the pe-

riodic hexagonal arrangement of sp2 bonded carbon atoms present in a single-layer

graphene sheet (crystalline lattice) is perturbed in some way. Defects can be classified

by two categories: intrinsic and extrinsic. Intrinsic defects are those that result from

structural changes in the lattice without the introduction of impurity atoms. Extrinsic

defects are those that involve impurity atoms to induce structural changes.

Historically, research has been focused on obtaining defect free CNTs through

synthesis in the hope of being able to experimentally verify the impressive theoretically

calculated thermal, electrical and structural properties. Defects do not necessarily hin-

der the performance of CNTs and in some applications, defects are not only beneficial,

but also necessary. One example is a CNT based chemical sensor. Defects in the CNT

chemical sensor act as binding locations for sensing functional groups because they are

more energetic and subsequently more chemically reactive compared to pristine sites.

Typically, functionalization is used to incorporate charged moieties into the CNT based

sensor. Carboxyl, ammine, and hydroxyl groups for instance, can increase sensitivity

and add specificity to sensing for the appropriate target molecules. Charged moieties

could perhaps also achieve similar results. Consequently, one of the goals of this re-

search was to determine if functionalization is necessary to increase the electrocatalytic

activity of a CNT electrode or if this can be achieved solely through defect manipulation.

The following sections describe different types of intrinsic and extrinsic defects

and how such defects affect the structural properties of CNTs. In addition to structural

effects, defects also produce unique changes in the electronic properties of CNTs and an

introduction of the electronic band structure and how the band structure can be probed

spectroscopically will be provided. The impurity electronegativity and atomic or ionic

size can all affect the way in which the impurity interacts with the lattice. Section

3.4.2 will thus provide an introduction to electron deficient (p states) and electron rich

(n states) CNTs with a focus on changes in the density of states (DOS). A detailed

description of the procedures used in this work to create extrinsic defects will follow

in Section 3.5. Finally, the results of various experimental procedures to manipulate

CNT defect density and charge will be presented. The majority of work presented in

this chapter is used to illustrate that defects can be used to generate regions of charge

14
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density along the CNT.

3.1 Point Defects

Due to the low dimensionality of CNTs, some of the defects that are present

in three-dimensional crystals such as stacking faults are not possible in CNTs. Lower

order defects like point defects however manifest themselves in multi-walled CNTs as

Stone-Wales, inverse Stone-Wales defects, vacancies, interstitial adatoms, or lattice im-

purities. These defects induce changes in the bonding structure of CNTs and can cause

re-hybridization of the carbon atoms in addition to inducing local bond strain.

Point defects are entropically necessary and as described in Chapter 2, Section

2.1.2, specific synthesis conditions can change the concentration of defects. One man-

ifestation of different defect concentrations is CNT morphology, where for instance,

BCNTs have larger intrinsic defect densities compared to HCNTs as a result of an in-

creased number of edge planes.

3.1.1 Intrinsic Point Defects

When the lattice is missing an atom a vacancy may form. In CNTs, the energy

of formation for single vacancies (E f ,S V) is 5−7eV depending on the CNT diameter.[4]

The dependance of E f on diameter arises from differences in curvature for different

diameter CNTs. If a single vacancy is created, carbon atoms surrounding the vacancy

are at a relatively higher energy state since they are not fully coordinated and have

dangling bonds. These higher energy carbon atoms can undergo Jahn-Teller distortions

to minimize the local energy, forming a pentagon and a nonagon with one dangling bond

remaining, as seen in Figure 3.1. The Jahn-Teller effect is the geometric distortion of

non-linear molecules to reach a lower energy state.[4] In graphene and CNTs with low

curvature, the energy of formation associated with the Jahn-Teller effect (E f ,JT ) is ∼7

eV, which is relatively large.

Vacancies can also become mobile if enough energy is provided to overcome the

migration barrier (Emb,S V) ∼0.5-2 eV.[50] The migration barrier is again dependent on

the CNT diameter and type. If two vacancies join, a double vacancy is formed with an

energy of formation (E f ,DV) of 4-5.5 eV.[50]. In a double vacancy the carbon atoms

have no dangling bonds since two pentagons and a heptagon form which are relatively
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Figure 3.1: Jahn-Teller distortion as a result of a single vacancy illustrated originally by

Banhart et al.[4]

immobile with a migration barrier (Emb,DV) of ∼5 eV.[50].

Another type of defect, the Stone-Wales defect, occurs when a C-C bond rotates

and is a unique property of graphitic systems. As illustrated in Figure 3.2b, the most

energetically favorable rotation of the C-C bond is 90◦.[5] When both C atoms also

rotate, the activation energy (E f ,S W) increases from ∼5 eV to ∼10 eV. [5, 51, 52] As the

C-C bond rotates, the local carbons form non-hexagonal rings while maintaining sp2

hybridization. The non-hexagonal pairings cause bends or kinks along the CNT axis as

shown in Figure 3.2c.

3.1.2 Extrinsic Point Defects

Defects can also arise from the addition of adatoms on the surface of the lattice.

If the adatoms are smaller than the inter-shell spacing of ∼0.35 nm, they can reside inter-

stitially between the walls of multi-walled CNTs.[53]. If the adatom is carbon and lies

interstitially, two new covalent bonds to the surrounding carbons will form and adopt

sp3 character.[4] The binding energy associated with the bond formation (Eb,adatom) is

∼2 eV.[54] In the case of carbon adatoms, the migration barrier is 0.4 eV, thus giving

them high mobility along the surface of the CNT.[54] If a carbon adatom moves into

a vacancy location, it will undergo rehybridization and covalently bond with the sur-

rounding carbon atoms. If only a single vacancy is encountered, rehybridization will

effectively re-establish the symmetric hexagonal pairing typical of a pristine CNT. Lo-

cal bending can also occur if two carbon adatoms meet to form a dimer, which then

interacts with the surrounding delocalized sp2 network to form an inverse Stone-Wales
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(a) (b)

(c)

Figure 3.2: (a) Diagram illustrating a Stone-Wales defect originally illustrated by by

Banhart et al.[4] (b) Bond rotation energy as a function of bond angle for graphene orig-

inally illustrated by Li et al.[5] (c) Bends in CNT sidewall that illustrate not hexagonal

pairing.
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defect, as illustrated in Figure 3.3. The energy of formation for inverse Stone-Wales

defects (E f ,iS W) is ∼7 eV, which is larger than the energy of a Stone-Wales defect and is

less thermodynamically favorable.[4, 6]

Figure 3.3: Bond rotation resulting from a carbon adatom dimer (red), which leads to

an inverse Stone-Wales defect originally illustrated by Lusk et al.[6]

When adatoms are not carbon, the electronic interaction between the adatom

and the local carbon structure varies with the electronic state of the adatom and its

size. Depending on the energy of the adatom, it will either physisorb through van der

Waals forces or chemisorb through bonding to the CNT surface. Covalently bonding

transition metals to the surface of CNTs with electrochemical techniques has been used

as a method to identify the location of defects along the surface of the CNT, shown in

Figure 3.4.[4, 7, 53] The reduction potential of most metals is ∼2.5 eV or equivalently

∼2.5 V compared to the standard hydrogen electrode, therefore if the adatoms are pinned

at defects with a larger thermodynamic energy, the adatoms and the defect will bond.
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Figure 3.4: Au and Pt clusters on a CNT, and the associated energies of the metals

compared to the Fermi energy of the CNT originally illustrated by Choi et al.[7]

Bonding to CNTs is not restricted to carbon or foreign adatoms, but can also

happen between adparticles at defect sites. An adparticle can be a cluster of atoms or

a molecule, which is then either noncovalently or covalently bound to the CNT sur-

face. The mechanism for adparticle attachment is the same as an adatom, yet can only

happen on the surface of the outermost CNT shell from geometric considerations. As

mentioned at the beginning of this chapter, CNT chemical sensors have utilized func-

tionalization to gain sensing capability. Figure 3.5 illustrates examples of covalently

bond PEG molecule and aromatic rings connected to polymers π-bonded to a single

walled CNT (SWCNT).

(a) (b)

Figure 3.5: (a) Covalently bound PEG polymer to a SWCNT originally illustrated by

Sun et al.[8] (b) Noncovalently bound N-succinimidyl-1-pyrenebutanoate to a SWCNT

originally illustrated by Zhoa et al.[9]

Another type of point defect observed in CNTs occurs when foreign atoms add

as substitutional impurities into the CNT lattice. Thermodynamically stable substitu-
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tional impurities in CNTs tend to be similar in atomic size and have a similar number

of valence electrons as carbon, such as Group III and Group V boron or nitrogen.[55]

However, when coupled with vacancies, a broader variety of substitutions can occur.

Transition metals can also form strong covalent bonds, Eb,metal ∼ 2-8 eV, at vacancy

sites by coordinating with dangling bonds.[4, 55, 56]

3.2 One-Dimensional Defects: Intrinsic and Extrinsic

The most commonly observed one dimensional defect in CNTs is an edge plane

defect, which resembles the edge plane of a graphene sheet. At an edge plane defect var-

ied bond orderings and bonding configurations can occur. If only bond reordering occurs

without the addition of vacancies or other atoms, the armchair (Figure 3.6a) and zig-zag

(Figure 3.6c) configurations are formed. These configurations are the most stable of the

four depicted in Figure 3.6 since they have the fewest dangling bonds. If vacancies are

present on the edge, then variations of the armchair and zig-zag configurations can occur

as illustrated in Figures 3.6b and 3.6d.

Figure 3.6: Various edge-plane configurations with the edge atoms in red: (a) armchair

(b) Reconstructed armchair (c) zig-zag (d) Reconstructed zig-zag adapted from Banhart

et al.[4]

The dangling bonds present at the edge plane can be passivated by various atoms

or compounds giving rise to different bond strains and hybridizations that each have

varying effects on the delocalized π bonding and local geometries. An example of pas-

sivation is accomplished with hydrogen, where hydrogen bonds to a lone pair and adds
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sp3 character to local geometry. However if other elements or compounds are present,

a large variety of different edge plane configurations can occur. A quick survey of the

current literature reveals that many experiments have been performed to open the caps of

CNTs and create edge planes.[57, 58] Since end cap removal typically involves strong

oxidizers, the edge carbons can then undergo oxidation to form carboxyl functional

groups upon end cap removal. The carboxyl groups can in turn undergo further reac-

tions such as PEG addition that was previously llustrated in Figure 3.5a. If an adatom

or adparticle resides interstitially between two walls in a MWCNT at the edge, then the

tube walls can be linked together through bonding as demonstrated by Agrawal et al and

Picozzi et al.[59, 60]

3.3 CNT Morphological Dependency on Defects

All defects mentioned in Sections 3.1 and 3.2 can be present in CNTs and

may also effect CNT geometry by causing bending and varied edge plane stacking.

When these defects reach a critical concentration the macroscopic CNT structure will

be unique, characterizing the CNT morphology. Figure 3.7 illustrates some of the dif-

ferent CNT morphologies and defect dependent structures.

Hollow type CNTs illustrated in Figure 3.7a, are essentially straight with no in-

terruption in the CNT lattice along the tube axis. This geometric phenomenon implies

that either the separation between defects is relatively large such that no change in cur-

vature exists or unlikely situation where the sum of all the defects cancel each other,

rendering the CNT straight. Utilizing Raman spectroscopy (Section 3.4.3) it can be de-

termined that hollow type CNTs can be relatively defect free. In some cases, the defect

density can approach the limiting case of highly ordered pyrolytic graphite (HOPG),

which has no defects.

Both the Y-junction CNT shown in Figure 3.7b and the coiled CNT shown in

Figure 3.7c are hollow type CNTs. The defect carbons maintain a strained sp2 hy-

bridization through Stone-Wales type rotations and form complimentary pentagon and

heptagon rings. The pentagon-heptagon pairing creates a local contraction in the tube

radius at the center of the defect, forcing the other atoms radially outward. When this

phenomenon occurs at two locations that are in close enough proximity, the CNT tube

axis branches outward forming a Y-junction. When the defect density is more extensive,
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(a) (b) (c)

(d) (e)

Figure 3.7: (a) Hollow Type CNT. (b) Y-Junction from Hollow Type CNTs originally

illustrated by Zhang et al. and Bandaru et al.[10, 11] (c) Coiled Hollow Type CNT

originally illustrated by Zhang et al.[10] (d) Bamboo Type CNT. (e) Herringbone Type

CNT originally illustrated by Rodriquez et al.[12]
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complementary pairing of pentagon-hexagon rings can lead to a twisting or coiling of

the CNT, where coil radius is dependent on the defect density and the pitch is depen-

dent on van der Waals forces.[61] In coiled CNTs, the inner part of the coil will consist

mainly of rings with less than six sides to accommodate the higher curvature. Con-

versely, the outer part of the coil will consist mainly of rings with greater than six sides

to accommodate a lower curvature.

The last two CNT types in Figure 3.7, bamboo and herringbone, have signifi-

cantly different morphologies than hollow type CNTs. The insets of Figures 3.7d and

3.7e reveal that the sidewalls are formed by stacking layers of conical formations on

top of each other, where the outermost surface of the CNT is essentially stacked layers

of edge-planes. Since edge-planes are highly defective, these two CNT morphologies

have inherently much larger defect densities than hollow type CNTs. In bamboo type

CNTs, there is a periodic compartmentalization along the CNT axis that is not present in

herringbone type CNTs. The compartment cap is formed through a large concentration

of non-hexagonal polygon pairings resulting from Stone-Wales type rotations that give

rise to high curvature, similar to the end caps of hollow type CNTs.[62]

3.4 Manipulating Band Structure With Extrinsic Defects

Both intrinsic and extrinsic defects can be created in CNTs post synthesis with

adatom, adparticle, vacancy, or substitutional impurity introduction. The methods for

creating these defects will be categorized into two general groups: (1) irradiation with

electrons or ions, and (2) chemical treatments. As mentioned in Section 3.3, edge-plane

and adparticle defects can be generated through wet chemistry by oxidizing CNT end

caps. Edge-planes and vacancies as well as substitutional impurities can also be created

with irradiation.[63–68] The ways in which the defects are introduced and the type of

atoms or ions that are involved play a crucial role in how the defects interact with the

electronic structure of CNTs. For instance, the electronegativity and ionization potential

of an adatom can determine, to a first order approximation, whether or not the adatom

has a propensity for drawing electrons away or donating electrons to the surrounding

bonds. The injection or withdrawal of electrons into the π bonds will be termed doping.
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3.4.1 General Description of CNT Electronic Band Structure

Figure 3.8: Graphene sheet indicating the CNT chiral vector (Ch) originally illustrated

by Odom et al.[13]

Carbon nanotubes have unique electronic structure that arises from strong in-

plane σ bonds, an extensive delocalized sp2 network and a range of diameter dependent

curvatures. As described briefly in Chapter 1 and illustrated in Figures 1.1 and 3.8,

CNTs are rolled sheets of graphene that can have different chiralities based on the chiral

vector (Ch). The chiral vector is defined as:

Ch = na1 + ma2 ≡ (n,m) (3.1)

where a1 and a2 are the graphene lattice basis vectors illustrated in Figure 3.8 and n

and m are integers. Using tight binding calculations to determine the 2D band structure,

shown in Figure 3.9a, it can be demonstrated that specific (n,m) indices will result in

semiconducting or metallic SWCNTs with different band gap energies.[15, 69, 70] To

illustrate this point explicitly, it is convenient to switch to reciprocal space and draw the

reduced Brillouin Zone (BZ) for graphene as in Figure 3.9b.

Each of the six corners of the hexagon is a κ point and represents where the π and

π∗ orbitals overlap. The wavevector (k) is confined to lines in the BZ and its direction is

dependent on n and m through Ch, where:

Chk = 2πq (3.2)

and q is an integer. When the reduced BZ’s of graphene and SWCNTs are superimposed,

the points at which k crosses the κ points (Figure 3.9c) indicate π− π∗ orbital overlap
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(a)

(b) (c) (d)

Figure 3.9: (a) Band structure of a graphene sheet.[14] (b) The reduced BZ of a

graphene sheet. (d) Overlap of the reduced BZ’s of graphene and semiconducting SWC-

NTs (solid lines). (c) Overlap of the reduced BZ’s of graphene and metallic SWCNTs

(solid lines).
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and only a minimal amount of energy is needed to promote electrons the π to π∗ orbitals.

Conversely, if k does not pass through the κ point (Figure 3.9d), π and π∗ orbitals do not

overlap. When this situation arises, a finite amount energy is needed to excite electrons

from the bonding π orbitals into the anti-bonding π∗ orbitals. Expressed mathematically;

n = m Eexcitation = 0

n−m = 3 j j is non-zero, Eexcitation is small

n−m , 3 j Eexcitation is large

Since the delocalization of electrons in the π bonding system is extensive in

graphene and CNTs, the π and π∗ orbitals can be termed the valence and conduction

bands, respectively. In this context, the excitation energy described above is called the

band gap between the conduction and valence bands and the κ point energy is the Fermi

level energy, EF . The size of the band gap depends not only on CNT curvature, but

also on defects since defects can interact with the bands through electron withdrawal or

donation. Changes in the bands induced by defects can be understood more thoroughly

by investigating how the defects perturb the allowable energies or the density of energy

states (DOS) near EF . The DOS can be calculated from the band structure illustrated in

Figure 3.9a with the following relation:

DOS ≡
dN
dE

=
dN
dk

dk
dE

(3.3)

where N is the number of states, E is the energy, k is the wavevector described pre-

viously. Although the derivation of N will not be explicitly given in this work, it is

important to note that for 1D materials, the DOS has characteristic spikes originating

from dE
dk → 0 , as shown in Figure 3.10. The spikes are called van Hove singularities

(VHS) and create the majority of interesting electronic properties near EF .[15, 71, 72]

Changes in the DOS are especially important in electrochemistry since EF rep-

resents the chemical potential (µ) in the absence of an external force such as voltage.

Structural changes in CNTs originating from defects can therefore be linked through the

electronic DOS to changes in µ and also changes in bond reactivity. Structural changes

in CNTs also also cause modulation of phonon characteristics and can be investigated

spectroscopically. Utilizing both electrochemistry and spectroscopy allows correlations
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Figure 3.10: A sample electronic DOS for a SWCNT where V and Cn indicate the

valence and conduction bands, respectively and En,n indicates the band gap.

to be draw between changes in bond vibrations and chemical reactivity. The next two

sections explain modulation of both the electronic and phonon DOS due to defects.

3.4.2 n and p-type CNT Doping

When electron deficient moieties are added to CNTs either through bonding,

adatom introduction, or substitutional impurity addition as with boron addition, energy

levels near the valence band are created that are dependent on the dopant energy. Con-

versely, if electron rich moieties are added, energy levels near the conduction band are

introduced. These two processes can tailor the energy level of EF with respect to the

conduction band.

Instances of electron donating and withdrawing with respect to carbon in CNTs

occur when nitrogen and boron are added in substitutional positions. Nitrogen and boron

are approximately the same size as carbon (∼70 pm) and can readily act as substitutional

impurities in CNTs. Since boron has one less electron than carbon, when boron replaces

carbon atoms, as shown in Figure 3.11b, an adjacent carbon is left with an incomplete

octet. Electron density shifts to accommodate the loss of the electron creating a partial

positive charge on the surrounding carbons and a new defect energy level is created
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in the band structure near the valence band. Conversely, if nitrogen is introduced into

the lattice (as shown in Figure 3.11c), a new energy level near the conduction band is

created since nitrogen has one more electron than carbon. Fluctuations in EF change the

required energy needed to promote electrons from the valence band to the conduction

band as shown in Figure 3.12. Both of the energy levels associated with boron and

nitrogen doping in Figure 3.12 are not seen in pristine CNTs.

(a) (b)

(c)

Figure 3.11: Sample illustrations of delocalized bonding in (a) CNTs, (b) boron doped

CNTs, (c) nitrogen doped CNTs.

Adatoms and adparticles can also cause shifts in the electronic DOS, just as the

boron and nitrogen. Due to the higher reactivity of defect sites, adparticles and adatoms

can be trapped at defects. Depending on the electronegativity of the adatom or the dipole

moment of the adparticle, electron density can be shifted to or away from the π bonds.

An example of electrostatic doping arises when exposing CNTs to oxygen. Atmospheric

oxygen adds as an adparticle on the CNT, and since it has an electronegativity of 3.44

compared to carbons electronegetivity of 2.55 on the Pauling scale, the oxygen shifts
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electron density away from the CNT, creating a local positive charge.

(a) (b)

Figure 3.12: DOS of a (a) boron doped SWCNT and a (b) nitrogen doped SWCNTs

adapted from the illustrations presented by Louie. [14]

Inducing local charged regions along the CNT surface through defect manipula-

tion and doping inherently changes the bonding in CNTs and EF . Changes in µ dictate

the reactivity of CNT bonds and consequently doping can increase electrocatalytic ac-

tivity .

3.4.3 Introduction to Raman Spectroscopy

A change in the electronic DOS has a two-fold effect on bond vibrations. To

utilize Raman spectroscopy electromagnetic radiation must be scattered by a crystalline

lattice atom or a molecule. A photon of the incident radiation is annihilated and a photon

of the scattered radiation is simultaneously created, where the incident photon is scat-

tered either by emitting (Stokes) or absorbing (anti-Stokes) a phonon. The difference in

the emitted and incident photon frequencies is equal to the phonon frequency. Changes

in EF also affect bond vibrations, since the addition or removal of electrons can effec-

tively change the spring constant associated with bond and lattice vibrations. Raman

spectroscopy could therefore be a useful tool for understanding vibrational modes and

subsequently shifts in electron density arising from defects in CNTs.

As shown in Figure 3.13, CNTs exhibit many phonon modes. However only
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Figure 3.13: The phonon band structure (left) and the phonon DOS (right) for a SWCNT

adapted from Dresselhaus et al.[15]

some of these modes are Raman active due to selection rules that generally limit the

phonon modes to involve only symmetric stretching. In SWCNTs, a unique feature

called the radial breathing mode (RBM) in the Raman spectra can be used to determine

CNT chirality as the frequency shift associated lattice vibrations is inversely propor-

tional to the diameter of the CNTs. However, when investigating MWCNTs the RBM

cannot be determined for three reasons: (1) MWCNTs are themselves comprised of

multiple SWCNTs, (2) multiple CNTs with a distribution of diameters are measured,

and (3) the Raman signal from the RBM is low unless resonantly enhanced. The first

two factors broaden the RBM peaks to where no diameter dependent information can be

obtained. For instance, if the MWCNTs have a diameter 23±3 nm and consist of 5 walls,

30 different nominal RBMs should be observed and can be further increased by a greater

number of tube walls and larger outer diameter distribution. Furthermore, since the laser

wavelength was fixed, the wavelength cannot be changed to enhance the resonance of

the RBM mode, which is ∼10x less energetic than other phonon modes in CNTs.[15]

However, the information gained through Raman spectra provides an averaged analysis

of vibrational modes in MWCNTs.

Of the Raman active modes in CNTs, several scenarios exist that explain how de-

fects affect the phonon modes in all CNTs. Figure 3.14 illustrates first and second-order

processes that give rise to the phonon modes in CNTs. The only first order process in



31

CNTs corresponds to the G-peak and RBM. The G-peak originates from atom displace-

ments along the CNT axis analogous to the in-plane atom displacements of graphene

(Figure 3.15a, left), hence the name G-peak. Another important peak in MWCNTs is

the defect induced peak or D-Peak that arises from second order processes. The D-peak

has been attributed to bond vibrations that result in the radial stretching/contracting of

the hexagonal motif.[16] A second defect called the D’ peak can also be observed and

is attributed to edge planes.[73–77] Finally, second order two phonon processes or har-

monics can also be observed in CNTs, but are typically less intense than single phonon

processes, especially with highly defective CNTs as the propensity for two identical

vibrations to occur decreases with higher defect concentrations.

Figure 3.14: Different scattering events in CNTs. k and q are the wavevector of the

electron and phonon vector, respectively. Incident resonance occurs when the excitation

laser energy matches a real electronic transition, while scattered resonance occurs when

the excitation laser energy is equal to the electronic transition energy plus the phonon

energy. Furthermore, the dashed lines indicate elastic scattering events originating from

defects. Illustrated originally published by Dresselhaus et al.[15]

By monitoring the peak heights, positions, and widths, information can be ob-

tained about the influence of defects on the different bond vibrations. Certain trends

have been determined for graphite that illustrate the effects of bond disorder as shown

in Figure 3.15b and were applied to CNTs in this thesis.
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(a) (b)

Figure 3.15: (a) Atom displacements for the G and D/D’ bands. (b) Changes in the

G-peak position and G/D peak intensities with increasing bond disorder. nc-graphite is

nanocystalline graphite, a-C is sp2 amorphous carbon, ta-C is sp3 amorphous carbon

originally illustrated by Robertson.[16]
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3.5 Experimental Methods for Manipulating Defects

Raman spectroscopy was used to characterize changes in the CNTs for the vari-

ous treatments. The diffraction limited Raman spectroscopy setup (Renishaw) consisted

of a a 514.5 nm Ar optically coupled to a microscope which was then focused on the

samples. The grating used had 1800 lines/mm, the laser power was measured to be 2.5

mW at the sample, the microscope objective magnification was 80x, and the detector

exposure time was 10-30 s. Before and after each set of Raman data was collected, the

power at the sample was checked with a power meter and the calibration of the Raman

was checked. The calibration was completed by taking a spectra of a polished Si wafer

and comparing the experimentally determined peak position to the known value of 520.4

cm−1.[78] To reduce noise, a minimum intensity value of 900 counts
mWs was ensured. Be-

tween 3 and 5 spectra were taken at different regions of each CNT sample to monitor

the uniformity of the treatments.

Two distinct methods were used for introducing defects into CNTs. The first

utilized a Trion Reactive Ion Etcher (Trion) and the second utilized the CVD furnace.

In both configurations atoms or ions of different elements and molecules were directed

towards the CNTs to create defects. Since the two techniques were independently con-

ducted, the following two sections explain the experimental procedures for both pro-

cesses.

3.5.1 Reactive Ion Etching

The dry etcher could be used in two modes: reactive ion etching (RIE) or with

inductively coupled plasma (ICP). A diagram of the Trion dry etcher setup is shown in

Figure 3.16.

Initially, the chamber was evacuated to ∼10 mTorr. The gas under investigation

was then allowed to flow into the chamber until a certain pressure was reached. Once

this pressure was attained, the RIE process was initiated by applying an AC voltage at

13.56 MHz to generate an electromagnetic field between the upper and lower electrode

plates. The RIE voltage is applied to the lower plate with a power between 50 and

300 W, which causes the gas molecules to be stripped of their electrons subsequently

forming a plasma in the reaction chamber. During the oscillation of the applied volt-
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Figure 3.16: Diagram that outlines the important features of the Trion etcher. The lower

plate has a CNT covered substrate.

age, changes in the electric field cause electrons to be accelerated up and down in the

chamber, contacting both the upper and lower electrode plates. Since the lower plate is

externally grounded with a capacitor in series with the voltage source, a self generating

negative bias between the two electrode plates is formed. When using ICP, another RF

voltage source is applied at the same frequency as the RIE RF voltage source to the

coils above the top plate, coupling it to the plasma to create higher plasma densities.

Once the desired reaction time had elapsed, the RF voltage source(s) were turned off

and the chamber was evacuated to ∼10 mTorr. Once attained the chamber was purged

with nitrogen until atmospheric pressure was attained.

The application of either RIE or RIE coupled with ICP power can greatly influ-

ence how ions interact with the CNTs through changes in the momentum of the ions

in the plasma. If ions could be accelerated towards the CNTs with enough momentum,

such that the energy is greater than the bond energy, they could physically (sputter) etch

the CNTs by ejecting carbon atoms. The influence of RIE and ICP power on sputtering

becomes evident when calculating the momentum (p) of an ion accelerated in an electric

field as demonstrated by:
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p = mv = m
[qVDC

dm
+ v0

]
(3.4)

where VDC is the self-generating DC voltage, m is the mass of the charged particle, d is

the distance moved by the charged particle, q is the magnitude of the charge, and v is

the ion velocity. For the Trion, VDC can be determined by the following equations:

IRIE = I0sin(ωt) (3.5a)

VDC ≈
1.3I0

eε0ω2nsA
[79] (3.5b)

where IRIE is the current of the RF power supply with a peak current of I0 and frequency

ω, e is the charge of an electron, ε is the permittivity of free space, ns is the electron

density near the powered electrode and A is the area of the electrode. Since VDC is

inversely proportional to the number of electrons and proportional to IRIE , increasing

the plasma density with ICP decreases ion momentum, while increasing the RIE power

increases ion momentum.

Table 3.1: Ionization Processes in Argon Plasmas. [24, 25]

Process Description Reaction

Radical Formation e−+ Ar→ Ar∗+ e−

Radical Ionization e−+ Ar∗→ Ar+ + 2e−

Atomic Ionization e−+ Ar→ Ar+ + 2e−

Radical-Electron Recombination e−+ Ar∗→ Ar + e−

Radical-Radical Recombination Ar∗+ Ar∗→ Ar+ + Ar + e−

Radical-Atomic Recombination Ar∗+ Ar→ 2Ar

Ar∗+ 2Ar→ 2Ar2 + Ar

In addition to sputter etching, reactions can also occur during plasma exposure.

Therefore, in this work argon (Ar), hydrogen (H2), and chlorine (Cl2) gas were used

as the working gases to elucidate dependencies of defect creation on polarity, size, and

momentum of the ions present in the plasma. Argon was used initially since the plasma

chemistry for Ar is relatively simple. Upon initiating the plasma, Ar can undergo the

reactions shown in Table 3.1.
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Although several reactions are possible, the only ion in the gas mixture is Ar+.

The Ar+ charge state is highly energetic since the ionization energy of Ar is ∼15.7 eV.

If Ar+ would contact a CNT it could potentially strip electron density from the CNTs to

reform Ar, which would be energetically favorable. If Ar+ would be accelerated towards

the CNTs with enough momentum, it could also sputter etch the CNTs as mentioned pre-

viously. To understand how plasma density, kinetic energy, and irradiation time would

affect both mechanisms, numerous process parameters were used as outlined in Table

3.2.

Table 3.2: Trion Process Variables: Ar Plasma

Process Parameter Range

RIE Power (W) 50, 100, 150

ICP Power (W) 0, 50, 100, 150

time (s) 30, 60, 90, 180

Pressure (mTorr) 30, 45, 60, 90, 120

Flow (SCCM) 30

Hydrogen was also used as a working gas since H2 plasma also consists of pos-

itively charged ions as shown in Table 3.3. Differences in defect generation rates and

types can therefore be attributed to ion size and momentum in addition to any reactions

that occur between hydrogen ions and the CNTs. For example, hydrogen can sputter

etch the CNTs to create free lone pairs, termed dangling bonds, while undergoing reac-

tions with the same dangling bonds.

As shown in Table 3.3, different positively charged ions of hydrogen can exist

that are dependent on the gas pressure as shown in Figure 3.17. The processing pa-

rameters were therefore chosen such that a majority of H+
2 was present to simplify the

comparison between Ar and H2 plasmas, shown in Table 3.4.



37

Table 3.3: Ionization Processes in Hydrogen Plasmas. [17, 26]

Process Description Reaction

Molecular Ionization e−+ H2→ H+
2 + 2e−

e−+ H2→ 2H + e−

Ion Ionization e−+ H+
2 → H+ + H + e−

H+
3 + e−→ H+ + 2H + e−

Atomic Ionization e−+ H→ H+ + 2e−

Ion-Molecular Recombination H+
2 + H2→ H+

3 + H

Ion-Electron Recombination H+
3 + e−→ H2 + H

Figure 3.17: Concentration profiles of H+, H+
2 , and H+

3 in plasma generated from pure

H2. Originally plotted by Nunomura et al.[17]

Table 3.4: Trion Process Variables: H2 Plasma

Process Parameter Range

RIE Power (W) 50, 100

ICP Power (W) 0, 25, 50, 100

time (s) 60

Pressure (mTorr) 10

Flow (SCCM) 30
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The final working gas used in this work is chlorine gas (Cl2). The plasma chem-

istry for Cl2 is similar, yet more complex than for H2 plasma, since the ionization and

recombination reaction pathways can generate both positively and negatively charged

ions, shown in Table 3.5.

Table 3.5: Ion Reaction Processes in Chlorine Plasmas. [18, 19]

Process Description Reaction

Molecular Ionization e−+Cl2→Cl+2 + 2e−

Dissociative Ionization e−+Cl2→Cl+ +Cl + 2e−

Ion-Pair Formation e−+Cl2→Cl+ +Cl−+ e−

Dissociative Attachment e−+Cl2→ (Cl−2 )∗→Cl+ +Cl−

Atomic Ionization e−+Cl→Cl+ + 2e−

e−+Cl+→Cl++ + 2e−

Ion-Ion Recombination Cl+2 +Cl−→Cl2 +Cl

Cl+ +Cl−→ 2Cl

Dissociative Recombination Cl+2 + e−→ 2Cl

To quantify any potential differences in the effects between positively and nega-

tively charged ions, control over the process parameters used for chlorine plasma etching

were used to limit the ion polarity to one charge type. As can be seen from Figure 3.18,

the concentration of the species present in the plasma depends critically on the power

and pressure of the reactor. The formation of negatively charged ions is favorable when

relatively higher pressures and lower powers are used, while positively charged ions

are favored at low pressures and higher powers. Table 3.6 therefore reflects the aim of

generating either positively or negatively charged ions.

By using the above process parameters for Ar, H2, and Cl2 plasma etching, the

defect generation mechanism, defect formation rate, and uniformity dependence on the

polarity, size, and momentum of the ions was explored.

3.5.2 Hydrogen Exposure and Metal Deposition

To decouple the sputtering and reaction defect generation mechanisms, the CNTs

were exposed to hydrogen and magnesium gases in the CVD reactor, shown in Figure
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(a) (b)

Figure 3.18: Concentration profiles of Cl2, Cl, Cl+2 , Cl+, Cl2+, Cl−, and e− in plasma

generated from pure Cl2,0 stock feed with respect to (a) pressure as illustrated by Ono et

al. and (b) power as illustrated by Meeks et al.[18, 19]

Table 3.6: Trion Process Variables: Cl2 Plasma

Process Parameter Range

RIE Power (W) 50, 100, 150, 200

ICP Power (W) 0, 50, 100, 150

time (s) 60, 120, 240

Pressure (mTorr) 10, 60, 240

Flow (SCCM) 30
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2.1. Gas exposure in the CVD constitutes relatively low momentum processes com-

pared to plasma irradiation and thus should not involve any sputtering processes. A

comparison hydrogen gas used in the Trion and CVD, therefore allows for the direct

comparison between reaction and sputter in addition to reaction based processes. The

reactivity between CNTs and evaporated Mg was also explored. If reactive Mg, could

be used to n dope the CNTs, contrasting the potential p doping of the CNTs through

positively charged ion bombardment.

In these experiments, the CVD chamber was initially evacuated to 80 mTorr and

then purged for 10 min with Ar. Hydrogen was then fed into the Ar carrier gas stream un-

til a specific total pressure was obtained and maintained for another 20 minutes through

the use of a throttle valve. The individual gas flows and total pressure of the gas mix-

ture were chosen such that the H2 partial pressure was the same as pressure used in the

plasma experiments as shown in Table 3.7. Once the pressure was reached, the furnace

was heated until a specific temperature and was maintained for a specific time. Subse-

quently, the H2 flow was stopped, the chamber was filled with Ar gas until atmospheric

pressure was attained and the furnace was allowed to cool to room temperature.

Table 3.7: Hydrogen CVD Variables

Process Parameter Range

Temperature (◦C) 300, 400, 500

time (min) 10

Total Pressure (Torr) 5

Ar Flow (SCCM) 400

H2 Flow (SCCM) 0, 18

Since the experiments were carried out at elevated temperatures to increase hy-

drogenation reaction kinetics, controls were first used to determine if any changes in the

CNTs would arise from the effects of annealing in Ar gas.[80] The controls consisted

of CNTs that were synthesized the same way as the H2 treated samples, but without

plasma processing with H2 gas. By completing the above procedure for CVD H2 expo-

sure, the effects of plasma processing induced sputtering coupled with plasma reactions

compared to hydrogenation reaction based defect manipulation can be better understood
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and quantified.

Magnesium was then used to electron/n dope the CNTs since it is a good elec-

tron donor and the deposition method does not involve the acceleration of particles at

the CNTs that is be present with plasma processes. Metals with low ionization en-

ergies (<900 kJ/mol) and small electronegativities (<1.6) are potential candidates to

electron dope or negatively charge CNTs since they can readily donate electrons. Both

Group I and II metals could be used, however all Group I metals spontaneously undergo

exothermic dissolution in water. Since the CNTs are to be used as electrodes in aqueous

solutions these metals are not acceptable choices. Low atomic number, Group II met-

als such as beryllium or magnesium have larger ionization energies, making them less

susceptible to reaction with water and are therefore better candidates.

To controllably n-dope CNTs with beryllium or magnesium, these metals can

be evaporated onto the CNT surfaces, avoiding sputter processes. However, as can be

seen below in Figure 3.19, the vapor pressure of beryllium is too low for beryllium to

be practically used. Magnesium has much higher vapor pressures and is more readily

evaporated. For example, at 800 K the vapor pressure of Be is ∼ 10−7 mTorr, while the

vapor pressure of Mg is ∼ 100 mTorr. When contacted with the CNTs, it was hypoth-

esized that the magnesium would donate its electrons to defect sites due to the Pauling

electronegativity difference between Mg and C, 1.31 and 2.55 respectively. Excess mag-

nesium will most likely form on the surface of the CNTs as well, but could be removed

by reacting with HCl(aq) as shown below:

Mg(s) + HCl(aq)→ MgCl2(aq) + H2(g) (3.6)

To determine the effects of HCl(aq), CNTs without Mg deposition were treated

with HCl(aq) and used for a control. Treated CNTs were subject to critical point drying

(CPD) after exposure to HCl(aq) and subsequently checked through Raman Spectroscopy

and electrochemistry.

Similar to the CVD based H2 protocol described earlier, the chamber was ini-

tially evacuated to below 80 mTorr. Subsequently, Ar gas was used to fill the chamber

until the desired pressure was reached and then allowed to flow for 10 min. The cham-

ber was then heated to the desired temperature and Mg was allowed to evaporate for the
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Figure 3.19: Vapor pressure profiles of Be(•) and Mg(�) as a function of temperature.

set period of time. Once the deposition was completed, the furnace was turned off, the

throttle valve shut, and the Ar flow increased to 350 SCCM until atmospheric pressure

was reached. Ar was allowed to flow until the furnace temperature was less than 50 ◦C.

Table 3.8: Magnesium Deposition Variables

Process Parameter Range

Temperature (◦C) 350, 415

time (min) 10

Ar Pressure (Torr) 5, 10

Ar Flow (SCCM) 100, 350

3.6 The Influence of Defects as Determined Through Raman Spec-

troscopy

In the following sections the Raman spectroscopy results will be presented for

the different treatments. As the CNTs are exposed to ions in the plasma, H2 gas, and

evaporated Mg, structural changes were represented by the changes in the first order G,

D, and D’ peaks as well as second order harmonic and combination peaks. In this work,

the focus was placed only on the three first order peaks. To determine the peak widths,

heights, and positions the Raman spectral data were fitted using a Lorentzian function.
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For one peak, the Lorentzian function was defined as[16]:

y = y0 + yp
ω2

4(x− xc)2 +ω2 (3.7)

where y0 is the baseline y-offset in counts, yp is the peak counts, xc is the peak position

in cm−1, ω is the full-width-at-half-maximum in cm−1, and x is the wavenumber in

cm−1. The area under the curve can also be defined in terms of yp, where:

A =
ypπω

2
(3.8)

A macro in Microsoft Excel was written to perform the baseline subtraction and

deconvolution of the D, G and D’ peaks. The Levenberg-Marquardt algorithm for non-

linear least squares fitting was used to minimize the error between the fitted function

and the actual data. The χ2 error function was normalized to the number of degrees of

freedom and was used to determine the error of the fit as it provides an estimate of the

confidence of the fitting that can be generally applied to many functions. The macro

also stepped through different starting peak positions, performed the fitting deconvolu-

tion, and calculated the overall best fit to eliminate any error based on the starting peak

positions. A typical Raman spectra is shown in Figure 3.20a and a first order fitted

spectra is shown in Figure 3.20b.

(a) (b)

Figure 3.20: (a) Full Raman spectrum of as produced CNTs. (a) First order fitted Raman

spectra of as produced CNTs. The peak assignments reflect those found in the literature.
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Several relationships were used to quantify structural and electronic changes in

treated CNTs. Monitoring changes in the peak positions provides insight on charge

transfer and doping of the CNTs, while the peak intensities provide information about

the amount of polarizability. An empirical relationship was developed by Tuinstra and

Koenig that relates the ratio of the D peak intensity to the G peak intensity ( ID
IG

) and the

average distance between defects (La), where La ∝
(

IG
ID

)
.[81] Similarly, ID′

IG
can be used

to monitor the relative number of edge-plane-like defects. By taking the ratio of ID
IG

to
ID′
IG

the correlation of the D peak to the D
′

peak could be investigated.

The general radial expansion or contraction of hexagonal rings (Figure 3.15a)

that defines the D peak, may also be pertinent to the D’ peak, but is restricted to vibra-

tions occurring near the edge-plane. In graphite the D peak position and intensity for

the armchair configuration of the edge plane is strongly dependent on the D’ peak, as

shown in Figure 3.21. The zig-zag configuration also shows a dependence of the D peak

on the D’ peak, yet it is much less pronounced.[20] The dependency between the D and

D’ peaks could be used to determine if edge-plane-like defects are being created with

treatment or if the new defects are not edge-plane. Definitive intensity relationships be-

tween the D and D’ peaks cannot be formed since the two vibrational modes are distinct

with respect to which κ points are involved.[82]

3.6.1 Structural Differences in As Produced CNTs

As mentioned in Chapter 2 and illustrated in Section 3.3, the growth condi-

tions for CNTs can have a dramatic effect on the relative number of defects and CNT

morphology. Changes in the Raman spectra can therefore be used to determine CNT

characteristics. The majority of this work was done with hollow type CNTs grown with

a feed gas mixture of ethylene, hydrogen, and argon, but prior work used an acetylene

and argon feed gas mixture. Typical fitted Raman spectra for AP CNTs are shown in

Figure 3.22 that demonstrate the differences in the Raman spectra based on the carbon

source.

A range of defect densities (0.3-0.8) were measured for all AP CNTs as a result

from the inability to completely reproduce the growth conditions associated with the

CVD process. To illustrate the dependence of the peak positions and widths on the
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Figure 3.21: Diagram illustrating the impact of edge-plane orientation on the D peak

and the total defect density. Labels 1 and 2 correspond to the armchair and zig-zag

configurations respectively, and label 3 corresponds to the basal plane of graphite. The

figure was adapted from Cancando et al.[20]

(a) (b)

Figure 3.22: Raman spectra of first order peaks of AP CNTs growth with (a) ethylene

and (b) acetylene carbon sources.
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defect density, x and ω were plotted with respect to ID
IG

. Several significant similarities

and differences exist between the CNTs grown with acetylene and ethylene. Both AP

CNTs exhibit similar peak positions for the G, D, and D’ peaks of ∼1578 cm−1, ∼1347

cm−1, ∼1610 cm−1 over their respective ranges of ID
IG

.

Significant differences however exist between the peak widths and intensity ra-

tios, shown in Figure 3.23. The CNTs grown with acetylene have total ( ID
IG

) and edge-

plane-like ( ID′
IG

) intrinsic defect densities that are ∼75% and ∼140% greater, respectively,

as illustrated in Figures 3.23e and 3.23f. Therefore, the use of acetylene as the carbon

source results in non-uniform growth and consequently higher intrinsic defect concen-

trations. The increased peak widths, shown in Figures 3.23c and 3.23d, also indicate

non-uniformity in the growth that results in increased bond disorder.

As indicated in Section 3.3, bamboo type CNTs (BCNTs) have periodic edge

planes that give BCNTs their unique physical shape, indicating that BCNTs could have

relatively large intrinsic defect densities, as illustrated in Figure 3.24a.

For BCNTs, both the D and G peak widths and positions differ significantly from

those measured for hollow type CNTs. The larger ω is attributed to the larger number

of non-energetically uniform intrinsic defects, which was also seen with HCNTs grown

with acetylene compared to ethylene, where ω for HCNTs grown with acetylene was

larger than HCNTs grown with ethylene. The non-uniformity in the energy of intrinsic

defects results from the dynamic nature of the BCNT growth mechanism, that ideally

would result in a periodic formation of compartments along the CNT axis. However, the

compartment spacings are experimentally determined via TEM in Section 2.3 to not be

ideally periodic. The lack of periodicity increases the distribution of bond vibrational

energies, which corresponds to an increase in ω. The up-shifts in the peak positions

are also directly related to the greater number of edge-planes in BCNTs. Edge-planes

are inherently more energetic than the basal planes due to the occurrence of dangling

bonds at the edge-planes and the inclusion of edge-planes in BCNTs increases the prob-

ability that phonons will propagate into edge-planes, decreasing the propagation length.

Both the increase in bond energies at the edge-plane and smaller propagation lengths,

increases the frequency of vibration that is interpreted through an up-shift in the Raman

peak position. The D’ peak could not be resolved due to large ωG, which caused the G
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(a) (b)

(c) (d)

(e) (f)

Figure 3.23: G (red), D (black), D’ (green) peak positions for HCNTs grown with (a)

acetylene and (b) ethylene carbon sources. Peak widths with respect to (c) acetylene and

(d) ethylene carbon sources. Comparison of edge plane defects to all defects for CNTs

growth with (e) acetylene and (f) ethylene carbon sources.
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(a)

(b) (c)

Figure 3.24: (a) Fitted Raman spectra of a typical BCNT. The D’ peak could not be

resolved. (b) G (red) and D (black) peak positions and (c) peak widths for BCNTs

growth with an acetylene and ammonia mixture.
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peak to mask any indication of the D’ peak.

Sections 3.6.2.2 and 4.3.1 will demonstrate that BCNTs may be good electrodes

for electrochemical experiments due to a large number of intrinsic defects, but cannot

be defectively tailored and will therefore were not the main focus of this work.

3.6.2 Generating Defects with Argon Plasma

3.6.2.1 Tailoring Defects in Hollow CNTs

Argon plasma was initially used to create defects in CNTs since the ionic species

in the plasma are limited to Ar+ and Ar+ has a strong affinity for electrons as indicated

by its relatively large first ionization potential of ∼1500 kJ/mol. The combination of

these two factors makes Ar plasma an ideal candidate to create positively charged de-

fects. With Ar irradiation, defects are created by removing electrons from C-C bonds,

sputtering carbon atoms in the CNT lattice, or a combination of both. By changing the

plasma density and the ion velocity the mechanism involved in defect generation could

be explored. As described in Table 3.2, various RIE and ICP powers, pressures, and

exposure times were used to explore how induced defects are dependant on the process

parameters.

Efforts to increase the plasma density and therefore increase the effectiveness of

plasma irradiation were first done by increasing the gas pressure. However, as indicated

in Figures 3.25a and 3.25b, the peak positions and widths are independent of pressure

for a range of ICP/RIE powers. The ineffectiveness of pressure is hypothesized to result

from an increased number of recombination events. At higher pressures a proportionally

greater number of gas molecules can be excited. However, the increased number of gas

molecules also increases the probability of recombination events, reducing the lifetime

of the ionic species and preventing a greater number of ions from being accelerated at

the CNTs. Reducing the excitation lifetime therefore hinders implementing changes in

the gas pressure to increasing the concentration of induced defects in CNTs.

In contrast to changes in pressure, increases in the ICP power, RIE power, and

time increase defect concentration in a predictable way. General changes in the G, D,

and D’ peak positions and widths can be understood by evaluating how these parameters

change with respect the defect density, ID
IG

. Changing the defect density can affect all
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(a) (b)

Figure 3.25: (a) G (red), D (black), and D’ (green) peak positions (x) and (b) peak full

width half maximum values ω for several RIE (50-150 W) and ICP (0-50 W) powers

and 60 s exposure time.

vibrational modes since introducing new defects creates new scattering sources. For Ar

plasma treated CNTs, a ∼100% increase in ID
IG

results in an up-shift in all peak positions

and an increase in ωG. The G, D, and D’ peak positions increase by ∼15 cm−1, ∼10

cm−1, and ∼10 cm−1, respectively, and also change in width by ∼20 cm−1, ∼8 cm−1,

and ∼-10 cm−1, respectively. These changes in x and ω indicate a non-uniform decrease

in long range order. The loss of long range order increases all peak positions, while

the non-uniformity of defect introduction increases the distribution of phonon energies

associated with the G peak.[16, 74, 75]. The slight increase in ωD indicates that, in

general, new defects are energetically non-uniform, contrasting the increased uniformity

of edge-plane-like defects.

The linear relationship between ID′
IG

and ID
IG

and y-intercept of ∼0, shown in Fig-

ure 3.26c, indicate that new defects are most likely the result of Ar+ ions creating edge-

plane-like defects. When ID′
IG
∼0, ID

IG
is also ∼0 and no defects exist. Therefore, any

increase in ID
IG

results from increases in ID′
IG

and thus defects originating on or near edge

planes. The linear relationship between ID′
IG

and ID
IG

indicates that new edge-plane-like

defects affect the total defect concentration monotonically. However, the absolute con-

centration of edge-plane-like defects compared to the total defect concentration cannot
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be determined, as previously mentioned in the beginning of Section 3.6, since no defini-

tive relationship between the D and D’ peak intensity can be formed.

(a) (b)

(c)

Figure 3.26: G (red), D (black), and D’ (green) (a) peak positions (x), (b) peak full

width half maximum values (ω), and (c) relative edge plane density for all RIE and ICP

powers, exposure times, and pressures used as a function of defect density.

The sputtering of the CNTs has important implications for both the G and D peak

parameters in addition to effects on the D’ peak. Defects created through sputtering

confine zone center (Γ) phonons associated with the G peak by changing the phonon

propagation length and amount of π bond conjugation.[16, 81, 83] If carbon atoms are

removed by sputtering, dangling bonds consisting of unpaired electrons are created.
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These unpaired electrons no longer contribute to π conjugation and the bond lengths of

surrounding bonds decrease.[84, 85] The reduction in bond lengths causes an upward

dispersion of the phonon wave vectors near Γ (Figure 3.9a) to include higher energy

phonons, yielding an up-shift in peak positions, as shown in Figures 3.15 and 3.26a.

The D and D’ peaks are similarly affected by sputtering, as changes in the bond lengths

at edge-plane-like defects will change the symmetry of the ring contraction/expansion

vibrational modes.

In spite of the general trends seen for the G, D, and D’ peak positions shown

in Figure 3.26, the creation of edge-plane-like defects has different effects on the peak

widths that are unique to increases in either RIE or ICP power. The dependence of the

peak widths on RIE or ICP power indicates that although edge-plane-like defects are

being generated as a result of increases in both RIE and ICP, differences exist in the

uniformity of defect creation that depend on the density of the plasma. Figure 3.27

illustrates the effects of changing the RIE power on the peak parameters. As can be

seen in Figure 3.27d, the increase in edge-plane-like density as a function of total defect

density is abrupt and an upper limit of ∼1.1 for ID
IG

is obtained. The lack of change in the

defect density with increasing RIE power up to 150 W occurred for all times (30-90 s)

and ICP (0, 50 W) powers investigated. Therefore it appears that attempting to increase

the DC bias, and thus ion velocity, through increases in RIE power as described through

Equation (3.5) is not necessarily effective for argon plasmas.

As shown in Figures 3.27b and 3.27c, changes in the D and D’ peak positions

up-shift by ∼2-3 cm−1 and peak widths contract by ∼4 cm−1, while the G peak position

up-shifts by ∼2-3 cm−1 and peak width expands by ∼2-8 cm−1. The up-shifts in the

G, D, and D’ peaks indicate bond contractions, while the narrowing of the D and D’

peak widths to the same extent results from a greater uniformity between defects. The

total defect density also appears to be linearly dependent on the edge-plane-like defect

concentration as indicated in Figure 3.27d, where the y-intercept of ∼0 demonstrates

that without edge-plane-like defects no defects would exist. It is therefore believed

that Ar plasma irradiation sputters carbon atoms in the CNTs to introduce edge-plane-

like defects, causing all peak positions to up-shift as a result of a loss of aromaticity

(π conjugation). The reduction of both the D and D’ peak widths results from an in-
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(a) (b)

(c) (d)

Figure 3.27: (a) Typical Raman spectra for CNTs exposed to Ar plasma with differing

RIE powers. The RIE power was incrementally increased from 50 to 150 W in 50W

intervals. The exposure time for all samples was 60 s, with a pressure of 60 mTorr. (b)

Peak position shifts, (c) change in peak shifts for the G (red), D (black), and D’ (green)

peaks, and (d) intensity ratios for the different RIE powers. The reference value for the

various parameters was calculated by taking the average and standard deviation of all

AP samples.
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creased uniformity of defects since all new defects are believed to be edge-plane-like.

Furthermore, the broadening of the G peak indicates that the new defects are randomly

introduced into the CNTs, affecting the propagation lengths of the phonons associated

with the G peak unequally, as indicated in Figure 3.28.

(a) (b)

Figure 3.28: Illustrative diagram describing the random formation of edge-plane-like

defect in CNTs as a result of changing the RIE power, where the red atoms in (a) depict

initial defect locations and the blue atoms in (b) illustrate new defect locations as a result

of carbon sputtering.

Changes in the peak characteristics resulting from changes in the ICP power are

similar to changes in RIE power, yet some distinct features exist that indicate possible

differences in the randomness of induced defect locations. As was seen with changing

the RIE power, Figure 3.29d illustrates that increases in the total defect density is de-

pendent on the density of edge-plane-like defects as measured through changes in ID
IG

and ID′
IG

, respectively. However, unlike with changes in the RIE power, changing the ICP

power results in a gradual increase in ID
IG

with increases in ID′
IG

. Changing ICP power

could therefore be a more controllable way to introduce new defects, indicating the im-

portance of plasma density on sputtering effects.

As with changes in RIE power, creating new defects by increasing ICP power

also up-shifts all peak positions, indicating that the new defects cause bond contraction.

The increase in peak position gradually increases from 2 cm−1 to 6 cm−1 with increases

in ID
IG

from 0.7 to 1.1, which is two times greater than for increases in RIE power for the

same range of ID
IG

. Furthermore, the G peak width does not change with increasing ICP

power indicating that the energy distribution of the G vibrational mode does not change,
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(a) (b)

(c) (d)

Figure 3.29: (a) Typical Raman spectra for CNTs exposed to Ar plasma with differing

ICP powers. For all treated samples, the ICP power was incrementally increased from 0

to 150 W in 50W intervals, with a concurrent use of 50 W of RIE power. The exposure

time for all samples was 60 s, with a pressure of 60 mTorr. G (red), D(black), and

D’ (green)(b) peak position shift, (c) change in peak width, and (d) intensity ratios for

CNTs exposed to Ar plasma with differing ICP powers. The reference value for the

various parameters was calculated by taking the average and standard deviation of all

AP samples.
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unlike the broadening of the G peak (∼6 cm−1) seen with changes in RIE power. The D

and D’ peaks narrow by ∼6-14 cm−1 and ∼2-6 cm−1, resulting in a greater uniformity

in the energy distribution of induced defects. The narrowing of the D peaks is 233%

greater than the peak narrowing with changes in RIE power, yet the D’ peak narrowing

is approximately the same. The up-shifts in all peak positions and the narrowing of

the D and D’ peaks, along with the dependence of ID
IG

on ID′
IG

indicates that new defects

are energetically uniform edge-plane-like defects that cause contractions in the average

bond lengths due to loss of aromaticity, as seen with changes in RIE power.

The larger increase in peak shifts coupled with no broadening of the G peak and

a greater contraction of the D peak indicates that increasing the plasma density through

increases in ICP power results in a difference in how defects are created in CNTs. Since

the narrowing of ωD is 233% greater and the G peak width does not change for changes

in ICP power compared to RIE power, it is believed that newly induced defects are

more uniformly distributed along the CNT with increases in the plasma density. If

energetically similar defects are uniformly distributed along the CNTs, the total energy

distribution of defects would decrease with increases in the number of induced defects.

The effect that this process would have on the G vibrational mode would also be minimal

since the all phonons associated with the G peak would be affected equally. For instance,

if induced defects are evenly distributed along the CNTs (Figure 3.30) such that the

majority of bonds contract equally, the energy distribution of the G peak vibrational

frequencies would not change, yet the average bond vibrational frequency (x) would

increase.

Changes in the Raman spectra may also be explained by the addition of Ar+ ions.

If Ar+ ions would be added to the CNTs, the positively charged ions would withdraw

electron density away from the CNTs, but remain intercalated in or be on the surface

of the CNTs to retain charge neutrality. The removal of electron density would cause

an up-shift in the peak positions since the bonds lengths would effectively shorten and

changes in the peak widths would changes to the degree of defect energy uniformity. To

investigate whether argon remained on or was intercalated in the CNTs, EDS was used.

For AP CNTs, only carbon was found with the EDS experiments. After argon

plasma exposure, only carbon and oxygen were found. The amount of oxygen compared
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(a) (b)

Figure 3.30: Illustrative diagram describing non-random edge-plane-like defect forma-

tion in CNTs as a result of changing the ICP power, where the red atoms in (a) depict

the initial defect locations and the blue atoms in (b) illustrate new defect locations.

to carbon was determined to be ∼ 0.027 : 1 and its presence in the defective CNTs most

likely arises from the exposure of the new defects in the CNTs to oxygen in air.[86]

Given the absence of Ar in the EDS spectra, the changes in the Raman spectra upon Ar

plasma exposure are believed to result from physically damaging the CNTs.

3.6.2.2 Ineffectiveness of Inducing Defects in Bamboo CNTs

As mentioned previously in Section 3.6.1, BCNTs have high intrinsic defect

concentrations. The quantity and type of these defects is important in determining the

ability to tune the defect density as was accomplished with HCNTs. A direct comparison

of the impact that Ar plasma exposure has on the peak parameters is shown in Figure

3.31.

As can be seen in Figures 3.31b and 3.31c, the G peak is up-shifted and broadens

with increasing exposure times similar to what was observed with HCNTs, while the D

peak position does not change in any predictable way and the width remains relatively

constant. Furthermore, Figure 3.31d illustrates that increasing the exposure time beyond

60 s is relatively ineffective for creating new defects in BCNTs. These two phenomena

are believed to result from the high intrinsic defect concentration of BCNTs that prevents

the tuning of BCNT defect density to the same extent as HCNTs. A similar trend is

also apparent in electrochemical experiments to be described later in Chapter 4, Section

4.3.1.
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(a) (b)

(c) (d)

Figure 3.31: (a) Typical spectra of BCNTs exposed to Ar plasma as a function of ex-

posure time. The pressure and RIE power used were 30 mTorr and 100 W, respectively.

Changes in the D (black) and G (red) peak (b) positions and (c) widths with respect to

the defect density. (d) Comparison of the changes in ID
IG

with increases in Ar exposure

time between HCNTs and BCNTs.
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3.6.3 Passivating Effects of Hydrogen

To investigate the effects of ion mass on the ability to create defects in HC-

NTs, hydrogen plasma was used and the results compared to argon plasma exposure.

In addition to sputtering, exposure to hydrogen plasma can also result in hydrogena-

tion reactions between the plasma species and the conjugated π bonds.[87] If defect

sites are created as a result of ion sputtering, these defects would cause bonds in the

CNTs to shorten as a result of a loss in the degree of π bond conjugation, while also

forming dangling bonds. The unpaired electrons in dangling bonds are more reactive

than bound electrons and are thus more susceptible to undergo reactions with hydrogen.

Sputtering as a result of hydrogen plasma exposure and then subsequent reactions be-

tween the species in the plasma and dangling bonds, therefore can give rise to changes in

the Raman spectra and electrochemical activity of defects not observed with Ar plamsa

treatments.

3.6.3.1 Hydrogen Plasma Irradiation: Simultaneous Defect For-

mation and Passivation

Similar to the experiments with argon plasma, the effects of RIE and ICP power

were investigated. However, unlike with argon the gas pressure affects the species in

the plasma as previously shown in Figure 3.17. To minimize the number of species

present, the gas pressure was maintained at 10 mTorr resulting in the dominant presence

of H+
2 ions. Several distinct features arise from reactions between hydrogen and defect

sites. As shown in Figure 3.32d, ID
IG

increases with increasing ID′
IG

. The relatively gradual

nature of the increase in ID
IG

for H2 treatments compared to Ar plasma treatments for

similar RIE powers is most likely results from the difference in mass between the two

ions. The less massive hydrogen ions would require much larger velocities than the

argon ions to gain enough momentum to displace carbon in the CNTs.

The differences between argon and hydrogen plasma exposure becomes more

apparent when investigating the changes in the G, D, and D’ peak positions and widths.

For hydrogen plasma treated CNTs the G, D, and D’ peak positions down-shift by ∼1

cm−1, ∼1 cm−1, and ∼1-3 cm−1, respectively, with increasing defect concentration. The

down-shift in the peak positions indicates that bonds in the CNTs are becoming longer,
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(a) (b)

(c) (d)

Figure 3.32: (b) Typical Raman spectra for CNTs exposed to H2 plasma with differing

RIE powers. The RIE power was incrementally increased from 0 to 150 W in 50W

intervals. The exposure time for all samples was 60 s, with a pressure of 10 mTorr.

G (red), D (black), and D’ (green) (b) peak position shift, (c) change in peak width,

and (d) intensity ratios for CNTs exposed to H2 plasma. The reference value for the

various parameters was calculated by taking the average and standard deviation of all

AP samples.
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opposite of what was observed for argon plasma treatments. The G and D peaks also

broaden by ∼10-20 cm−1 and ∼6-15 cm−1, respectively, indicating a decrease in energy

uniformity of the G and D vibrational modes. Conversely, the D’ peak narrows by ∼5

cm−1 and therefore the phonons associated with the D’ peak become more energetically

uniform. The parallel between the changes in the G and D peaks, instead of the D and D’

peaks, and the increase in ID′
IG

indicates that the induced defects are distinctly different

from the edge-plane-like defects created through Ar plasma exposure.

If edge-plane-like defects are created through sputtering with hydrogen ions,

the formation of dangling bonds and subsequent localization of electron density and

bond contraction is expected as demonstrated previously with Ar plasma treatments.

However, with hydrogen plasma treatments the dangling bonds can react with species in

the hydrogen plasma to passivate the dangling bonds. Therefore the up-shift in the peak

positions associated with a loss of π bond conjugation can be counteracted by reactions

with the dangling bonds. As a result of the reactions with the dangling bonds, the energy

of the D’ vibrational mode will decrease as indicated through a down-shift in the peak

position.

Reactions between hydrogen species in the plasma and the CNT however are

not limited to dangling bonds formed through sputtering. The slight decrease in the

G and D peak positions and the broadening of the G and D peak widths indicate that

both of these vibrational modes become less energetic and less energetically uniform

with the introduction of defects. A similar effect was seen between glassy carbon and

graphite, where both the G and D peak widths are significantly broader for glassy carbon

compared to graphite, yet the peak positions remain essentially unaffected.[16]

If the ICP power is changed for a fixed RIE power of 50 W and exposure time of

60 s similar trends in the G, D, and D’ peaks and widths are seen compared to changes in

the RIE power, as seen in Figure 3.33. With changes in ICP power, the G and D’ peaks

down-shift ∼0.5 cm−1 and the D peak up-shifts by ∼0.5 cm−1. The lack of definitive

change in the D and G peaks for changes in both RIE and ICP power, indicates that

hydrogen plasma treatment does not change the vibrational energies of these phonon

modes significantly. Furthermore, the G and D peaks broaden by ∼5-15 cm−1 and ∼5-

8 cm−1, respectively, while the D’ peak narrows by ∼3-6 cm−1. The changes in ω
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for all peaks is approximately equal for RIE and ICP treatments, demonstrating the

importance of hydrogen based reactions with the CNTs and compared to increases in

the plasma density. Since no distinct differences in the peak positions and widths can

be made between changes in RIE and ICP power and changes in the D and G peak

parallel each other, it is believed that the reactions between hydrogen and the CNTs are

the dominant way in which defects are created in the CNTs and bond contraction as a

result of sputtering is passivated by these reactions.

3.6.3.2 Hydrogen Reactivity in Thermal CVD

To ensure the validity of the passivation of defects in CNTs with hydrogen, CNTs

were exposed to hydrogen gas in the CVD reactor at several temperatures. Such a

method of hydrogen exposure has the benefit of low kinetic energy, enabling the dis-

tinction between reactions between the CNTs and hydrogen and reactions coupled with

sputtering induced resulting from plasma processes. In the plasma processes, the ki-

netic energy of the hydrogen ions are approximately 10−6 J as calculated through using

the velocity (v) in Equation (3.4), whereas in the CVD methods the kinetic energy of

the hydrogen atoms are ∼ 10−20 J as calculated through 3
2kBT . To monitor the effects

of increasing the temperature, without the presence of hydrogen, several wafers with

CNTs were heated to the maximum temperature under investigation in a pure Ar feed

gas stream to be used as references to distinguish between the effects of heating in the

Ar atmosphere and exposure to hydrogen.

For the reference CNTs and CNTs exposed to hydrogen, slight up-shifts in all

peak positions of ∼0.5 cm−1 as well as a broadening of all peaks of ∼1 cm−1 is observed,

as illustrated in Figure 3.34. Since the up-shifts in the peak positions are seen for the

reference CNTs and those exposed to H2, the changes in the peak position are attributed

to the heating of the CNTs in Ar. However, unlike for the CNTs only exposed to Ar gas,
ID
IG

and ID′
IG

decrease with increasing temperature for CNTs exposed to H2. The reduction

in both ID
IG

and ID′
IG

indicates that hydrogen is reacting with the CNTs to reduce the edge-

plane-like defect concentration and subsequently the total defect concentration. This

behavior contrasts that of CNTs exposed to H2 plasma, where exposure to the plasma

increases the number of defects. Therefore it is believed that the energies associated

with ions in the plasma are large enough to damage the CNTs to create more defects,
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(a) (b)

(c) (d)

Figure 3.33: (a) Typical Raman spectra for CNTs exposed to H2 plasma with differing

RIE powers. The ICP power was incrementally increased from 0 to 100 W in 50W

intervals with a RIE power of 50W. The exposure time for all samples was 60 s, with

a pressure of 10 mTorr. G (red), D (black), and D’ (green) (b) peak position shift, (c)

change in peak width, and (d) intensity ratios for CNTs exposed to H2 plasma. The

reference value for the various parameters was calculated by taking the average and

standard deviation of all AP samples.
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yet the reactivity between hydrogen and the CNTs at the defect sites cause the difference

in changes in ω observed between CNTs exposed to Ar and H2 plasmas.

(a) (b)

(c) (d)

Figure 3.34: G (red), D (black), and D’ (green) (b) peak position shift, (c) change in

peak width, and (d) intensity ratios for CNTs exposed to H2 plasma. The RIE power

was incrementally increased from 0 to 150 W in 50W intervals. The exposure time

for all samples was 60 s, with a pressure of 10 mTorr. The reference value for the

various parameters was calculated by taking the average and standard deviation of all

AP samples.
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3.6.4 Influence of Chlorine Ion Charge State on Defects

Like hydrogen, chlorine can potentially react with the CNTs, while also sput-

tering the CNTs. Chlorine plasma chemistry allows for the predominance of either

positively or negatively charged ions through control of the reactor pressure and power,

as described in Section 3.5.1. The most important operational regimes are the low pres-

sure (10 mTorr), high power (300 W) regime and high pressure pressure (240 mTorr),

low power (50 W) regimes, as these represent instances when positively and negatively

charged ions are predominantly present, respectively. When Cl− is the most concen-

trated ion in the plasma interactions between the CNT and Cl− may result in Cl− donat-

ing electron density to the CNT, effectively lengthening bonds in the CNT and subse-

quently causing the peak positions to down-shift. Conversely, when Cl+ is the most con-

centrated ion it may abstract electron density from the CNTs, shortening bond lenghts

and thus cause an up-shift in the peak positions.

To determine if chlorine reacts for both pressure/power regimes, EDS measure-

ments were preformed on the CNTs with a typical spectra shown in Figure 3.35.

Figure 3.35: EDS spectra of CNTs exposed to Cl2 for 180 s at 240 mTorr and a RIE

power of 50 W.

From Figure 3.35, it appears that chlorine is indeed reacting with the CNTs.

However, the relative atomic percent of chlorine with respect to carbon is approximately

constant (∼0.5 %) for all treatments and times investigated. Since the amount of chlorine

does change with increasing exposure time, it appears that interactions between the
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CNTs and chlorine are limited and independent of changes in the defect density, where

changes in defect density will be illustrated in the following paragraphs.

(a) (b)

(c) (d)

Figure 3.36: (a) Typical Raman spectra for a total power of 200 W at a pressure of 10

mTorr. (b) Peak position shift, (c) change in peak width for the G (red), D (black), and

D’ (green) peaks, and (d) intensity ratios for CNTs exposed to Cl+ ions in the plasma.

The exposure times were 60, 120, and 240 s.

For the Cl+ dominated regime illustrated in Figure 3.36, all peaks up-shift by

∼4-6 cm−1, with an increase in ID′
IG

, to indicating a contraction of bonds resulting from

the creation of edge-plane-like defects. However, unlike with H2 and Ar plasma, the

increase in ID′
IG

is not accompanied by an increase in ID
IG

. Since ID
IG

does not change it is
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believed that the reactions between Cl+ are localized to the edge-plane-like defects and

that changes in ID′
IG

result largely from these reactions, whereas in Ar and H2 plasmas

the increase in ID′
IG

results from sputtering of the CNTs. The slight broadening of G

and D peaks of ∼0.5 cm−1, compared to the narrowing of the D’ peak of ∼5 cm−1,

further indicates that Cl+ reactions are limited to the edge-plane-like defects, since the

narrowing of the D’ peak indicates that the energy distribution of D’ mode vibrations

becomes smaller with increasing number of edge-plane-like defects.

For the Cl− dominated regime illustrated in Figure 3.37, a decrease in ID′
IG

and ID
IG

is observed in conjunction with a decrease in ωD′ . The narrowing of the D’ peak width

and the reduction ID
IG

is believed to result from reactions between Cl− and the CNTs at

edge-plane-like defects, where electron density is donated to the CNTs, contrasting the

effects observed with Cl+ exposure, where electron density may be removed from the

CNTs. If electrons are donated to the CNTs from Cl−, bonds in the CNTs would be

expected to become less stiff, resulting in a down-shift in the peak positions. However,

as illustrated in Figure 3.37b, the peak positions up-shift with Cl−. The up-shift in x

is believed to result from the relative electronegativity difference between chlorine and

carbon, since chlorine’s electronegativity is 0.61 greater than carbon on the Pauling

scale. Therefore, although Cl− may donate electron density to the CNTs, the donation

is limited due to the electronegativity difference between the two atoms.

3.6.5 n-Doping Through Magnesium Deposition

Plasma treatments that result in the formation of edge-plane-like defects through

the atomic removal of carbon in CNTs generally cause up-shifts in the peak positions

resulting from a loss in π bond delocalization and subsequent bond contraction. As il-

lustrated with Cl2 and H2 plasma treatments, changes in the electron density of bonds

may also result from chemical reactions between the CNTs and the plasma gases, such

as hydrogenation reactions. To create n-type CNTs without removing carbon atoms,

electropositive adatoms must be added to the CNTs such that the kinetic energy of the

adatoms does not exceed the bond energies in the CNTs. Low kinetic energy processes

can be accomplished by exposing the CNTs to heated gases as explained in Section

3.6.3.2 or dissolving the CNTs in liquefied metals. As explained in Section 3.5.2, such

addition is ideally performed through Group I metal intercalated into the graphitic lat-
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(a) (b)

(c) (d)

Figure 3.37: (a) Typical Raman spectra for a total power of 50 W at a pressure of 240

mTorr. (b) Peak position shift, (c) change in peak width for the G (red), D (black), and

D’ (green) peaks, and (d) intensity ratios for CNTs exposed to Cl− ions in the plasma.

The exposure times were 60, 120, and 240 s.
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tice. Unfortunately, these metals are moisture sensitive.

(a) (b)

(c) (d)

Figure 3.38: SEM images of a wafer (a) prior and (b) post Mg deposition. Image (c) is a

higher magnification image illustrating the presence of deposited Mg metal on the CNTs

and Si wafer. (d) illustrates the successful removal of excess Mg from the Si wafer.

Magnesium was instead evaporated onto the CNTs in the CVD reactor. Figure

3.38 shows SEM images of the CNT wafers before and after Mg deposition. To remove

excess metal, the wafer was dipped into 5 mM HClaq for 90 min, dissolving excess

Mg. The CNTs were then subsequently washed several times with DI water. Figure

3.38d shows the results of removing excess Mg after the wafer was rinsed and critical

point dried (CPD) with CO2,l. As can be seen in the figure, no excess metal appears

to coat the wafer surface. Acid washing however adds complexity to the process since

reactions between H+ and functional groups present on the CNTs or other impurities
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may be misinterpreted as originating from Mg deposition. To explore the effects of

exposing the CNTs to HCl, CNTs that did not have Mg deposited on them were used as

standards and subjected to the same experimental procedures as the Mg coated CNTs.

(a) (b)

(c) (d)

Figure 3.39: (a) Typical Raman spectra of CNTs treated with Mg, Mg + HCl + CPD,

and HCl + CPD. (b) Peak position shift , (c) change in peak width for the G (red),

D (black), and D’ (green) peaks, and (d) intensity ratios for CNTs exposed to Mg va-

por at different temperatures and total pressures. The error bars indicated the standard

deviation between different trials.

As can be seen from Figure 3.39d exposure to HCl increases the edge-plane-

like defect density as well as down-shifts all peak positions by ∼2 cm−1. Since no
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known reactions between HCl and CNTs exist, the increase in edge-plane defect density

is attributed to reactions between HCl and exposed Fe catalyst. The dissolution of Fe

could expose edge-planes and thus increase the defect density of the CNTs.

With Mg exposure, all peak positions down-shift and the number of total and

edge-plane-like defects is reduced as indicated through the reduction of ID′
IG

from ∼0.128

to ∼0.115. The down-shift of the peak positions is indicative of electron donation to the

CNTs by Mg, where electron poor or strained carbon bonds react with such that Mg

may donate electrons and relieve local strain or stabilize electron poor regions. A sim-

ilar phenomenon was observed by Choi et al., where dissolved metals were reduced

at defective sites, indicating a higher reactivity of defect sites relative to non-defective

sites.[7] Furthermore, since the D’ peak narrows by ∼2 cm−1, while the D peak broadens

by ∼4 cm−1, it appears that Mg is not preferentially reacting at edge-plane-like defects,

since the energy distribution of D’ vibrational modes decreases will other defects en-

compassed by the D vibrational modes increases.

3.7 Summary of Treatment Effects on Raman Spectroscopy

A large variety of processing parameters have been evaluated to create defects

in CNTs with differing effects. Initially, argon plasma was used to create p-type CNTs

as this gas has the least complicated plasma chemistry of the gases used. The results

from these tests illustrate that utilizing different process variables such as changes in

RIE or ICP power to change the plasma density effect the distribution of defects along

the CNTs. Up-shifts in the peak positions and broadening of the G peak, in conjunction

with the increase in the edge-plane-like defect density, most likely result from a loss in

π bond conjugation that leads to bond contractions.

When hydrogen is used in plasma processes, dangling bonds that result from

sputtering the CNTs can react with the hydrogen, passivating them. Changes in the D

and G peak positions are thus minimal, yet the distribution of energy associated with the

D and G vibrational modes increases as a result of hydrogen reactivity with the CNTs.

To confirm the reactivity between hydrogen and CNTs, hydrogen was used in molecular

form in the CVD processes. Molecular hydrogen treatment in the CVD reactor reduced

the defect density, indicating that hydrogen reacts at defects in CNTs.

Chlorine plasma treatments were then explored to evaluate the effects of ion
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charge state, where low power/high pressure favors the formation of negatively charged

ions and high power/low pressure favors the formation of positively charged ions. Neg-

atively charged ions are however difficult to manipulate with the current experimental

setup, since during the plasma processes a negative bias forms on the electrode where the

CNTs are place and thus positively charged ions are accelerated at the electrode. Nev-

ertheless, it appears as if new defects are generated through reactions with the CNTs for

Cl− and Cl+ ions, as realized through changes in both ID′
IG

and ID
IG

.

Finally Mg, was hypothesized to n-dope the CNTs. Exposure to Mg resulted in

the down-shifts of all peak positions as well as the reduction of ID′
IG

and ID
IG

, indicating that

Mg reacted at defects and donated electrons to the CNTs. However, more sophisticated

experimental designs are needed to better determine the dependencies on deposited Mg

concentration.

Chapter 3, in part, is a reprint of the material as it appears in “Defect engineer-

ing of the electrochemical characteristics of carbon nanotube varieties”, in Journal of

Applied Physics, v.108, n.3, pp.034308, 2010, Hoefer, M. A.; Bandaru, P. R. The dis-

sertation author was the primary investigator and author of this paper.



4 Electrochemistry

4.1 Background

Three complementary electrochemical techniques were used in this work: (1)

Cyclic voltammetry (CV), (2) electrochemical impedance spectroscopy (EIS) , and (3)

cyclic constant current chronopotentiometry or galvanostatic charging and discharging

(GALV). Cyclic voltammetry was used to study diffusion and electron transfer kinetics

at the CNT electrode, where the current response to an applied DC voltage is mea-

sured. Electrochemical impedance spectroscopy utilizes small scale AC perturbations

to equilibrium to separate different physical processes involved in charge transfer. By

comparing CV and EIS, a comprehensive study of the diffusion and kinetic based pro-

cesses in charge transfer can be obtained. Galvanostatic charging was to monitor how

CNT capacitor devices perform in a practical application. With these three methods, it

will be shown that defects are the reactive sites for charge transfer and that shifts in the

peak positions of the Raman spectra correspond to changes in the diffusion and charge

transfer processes. This chapter therefore provides a methodology to demonstrate the

improvements in electrochemical performance of defective CNTs, which translate into

improved electrochemical capacitor performance.

4.1.1 Fundamentals of Cyclic Voltammetry

Cyclic voltammetry involves investigating the effects of perturbing the system

away from equilibrium by applying a triangular waveform potential between two elec-

trodes, as shown in Figure 4.1a. The rate of change of voltage versus time is called the

scan rate (ν). When applying the potential, the current response of the system is mea-

sured with respect to the potential as illustrated in Figure 4.1b for a one electron transfer

process. In Figure 4.1, Eλ is the switching voltage at time tλ, ip,a and ip,c are the anodic

and cathodic currents, respectively, n is the number of electrons transfered, and E0′ is

the formal reduction potential of the oxidized specieDs O being reduced to the reduced

species R:

O + ne−
k f


kr

R (4.1)

The shape of the curves plotted in Figure 4.1b results from competing diffusion

and kinetic processes. If at time t0 and potential E0 (point A), O is the abundant species

73
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(a) (b)

Figure 4.1: (a) CV triangular waveform. (b) Current response to triangular waveform

for a one e− transfer. ib and ilim are the baseline and limiting currents, respectively.

and the potential is decreased until Eλ′ , at some potential close tp E0′ the reduction of O

to R will begin to occur. As the potential decreases further past E0′ , O begins to reduce

more rapidly and a diffusion layer builds at the surface of the working electrode. Once

the diffusion layer becomes sufficiently thick such that the diffusion of O to the working

electrode is equal to the diffusion of R away from the electrode, a peak current is reached

at a potential Ep. The difference between Ep and E0′ is known as the overpotential and

is proportional to the resistance of the system, which will be explained later. Past Ep, the

diffusion of R away from the working electrode is sufficiently large to impede diffusion

of O to the electrode, which depletes at the electrode surface. As a result of the differing

diffusion rates between O and R, the current begins to decay to the limiting current ilim.

The current decay is defined through the Cottrell equation:

i =
nFAC jD j

δ
(4.2)

where n is the number of electrons transfered, F is Faraday’s constant, A is the electrode

surface area, C j is the bulk concentration of species j, D j is the diffusion coefficient of

species j, and δ is the diffusion layer thickness. The limiting current will be explicitly

defined in Equation (4.12), but represents the point at which no faradaic reactions occur
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at the electrode surface.

In many CV experiments Eλ is reached prior to reaching ilim, thus once Eλ is

reached R begins to diffuse to the electrode. Close to E0′ , R begins to oxidize to O until

a peak current is attained. As before, the current again decays until the limiting current

is achieved or the potential is increased to Eλ.

The peak current ratio (| ip,c
ip,a
|) and peak separation (∆Ep) in the voltammogram

can be used to determine the reversibility of the oxidation-reduction reaction. To un-

derstand how | ip,c
ip,a
| and ∆Ep are determined by the reversibility of electron transfer the

flux equations must be are solved. For electrodes exhibiting reversible electron trans-

fer, semi-infinite linear diffusion boundary conditions are applied, where the time scale

of the experiment is shorter than the time needed to obtain steady state. Furthermore,

charge transfer kinetics are assumed to be fast, such that the reverse reaction does not

affect charge transfer kinetics, and charge transfer follows Nerstian behavior such that

the instantaneous voltage (E) always obeys[22].

E = E0′ +
RT
nF

ln
CO(0, t)
CR(0, t)

(4.3a)

E = Ei− νt (4.3b)

where R is the universal gas constant, T is temperature, CO/R(0, t) is the concentration

of O/R at the electrode surface, and Ei is the initial voltage. The other useful boundary

conditions are defined by[22]:

∂CO(x, t)
∂t

= DO
∂2CO(x, t)

∂x2 (4.4a)

∂CR(x, t)
∂t

= DR
∂2CR(x, t)

∂x2 (4.4b)

CO(x,0) = C∗O (4.4c)

CR(x,0) = 0 (4.4d)

lim
x→∞

CO(x, t) = C∗O (4.4e)

lim
x→∞

CR(x, t) = 0 (4.4f)
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where DO and DR are the diffusion coefficients of O and R, respectively, and C∗O is the

bulk concentration of O. The flux balance can be written as[22]:

DO

(
∂CO(x, t)

∂t

)
x=0

+ DR

(
∂CR(x, t)

∂t

)
x=0

= 0 (4.5)

Utilizing the boundary conditions and the flux relationship, it can be shown

through the use of Laplace transforms that the current at any point in the CV curve

is defined by[22, 88]:

i = nFAC∗O
√
πDOσχ(σt) (4.6a)

σt = (
nF
RT

)
E−E0′ −

RT
nF

ln

√
DR

DO

 (4.6b)

where R is the universal gas constant, T is temperature, E is the instantaneous voltage,

andσt is a dimensionless parameter needed to solve the Laplace transform. The function

χ(σt) must be solved numerically and when a maximum current is obtained, Equation

(4.6a) can be rewritten for reversible electron transfer as:

ip = 0.4463

√
F3

RT
n3/2AD1/2

O C∗Ov1/2 (4.7a)

ip = (2.69×105)n3/2AD1/2
O C∗Ov1/2 at 25◦C (4.7b)

which is the Randles-Sevcik equation.[89] The potential for which the current reaches a

peak value is defined as follows:

Ep = E0′ +
RT
nF

ln

√(
DR

DO

)γ
−γ1.109

RT
nF

(4.8)

where γ is +1 for the anodic sweep and -1 for the cathodic sweep. Using Equation (4.8)

and assuming the DO = DR, the peak separation can be defined as follows:

∆Ep = Ep.c−Ep.a (4.9a)

∆Ep =
2.3RT

nF
(4.9b)

∆Ep ≈
59
n

mV at 25 ◦C (4.9c)
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From ∆Ep the standard rate constant (k◦) can be determined. The relationship between

∆Ep and k◦ is derived from the special case when equilibrium is achieved and C∗O = C∗R.

In this instance, the forward and reverse reactions of Equation (4.1) occur at equal rates

and k f = kr. The forward and reverse rate constants can be defined through:

k f = k◦exp
[
−α

F
RT

(E−E0′)
]

(4.10a)

kr = k◦exp
[
(1−α)

F
RT

(E−E0′)
]

(4.10b)

and the current can be defined through:

i = nFA[k f CO(0, t)− krCR(0, t)] (4.11)

Substituting Equation (4.10) into Equation (4.11) the current can be defined through:

i = FAk◦
[
CO(0, t)e

−αF
RT (E−E0′ )−CR(0, t)e

(1−α)F
RT (E−E0′ )

]
(4.12)

where i = ilim when |E − Ep| � 1. By rearranging Equation (4.12) k◦ can be defined

through[90, 91]:

k◦ = 2.18
(DβFν

RT

)1/2
exp

[
−
β2nF
RT

(
Ep,a−Ep,c

)]
(4.13)

where β is the complementary to the charge transfer coefficient (α). The charge transfer

coefficient is a measure of the symmetry of the energy barrier upon reaction and α of

0.5 can be approximated for most systems.[22]

Reversible electron transfer is therefore defined by three important relationships:

(1) ip is proportional to C and
√

v, (2) | ip,a
ip,c
| ≈1, and (3) n∆Ep is not a function of scan

rate or concentration.[22]

For irreversible systems, the equations governing electron transfer can also be

derived, yet the boundary conditions are different than those of reversible systems. Irre-

versibility can arise from several factors, including adsorption of the redox couple onto

the electrode or coupled homogeneous reactions, which prevent the reverse reaction

from occurring. An example of CV illustrating an adsorption process, in which currents

diminish with successive voltage sweeps is shown in Figure 4.2.
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Figure 4.2: CV illustrating irreversible electron transfer and adsorption of the redox

couple during the anodic sweep, adapted from Kissinger et al.[21, 22]

For an irreversible one-step, one-electron transfer reaction, the reaction is de-

fined through:

O + ne−
k f
→R (4.14)

where no reverse reaction is possible. The nerstian boundary condition given by Equa-

tion (4.3) is therefore replaced by[22]:

i = FADO

[
∂CO(x, t)

∂x

]
x=0

= k f (t)CO(0.t) (4.15a)

where (4.15b)

k f (t) = k◦exp
[
−αF
RT

(Ei−E0′)
]
e

F
RT ανt (4.15c)

Using the Laplace transform and a numerical solution to the partial differential

flux equation ip and Ep for irreversible systems can be defined through[22, 88]:

ip = (2.99×105)α1/2AC∗OD1/2
O v1/2 (4.16a)

Ep = E0′ −
RT
nF

0.780 + ln
D1/2

0

k◦
+ ln

√
αFv
RT

 (4.16b)

As can be seen from Equations (4.16a) and (4.16b), ip is once again proportional to C∗0
and

√
v. However, Ep is now dependent on ν unlike in reversible systems, where the

peak position is independent of scan rate.
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For quasi-reversible systems, electron transfer kinetics of the forward(reverse)

reaction are not sufficiently facile and the reverse(forward) reaction must be taken into

account. For a one-step, one-electron transfer the reaction can be defined through:

O + ne−
k f


kr

R (4.17)

and the following boundary condition is applied to the flux equation[22, 23]:

DO

[
∂CO(x, t)

∂x

]
x=0

= k◦e
−αF
RT (E−E0′ )

(
CO(0, t)−CR(0.t)e

F
RT (E−E0′ )

)
(4.18)

Just as with reversible and irreversible electron transfer systems, the flux equa-

tion must be solved numerically and the resulting equations for i and Ep are defined

through[22, 23]:

i = FA

√
DOFv

RT
C∗OΨ(E) (4.19a)

Ep = E0′ +
RT
nF

ln

√(
DR

DO

)
−Ξ(Λ,α)

RT
F

(4.19b)

Λ = k◦
√

RT
DFν

= k◦
√

RTt
DF(Ei−E)

(4.19c)

where Ψ(E) is illustrated in Figure 4.3a, and Ξ(Λ,α) is illustrated in Figure 4.3b. Ψ and

Ξ are dimensionless functions of voltage and thus scan rate through Equation (4.19c),

that are needed to numerically solve the partial differential flux equation. Therefore, for

quasi-reversible systems ip is not proportional to
√
ν since Ψ is dependent on ν through

Λ and Ep ∝
1√
ν
.

By using the above relationships between ip and Ep and scan rate and concen-

tration, the electron transfer process at a specific electrode can be categorized as either

reversible, quasi-reversible, or irreversible. In addition to a reaction’s reversibility, ca-

pacitance information can also be gathered from a CV current-voltage plot. As can be

seen in Figure 4.1b, the anodic and cathodic peak currents are considered with respect

to the their respective baseline currents (ib). The baseline current results from charge

migration from the bulk solution to the surface of the electrode, which subsequently



80

(a) (b)

Figure 4.3: (a) Ψ as a function of E. Dashed lines indicate reversibility and the Roman

Numerals represent different scan rates, where I, II, III, and IV correspond to Λ = 10,

1, 0.1, and 0.01, respectively. (b) Ξ as a function of log(Λ) for different values of α.

Dashed lines indicate total irreversiblity. Illustrations originally published by Matsuda

et al. and Bard et al.[22, 23]
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causes ions to stack preferentially near the surface of the electrode based on the elec-

trode polarity as shown in Figure 4.4.

Figure 4.4: Illustration of the double-layer, where d indicates the distance from the

electrode surface. Φ indicates the potential at the surface(s), inner Helmholtz plane

(IHP), and outer Helmholtz plane (OHP). Past the OHP, the diffuse layer begins, which

extends into the bulk solution. The smaller (green) circles are solvent molecules.

The first two layers of ions are called the inner (IHP) and outer (OHP) Helmholtz

planes, respectively, where ions of the IHP are termed specifically adsorbed and are not

solvated. Ions of the OHP are nonspecifically adsorbed and are screened through solva-

tion. Since the ions are stacked near the surface of the electrode, but are separated from

the electrode surface by a distance (d), the electric double-layer behaves capacitively.

A first order approximation of the capacitive effects of the electric double-layer was

made through implementing the parallel plate capacitor model, where the double-layer

capacitance (Cdl) per unit surface area (A) is defined through:

Cdl

A
=
εε0

d
(4.20)

where ε is the dielectric constant and ε0 is the permittivity of free space.
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The double-layer current and thus Cdl can be determined near Eλ. If Eλ is suffi-

ciently far away from the peak potential such that the diffusion layer is relatively thick,

the switching potential represents the voltage where the double-layer restructures it-

self due to a change in the electrode polarity. For instance, when the electrode polarity

changes from (+) to (-), negatively charged ions in the IHP and OHP are repelled electro-

statically by the (-) charge on the electrode, while positively charged ions are attracted.

In the limiting case of Eλ � Ep, idl can be approximated by difference between the

baseline current (ib) and the limiting current (ilim) as defined by:

Cdl =
idl

Av
=
|ib− ilim|

2Av
(4.21)

Strictly speaking Cdl is dependent on the applied potential through ilim and the

Helmholtz model does not hold. However, if the capacitance is large and the potential

range under investigation is relatively small Cdl can be approximated to be independent

of voltage over a specific range. In this work, the Helmholtz model was assumed to

be acceptable since the variation in observed capacitance over the implemented voltage

ranges was negligible.

The capacitance associated with the faradaic peak current can also be determined

in CV experiments. The faradaic capacitance is not a capacitance in the typical sense,

since it due to non-transient currents associated with charge transfer. This capacitance

is also termed a pseudocapacitance (Cp) and is defined through:

Cp =
|ip|

v
(4.22)

where ip is graphically determined as the difference between the actual current (iT ) and

the baseline current at the peak potential as indicated in Figure 4.1b and defined through:

ip = iT − ib (4.23)

where the linear nature of ib represents the limiting case of no change in the diffusion

layer current near the peak potential. However, ib is comprised of idl and ilim. Due to

difficulties in graphically separating idl and ilim near the peak potentials, the ip can be

slightly overestimated. The inability to accurately calculate idl and ilim graphically is

not only important at the peak potentials but also becomes important at relatively large
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Figure 4.5: Illustrative CV curve demonstrating how the experimental CV curves were

used to measure the difference components of the total current.

redox couple concentrations and large scan rates. If ilim � idl or Eλ 4 Ep such that

either O or R is not completely exhausted at the working electrode surface, it becomes

extremely difficult to directly determine ib with respect to ilim and thus Cdl from a single

CV plot.

To determine Cdl, a different approach was therefore implemented. If (1) idl for

O and R are equal and the Helmholtz model holds, (2) Eλ� Ep, and (3) |ilim| is equal for

the anodic and cathodic sweeps as determined when ib for both sweeps are parallel as

illustrated in Figure 4.5, the difference between oxidation and reduction baseline curves

can then subsequently be used to determine idl through:

2ilim = ∆ib + 2idl (4.24a)

iT = ∆ib + 2idl + icott (4.24b)

where Equation (4.2) can be substituted for icott and iT −∆ib is rewritten as iB to give:

iB =
nFAC∗j D j

δ
−2idl (4.25)

where δ is the diffusion layer thickness. Utilizing the definition of δ:

δ =
√
πD jt (4.26)

and approximating time as (∆V
ν ), where ∆V is the voltage difference between Eλ and Ep,

Equation (4.25) can be rewritten as:
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iB = nFAC∗j

√
D jν

π∆V
−2idl (4.27)

By dividing Equation (4.27) by the scan rate, iB and idl can be rewritten as capacitances:

CB = 2nFC∗j A

√
D j

vπ∆V
−2Cdl (4.28)

Therefore if the plots of CB as a function of 1√
v

or C∗j are linear, Cdl can be determined

by the y-intercept.

4.1.2 Electrochemical Impedance Spectroscopy (EIS): Equivalent

Circuit Design

Another method of determining the capacitance of the system is through elec-

trochemical impedance spectroscopy. In EIS, a constant dc potential (Edc) is applied to

the system as well as a small amplitude ac signal (Ėac) at various frequencies as shown

in Figure 4.6a. The applied dc potential is used to set the surface concentrations of O

and R, while Ėac is used to induce small perturbations to equilibrium. Since Ėac and the

resulting current (İac) are out of phase with each other (Figure 4.6b) due to capacitances,

such as Cdl and Cp, information about which electrochemical processes are occurring

can be gathered by plotting the modulus and phase (φ) of the impedance (Z) at a number

of different frequencies (Figure 4.6c). The impedance and phase angle are defined as

follows:

Ė = Zİ (4.29a)

Z = Zreal− jZimag (4.29b)

φ = tan−1
(
−Zimag

Zreal

)
(4.29c)

Using the features of Figure 4.6c and knowledge of the electrochemical system,

an equivalent circuit consisting of a combination of circuit elements can be constructed

to model the frequency response of the system. To verify the validity of the model, the

experimental data can be non-linearly fit to minimize the error between the curves pre-

dicted by the model and the experimental data. As mentioned previously, the two critical

electrochemical processes that are under investigation in this work are the double-layer
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(a) (b)

(c)

Figure 4.6: (a) The waveform of the applied dc and ac signals. (b) The resulting ac cur-

rent response to the ac applied potential, indicating the phase shift between the two.(c)

Example of frequency response for |Z| and φ of an electrochemical system.
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and the faradaic contributions to the total current, where the system can be modelled

with a Randles circuit shown in Figure 4.7.

Figure 4.7: The equivalent circuit of the electrochemical system under investigation.

Rs is the solution resistance, Rct is the charge transfer resistance, Cdl is the double-layer

capacitance, ZW is the Warburg impedence.

The Warburg impedance (ZW) introduced in Figure 4.7 represents the diffusion

process associated with the faradaic current. This process has both capacitive and resis-

tive components and is modelled through[22]:

ZW =
σ
√
ω

(1− j) (4.30a)

σ =
RT

n2F2A
√

2

 1
C∗O
√

DO
+

1
C∗R
√

DR

 (4.30b)

If the charge transfer kinetics are relatively fast, Rct → 0 and thus φ for the faradaic

impedance (Z f ) approaches 45◦, where:

Z f = Rct + ZW (4.31a)

Z f = Rct +
σ
√
ω

(1− j) (4.31b)

φ = tan−1

 σ√
ω

Rct + σ√
ω

 (4.31c)

For quasi-reversible and irreversible systems, Rct becomes appreciably large and

significantly contributes to Z f . Changes in Z f are also dependent on
C∗O
C∗R

through the
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applied DC offset voltage. For instance, when C∗O (C∗R) is appreciably larger than than

C∗R (C∗O), σ varies such that diffusion of C∗R (C∗O) to the electrode can be hindered.

For the circuit model illustrated in Figure 4.7, the frequency response of the

system can be defined analytically. The real (Zreal) and imaginary (Zimag) parts of the

impedance can therefore be separated as follows:

Zreal = Rs +
Rct + σ√

w

(Cdlσ
√
ω+ 1)2 +ω2C2

dl(Rct + σ√
ω

)2
(4.32a)

Zimag =
ωCdl(Rct + σ√

ω
)2 + σ√

ω
(Cdlσ

√
ω+ 1)

(Cdlσ
√
ω+ 1)2 +ω2C2

dl(Rct + σ√
ω

)2
(4.32b)

To best understand how Z responds to changes in frequency, the high and low

frequency limits are first investigated. As ω→ ∞, the Warburg impedance becomes

negligible compared to Rct and the equivalent circuit presented in Figure 4.7 is reduced

to that of Figure 4.8a and Zreal and Zimag are simplified to:

Zreal(ω→∞) = Rs +
Rct

1 + (ωCdlRct)2 (4.33a)

Zimag(ω→∞) =
ωCdlR2

ct

1 + (ωCdlRct)2 (4.33b)(
Zreal−Rs−

Rct

2

)2
+ Z2

imag =

(Rct

2

)2
(4.33c)

As can be deduced from Equations 4.33a and 4.33b, if Rct ≈ 0, then at high

frequencies, Zreal is dominated by Rs and Zimag ≈ 0. The phase angle is therefore ap-

proximately 0◦ for kinetically facile systems, when a relatively high frequency ac input

potential is used.
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(a) (b)

Figure 4.8: (a) The equivalent circuit as ω→ ∞. (b) Nyquist plot of the equivalent

circuit shown in (a).

When ω→ 0, the equivalent circuit model is dominated by the ZW and the fre-

quency response is diffusion-controlled. The real and imaginary forms of the impedance

are as follows and are graphically shown in Figure 4.9.

Zreal(ω→ 0) = Rs + Rct +
σ
√
ω

(4.34a)

Zimag(ω→ 0) =
σ
√
ω

+ 2σ2Cdl (4.34b)

Zimag = Zreal−Rs−Rct + 2σ2Cdl (4.34c)

At sufficiently low frequencies, Zreal is dominated by diffusion processes (σ)

and φ = 45◦. If φ is experimentally measured to be ≈ 45◦ below a certain frequency,

diffusion processes determine the EIS response for the specific frequency range. The

transition between the kinetic and diffusion dominated regimes is termed the knee fre-

quency ( fknee). The knee frequency represents the frequency at which the system tran-

sitions from resistive to capacitive behavior and |Zimag| increases as ω→ 0. If the knee

frequency is increased, the time constant ( 1
fknee

) for charging and discharging cycles is

reduced. Time constant reduction is desirable especially for large capacity capacitors,

since the full capacity can be discharged relatively more quickly. Time constant re-

duction also indicates a transition from battery-like behavior to conventional capacitor

behavior, since the time associated for charge transfer in a battery is can be much longer

than for charge transfer in a capacitor.
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Figure 4.9: Nyquist plot of when ω→ 0 (diffusion limited regime). The intercept can

be used to determine Rs, Rct, σ and Cdl.

Figure 4.10: Nyquist plot indicating the knee frequency, where the kinetic regime tran-

sitions to the diffusion regime.
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If |φ| continues to increase from 45◦ to 90◦ below the knee frequency, as with

many purely double-layer capacitors, the equivalent circuit model in Figure 4.7 is no

longer valid. A 90◦ phase angle is representative of an ideally polarizable capacitor and

therefore the Warburg impedance can be replaced with a capacitor (Cp). When ZW is

replaced with Cp the Nyquist plot exhibits a more purely capacitive frequency response

as shown in Figure 4.11.

Figure 4.11: Nyquist plot where ZW is replaced by Cp, but remains in series with Rct to

demonstrate a transition to ideal capacitor behavior.

By utilizing EIS at different DC voltages the importance of diffusion on Cp, Cdl,

Rct, and Rs can be determined. Each of these values is also affected by the solvent-solute

system, electrode geometry, and electrode-redox couple interactions, thus it character-

ize how the physical and electrical properties of electrodes affect their electrochemical

performance.

4.1.3 Chronopotentiometry

As with EIS, chronopotentiometry provides complementary information to CV,

but the system is measured in response to a input current. The input current drives

reactions at the electrode surface and the potential of the system is measured. When a

constant current is sourced for a particular time then reversed for a second time period
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as shown in Figure 4.12, the chronopotentiometric technique is termed constant current

cyclic chronopoteniometry (GALV).

(a) (b)

Figure 4.12: (a) Square waveform used for cyclic constant current chronopotentiometry.

(b) Resulting voltage response to current waveform for an ideally polarizable capacitor

in series with a resistor. ESR is the equivalent series resistance and is calculated ex-

perimentally by RES R =
VES R
|i1−i2|

. In electrolytic capacitors, RES R is a combination of the

current collector resistance, Rs, Rct, and contact resistance at the terminal leads. The

value of RES R is critical for high power applications since large resistances can lead to

heating and expansion of the electrolyte, causing the capacitor to fail.

If the current is sourced in such a way that electrons flow into the solution, O is

reduced at a constant rate at the electrode surface. The time associated with the reac-

tion can be termed the transition time (τ) and is a function of the diffusion coefficients

and surface concentrations of O and R, as shown in Equation (4.35). Once the sur-

face concentration of O is exhausted, the magnitude of the measured potential increases

rapidly until another reduction potential is reached, resulting in a step-like function for

the measured potential. Since ideally polarizable electrodes exhibit only linear behavior

as shown in Figure 4.12b, ideal behavior can be assessed by monitoring the slope of the

potential as a function of time.

Analogous to ip and the instantaneous current in CV, τ and the measured voltage

(V) can be assessed analytically by using the semi-infinite linear diffusion boundary

conditions and the flux equations, as explained in Section 4.1.1. In all systems where a
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constant current (isource) is sourced, τ can be defined as:

τ =

nFAC∗j
√
πD j

2isource


2

(4.35)

where j denotes the oxidized or reduced species of the redox couple, which is known as

the Sand equation.[22]

Since capacitance can be defined as:

C =
i

∆V/∆t
(4.36)

as shown in Figure 4.12b, the voltage window (∆V) and time associated with charging

(∆t) play critical roles in the capacitance of an electrode. For purely double-layer capac-

itors, ∆V is determined by the point at which the solvent undergoes electrolysis and is

therefore characteristic of the solvent. For instance, the breakdown voltage for aqueous

solutions is approximately 0.9 V, where as organic solutions typically have much larger

breakdown voltages, ∼ 2.7 V.[92] When a redox couple is added to the solvent-solute

system, the current supplied drives faradaic reactions at the electrode surface until the

surface concentration is depleted. The voltage at which this occurs is dependent on

the reversibility of the system as shown in Figure 4.13a, where the following equations

were used to define the measured potential with respect to one-step, one-electron transfer

processes for reversible, irreversible, and quasi-reversible systems. The voltage window

therefore depends on the solvent system and the reversibility of electron transfer.

V = E0′ −
RT
2nF

ln
(

DO

DR

)m

+
RT
nF

ln

 √τ j−
√

t
√

t

m

(Reversible) (4.37a)

V = E0′ −
RT
αF

ln

 2k0
j√

πD j

+
RT
αF

ln
[
m(
√
τ j−
√

t)
]

(Irreversible) (4.37b)

V = E0′ +
RT
F

ln
C∗O
C∗R
−

RT
F

isource

 2
√

t
FA
√
π

 1
C∗O
√

DO
+

1
C∗R
√

DR

+
1
i0

 (Quasi-reversible)

(4.37c)

where t is time and m is an integer corresponding to the current direction. When elec-

trons are supplied to the solution, m = +1 and j = O when electrons flow from the
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(a) (b)

Figure 4.13: (a) Measured potential as a function of time for reversible and irreversible

systems with reference to E0′ . (b) Measured potential as a function of time, concentra-

tion, and source current for reversible systems.

solution to the electrode, m = −1 and j = R. The exchange current, i0, is defined as:[22]

i0 = FAk◦C∗(1−α)
O C∗αR (4.38)

Figure 4.13b illustrates how changing C∗j and isource do not change ∆V , but

change how much time is needed to span ∆V , as explained through Equation (4.35).

The voltage window is therefore independent of the redox couple for a given degree of

reversibility, while ∆t is dependent upon C∗j and isource.

Assuming that ∆V is fixed for a given solvent, Cp can be defined for chronopo-

tentiometric systems as:

Cp =
isourceτ

∆V
(4.39)

since τ is the time associated with faradaic reactions. Furthermore, using Equation

(4.35) to replace τ in Equation 4.39, Equation 4.39 can be rewritten as:

Cp =

(
nFAC∗j

√
πD j

)2

4isource∆V
(4.40)

where a maximum Cp can be obtained with relatively small source currents and when

the C∗ is maximized.
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4.2 Experimental Setup

4.2.1 Cyclic Voltammetry

As mentioned in Section 4.1.1, many experimental parameters can be used to

characterize electron transfer at the electrode surface using CV. In this work, CV exper-

iments were carried out using a PCI4-300 potentiostat from Gamry Instruments, which

has a current resolution of 1 fA and a voltage resolution of 1 µV. For electrode charac-

terization experiments a three electrode setup was used as shown in Figure 4.14. The

electrodes used were a (1) saturated calomel reference electrode (SCE), a (2) platinum

wire as the counter electrode (CE), and a (3) working electrode (WE). The advantage of

using this setup compared to a two electrode cell design, where the reference electrode

and counter electrode are combined into one electrode, is that the voltage of the refer-

ence electrode can be fixed and is not changed by the flow of electrical current, as can

be the case with a two electrode setup.

Figure 4.14: Experimental CV setup used for working electrode (WE) characterization.

The counter electrode used was a Pt wire and reference electrode was a saturated calomel

electrode (SCE).

The working electrode consisted of a platinum wire for diagnostic checks or an

array of CNTs on a Si wafer. Carbon nanotube electrodes were made by first growing

CNTs on n-doped Si wafers with a resistivity of 1-10 mΩcm as described in Chapter
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2. On the other side of the wafer, a contact pad consisting of 10 nm of titanium and

60 nm of silver was deposited using electron beam evaporation. The contact pad was

positioned at the center of the wafer with a side length of 0.5 cm. A copper wire was

then soldered to the contact pad with indium solder, resulting in a contact resistance of

< 1Ω. Care was taken to only expose only the CNT side of the wafer to the solvent, as

the exposure of Ag or the solder to the solution during CV scans would result in metal

dissolution, creating undesired redox peaks. Furthermore, a bare Si wafer was tested to

verify that no electrochemical activity resulted from Si in the voltage window tested.

The majority of experiments were conducted with solutions of potassium fer-

ricyanide (K3Fe(CN)6), an inner-sphere redox couple, in aqueous potassium chloride

(KCl). Ruthenium hexamine trichloride (Ru(NH3)6Cl3), an outer-sphere redox couple,

in KCl(aq) was another redox couple used. The denotion of outer and inner sphere is used

to describe how electron transfer occurs, where outer sphere electron transfer involves

the transfer of the electron through the space separating the redox centers, whereas the

electron in inner sphere electron transfer occurs along a chemical bridge. The two dif-

ferent redox couples were used to determine any influence of adsorption of the redox

couple onto the electrode. All materials used were of 98% or higher purity and pur-

chased from Sigma-Aldrich. Potassium chloride was used as the supporting electrolyte

to conduct the current and was typically 100 times more concentrated than that of the

redox couple. Table 4.1 shows all of the concentration values used. Multiple scan rates

in addition to several concentrations were also used to determine the reversibility of the

reactions. The scan rates used in this work were 5,10, 25, 50, 100, and 200 mV/s. All

CV spectra were taken between 5-50 times to monitor any cycle dependencies.

Table 4.1: CV Concentrations

Redox Couple [mM] Salt [M] Solvent

K3Fe(CN)6 0.5, 3, 5, 6, 10, KCl 0.5, 1.0, 3.0 H2O

25, 50, 100, 300, 600

Ru(NH3)6Cl3 0.5, 3, 6, 10 KCl 1.0 H2O

Before CNTs were used as the working electrode, each supporting electrolyte-

redox couple system was tested as a control with a Pt working electrode to ensure that the
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potentiostat was properly calibrated. All Pt electrodes were also polished with micro-

bead metal polish provided by Gamry Instruments before every use. The polished elec-

trodes were then cleaned with Alconox detergent dissolved in deionized water (DI) and

sonicated for 2 min to ensure that the polish was fully removed.

When constructing CNT based devices, all diagnostic checks were also per-

formed prior to device construction and testing. Unlike with the electrode character-

ization tests, only two terminals exist on the capacitor devices, as illustrated in Figure

4.15. The CE and reference (Ref) electrical leads were thus attached to one another and

then to one terminal lead. The two electrical leads for the WE, one of which is used

only for electrical current (I) and the other for voltage measurements (V), were attached

to one another and then attached to the other terminal lead.

Figure 4.15: Experimental two electrode setup used for device characterization. The

reference (Ref) and counter electrode (CE) leads were electrically connected and at-

tached to one capacitor electrode and the working electrode (WE) leads were connected

to the second capacitor electrode.

4.2.2 Electrochemical Impedance Spectroscopy

All EIS measurements were taken after several CV measurements, therefore re-

dox couple and supporting electrolyte concentration dependencies were also investi-

gated, in addition to a variety of DC and AC voltages. AC voltages ranged from 5-20

mVRMS . DC offset voltages were typically set to the open circuit potential (OCP) to

minimize Rct. The OCP was measured by monitoring the potential during a 10 min time

period with no current flow, where all electrodes were placed in solution. To measure

surface concentration effects for O and R species of the redox couple, DC offset poten-
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tials of E0′ ±1.5∆Ep were used, which ensures that reverse reactions are not present.

For EIS experiments where only one CNT electrode was being characterized

the frequency range used was 10 kHz to 10 mHz. When a device was being tested the

frequency range was 100 kHz to 1 mHz.

4.3 Effects of Defects on Electrochemistry

To establish a concrete understanding of the redox couple system the three-

electrode setup shown in Figure 4.1b was employed. For initial calibration, a platinum

electrode was used for the working electrode and the counter electrode. Figure 4.16

illustrates the change in the CV curves for different scan rates and different concentra-

tions. After approximating the baseline and solving for the peak currents and positions,

as illustrated in Figure 4.1b, the reversibility of the system can evaluated.

If the reactions between the redox couple and the Pt working electrode are re-

versible, | ipc
ipa
| = 1, ∆Ep is not a function of ν, and ip follows the Randles-Sevcik equation

(Equation 4.7a). As shown in Figure 4.17, ip is linear with concentration and square-root

of the scan rate. The non-zero y-intercept indicates that the baseline fitting of the peaks

is not ideal or an adsorbate exists at the surface of the electrode.[22] However, since the

y-intercepts are relatively small compared to the peak current and are independent of the

redox couple, the error most likely results from approximating the true baseline. The

peak current ratios and peak separations are shown in Table 4.2, where the peak current

ratios can also be deduced from the slopes in Figure 4.17. Since (a) the peak separation

is not a function of scan rate, (b) the peak current ratios are approximately 1 for all

scan rates and concentrations, and (c) the peak current is proportional to redox couple

concentration and the square-root of the scan rate, reversible behavior is observed.

In addition to providing information about the reversibility of the charge transfer

process, the slopes of the plots in Figures 4.17 can also be used to determine A
√

D. If D

is accurately known the effective area of the working electrode can be determined. For

each redox couple in 1.0 M KClaq, the diffusion coefficient for the oxidized and reduced

species have been experimentally determined to be relatively equal.[93, 94] Using the

average value for D, the effective area for the Pt working electrode was determined and

shown in Table 4.2. As can be seen in the table and given the specified area of the Pt

electrode to be 0.075 cm−1, the average error in Ae f f ective is approximately 5.7 %. The
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(a) (b)

(c) (d)

Figure 4.16: CV plots as a function of concentration and scan rate for (a), (c) potassium

ferricyanide and (b), (d) ruthenium hexaamine trichloride in 1.0 M KClaq, respectively.

Pt was the working electrode.
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(a) (b)

(c) (d)

Figure 4.17: Plots of ip as functions of scan rate and redox couple concentration to

determine reversibility. (a) and (b) are for potassium ferricyanide. (c) and (d) are for

ruthenium hexaamine trichloride.
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good agreement between the experimental and manufacturers specified area, implies

that both DO,R and A are reasonably accurate.

Table 4.2: Redox Couple Performance

Redox Couple Avg | ip,c
ip,a
| Avg ∆Ep D Ae f f ective

(mV) ( cm2

s ) (cm2)

K3Fe(CN)6 0.97 ± 0.02 73.0 ± 2.6 6.8 x 10−6 [93] 0.0677 ± 0.0033

Ru(NH3)6Cl3 0.99 ± 0.05 72.7 ± 1.8 3.89 x 10−6 [94] 0.0756 ± 0.0056

4.3.1 Influence of Intrinsic Defects on Electron Transfer Kinetics

Prior to testing CNT electrodes, any potential effects on the baseline or faradaic

currents from the contact pad coming into contact with the solution or the Si wafer

were explored. This was a necessary step to ensure that neither of these factors could

falsely skew any data that would be attributed to treatments done on the CNTs. As

demonstrated in Figure 4.18, the Si wafer showed no redox activity in the potential

window of -0.75 to 0.75 and the current was negligible compared to both the Pt standard

electrode and the CNT electrode. This voltage window was chosen because it includes

the E0′ potentials for K3Fe(CN)6 and Ru(NH3)6Cl3 and thus ensures that Si would

exhibit no redox activity whether K3Fe(CN)6 or Ru(NH3)6Cl3 was used as the redox

couple.

Since the Si wafer does not exhibit any redox activity, the next step to charac-

terize reactions with the CNT electrodes was to determine if they were sensitive to the

redox couple used. The reversibility of AP CNTs grown with acetylene was monitored

for potassium ferricyanide and ruthenium hexaamine trichloride redox couples in 1.0 M

KCl, as can be seen from Figure 4.19.

From these CV plots, the peak capacitances were experimentally determined and

plotted as functions of 1√
ν

and [C] as defined through Equations (4.7) and (4.22) to form:

Cp =
(
2.69x105

)
n3/2AD1/2

O C∗Oν
−1/2 (4.41)

The peak positions were also experimentally determined and plotted as a func-

tion of ν. Both of the comparisons were used to determine whether or not reversible
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Figure 4.18: The redox couple was 6 mM ruthenium hexaamine trichloride in 1 M KCl,

where a scan rate of 100 mV/s was used.

electron transfer was observed, as shown in Figure 4.20. As can be deduced from these

plots, the peak capacitance follows the trends described by Equation (4.41) and ∆Ep

is independent of the scan rates greater than 40 mV/s, therefore electron transfer is re-

versible at HCNTs electrodes for both redox couples. The slight increase in the peak

separation compared to the ideal value of 59 mV for one electron transfer described by

Equation (4.9c), indicates that there is some non-ideality in the reaction processes as

observed in most electrochemical redox reactions.[95]

The intrinsically large defect density of BCNTs has a significant impact on their

electrochemical properties. An important structural feature of these types of CNTs in

the high intrinsic edge-plane character, that appears to prevent any significant structural

changes from occurring in the BCNTs upon Ar plasma exposure detailed in Section

3.6.1 and Figure 3.31. As can also be seen in Figure 4.21 the CV scans and therefore

Cp and Cdl do not change significantly with increased irradiation times. Hollow CNTs

were treated and tested in the identical manner as BCNTs to illustrate and emphasize

the effects of CNT morphology on electron transfer kinetics.

With increasing Ar irradiation, Cp for the HCNTs gradually increases, while

for BCNTs Cp does not appear to show any dependence, shown in Figure 4.21d. The

initial reactive site density of BCNTs therefore appears to determine the electrochemical

response. The lack of change in the electron transfer kinetics shown in Figure 4.22

through changes in ∆Ep also indicates the dominance of the intrinsic edge plane defects.
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(a) (b)

(c) (d)

Figure 4.19: CV plots for AP CNTs with respect to scan rate for (a) potassium ferri-

cyanide and (b) ruthenium hexaaxmine trichloride. CV plots with respect to changes

in the concentration of (c) potassium ferricyanide (K3Fe(CN)6) and (d) ruthenium hex-

aaxmine trichloride (Ru(NH3)6Cl3). The supporting electrolyte was 1.0 M KCl for all

solutions.
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(a) (b)

(c)

Figure 4.20: Peak capacitances as functions of (a) the inverse of the square-root of

the scan rate and (b) redox couple concentration. ∆Ep as a function of (c) scan rate to

determine reversibility.
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(a) (b)

(c) (d)

Figure 4.21: CV plots of (a) BCNTs and (b) HCNTs with respect to different argon

irradiation times, illustrating the changes in the current normalized to the total surface

area of the CNTs. The potassium ferricyanide concentration was 3mM in 1 M KCl

and the scan rate was 20 mV/s. Changes in (c) double-layer and (d) peak capacitances

for BCNTs and HCNTs as a function of RIE irradiation time. The RIE experimental

conditions where 30 mTorr, 100 W, with a gas flow rate of 30 SCCM.
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The average standard rate constant (k◦avg) was calculated for BCNTs through Equation

(4.13) and was determined to the be 2.0 ±0.2 x 10−3 cm/s. This value of k◦avg and is taken

as the nominal value for edge-plane-like defects since the intrinsic defect density of

BCNTs originates from the periodic edge-planes composing the structure of the CNTs.

The significant increase in ∆Ep for HCNTs at long exposure times may be the result

of either increased CNT resistance due to damage induced through defect generation

or changes in the double-layer upon charging due to doping. A possible explanation

as to which scenario is more probable can be explained by charging the CNTs without

sputtering as well as sputtering the CNTs with a subsequent passivation of dangling

bonds. Both of these scenarios will be explored in later sections.

Figure 4.22: The effects of Ar plasma irradiation time on electron transfer kinetics

are evident for HCNTs and comparatively minute for BCNTs when 3mM of potassium

ferricyanide is used with a scan rate of 20 mV/s.

4.3.2 Defect Manipulation in Hollow Carbon Nanotubes

Hollow CNTs behave differently than BCNTs since the number of defects intrin-

sic to HCNTs is less, as illustrated with the Raman spectra presented in Sections 3.6.1

and 3.6.2.2. Since the defect density in HCNTs can increase in HNCTs with Ar and

H2 plasma exposure, the performance of the CNTs should increase with increasing de-

fect density as it is believed that the defect sites act as reaction sites.[96] The following

sections will explain in detail the effects of different treatments on the electrochemical

performance of CNTs and correlate those changes to the changes observed in the Raman
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spectra.

4.3.2.1 Increasing Reaction Site Density Through Argon Plasma

Irradiation

The first step in understanding how Ar plasma exposure affects the electrochem-

ical performance of HCNTs, is to determine the reversibility of electron transfer at the

CNT electrode. A typical data set for Ar treatments as a function of RIE power is illus-

trated in Figure 4.23.

Figure 4.23: CV scans as a function of scan rate for a HCNT working electrode treated

with Ar plasma at 100W RIE. N denotes the nominal area of 0.25 cm2.

For all Ar plasma treated samples, the peak capacitances and peak positions were

plotted against 1√
ν

and ν as described by Equation (4.9) and (4.7) and, respectively, to

determine the reversibility as a function of treatment. The results of the CV analysis are

illustrated in Figure 4.24.

As can be seen from Figure 4.24, for both RIE and ICP treatments, the average

Cp scales with the inverse of the square root of the scan rate in accordance with the

Equation (4.41), the peak current ratio is approximately unity, and ∆Ep is not indepen-

dent of scan rate. The increased peak separation at higher scan rates is indicative of

kinetic limitations compared to the scan rate. Furthermore, ∆Ep deviations from the

ideal value of 59 mV indicate changes in Rct, mass transfer resistance, or changes in

the electrode resistance. Decreases in ∆Ep below 59 mV most likely indicate that the

redox couple is adsorbed onto the CNT electrode and thus the mass transfer resistance
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(a) (b)

(c) (d)

Figure 4.24: Plots of Cp normalized to the nominal area (0.25 cm2) as functions of
1√
ν

for Ar plasma exposure using (a) RIE only and (b) 50W RIE with ICP. (c) and (d)

illustrate the shifts in the peak positions with RIE and ICP treatments, respectively. The

redox couple used is potassium ferricyanide. The error bars in the figure represent the

standard deviation between different trials.
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is reduced. Conversely, increases in ∆Ep to values greater than 59 mV upon Ar plasma

irradiation could arise from increase in the electrode resistance arising from damaging

the CNTs through increases in the defect density, increases in Rct through changes in

the defect energy, or through increases in the mass transfer resistance upon charging the

CNTs. Charging the CNT electrodes could change the density of ions near the surface

of the electrode thus affecting the diffusion of the electroactive species to the electrode.

For Ar irradiated CNTs, increases in ∆Ep at a given scan rate are hypothesized to come

from increases in the electrode resistance or changes in the density of the double-layer.

Several important features of the plots in Figure 4.24 include the increase in

the slope in Figures 4.24a and 4.24b and the increases in Cp with increases in defect

density at a given scan rate. As demonstrated with Pt at the beginning of this section,

increases in the slope indicates that A is changing with treatment. However, unlike with

the Pt working electrode which has a well defined planar surface area and exhibits ideal,

reversible kinetics, the CNT working electrode has a more complicated geometry since

the effective surface area of the CNTs may change upon treatment due to increases in

number of reaction sites. As the CNTs become more damaged, the vibrational modes

in the CNT become more energetic as indicated by the up-shifts in the peak positions of

the Raman spectra shown in Section 3.6.2. The increase in energy of the bond vibrations

also indicates that they have increased the reactivity. The effects of changing the CNT

characteristics upon Ar treatment is also evident in the increased wettability of the CNTs

post Ar treatment shown in Figure 4.25. The increase in A therefore could be attributed

to an increase in CNT wetting. However, this is not believed to be the case since if the

CNTs were not wettable prior to the electrochemistry experiments, no electrochemistry

experiments could be conducted since the CNT electrode would not contact the solution.

To wet the CNTs, they were first rinsed with acetone, then rinsed with DI water, and

rinsed with 1.0 M KClaq prior to dipping them into solution.

To verify the increases in A observed in CV experiments, A was also calculated

through EIS experiments with Equation (4.30b), where σ is calculated from the non-

linear regression analysis to fit the impedance data in Figure 4.26 to the circuit shown

in Figure 4.7. There is a substantial difference in A depending on the electrochemical

experiment, either CV or EIS as shown in Table 4.3. However, these differences can
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(a) (b)

Figure 4.25: Contact angle measurements with Ar plasma exposed CNTs. The exposure

time for (a) was 30 s, and for (b) was 180s. The difference in the wetting angle in (a) is

believed to result from non-uniform Ar plasma exposure of the CNT wafer.

be explained by the state of the system in both experiments. In CV, A is taken at large

voltage deviations from equilibrium and the diffusion layer becomes sufficiently think

to impede faradaic reactions. In EIS experiments, the DC offset voltage was maintained

at the open circuit potential, which is the formal potential. The concentration of the

oxidized and reduced species of the redox couple are therefore maintained at their equi-

librium values and the diffusion layer thickness that forms results from the AC voltage

signal. Since the AC voltage polarity changes sinusoidally, the diffusion layer does not

have enough time to become as thick as DC based CV experiments as illustrated through

Equation (4.26), thus it is negligible in comparison. When the DC offset potential was

set to values other than 0, both redox species do not diffuse to and from the electrode as

in equilibrium. Diffusion however is impeded as indicated by the non-zero Rct, which

is accompanied by increases in A to values similar to those determined through CV. The

increase in A with changes in the DC bias illustrates the importance of faradaic reac-

tions on A through diffusion of the electroactive species to the electrode. Furthermore,

the changes in A with changes in RIE and ICP power are similar between CV and EIS

experiments although the A
AN

ratios are quite different, indicating that the changes in

A upon treatment are indeed real. AN is the nominal geometric area of the electrodes,

∼0.25 cm2.

The extent to which the different treatments affect both the peak and double-layer
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(a) (b)

Figure 4.26: Typical Nyquist (a) and (b) Bode plots for Ar plasma treated CNTs with

an 5 mVRMS AC signal and a DC offset of 0 V with respect to the open circuit voltage.

Table 4.3: EIS and Vd Analysis: Ar Plasma

RIE/ICP DCo f f Cdl Rct Rs EIS CV

Power (W) (V) (mF) (Ohm) (Ohm) A
AN

A
AN

AP 0 0.10 ± 0.02 0 11.8 ± 0.7 0.12 3.5

50/0 0 1.14 ± 0.38 0 12.4 ± 0.7 0.14 5.8

100/0 0 3.32 ± 1.14 0 12.4 ± 0.5 0.18 6.6

150/0 0 5.20 ± 1.76 0 11.6 ± 0.0 0.22 9.1

AP 0 0.43 ± 0.10 0 12.4 ± 1.5 0.12 4.4

AP -0.37 0.44 ± 0.14 (3.3 ± 0.2) x 103 11.8 ± 0.1 1.1 4.4

AP -0.42 0.60 ± 0.13 (1.6 ± 0.3) x 103 11.6 ± 0.2 2.3 4.4

50/0 0 1.44 ± 0.49 0 12.9 ± 0.8 0.31 4.5

50/50 0 1.48 ± 0.50 0 12.6 ± 0.4 0.50 5.0

50/100 0 3.08 ± 1.03 0 11.8 ± 0.4 0.63 5.8

50/150 0 0.68 ± 0.23 0 13.6 ± 1.0 0.55 6.5
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capacitance is illustrated in Figure 4.27.

(a) (b)

Figure 4.27: Peak and double-layer capacitance normalized to the nominal wafer (AN

= 0.25 cm2) area for (a) RIE Ar treatments and (b) ICP Ar treatments. The scan rate and

potassium ferricyanide concentration were 50 mV/s and 10 mM, respectively.

Since Cp increases with increasing ID
IG

, the induced defects are hypothesized to

act as reaction sites. Increasing RIE power however, appears to increase Cp and Cdl by

37 % and 250 %, respectively, more than changes in ICP power at similar defect densi-

ties. The greater sensitivity to RIE treatment can be correlated to changes in the Raman

spectra shown in Figures 3.27 and 3.29. The most apparent difference between the RIE

and ICP treatments is the difference in changes of the G and D peak widths. For RIE

treatments the G and D peak widths change by ∼8 cm−1 and ∼-4 cm−1, respectively,

while for ICP treatments the peak widths change by ∼0 cm−1 and ∼-12 cm−1, respec-

tively. These trends in peak width may be the result of the way defects are introduced

into the CNTs. It is believed that increasing the plasma density through changes in ICP

power induces energetically uniform defects that are not randomly introduced. The de-

fects originating from RIE treatment, conversely, appear to add randomly to the CNTs

and thus increase the disorder of the G vibrational mode, as indicated by the increase in

the G peak width. The increased disorder of defects introduced through changes in RIE

power therefore appears to enhance the effects of a greater number of defects.

To determine the effects of defects and disorder of introduced defects on the
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rate of electron transfer, the standard rate constant (k◦) was calculated from ∆Ep using

Equation (4.13) and the nominal diffusion coefficient values given in Table 4.2 for all

scan rates. The average k◦ was then determined over the scan rate range, so that the effect

of scan rate on ∆Ep would be minimized. Since reactions can occur at all defects and

non-defect sites, k◦ can be subdivided intro contributions from non-edge-plane-defects

(D*), edge-plane-like defects (D’) and the basal plane (B) such that:

k◦ = k◦D∗xD∗+ k◦D′ xD′ + k◦BxB (4.42)

where:

xD∗+ xD′ + xB = 1 (4.43)

To determine the influence of edge-plane concentration on k◦, k◦ was plotted as

a function of ID′
IG

, where ID′
IG

was used to approximate xD′ . At ID′
IG

= 0, no edge-planes

exist and all of the reactivity can be accounted for by non-edge-plane-like defects and

the basal plane. Furthermore, k◦ is reduced to:

k◦ = k◦D∗xD∗+ k◦BxB (4.44)

Using k◦B = 10−9, k◦BxB can be approximated as 0 and Equation (4.44), which

represents the y-intercept in Figure 4.28, can be further reduced to:[96]

k◦ = k◦D∗xD∗ (4.45)

As shown in Figure 4.28, the slopes of the trendlines have different signs de-

pending on whether or not RIE or ICP power was changed. However, the negative slope

of -1.12 for ICP treatments is not believed to be accurate since it must be non-zero as

defined through Equation (4.42). The slope for changes in ICP power is therefore ap-

proximated as 0. Edge-plane-like defects originating from changes in ICP power thus

do not contribute to faster electron transfer, while those originating from RIE changes

increase the rate of electron transfer. Furthermore, the similarity in k◦ at ID′
IG

= 0 for both

RIE and ICP Ar treatments indicates that non-edge-plane-like defects have a similar

affect on kinetics and the concentration of such defects is approximately equal.
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Figure 4.28: Determination of the non-edge-plane contribution to the average k◦ for

ICP and RIE Ar plasma treatments.

4.3.2.2 Influence of Hydrogen Treatments on Charge Transfer Ki-

netics

Hydrogen plasma has the potential to create defects in CNTs through the removal

of carbon as well as react with dangling bonds. Section 3.6.3.1 showed that the changes

in the peak positions and widths for the D peak were similar to those of the G peak in

the Raman spectra. This phenomenon is hypothesized to result from the passivation of

dangling bonds created by the removal of carbon atoms during plasma exposure. To

investigate whether passivation occurs, CNT electrodes subjected to hydrogen plasma

treatment were tested electrochemically through CV, shown in Figure 4.29.

Figures 4.30a and 4.30b illustrate the results of the CV analysis with respect to

scan rate. As can be seen from these plots, Cp follows the dependency on scan rate

as determined by Equation (4.41). The peak separation also increases with scan rate,

indicating some quasi-reversible behavior.

The most significant difference between Ar and H2 plasma treatments is the

change in Cp and Cdl with increases in ID
IG

. As shown in Figure 4.27, when exposed

to Ar plasma the increase in ID
IG

is accompanied by increases Cp and Cdl. Furthermore,

Figures 4.24a and 4.24b illustrate an increase in the effective surface area A as depicted

by an increase in slope. However, upon H2 plasma exposure, Cp and Cdl decrease with

increases in ID
IG

as shown in Figure 4.31 and A decreases as shown in Figures 4.30a and
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(a) (b)

Figure 4.29: CV scans as a function of (a) scan rate and (b) K3Fe(CN)6 concentration

for a HCNT working electrode treated with H2 plasma at 100W RIE. N denotes the

nominal area of 0.25 cm2.

4.30c, where decreases in the slope indicate reductions in A. The decreases in Cp, Cdl,

and A most likely result from defect passivation. When the unpaired electrons compris-

ing dangling bonds react with H+
3 ions in the plasma defect site reactivity decreases due

to an increase in bond stability. Since the changes in the Raman peak positions are small

upon hydrogen plasma treatment as explained previously in Section 3.6.3, decreases in

∆Ep with increasing hydrogen plasma treatment are hypothesized to originate from a

reduction of Rct or the mass transfer resistance through changes in the ion concentration

of the double-layer.

To verify these conclusions, A and Rct were calculated from EIS experiments

and compared to the values obtained through CV measurements. Bode and Nyquist

plots for the H2 exposure are shown in Figure 4.32 were used to determine the values of

Cdl, σ, Rs and Rct by non-linearly fitting the experimental data to impedance equation

based on the circuit diagram shown in Figure 4.7. The results of the EIS experiments

and comparison of the experimentally determined value of A to the nominal value of

0.25 cm2 are shown in Table 4.4.

As with the Ar plasma results, A determined from EIS was much smaller in

magnitude than when determined from the CV scans. Unlike before, Vd increases with
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(a) (b)

(c) (d)

(e) (f)

Figure 4.30: Plots of Cp normalized to the nominal area (0.25 cm2) as functions of
1√
ν

for H2 plasma exposure using (a) RIE only and (b) 50W RIE with ICP. (c) and

(d) illustrate the shifts in the peak positions with RIE and ICP treatments, respectively.

The redox couple used is 10 mM K3Fe(CN)6 in 1.0 M KCl. (e) and (f) illustrate the

dependence of Cp and ∆Ep on concentration for RIE treated CNTs. The error bars in

the figure represent the standard deviation between different trials.
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(a) (b)

Figure 4.31: Peak and double-layer capacitance normalized to the nominal wafer (N)

area (0.25 cm2) for (a) RIE H2 treatments and (b) ICP H2 treatments. The scan rate and

potassium ferricyanide concentration were 50 mV/s and 10 mM, respectively.

(a) (b)

Figure 4.32: Typical Nyquist (a) and (b) Bode plots for H2 plasma treated CNTs with

an 5 mVRMS AC signal and a DC offset of 0 V with respect to the open circuit voltage.
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Table 4.4: EIS and Vd Analysis: H2 Plasma

RIE/ICP DCo f f Cdl Rct Rs EIS CV

Power (W) (V) (mF) (Ohm) (Ohm) A
AN

A
AN

AP 0 0.25 ± 0.02 0 9.8 ± 0.4 0.01 3.0

50/0 0 0.52 ± 0.07 0 11.0 ± 0.9 0.04 2.6

100/0 0 0.29 ± 0.06 0 10.2 ± 0.5 0.03 2.6

100/0 0.6 0.13 ± 0.08 (3.1 ± 0.7) x 10−2 10.1 ± 0.6 0.01 2.6

150/0 0 0.30 ± 0.01 0 9.6 ± 0.0 0.52 2.4

AP 0 0.25 ± 0.02 0 9.8 ± 0.4 0.01 3.0

50/0 0 0.46 ± 0.05 0 10.3 ± 0.4 0.03 2.6

50/50 0 0.52 ± 0.07 0 11.0 ± 0.9 0.04 2.6

50/100 0 3.91 ± 0.40 0 10.1 ± 0.2 0.55 2.2

increasing number of defects when determined from EIS, but decreases when calculated

from CV. This apparent difference in the results however can be explained by setting the

DCo f f potential to a potential other than the equilibrium potential. When this is done

(DCo f f = 0.6 V) the determined value for A decreases, illustrating the importance of the

surface concentration and diffusion layer on A. For CNT electrodes exposed to H2 the

reduction in A appears to be correlated to the reduction in reactive sites that results from

passivating dangling bonds. When only the open circuit potential is used and the effects

of faradaic reactions are reduced, the increase in A can be attributed to the sputtering of

the CNT electrodes.

The standard rate constant for defects was also calculated for RIE and ICP H2

treatments as shown in Figure 4.33. The small magnitude of the slopes indicate that

new edge-plane-like defects do not increase reaction kinetics, which is attributable to

the passivation of dangling bonds at edge-plane carbons. Furthermore, the y-intercept

values are similar to those calculated for the Ar plasma exposed samples, indicating

that the non-edge-plane-like defects contribute equally to k◦ and is thus likely to be a

function of the intrinsic defects.

It is hypothesized that if hydrogen was indeed reacting with the defect sites,

a similar effect would be seen with CNTs exposed to hydrogen exposure in the CVD
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Figure 4.33: Determination of the non-edge-plane contribution to the average k◦ for

ICP and RIE H2 plasma treatments.

reactor. Some evidence of defect passivation was observed when analyzing the Raman

data presented in Chapter 3, Section 3.6.3.2. The impact that defect passivation has on

the electrochemical performance of the CNTs however is even more pronounced as in

Figure 4.34.

As shown in Figure 4.34b, all CNTs that were exposed to H2 gas in the CVD

reactor displayed decreased peak capacitance. In fact, the reduction of Cp and Cdl is

far greater than that seen for hydrogen plasma in Figure 4.30. For HCNTs treated with

hydrogen in the CVD reactor, a 12 % reduction in ID
IG

results in a 65 % reduction in

Cp and a 89 % reduction in Cdl evaluated at 50 mV/s. However, HCNTs treated with

hydrogen ions in the plasma using changes in the ICP power, a 250 % increase in ID
IG

results in a 24 % reduction in Cp and a 34 % reduction in Cdl evaluated at 50 mV/s. For

plasma treated samples, the difference in reduction of Cp and Cdl with defect passivation

is partially offset by the formation of new defects from sputtering the CNTs. From

evaluating x and ω from the Raman spectra for these CNTs, it was not expected that the

impact of defect passivation would be so great on the electrochemical performance of

the CNTs since the changes in x and ω were relatively small, <1 %. However, realizing

that the standard rate constant of the basal plane of graphite is ∼ 107 times smaller than

that of the edge-plane, it would seem that a strong reduction in Cp would be expected

if defects are indeed the charge transfer sites. By reducing the number of reaction sites

with hydrogen passivation, Cp and Cdl are reduced.
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(a) (b)

(c) (d)

Figure 4.34: (a) CV scans as a function of scan rate for a HCNT working electrode

treated with H2 gas in the CVD reactor at 300 ◦C. (b) Plots of Cp normalized to the

nominal area (0.25 cm2) as a function of 1√
ν
. (c) illustrates the shifts in the peak positions

with scan rate. (d) illustrate the dependence of Cp and Cdl on defect density at 50 mV/s.

The error bars in the figure represent the standard deviation between different trials.
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4.3.2.3 Effects of Chlorine Plasma Reactions at Defects on Reac-

tion Kinetics

Chlorine plasma exposure allowed for the generation of both positive and nega-

tively charged Cl ions through control of the applied RIE and ICP power and pressure.

However, in the present experimental setup only positively charged ions can be accel-

erated towards the CNTs during the processing steps. Any kinetic effects are therefore

minimized when negatively charged ions were generated and any defects generated were

most likely the result of chlorine reacting with the CNTs as described in Section 3.6.4.

The results of generating negatively charged chlorine ions is shown in Figure 4.35.

The CNT electrodes treated with Cl− exhibit quasi-reversible behavior similar to

all plasma treated CNTs, where Cp behaves according to Equation (4.41), | ip,c
ip,a
| ≈ 1, yet

∆Ep exhibits some dependence on scan rate. The lack of change in the peak capacitance

with different treatments is presumably due to lack of significant change in the defect

density. Consequently, A does not change and remains ∼2 times larger than the nominal

value, further indicating that only specific defects are the reaction sites as discussed in

Section 4.3.2.2.

The effects of generating positively charged ions in the plasma appear to be sim-

ilar to those seen for the Ar and H2 plasma treatments. Once again | ip,c
ip,a
| ≈ 1 and the

increases in Cp appear to follow Equation (4.41). For these samples, the change in ∆Ep

did not show any definitive trends with changes in the scan rate, shown in Figure 4.36,

indicating that charge transfer appears to be reversible. The difference between these

samples and the other plasma treatment CNTs appears is the origin of defect formation.

For Ar treated samples, for instance, new defects resulting from the removal of carbon

atoms through sputtering. However, for Cl+ treated samples new defects are hypothe-

sized to result from reactions between Cl+ and the CNTs, therefore the 230 % increase in

Cp at 25 mV/s results from reactions and not the formation of dangling bonds associated

with carbon atom removal.

The influence of ion polarity on rate transfer becomes apparent when calcu-

lating k◦, as shown in Figure 4.37. For Cl− treatments, k◦ increases with increasing

edge-plane-like defect concentration, indicating that contribution to k◦ from the new de-

fects becomes increasingly important. The y-intercept for Cl− treatments indicates that
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(a) (b)

(c) (d)

Figure 4.35: (a) CV scans as a function of scan rate for a HCNT working electrode

treated with Cl2 plasma with a RIE power of 50 W at 240 mT for times of 60, 120, and

240 s. (b) Plots of Cp normalized to the nominal area (0.25 cm2) as a function of 1√
ν
. (c)

illustrates the shifts in the peak positions with scan rate. (d) illustrate the dependence

of Cp and Cdl on defect density at 50 mV/s. The error bars in the figure represent the

standard deviation between different trials.
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(a) (b)

(c) (d)

Figure 4.36: (a) CV scans as a function of scan rate for a HCNT working electrode

treated with Cl2 plasma with a RIE power of 200 W and an ICP power of 100 W at

10 mT for times of 60, 120, and 240 s. (b) Plots of Cp normalized to the nominal area

(0.25 cm2) as a function of 1√
ν
. (c) illustrates the shifts in the peak positions with scan

rate. (d) illustrate the dependence of Cp and Cdl on edge-plane-like defect density at

50 mV/s. The error bars in the figure represent the standard deviation between different

trials.
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the intrinsic defects contribute similarly to k◦ as observed previously for Ar and H2.

Conversely, for Cl+ treatments k◦ is much more dependent on ID′
IG

and the y-intercept

is 50 % smaller than the average y-intercept value. The reduction in the y-intercept

(k◦D∗xD∗) coupled with the increase in the slope indicates that Cl+ is reacting with intrin-

sic defects to form edge-plane-like defects, since a reduction in the non-edge-plane-like

defect density would decrease xD∗ and highlight the importance of charge transfer at

edge-plane-like defects.

Figure 4.37: Determination of the non-edge-plane contribution to to the average k◦ for

ICP and RIE Cl2 plasma treatments.

4.3.2.4 Effects of Magnesium Deposition on Double-Layer Capac-

itance

As demonstrated with the Raman spectra in Section 3.6.5, changes in the CNTs

were limited to down-shifts in all peak positions. Down-shifts are typically associated

with an increase in sp3 character or an addition of electron density that lowers bond

energy. In the case of magnesium evaporation onto the CNTs, Mg is hypothesized to

donate electrons to the CNTs, acting as a n-type dopant. Since the deposition process

involves relatively low kinetic energy, the number of defects formed through atomic

displacement does not increase. In fact, Mg addition reduces ID
IG

and ID′
IG

, thus the peak

capacitances is not expected to increase. Indeed the reduction in ID
IG

upon Mg exposure

causes a reduction in Cp as seen in Figures 4.38b and 4.38d. Another important feature

of these figures, is the lack of significant change in Cp for the HCl treated samples,
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even though ID
IG

increased from ∼0.40 to ∼0.43 as illustrated in Figure 3.39d. New

defects generated through HCl exposure therefore do not contribute to Cp. Furthermore,

Cp scales accordingly to 1√
ν

and ip,c
ip,a
≈ 1. The similarity in all aspects presented in

Figure 4.38 of the HCl treated sample and the AP sample indicates that HCl does not

produce any substantial changes in the electro-reactivity of the CNTs. The reduction in

the peak capacitance for the Mg treated sample is likely caused by the reduced number

of effective defects.

The most significant aspects of Mg addition are the changes in the shape of the

CV curves, as well as the substantial increase in ∆Ep depending on the scan rate. As the

scan rate is increased the peaks become distorted and a redox peaks are observed near

0.45 V for the cathodic sweep and -0.1 V for the anodic sweep. Therefore E0′ for this

redox couple is ∼0.275 compared to the SCE. The new peaks are attributed to molecular

hydrogen formation from residual acid, which has the following reduction reaction:

2H+ + 2e−
 H2 where E0′ = 0.24 V vs SCE (4.46)

Aside from the H2 redox peaks, no other new peaks are observed indicating that reac-

tions with any residual Mg are not observed. The substantial increase in ∆Ep from ∼50

mV to ∼300 mV at a scan rate of 200 mV/s is therefore hypothesized to result from

changes in the CNT resistance, Rct, or an increase in the mass transfer resistance due

to changes in concentration profiles near the surface of the electrode. Increases in any

of these resistances would require a greater potential to be applied at the electrode to

induce redox reactions, thus increasing ∆Ep.

Since the Mg process involves only the evaporation of the metal onto the CNTs,

it is unlikely that atomic displacement occurs in the CNTs and thus the resistance of

the CNTs should not change. To measure any effects on Rct and diffusion, EIS was

performed at the open circuit voltage shown in Figure 4.39.

The impedance behavior of the Mg treated CNTs is quite different than that pre-

viously observed. At low frequencies the system behaves more like an ideal capacitor

as indicated by the vertical line in the Nyquist plot. For electrolytic charge transfer pro-

cesses this transition can be described by the transition away from a semi-infinite diffu-

sion layer model to a bounded diffusion layer model, where diffusion the process occurs
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(a) (b)

(c) (d)

Figure 4.38: (a) CV scans as a function of scan rate for a HCNT working electrode

treated with Mg evaporated at 415 ◦C and a total pressure of 10 Torr. (b) Plots of Cp

normalized to the nominal area (0.25 cm2) as a function of 1√
ν
. (c) illustrates the shifts

in the peak positions with scan rate. (d) illustrate the dependence of Cp and Cdl on

defect density at 50 mV/s. The error bars in the figure represent the standard deviation

between different runs on the same substrate.
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(a) (b)

Figure 4.39: (a) Bode and (b) Nyquist plots of a typical Mg exposed CNTs in 10 mM

potassium ferricyanide with DC bias of 0 V versus the open circuit potential and a AC

voltage of 5 mVRMS . The circuit model for these fits was similar to that of Figure 4.7,

yet the Warburg element was replaced with a bounded Warburg element.

totally within the diffusion layer (δ) and charge transfer at low frequencies does no

occur.[97] This bounded diffusion model implies that Mg deposition results in changes

in the diffusion processes that dictate how charge transfer and diffusion occurs at the

electrode. The bounded diffusion layer model is called a bounded Warburg impedance

and is defined as:

Z =

 √2σ
√

jω

 tanh
(
δ
√

D

√
jω

)
(4.47)

where σ is the diffusion layer thickness. Using the bounded Warburg impedance model

instead of the semi-infinite diffusion model and a nominal D for K3Fe(CN)6, the dif-

fusion layer thickness is calculated to be 120 µm by fitting the data through non-linear

regression analysis to determine δ√
D

. This value for δ is quite close to that calculated

from Equation (4.26), which is ∼150 µm, indicating that diffusion is restricted to within

δ. Since no charge transfer occurs at low frequencies, Rct and Cdl increase when the

frequency is low enough such that the system responds as if a DC bias is applied. This

hypothesis appears to be supported by nearly 6-fold increase in the double-layer capac-

itance with Mg exposure as shown in Figure 4.38d.
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Finally, if k◦ is plotted with respect to the the edge-plane defect concentration

as in Figure 4.40 a sharp decrease in k◦ is observed as a result of the increase in ∆Ep.

When extrapolating to ID′
IG

= 0, k◦ approaches approximately zero, which is equivalent

to k◦ of the basal plane rate constant of ∼ 10−9. It is hypothesized that Mg can stabilize

defects such that the defects become inactive for electron transfer.

Figure 4.40: Determination of the non-edge-plane contribution to the average k◦ for Mg

treatment.

4.4 Summary of Electrochemical Performance

The electrochemical performance of CNTs can be understood through changes

in the peak currents and peak positions with respect to changes in scan rate and re-

dox couple concentration. All CNT electrodes tested, exhibit reversible behavior with

respect to the peak currents by behaving in accordance to the Randles-Sevcik equa-

tion and have a peak current ratio of approximately unity. However, for the systems to

demonstrate complete reversibility, they must also show no change in ∆Ep with changes

in scan rate. For the majority of CNTs, ∆Ep did increase for any scan rate greater than

100 mV/s, characteristic of quasi-reversible electron transfer kinetics.

The reasons why the CNTs display quasi-reversible behavior is not directly ev-

ident, although the geometry of the CNTs may play a key role in the performance of

the CNTs. Utilizing Equation (4.41) for Cp as determined through CV and EIS spec-

troscopy, the effective surface area S can be determined. For all CNT samples under

investigation, the CNT separation of ∼ 100 nm is much smaller than the diffusion length
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on the order of micrometers as calculated through Equation (4.26), where t is determined

by ∆V
ν . The CNTs electrodes therefore act as macro-like electrodes. However, for all

treated CNTs that exhibited increases in Cp, A also increased. Similarly, decreases in

Cp were also accompanied by a decrease in A. If the projected area of the electrode does

not change, A should remain constant and independent of the experimental setup. Since

A does not remain constant, the surface area of the CNTs is better defined as an active

surface area dictated by the number of defect reaction sites.

The variety of different treatments confirmed many of the initial observations

gained through Raman spectroscopy. Of these, one clear trend exists with regards to all

treatment types: the area of the CNTs available for faradaic reactions to occur is deter-

mined by the number of defect sites that can be used as reaction sites. This is explicitly

shown when comparing Ar and H2 plasma treatments. In the case of Ar, both Cdl and

Cp increase proportionally with defect density, while with H2 plasma increases in the

number of defects does not increase Cp. The difference between the two treatments

is explained through the differences in the Raman spectra, where Ar plasma exposure

increases the number of dangling bonds, while hydrogen plasma treatment allows for

hydrogen ions to passivate the dangling bonds, rendering them electrochemically inert.

The reactivity of molecular hydrogen with the CNTs becomes evident when

examining the treatment of CNTs in the CVD reactor with hydrogen gas. Upon ex-

posure the heated H2 gas, the defect density decreases as monitored through Raman

spectroscopy. When the treated CNTs are subsequently used as electrodes, Cp and Cdl

decrease rapidly. Decreases in Cp were also observed with Mg treatment, but with in-

creased Cdl. It is hypothesize that the addition of Mg affects the surface concentration

profiles through the addition of electron density to the CNTs. By n-doping the CNTs,

the double-layer may become more compact since the increase in electron density needs

to be balanced to maintain charge neutrality. By increasing the concentration of ions

near the surface of the CNT electrode Cdl increases. However, the larger concentration

of ions near the surface also increases the charge transfer resistance since the separation

between the electroactive species and the electrode would increase.

Chapter 4, in part, is a reprint of the material as it appears in “Defect engineer-

ing of the electrochemical characteristics of carbon nanotube varieties”, in Journal of
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Applied Physics, v.108, n.3, pp.034308, 2010, Hoefer, M. A.; Bandaru, P. R. The dis-

sertation author was the primary investigator and author of this paper.



5 CNT Based Capacitor Design and Implementation

The goal of characterizing how defects can be manipulated and created in CNTs

is to evaluate how such changes in the CNT structure and electronic properties can be

utilized for electrochemical capacitors. Since devices usually have operating restrictions

that are often no explored during initial testing, such as elevated temperatures or restric-

tions on total volume, it is not until prototypes are made that the true performance of

CNTs based electrodes can be evaluated. This is especially true with CNTs, as many

early predictions of potential applications have yet to be realized, since incorporating

CNTs into current devices while maintaining or achieving the theoretical limits of per-

formance is difficult.

Many research groups have implemented CNTs into electrolytic capacitors. The

vast majority of these electrodes are formed from free CNTs that are mixed with a paste

or gel to provide support and electrical contact to a current collector.[98–106] In this

work, CNT based capacitors were assembled according to the schematic illustrated in

Figure 5.1 such that the devices utilized a configuration similar to the initial experiments.

The major difference between this configuration and that utilized in the 3-electrode setup

for initial testing, is the separation of the electrodes by the separator. The separator is a

porous membrane used to prevent the net migration of ions to either electrode.

Figure 5.1: Schematic of CNT capacitor based device. All materials used were non-

metallic to prevent the capacitor from short circuiting, and silicon O-rings were used at

all joints to prevent the leakage of electrolyte onto the back contact pad and out of the

cell. ACRYL denotes acrylic.

This approach to capacitor design was implemented since several key problems

that plague typical electrolytic capacitor design can be avoided. For example, typical de-

130
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signs are comprised of a suspended electrode material that is then subsequently bound

to a current collector, both of which can lead to contact resistances greater than 1 Ohm

due to poor electrical contact between the CNTs and the current collector. High contact

resistances prevent the flow of current and also cause heating of the device leading to

premature failure. Furthermore, bundling of CNTs leads to poor faradaic performance

as ions can become trapped during cycling, similar to what has been observed for acti-

vated carbons and polymer electrodes.[92, 107] By using the growth and defect inducing

schemes described in Chapters 2 and 3 it was hypothesized that typical problems asso-

ciated with peak capacitance decay over lifetime cycling tests could be minimized as

the geometry of the CNTs on the Si wafer provides better penetration of the solvent.

Also the contact resistance between the current collector (n-doped Si wafer) could be

minimized as intimate electrical contact is maintained between the CNTs and the wafer

through the catalyst islands that reside on the inside of the multi-walled CNTs.

5.1 Testing Methods for Exploring Pseudocapacitance Longevity

All characterization methods used previously with CNT samples were also im-

plemented with the CNT based capacitor devices. In addition to these tests, additional

galvanostatic tests described in Section 4.1.3 and outlined in Table 5.1 were also done.

Multiple source current magnitudes were used that included 1 µA, 10 µA, 100 µA, 1

mA, and 10 mA. In these experiments, the current was sourced with the same waveform

shown in Figure 4.12a. The time for which the current was sourced was set with the

Gamry software so that the desired voltage range was realized, where the voltage range

is limited by the breakdown voltage of the solvent. The voltage window was limited

to ±0.8V for aqueous solutions, which is smaller than the required voltage of 1.229 V

and 1.358 V with respect to the standard hydrogen electrode for water hydrolysis and

chlorine gas formation, respectively. For acetonitrile solutions, the dielectric breakdown

voltage is ∼3 V therefore the voltage window was restricted to ±2.5 V.

The effects of redox couple and supporting electrolyte concentration on τ and

RES R were also investigate and summarized in Table 4.1. Additional experiments were

also designed to characterize changes of the device upon cycling. To accomplish the cy-

cling tests, the Gamry software was programmed to execute a series of electrochemical

tests as shown in Table 5.1. The entire control sequence was looped between 1 and 10



132

times, for a maximum total of 10,000 galvanostatic cycles. The upper and lower voltage

bounds in Table 5.1 are the peak positions of the reduction and oxidation waves.

Table 5.1: Capacitor Cycling Characterization

Step Test Parameters

1 CV ν = 25, 50, 100, 200 mV/s

∆V = (Voltage Window) V

2 Delay 15 min

3 EIS DC = 0 V vs OCP

f= 1 mHz - 100 kHz

4 Delay 15 min

5 EIS DC = Vlowerbound + 0.1V

f= 1 mHz - 100 kHz

6 Delay 15 min

7 EIS DC = Vupperbound - 0.1V

f= 1 mHz - 100 kHz

8 Delay 15 min

9 GALV ±i = 1 µA, 10 µA, 100 µA, 1 mA or 10 mA

∆V = (Voltage Window) V

Cycles = 1000

5.2 Device Characterization Results

5.2.1 Influence of Source Current on Pseudocapacitance

Initial tests were performed to determine how the device would respond to

changes in the magnitude of the source current. Ideally, changes in the magnitude of

the source current would not change the capacitance of an electrode, if reactions at the

electrode are faster than the flux of ions to the surface of the electrode. As mentioned

in Chapter 4, Section 4.3, at scan rates greater than 100 mV/s an increase in ∆Ep is

observed corresponding to quasi-reversible behavior. A similar effect is illustrated in

Figure 5.2b. When source currents larger than 1 mA are implemented, the reaction



133

rate could not support the flux of ions dictated by the input source current as indicated

through increases in dV
dt . Using the definition of capacitance:

C =
i

dV
dt

(5.1)

and the capacitance (C) calculated from the CV plot in Figure 5.2a of ∼10 mF in addi-

tion to a source current (i) of 1 mA, dV
dt can be calculated near E0′ , since E0′ corresponds

to voltages at which redox reactions occur. The experimentally observed dV
dt when 1 mA

current is used was calculated to be approximately 100 mV/s, which is also approxi-

mately the scan rate at which deviations in ∆Ep were observed.

The lack of symmetry of the CV curve and the galvanostatic curves could result

from an unequal amount of CNTs on both wafers or from unequal redox couple concen-

trations at both electrodes. Differences in CNT mass would result in differing numbers

of reaction sites and thus a reduction in Cp. An inequality in redox couple concentration

would similarly affect Cp. Both of these scenarios were experimentally observed by ei-

ther (1) diluting to concentration of K3Fe(CN)6 in only one half of the capacitor device

or (2) intentionally removing CNTs from one electrode.

(a) (b)

Figure 5.2: (a) CV plot for the AP-AP CNT capacitor device. (b) Galvanostato static

plots for the same CNT device as a function of different source currents after 1000

cycles. τ is the time associated with faradaic reactions described by Equation (4.35).

The cyclability of the CNT electrodes was also performed as a function of source
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current as shown in Figure 5.3. The initial changes in the average capacitance most

likely originate from concentration gradients existing across the separator, leading to

differences in the capacitance of both electrodes comprising the capacitor. The average

capacitance was calculated by:

Cavg =
C+i +C−i

2
(5.2)

The capacitance of the devices does not degrade significantly with the number of cycles

up to the maximum of 10,000 cycles, which is major problem with activated carbon

supercapacitors due to ion trapping.[92, 107] It is thus hypothesized that the vertical

orientation of the CNTs allows for unimpeded diffusion of ions between the CNTs.

Figure 5.3: CNT capacitor performance with respect to the number of cycles for differ-

ent source currents. [K3Fe(CN)6] = 10 mM in 1.0 M KCl

5.2.2 Increasing Capacitance with Concentration

In many instances, the input current for a capacitor will be variable therefore de-

signing a capacitor based on an input current is not necessarily the most comprehensive

design strategy. As shown through Equation (5.1), where t can be replaced by τ defined

through Equation (4.35), the only ways of increasing the contribution of Cp to the total

capacitance that are independent of the current used are through increasing the redox

couple concentration or increasing the area of the electrode. However, if capacitor is re-

stricted in size, increasing the redox couple concentration is the only method to increase

Cp. Figure 5.4 illustrates the effects of increasing the K3Fe(CN)6 concentration on ip
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(5.4a) and τ (5.4b), which can also be determined through Equations (4.7b) and (4.35),

respectively. As can be seen in Figure 5.4a, no redox reactions are observed when the

concentration of K3Fe(CN)6 is 0 as expected. Adding K3Fe(CN)6 to the 1.0 M solution

of KCl does produce Fe based redox reactions, yet the two electrodes do not perform

equally as evidenced through differences in ip for the anodic and cathodic sweeps. Since

the CV curves are not symmetric, charge transfer at one electrode is affected either by

having less number of reaction sites or the concentration of K3Fe(CN)6 is not equal on

both sides of the separator. Furthermore, increasing the K3Fe(CN)6 concentration from

3 mM to 6 mM does not result in twice the peak current as expected through Equa-

tion (4.7b). Since ip does not increase proportionally to C, it is hypothesized that mass

transfer to the electrode is impeded when a scan rate of 100 mV/s is used, resulting in a

decrease in the surface concentration of K3Fe(CN)6.

Changes in the galvanostatic plot shown in Figure 5.4b also illustrate dependen-

cies on the concentration of K3Fe(CN)6. When no K3Fe(CN)6 is present, any increase

in the voltage results from charging of the double-layer. However, upon addition of

K3Fe(CN)6, definitive changes in the time associate with charging result, i.e. the time

needed to span the voltage window of -0.8 V to 0.8 V. These increases are the direct

result of faradaic reactions at the electrode, as further evidenced by the increase in the

charging time upon doubling the K3Fe(CN)6 concentration. The lack of symmetry be-

tween positive and negative changes in voltage results from the effectiveness of the

electrodes to conduct electricity as mentioned previously with reference to Figure 5.4a.

Since Cp is a function of redox couple concentration, one method to maximize

the capacitance would be to increase the concentration of the redox couple until the solu-

bility limit is achieved. However one drawback from this approach is a potential increase

in Rs. In electrochemical experiments, the purpose of the supporting electrolyte is to in-

crease the conductivity of the solution and prevents net ion migration to the electrodes,

therefore the concentration of the supporting electrolyte should be more concentrated

than the redox couple. For K3Fe(CN)6 and KCl in water, the solubility limits are 1.49

M and 4.54 M, respectively, which is smaller than the concentration ratios used during

the characterization experiments of typically 100:1 for KCl:K3Fe(CN)6.

Figure 5.5 outlines the effect of high K3Fe(CN)6 concentration on both ip in CV
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(a) (b)

Figure 5.4: (a) CV plots for a CNT capacitor device comprised of two as produced (AP)

CNT electrodes at different K3Fe(CN)6 concentrations in 1.0 M KCl. (b) Galvanostatic

plots for the same CNT capacitor device as a function of K3Fe(CN)6 concentration after

1000 cycles, when a current of 1 mA is sourced.

experiments and τ in galvanostatic experiments for a AP-AP CNT device. When the

concentration of K3Fe(CN)6 is increased to 100 mM in 1.0 M KCl to from 6 mM in

Figure 5.4a, ip increases from ∼1.2 mA
cm2 to ∼20 mA

cm2 , as predicted by the Randles-Sevcik

equation. Consequently, the capacitance of the device is increased to ∼363 mF
cm2 for a

1 mA source current, as shown in Figure 5.5b. Furthermore, as can be seen in Figure

5.5c, ∆Ep increases by a factor of ∼2.6, equivalent to a 25 % reduction in k◦ calculated

through Equation (4.13). Changes in ∆Ep induced through changes in K3Fe(CN)6 con-

centration are important to characterize since ∆Ep indicates how well the CNT capacitor

will perform with high current loads.

5.2.3 Performance Increases through Defect Manipulation

The final tests performed on the CNT devices were those on Ar treated CNTs to

evaluate if the increase in performance observed for single CNT electrodes corresponds

to increased performance when used in a device configuration as well. The results from

the galvanotstatic and impedance experiments are shown Figure 5.6

As can be seen in Figure 5.6a the time taken to span the voltage window was
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(a) (b)

(c)

Figure 5.5: (a) CV and (b) galvanostatic plots for a AP-AP CNT capacitor device at

100 mM K3Fe(CN)6 concentration after 1000 cycles with a source current of 10 mA.

(a) Plot of peak separation as a function of redox couple concentration, illustrating the

effects of high redox couple concentration.
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(a) (b)

Figure 5.6: (a) Galvanostatic plot after 2000 cycles illustrating the effects of Ar plasma

exposure for [K3Fe(CN)6] = 100 mM and a source current of 10 mA. (b) Nyquist plot

of the Ar-Ar CNT device for [K3Fe(CN)6] = 100 mM and a DCo f f set of 0.6 V.

extended through treatment of the CNT electrodes with Ar plasma, which increased

the number of defects and subsequently allowed for a greater number of reactions to

occur. If the overall capacitance is calculated, using the full voltage range of 0.8 V,

the AP CNT device has a capacitance of 138 mF
cm2 , where the Ar treated CNT device

has a capacitance of 192 mF
cm2 corresponding to an increase of ∼40 %, which is similar

to increases in Cp seen for single wafers for the given exposure parameters discussed

in Section 4.3.2.1. The IR drop was determined to be approximately 80 Ω, which is

comprised of the contact resistance, resistance of the electrode, Rs, and Rct.

To understand the changes in the galvanostatic plots, EIS was implemented and

shown in Figure 5.6b. From the EIS spectra, Rs and Rct were determined to be 22 Ω and

38 Ω, respectively. A non-zero DC bias voltage was chosen since the concentration of

the redox couple was only 1/10th the concentration of the supporting electrolyte, which

can have a major impact on Rct. Comparing Rct +Rs to the IR drop seen in Figure 5.6a, it

appears as if the source for the large voltage drop results from increases in the electrode

resistance upon Ar treatment, since the soldered contact between the Si wafer and the

attached wire had a resistance less than 1 Ω.

Another interesting aspect of the Nyquist plot in Figure 5.6b is the transition
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to the bounded Warburg impedance circuit element at low frequencies. This behavior

has been observed for Mg treated samples seen in Figure 4.39. The similarity between

the Mg treated CNTs and Ar treated samples when the concentration of K3Fe(CN)6 is

increased to 100 mM, may result from an increase in the mass transport of the O/R near

the electrode surface arising from increased charge density in the case of Mg treated

CNTs and high K3Fe(CN)6 concentrations for the present case. This phenomenon may

also explain the increase in ∆Ep shown in Figure 5.5c.

5.3 Summary and Conclusions of CNT Capacitor Performance

Preliminary tests done with CNT electrodes appear promising for several rea-

sons: (a) the capacitance be improved by at least 40 % and (b) Cp does not degrade

significantly up to 10,000 cycles. Further increases in the capacitance beyond the re-

sults presented in this work are also feasible through increases in the redox couple until

the solubility limit, which could maximize ip and subsequently Cp. The ability to tai-

lor the number of defects also allows for increased faradaic contributions to the total

capacitance. Increasing the number of defects also has the added benefit of increasing

the number of reaction sites per the same initial volume of starting material, i.e. the

effective/contributing area is increased.

Some significant obstacles may also exist, namely the large voltage drop at the

switching time in the galvanostatic experiments shown in Figure 5.6a. Ideally, this po-

tential drop would approach zero, indicating no electrical resistance to charge migration.

Since this is not the case, these resistances could heat the electrolyte at large source cur-

rents, leading to device failure. The contact and solution resistances therefore must be

minimized for CNT electrodes to be viable alternatives to electrode materials presently

used.



6 Conclusions and Potential Future Work

In this work, CNTs were successfully fabricated via a thermal CVD process.

The influence of the carbon feed stock and other processing parameters were inves-

tigated with respect to structural changes that impact the electrocatalytic ability of the

CNTs. To understand exactly what role defects play in electrochemical processes a num-

ber of different treatments were employed and monitored through Raman spectroscopy,

electrochemistry, and microscopy techniques.

Different CNT morphologies offer differing degrees of susceptibility to post

growth processes. Bamboo type CNTs are intrinsically more defect and the defect den-

sity is not as easily changes as of hollow type CNTs, where the defect density can be

tailored much more readily. The immunity of BCNTs to treatments is believed to result

from their high intrinsic defect density and morphological structure, which is defined

by a relatively high percentage of edge planes. The edge planes are believed to be the

source of the fast electron kinetics associated with CNTs, where the standard rate con-

stant is seven orders of magnitude higher for the edge plane relative to the basal plane.

Therefore, high defect density would imply an improved electrocatalytic ability.

As was indicated by the difference in electrochemical performance of Ar and H2

plasma treated CNT electrodes, the total defect density does not necessarily accurately

predict an increase in the electron transfer kinetics. Even within the scope of these two

treatment processes, slight differences in the Raman spectra and electrochemical perfor-

mance occurs whether RIE or ICP power is applied. The dependence on which type of

RF source is used appears to indicate a difference in the way atoms, ions, and molecules

in the plasma impinge the CNTs. Another possible explanation for the differences in

the Raman spectra may be linked to the orientation of the edge plane, either armchair or

zizag, which could not be resolved in this work since the CNTs were characterized on

an ensemble basis.

In addition to plasma based treatments, less kinetically energetic processes were

used to determine the influence of kinetics and potential n and p type doping of the

CNTs. Initial results appear to indicate that Cl− and Mg exposure may lead to the n-

doping of CNTs at defect locations. The most apparent indication of this phenomenon

is the relative changes in the double-layer and pseudocapacitances and impedance spec-

troscopy of Mg treated CNT electrodes, with respect to one another. This phenomenon

140
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is very exciting as n-type CNTs are inherently difficult to create due to the reactivity of

currently used dopant metals and the subsequent p-doping of the CNTs upon exposure

with air. The use of Mg to n-dope CNTs appears to avoid both of these pitfalls and

therefore should be explored further.

Finally, the use of CNT electrodes in capacitor devices was explored. The verti-

cal alignment of the CNTs relative to the current collector allows for the free flow of ions

between the CNTs giving the redox couple maximum mobility. The intimate electrical

contact between the current collector and the CNTs also makes them ideal candidates

for electrohcemical capacitor implementation, since the CNTs can carry large currents

with little impact on the CNTs themselves due to their structural robustness. These two

features coupled together result in key features such as the long cycle lifetime of the

pseudo capacitance, where up to 10,000 cycles with minimal decreases in the overall

capacitance has been observed. The improvements seen with single CNT electrodes

can also be translated to CNT devices allowing for significant improvements over as

produced CNTs.

The vast majority of electrochemical tests described in this work involved the use

of aqueous solvents. The benefits of aqueous solvents are the ease of use, relatively high

ion conductivities, and well established reaction kinetics. Aqueous solutions however

have relatively small dielectric breakdown voltages, which limit the energy density as

described through:

ξ =
CV2

2m
(6.1)

where m is the mass, C is capacitance, and V is the voltage window. Organic solvents

offer much larger breakdown voltages, yet have lower conductivities reducing the power

density. The interplay between power and energy density and the solvent system, needs

to be explored to realize the full electrochemical potential of CNT electrodes. Future

experiments would therefore involve refinements in the solvent system to increase the

voltage window while maintaining high conductivity through large solubility limits of

dissolved salts at room temperature and redox couple choice to elucidate any perfor-

mance trends.
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