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Abstract
Why are some words more frequent than others? Some rea-
sons are self-evident. A word like ”eat” is far more com-
municatively useful than a word like ”diagonalize”. But ro-
bust differences in frequency are also observed for words with
seemingly equal communicative usefulness. For example, hot
and cold seem equally important for communicating temper-
ature yet hot in English is more frequent than cold. We fo-
cused on antonym pairs such as these and sought to predict
differences in frequency from the connection patterns of these
words in a semantic network while controlling for predictors
like the number of word senses. Two network properties pre-
dicted word frequency especially well: the number of connec-
tions the word and its surrounding words have, and the ability
of the word to connect less interconnected words. These two
network properties not only predicted present word frequency,
but also predicted future frequency changes suggesting a po-
tential causality relationship between network properties and
word frequency. Overall, this study offers new insights into
the underlying causes of differences in word frequency and
highlights the importance of considering a network perspec-
tive when examining how word frequency evolves.
Keywords: word frequency; word association network; lan-
guage evolution

Introduction
Words are the basic units of language. They allow us to rep-
resent and communicate concepts, ideas, and information to
ourselves and others, and are an essential part of how we pro-
gram and structure our thoughts (Lupyan & Bergen, 2016).
The frequency with which a word occurs in language has been
used as a key predictor in psycholinguistics for many decades
(Broadbent, 1967; Gorman, 1961; Hall, 1954; Sumby, 1963),
and for good reason. Frequency matters. It predicts how well
people recognize (Brysbaert, Stevens, Mandera, & Keuleers,
2016; Brysbaert & New, 2009; Ferrand et al., 2010; Keuleers,
Diependaele, & Brysbaert, 2010; Keuleers, Lacey, Rastle, &
Brysbaert, 2012; Yap & Balota, 2009) and remember them
(Arndt & Reder, 2002; Clark, 1992; Gregg, 1976; Meier,
Rey-Mermet, Rothen, & Graf, 2013; Yonelinas, 2002), and
when children learn them (Braginsky, Yurovsky, Marchman,
& Frank, 2019). Words that are more frequent also tend to
be the source of metaphor and semantic change and predicts
word frequency is also more , metaphor aptness (Littlemore,
Sobrino, Houghton, Shi, & Winter, 2018) and semantic ex-
tensions of existing forms to new meanings (Harmon & Kap-
atsinski, 2017; Winter & Srinivasan, 2022).

Interestingly, despite the extensive literature on how word
frequency predicts various aspects of human cognition, there

has been little effort to understand why some words are more
frequent than others (Calude & Pagel, 2014, 2011). We in-
vestigate this question of why some words are more frequent
than others not only because it’s a genuinely fascinating sci-
entific question, but also because it provides insight into the
values, beliefs, biases, and attitudes of the people who use
them. For example, the frequency of certain words may re-
flect the prevalence of certain topics or issues, as well as
people’s bias toward these topics/issues in a particular soci-
ety (e.g., Charlesworth, Caliskan, & Banaji, 2022; Lewis &
Lupyan, 2020; Wu & Dunning, 2018). Additionally, study-
ing why words become frequent can help to identify cultural
trends (Grieve, Nini, & Guo, 2017).

The question of why some words are more frequent than
others has several plausible answers, but as we will see, none
of these suffice. Perhaps most obviously, certain words ex-
press more important ideas and so are used more frequently.
For example, the word “lamp” is less frequent than the word
“water” because we can live without a lamp, but not with-
out water. A moment’s thought reveals many counterexam-
ples: for most readers mammals are more important than
birds. Yet the word ”bird” is far more frequent than the word
”mammal”–indeed it is precisely because mammals are so
important that we tend to refer to them with more basic terms
like ”dog”. So in this case, importance predicts more narrow
semantic extension and lower frequency.

Another answer is that words used to express familiar and
common concepts or ideas are often used more frequently
than words that are used to express more specialized or niche
concepts. For example, the word “love” is used much more
frequently than the word “sonder”, which refers to the real-
ization that each passerby is living a life as complex as one’s
own. However, this explanation is somewhat circular because
the frequency of a word can influence the subjective estimates
of conceptual familiarity (Noble, 1954). Another factor is
ecological frequency (Regier, Carstensen, & Kemp, 2016).
We may talk about some things more just because they are
more common in our environment. But word frequencies of-
ten depart wildly from ecological frequencies. While ”red”
is far more frequent than ”green” or ”yellow”, there are not
actually more red things than green or yellow things in the
world. It’s true that ”red” may be used more because it’s
more attention-grabbing (Ladle, Jepson, Correia, & Malhado,
2019; Winter, Perlman, & Majid, 2018) or has higher rele-
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Figure 1: Thirty pairs of English antonyms and their difference in Zipf frequency in English (left), their Russian translation
(middle), and their Mandarin Chinese translation (right). The cross-linguistic frequency data is obtained from Exquisite Corpus
using the Python package wordfreq(Speer, 2022)

vance for survival (Blust, 2005), but such specific explana-
tions are narrow, explaining only specific semantic domains.

Without discounting the importance of familiarity,
salience, and communicative utility, we consider here a
different way of investigating the causes of frequency by
examining the place of different words in semantic networks.
Past work has shown this approach to be useful in explaining
various linguistic phenomena, most notably age of acquisi-
tion (Castro, Pelczarski, & Vitevitch, 2017; Hills, Maouene,
Maouene, Sheya, & Smith, 2009; Kenett & Hills, 2022; Siew,
Wulff, Beckage, & Kenett, 2019; Steyvers & Tenenbaum,
2005; Vitevitch, 2008), but not word frequency itself. For
example, in a word association network, do words with more
“central” positions tend to be more frequent? Does a certain
position predict a word becoming more frequent over time?

Word association networks reflect the mental organization
of words in human memory, based on the words’ associa-
tion strengths. The increased usage of a word might be at-
tributed to the specific structural and functional roles it fulfils
within this network, such as connecting to a broader range
of contexts or bridging gaps between less connected words.
So here, we explore why a word is more frequent by mea-
suring different ways in which a word can be central in a
semantic network. To help rule out alternative reasons for
frequency such as psychological salience and communicative
need, we focus on pairs of antonyms (i.e., words that are op-
posite in meaning) such as male/female, full/empty, up/down
which are theoretically equivalent in terms of their function
and other attributes yet almost never have the same frequency.
Particularly, these antonyms varied in their frequency across
different languages (e.g., as shown in Figure 1, thirty pairs of
antonyms have correlated, but nevertheless diverging pattern
of Zipf frequency (Van Heuven, Mandera, Keuleers, & Brys-
baert, 2014) in English, Russian, and Chinese), suggesting

there is not a universal “ground truth” that causes one polar-
ity to be more frequent than the other (we address the issue of
word markedness below).

In the following section, we examined how differences
in network centralities for pairs of antonyms predict differ-
ences in their frequency, both cross-sectionally and longitu-
dinally. The hypotheses are: first, antonyms’ differences in
word frequency are predicted by their difference in network
centralities during the same time period. Second, differences
in network centralities at an earlier time predict meaningful
changes in word frequency at a later time.

Cross-sectionally, do differences in network
centralities predict differences in word

frequency between antonyms?
We selected 774 antonym pairs of English words (see below)
and modeled their difference in word frequency from differ-
ences in their network centralities.

Materials
We used three sources of data in this analysis. First, we
used the word association network from the Small World of
Words (SWOW) project (De Deyne, Navarro, Perfors, Brys-
baert, & Storms, 2019), collected in the 2010s. This is
a mega-corpus composed of crowdsourced word-association
responses. Participants are shown target words and asked to
respond with the first three words that come to mind. These
responses were then given as cues to other participants to
trigger further associates. We used this procedure to con-
struct a weighted network with directed edges. The direc-
tion of edges indicates forward/backward associations and
the weight is the probability of each backward/forward as-
sociation given the response/cue. To focus on the dominant
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Figure 2: First-order associates of “strong” and “weak” in SWOW network, with the size of the node proportional to their
degree centrality (left), betweenness centrality (middle), and closeness centrality (right).

translations, we used only the first response and excluded re-
sponses provided by only a single respondent. The network
has 61935 words and 338839 directional associative links.
Second, 3261 pairs of antonyms were originally extracted
from WordNet (Fellbaum, 1998). We excluded those pairs
that do not exist in SWOW network as well as those pairs
that are not valid antonyms (e.g., first and second), and identi-
fied 774 pairs of antonyms (140 noun pairs, e.g., male/female,
457 adjectives pairs, e.g., small/large, and 177 verb pairs,
e.g., inhale/exhale). Finally, Zipf frequency for each word
was extracted from the Corpus of Historical American En-
glish (COHA) (Davies, 2022) during the decade of 2010s.

Variables
The dependent variable is the difference in Zipf frequency be-
tween 774 pairs of antonyms. The independent variables con-
stitute differences in network centralities that measure how
important a word is in a word association network.

There are several types of measures of a node’s “im-
portance”: degree-based, distance-based, and neighborhood-
based. The degree of a node refers to the number of edges
connected to that node. For directed graphs, the degree can be
further described as in-degree (i.e., the number of incoming
edges), out-degree (i.e., the number of outgoing edges), and
the sum of both in-degree and out-degree. Degree-based cen-
trality generally considers words that have more direct con-
nections as more central (e.g., degree-centrality: how many
direct associates a word has), with some variations of degree-
based centrality also taking into consideration how many
neighbors those neighbors have (e.g., lobby index: the largest
integer k such that a word has at least k associates with a de-
gree of at least k).

Distance-based centrality considers words with short paths
to others in the network as more central (e.g., closeness cen-
trality, the average length of the shortest paths from a word
to all other words). Neighborhood-based centrality consid-
ered words with more influence on its neighborhoods as more
central. As opposed to distance-based centralities, which
prioritize words that themselves have quick access to any
other words, neighborhood-based centrality would consider

words that function as bridge between otherwise less con-
nected words as important. For example, a word can be im-
portant by having a lot of shortest paths going through it (i.e.,
betweenness centrality) or being involved in different cliques
(i.e., cross-clique connectivity). Likewise, a word can also be
important by having less mutually strongly connected neigh-
bors so that they are less constrained by their neighbors (i.e.,
Burt’s Constraint). Figure 2 shows a subnetwork on first-
order associates of weak and strong (extracted from SWOW
network). The size of each node is plotted in proportion to its
degree centrality, betweenness centrality, and closeness cen-
trality respectively. For example, strong (Zipf frequency =
5.22) has a higher word frequency than weak (Zipf frequency
= 4.66), and it correspondingly has more connections to other
words, being more important to its neighbors such that the
shortest paths between other words will largely increase if
strong doesn’t exist in the network, and is slightly closer to
other words.

Our independent variables are 24 scores computed from
12 network attributes between each pair of antonyms. The 12
network attributes are either degree-based centralities (e.g.,
degree centrality, coreness, diffusion degree, lobby index,
Laplacian centrality, alpha centrality, and PageRank central-
ity), distance-based centralities (e.g., closeness centrality, ra-
diality centrality), or neighborhood-based centralities (e.g.,
betweenness centrality, Burt’s constraint, cross-clique con-
nectivity). The measures of centrality we investigated here
are common ones, but do not exhaust ways of measuring
centrality. Figure 3 shows that centralities from the same
class or based on the same direction of association (i.e., back-
ward/forward) are highly correlated.

In addition to network centralities as main parameters of
interest, we controlled for three covariates: (1) The differ-
ence in the number of morphemes (derived words such as
unclear may be less frequent than the base form clear be-
cause it is more complex); (2) Words with more senses have
obviously more opportunities for use which drives up word
frequency (e.g., fall means both “move downward” which is
opposed to rise, but also means “autumn”). (3) The difference
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Figure 3: Correlation between network centralities from
SWOW networks based on selected antonyms.

in frequency of a word being mentioned as a response to any
cue (i.e., the words frequency in SWOW). The main reason to
control for the SWOW frequency is that a more frequent word
also tends to be mentioned more as a response, and degree-
based measures are partially reflecting this frequency effect.
Controlling for SWOW frequency allows us to test the effect
of network centralities above and beyond the frequency effect
that centrality measures may inevitably capture and avoid to
make circular inference using frequency to predict frequency.

Results

Given the multicollinearity between network centralities (see
Figure 3), we regress the difference in word frequency on
each network centrality one at a time while controlling for
differences in number of morphemes, differences in number
of senses, and differences in SWOW frequency. Noted that
many centralities were highly skewed (e.g., degree (+back-
ward), lobby index (+backward), betweenness, PageRank,
Burt’s constraint, alpha, Laplacian (+backward), diffusion,
diffusion (+backward), coreness (+backward), cross-clique
connectivity), so we log-transformed them to correct for the
high skewness of their distribution.

As shown in Figure 4(a), most differences in network cen-
tralities are significant predictors of differences in word fre-
quency. Except alpha, PageRank, and coreness (backward),
all degree-based centralities are consistently positive predic-
tors of word frequency (p < .001), indicating that compared
to its antonyms, the more (forward/backward) associations a
word and its neighbors have, the more frequent the word is.
Meanwhile, distance-based centralities (except Radiality) are
positive predictors of word frequency as well (p < .05), sug-
gesting that compared to its antonyms, words with shorter
distances to other words are more frequent. Neighborhood-
based network centralities are also significant predictors of
word frequency (p < .01). Specifically, positive coefficients
for betweenness centrality and cross-clique connectivity, and

the negative coefficient for Burt’s constraint (indicates that
words with fewer strongly interconnected, redundant neigh-
bors have higher frequencies) all suggest words playing a role
of “bridge” in word association network tend to be more fre-
quent.

People are more likely to name frequent words so a word
with higher degree-based centralities(e.g., have more back-
ward associations) tends to be more frequent. Given that fre-
quency is an essential part of setting up the network struc-
ture, it’s surprising to find that network centralities may ac-
count for substantial amount of variance even after control-
ling for SWOW frequency (how frequent a word is given
as a response to any cue). As shown in Figure 4 (b)-(c),
adding SWOW frequency as a covariate admittedly reduced
the variance explained by network centralities, but the net-
work centralities can explain frequency above and beyond the
frequency effect inevitably embedded in them.

The results of the analysis above indicate that network cen-
tralities can significantly predict word frequency data col-
lected at a similar point in time. However, it should be noted
that this analysis does not allow for the determination of
causality. It is not clear whether word frequency is the cause
or result of a word’s network properties, and whether network
properties at an earlier time can predict subsequent changes
in word frequency.

Using network centrality to predict how word
frequencies change in the future

To examine whether network properties drive changes in
word frequency, we investigate whether differences in net-
work centralities at an earlier time predict later differences in
frequency change between the antonyms.

The methods are nearly identical to those used in the pre-
vious section, with three exceptions. First, the SWOW word
association network is substituted by the University of South
Florida Free Association (USF) Norms (Nelson, McEvoy, &
Schreiber, 2004), collected from 1970s to 1990s. In this
study, a single-response procedure was used in which par-
ticipants were asked to respond with the first word that came
to mind. Again, we excluded all idiosyncratic responses. The
USF network has 10616 words and 72162 directional associa-
tive links. Since it’s much smaller (about 1/6 the size of the
SWOW network), 520 pairs of antonyms were found in this
network (96 nouns, 293 adjectives, and 131 verbs). Second,
the dependent variables are no longer differences in word fre-
quency between antonyms. Rather, the dependent variable is
the differences in word frequency change from an earlier time
1970s, approximately from which the USF norms were orig-
inally collected) to a later time (2010s) between each pair of
antonyms. For example, the Zipf frequency of good changes
from 6.092 (1970s) to 6.039 (2010s), and its antonym bad
changes from 5.416 to 5.465. The dependent variable for this
good/bad would be (6.092−6.039)− (5.416−5.465) = 0.1.
Third, instead of controlling for the difference in SWOW fre-
quency, we controlled for the difference in word frequency as
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Figure 4: (a). Difference in antonyms’ network centralities (SWOW) predicts their difference in COHA word Zipf frequency
data obtained from 2010s, controlled for difference in senses, morphemes, and SWOW frequency. (b). Percent of variance
explained by variables for models, including differences in senses, morphology, and network centralities. (c) Percent of variance
explained by variables for models, including differences in senses, morphemes, network centralities, and SWOW frequency.

estimated the 1970s COHA corpus to test the effect of net-
work centrality beyond frequent words becoming even more
frequent.

Analysis & result
Word frequencies for 520 pairs of antonyms were very stable.
The average intercorrelation between word frequency from
1970s, 1980s, 1990s, 2000s, 2010s was as high as r = .99.
We regressed the small difference in frequency change on
network centralities (again, with the highly skewed ones log-
transformed), controlled for differences in number of mor-
phemes, differences in number of senses, and differences in
word frequency from the 1970s. The results are shown in
Figure 5.

Figure 5: Difference in antonyms’ network centralities (USF)
predict their difference in COHA word Zipf frequency change
from 1970s to 2010s

For degree-based centralities, differences in laplacian cen-
trality (p < .005), diffusion degree (p < .01), degree cen-
trality (p < .05), lobby index (p < .05), pagerank centrality
(p < .05) from the USF network are significant predictors of
difference in frequency change until the 2010s. Differences in

alpha centrality, Laplacian centrality (forward), coreness, de-
gree centrality (forward) are marginally significant (p <= .1)
Though the effect sizes for significant (or marginally signifi-
cant) degree-based centralities are small (which is expected
given the minute fluctuation in word frequencies for these
words in the studied time period and a much smaller net-
work size compared to SWOW), the directions of prediction
are all as expected: compared to its antonym, the more con-
nections a word has at an earlier time point, the more fre-
quent it will grow to be in the following decades. Differences
in neighborhood-based centralities such as Burt’s Constraint
and cross-clique connectivity (p < .001) are significant pre-
dictors of longitudinal word frequency change, and the in-
terpretation of its negative coefficient is consistent with the
cross-sectional analysis: The words that fill structural holes
or bridge otherwise less connected words tend to become
more frequent in the future. Distance-based centralities such
as closeness and radiality are not significant predictors for
differences in frequency change (p > .2), indicating they are
more likely to be solely the consequence rather than the cause
of frequency change. Alternatively, distance-based centrali-
ties like closeness centrality is a noisier measure since they
are more sensitive to outliers.

Discussion
The question of why some words are more frequent than oth-
ers does not have a single answer and includes ecological
and social relevance as well as psychological prominence–all
difficult-to-quantify measures. We examined whether prop-
erties of semantic networks (created using word associations)
can (1) predict which words of roughly similar prominence
and relevance are more frequent, and (2) whether these mea-
sures are mere consequences of word frequencies or help pre-
dict how they change – consistent with a causal effect. Our
results support two general conclusions: First, the more con-
nections a word and its neighbors have, the higher its fre-
quency. This could mean that the more frequent the word, the
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higher the chance it has to be associated with other words,
leading to higher degree-based centralities (e.g., degree cen-
trality, lobby index). Alternatively, the more connections a
word and its neighbors has (hence higher degree-based cen-
trality), the higher its frequency because it has more chances
to be used. The longitudinal analysis suggests that greater
centrality at time 1 words predicts a higher frequency at time
2, lending some support to the second interpretation. A sup-
plementary analysis actually suggested differences in word
frequency between antonyms from the 1970s can predict
changes in degree-based centrality when comparing earlier
USF norms to later SWOW norms collected decades apart1.
Altogether, both interpretations may be true: the more fre-
quent the word, the higher its degree-based centralities, and
the word becomes even more frequent by benefiting from
its central positions—a phenomenon where the “the rich get
richer”, also known as frequency-dependent selection and the
Matthew effect (Merton, 1968).

The second conclusion is that words with higher influence
on their neighbors (e.g., those mediating the shortest paths be-
tween other words or connect different cliques) have higher
frequencies and will likely have even higher frequencies in
the future. In social network studies an agent in such position
is said to fill a “structure hole”. It’s shown that agents that fill
structure holes are more likely to be provided with more so-
cial capital such as good, creative ideas ((Burt, 2004). In the
case of words as agents, one implication of this finding is that
words that fill “structural hole” positions in an associative net-
work may benefit from the semantic diversity of their neigh-
bors. These neighbors might, for example, expand the word’s
semantic coverage. This finding also aligns with the obser-
vation that words with wider topical dissemination become
more entrenched in the lexicon, while those limited to nar-
rower contexts are more prone to falling out of use (Altmann,
Pierrehumbert, & Motter, 2011; Stewart & Eisenstein, 2017;
Francis, Rabinovich, Samir, Mortensen, & Stevenson, 2021).

An alternative explanation of our findings is that the more
frequent words in each antonym pair correspond to a default
or unmarked end of the dimension (Clark, 1992). For exam-
ple, “tall” is treated as the unmarked end of tall-short. Ask-
ing “how tall is he?” does not imply tallness while asking
“how short is he?” has the implication of shortness. The un-
marked end is typically more frequent and more easily pro-
cessed (Proctor & Cho, 2006). But why does “tall” get to be
unmarked? Recall also that there are cross-linguistic differ-
ences in which word in the antonym pair is more frequent.
Might markedness itself be a function of a word’s position in
the semantic network?

Our work adds to the current understanding of the factors
influencing the frequency of words, suggesting that a word
might become more frequent just by virtue of being well-
connected or in a position of a structural hole in a word as-

1We did not include this analysis because the SWOW and USF
datasets were collected using different procedures and reflect differ-
ent populations meaning that the SWOW network cannot be treated
as simply a later version of the USF network

sociation network. Past research shows that language evolves
to satisfy communication needs (Regier et al., 2016). Fac-
tors such as importance, familiarity, salience, and utility align
well with this motivation, as they explained why words be-
ing more ”useful” for efficient communication might be pro-
moted as more frequent. It’s less clear whether the word asso-
ciation dynamic is unidirectionally driven by communicative
needs, or–more interestingly–if a word’s position can change
communicative need, helping to create communicative situa-
tions where the word comes in handy.

Another unanswered question is what gives rise to a word’s
network centrality? We believe that centrality is a function
of both salient verbal and non-verbal experiences, which are
reflected in word association norms . For instance, the cue
word happy could elicit the response smile, as both smile co-
occur in language, but could also reflect reliance on imagery,
emotion and other non-verbal experiences (see for instance,
De Deyne et al., 2021). However, the specific factors that
contribute to a word’s network centralities still require further
investigation.

Finally, we focused here on pairs of antonyms to help
rule out the possibility for the network effects to be con-
founded by well-known contributors to word frequency, e.g.,
basic-level terms being more frequent than super- and sub-
ordinate terms, words naming more frequently encountered
things (”dog”) being more frequent than words denoting less
frequently encountered things (”wombat”). Future investi-
gations need to understand whether the predictors identified
here apply to a wider range of words and how network cen-
tralities compare to more conventional predictors such as fa-
miliarity, and communicative utility (these latter measures
are, however, difficult to quantify). We also predict that cross-
linguistic differences in frequency should be predicted by
cross-linguistic differences in the words’ position in semantic
networks–a prediction whose testing requires building analo-
gous semantic networks in multiple languages.

Conclusion
We predicted the differences in word frequency between pairs
of antonyms from the difference in 12 network centrality
measures cross-sectionally and longitudinally. We show that
the more connections a word and its neighbors have, the more
frequent the word is, and will be. Words playing a bridging
role and those filling a structural hole in word associations
also tend to be more frequent now and arepredicted to be-
come more frequent in the future. Our study is the first at-
tempt to understand word frequency from the dynamics of
a word association network and contributes an additional ele-
ment to the current understanding to the origins and evolution
of word frequencies.
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yond Kučera and Francis: A critical evaluation of cur-
rent word frequency norms and the introduction of a new
and improved word frequency measure for American En-
glish. Behavior Research Methods, 41(4), 977–990. doi:
10.3758/BRM.41.4.977

Brysbaert, M., Stevens, M., Mandera, P., & Keuleers, E.
(2016). The impact of word prevalence on lexical decision
times: Evidence from the Dutch Lexicon Project 2. Journal
of Experimental Psychology: Human Perception and Per-
formance, 42, 441–458. (Place: US Publisher: American
Psychological Association) doi: 10.1037/xhp0000159

Burt, R. (2004, September). Structural Holes and Good
Ideas. American Journal of Sociology, 110(2), 349–
399. (Publisher: The University of Chicago Press) doi:
10.1086/421787

Calude, A. S., & Pagel, M. (2011, April). How do we
use language? Shared patterns in the frequency of word
use across 17 world languages. Philosophical Trans-
actions of the Royal Society B: Biological Sciences,
366(1567), 1101–1107. Retrieved 2023-01-31, from
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3049087/
doi: 10.1098/rstb.2010.0315

Calude, A. S., & Pagel, M. (2014). Frequency of use and
basic vocabulary (L. Filipović & M. Pütz, Eds.). John Ben-
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