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Abstract

Drift Natural Convection and Seepage at the Yucca Mountain
Repository

by Nicholaus Eugene Halecky

Doctor of Philosophy in Nuclear Engineering

Department of Nuclear Engineering

University of California, Berkeley

Professor Per. F.Peterson, Chair

The decay heat from radioactive waste that is to be disposed in the once proposed
geologic repository at Yucca Mountain (YM) will significantly influence the mois-
ture conditions in the fractured rock near emplacement tunnels (drifts). Additionally,
large-scale convective cells will form in the open-air drifts and will serve as an impor-
tant mechanism for the transport of vaporized pore water from the fractured rock,
from the hot drift center to the cool drift end. Such convective processes would also
impact drift seepage, as evaporation could reduce the build up of liquid water at the
tunnel wall. Characterizing and understanding these liquid water and vapor transport
processes is critical for evaluating the performance of the repository, in terms of water-
induced canister corrosion and subsequent radionuclide containment. To study such
processes, we previously developed and applied an enhanced version of TOUGH2 that
solves for natural convection in the drift. We then used the results from this previous
study as a time-dependent boundary condition in a high-resolution seepage model,
allowing for a computationally efficient means for simulating these processes. The
results from the seepage model show that cases with strong natural convection ef-
fects are expected to improve the performance of the repository, since smaller relative
humidity values, with reduced local seepage, form a more desirable waste package
environment.
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“The release of atomic energy has not created a new problem. It has merely made

more urgent the necessity of solving an existing one.”

Albert Einstein (1879-1955).
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Chapter 1

Introduction

Even before United States President Franklin D. Roosevelt received the Einstein-
Szilárd letter on August 2, 1939, warning the President of the possibility for the
creation ofd an extremely destructive nuclear device using recently-developed enriched
uranium, man-made radioactive waste had been introduced into the environment, at
a small but ever-increasing rate. Heeding the warning that the two physicists wrote
about, Roosevelt convened a scientific commission to explore the potential of this
immense technological advancement and with this began the Manhattan Project and
along with it, the dawn of the nuclear era. Since the time of the sciences infancy in the
early 1940’s—from Enrico Fermi’s first sustained nuclear reaction to the detonation
of Trinity, the first nuclear weapon—nuclear technologies have evolved rapidly.

Now encompassing non-destructive and beneficial roles such as the production of non-
carbon, nuclear generated electricity, major advancements in medical imaging and
diagnostics, and material detection—modern societies dependency on nuclear tech-
nology had been firmly established. Still, as tremendous benefits have been realized
by society from such technologies, the burden of an ever-increasing volume of the toxic
byproducts of these nuclear processes have become more apparent.

From the initial criticality experiments at the University of Chicago, during which
time the scientists involved were harmed by receiving extreme doses of radiation1, the
scientific knowledge of the effects of radiation exposure on human beings[1, 2] has ad-
vanced in parallel with the understanding of nuclear processes themselves. Radiation
emitting radioactive waste—in the form of spent nuclear fuel, residual material from
nuclear weapons decommissioning, byproducts from the production of radioisotopes
for medical imaging and industry use, and other naturally occurring sources—has
become an aspect of life in modern times. The sequestering of these toxic radioac-
tive materials from human populations, other living organisms and the environment

1During this time of research and understanding of basic nuclear processes, little was still under-
stood about the effects of ionizing radiation, how it was created, transported and how it damages
human tissue.
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at large, has become a necessary obligation due to our past and continuing use of
nuclear technologies.

1.1 Yucca Mountain Repository

Yucca Mountain was the proposed geologic disposal site for the high level waste (HLW)
that currently exists in the United States including spent nuclear fuel, defense waste
from weapons decommissioning, and vitrified waste byproducts from nuclear weapons
development. The repository was to serve as secure and central location for the storage
and sequestration of toxic radionuclides from the biosphere for a time sufficient enough
to allow the decay of even the longest-lived radionuclides to benign products.

1.1.1 History and Current Status

In 1955, the U. S. Atomic Energy Commission (AEC) requested that the National
Academy of Sciences (NAS) recommend options for the disposal of radioactive wastes
from the production of nuclear weapons. A few years later in 1957 after much discus-
sion and debate, the NAS reported back their findings and recommended disposal of
transuranic and high-level wastes in geologic formations, specifically suggesting fur-
ther research into burial in salt beds or salt domes[3]. Although the salt deposits
in Lyons, Kansas were initially selected as the location for such geologic disposal, in
1972 the federal government withdrew the selection due to concern that recent drilling
in the vicinity of the deposits had compromised the integrity of the site for geologic
disposal of nuclear waste.

After this, little progress came from the national disposal effort until a decade later
when the Nuclear Waste Policy Act (NWPA) was passed by Congress in 1982, help-
ing to resolve the long-term nuclear waste disposal issue, and establishing geologic
disposal as the strategy for nuclear waste disposal in the United States. In addition,
the act reestablished the responsibility of the federal government for management of
the country’s spent nuclear fuel and designated roles for oversight of these respon-
sibilities to three government agencies. Combined, these agencies encompass all the
responsibilities designated to the since disbanded AEC, and are:

• Department of Energy (DOE) - responsible for design, construction, oper-
ation and closure of the geologic repository. DOE created the Office of Civilian
Radioactive Waste Management (OCRWM) to manage these responsibilities.

• Environmental Protection Agency (EPA) - responsible for developing the
public health and safety standards for the repository.
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• Nuclear Regulatory Commission (NRC) - responsible for licensing the
repository, ensuring that the DOE design meets the standards required by the
EPA.

Of the nine sites selected by DOE as potential repositories, in 1986 President Reagan
approved three sites (Hanford, Washington; Deaf Smith, Texas; and Yucca Mountain,
Nevada) for further study and site characterization. A year later, due to political
pressures and limited funding, Congress amended the NWPA to direct DOE to focus
research of waste disposal only on Yucca Mountain. Since that time in 1987 to now, a
total of around $9 billion USD worth of research has been performed to characterize
Yucca Mountain for use as a repository, making it the most heavily researched geo-
logical structure in history. In the most recent Total System Life Cycle Cost analysis,
OCRWM concluded the total cost for Yucca Mountain to be just under $100 billion
dollars ($96.18 billion in constant 2007 US dollars)2, including both the historical
costs and costs projected through decommissioning, which would occur in 2133[7].

Following the legal framework set by the NWPA, in June 2008, DOE submitted the
License Application (LA) to the NRC for review of the DOE’s plans for construction,
operation and closure of the repository. The NRC thus began its review of designs for
each aspect of the repository and ensure that DOE could safely perform all responsi-
bilities in compliance with established regulations. This LA review was expected to
be completed in 3-4 years in 2011, however, much has changed in recent times.

In early 2009, with the newly elected Obama administration, the federal government
made a break with previous Presidential administrations on the national strategy
for disposal of long-lived radioactive waste with their opposition to long term geo-
logic disposal at Yucca Mountain and filed to withdraw from their investigation of
Yucca Mountain in March of 2010[8]. Under the direction of former Lawrence Berke-
ley National Laboratory director and current Department of Energy Secretary, Dr.
Steven Chu, the administration has currently assembled a 15-member Blue Ribbon
Commission3 to explore alternative options for the nation’s long-term nuclear waste
management strategy.

A very recent study by MIT, however, emphasizes that regardless of the fuel cycle
(open, closed, or partially closed), some form of interim storage will be necessary
along with long term storage for residual long-lived isotopes from either process[9].
How US policy makers will respond is yet to be seen. Still though, current actions by

2For comparison, the costs of other national endeavors in units of constant 2007 dollars:

1. The Manhattan Project (1939 through 1945): $26.4 billion[4]
2. Apollo Space Program: $180 billion [5]
3. The Global War on Terror™(post 9/11 through 2010): $1,000 billion[6]

3Serving on this commission is Prof. Per Peterson, current Chair of the Department of Nuclear
Engineering at U.C. Berkeley, my dissertation committee chair, and also my advisor during my time
as a graduate student.

http://www.nuc.berkeley.edu/People/Per_Peterson/
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federal administration make clear that Yucca Mountain will not be used in the manner
for which was previously intended. In October of 2010, the chairman of the NRC,
Gregory Jaczko, directed his scientists to halt their review of the License Application
submitted by DOE to validate of the plans for waste disposal at Yucca Mountain[10].
At the time of this writing, it is unclear what the future of Yucca Mountain4 and
geologic disposal of radioactive waste will be in the United States.

1.1.2 Region Characteristics

Yucca Mountain is located in Nye County in southern Nevada at the former Nevada
Nuclear Test Site and is roughly 120 km northwest of Las Vegas, Nevada—one of
the United States’ fastest growing metropolitan areas. Yucca Mountain consists of a
federally owned land withdrawal of about 230 square miles (600 square kilometers),
and is located about 14 miles (22.5 kilometers) from the nearest year-round population
of Lathrop Wells, now collectively incorporated into what is known as Amorgosa Valley
(Figure 1.1). Located in a high altitude desert, the peak elevation at the crest of the
mountain is at almost 5000 ft. (1525 m) above sea level. The modern-day regional
climate has average temperatures ranging from 29℃ (84°F) in the summer to 6℃
(43°F) during the winter[11]. The region is also very arid receiving less that 7.5 inches
(170 mm) of rainfall annually, very little of which actually infiltrates into the mountain
(about 5-6 mm/year)[12].

Geologically, Yucca Mountain is composed primarily of stratified layers of compacted
volcanic ash tuff, deposited some 10 million years ago, and contains no resources of
commercial value, ensuring that future generations will have little desire for excavation
in the region[13]. Ash tuff at Yucca Mountain is a highly fractured rock, with strong
heterogeneity existing though both the fracture and matrix domains, along with both
welded and non-welded geologic layers that significantly alter the characteristics of
groundwater flow through the vadose zone. Studies have shown that most water flow
through the rock occurs through the fracture domain, as the permeability of the matrix
is extremely small (10−18 m2), however, not all fracture pathways are continuously
connected and therefore do not serve as a continuous flow path for percolation water.

1.1.3 Repository Design

Following the concepts of geologic disposal, the desolate, dry, and removed region
of Yucca Mountain serves first and foremost as a natural barrier by significantly
reducing the ensuing migration of the radionuclides from the repository location,
through the geosphere (the geologic region through which the maybe transported), and

4For sake of clarity, reading rhythm, and tone, the remainder of this dissertation will reference
the now considered expired plans of a geologic repository at Yucca Mountain in the present tense.
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Figure 1.1: Yucca Mountain location, southwest Nevada

to the biosphere (the region where the radionuclides could contact living organisms).
During their lifespan, the radionuclides undergo decay, changing the characteristics of
their toxicities and eventually becoming benign, as is the case for some radionuclide
species, or reduced to a concentration that poses no increased harm when compared
to background radiation exposure from the ambient environment.

To further delay the introduction of radionuclides into the geosphere, the waste can-
isters containing the different forms of radioactive waste provide an additional engi-
neered barrier—offsetting the release by an assumed 10,000 years. This is, however,
a very conservative estimate as corrosion modeling studies predict that the canisters
will remain intact for much longer times (∼300,000 years)[14]. Still, the performance
of these canisters is integral part of the performance of the repository at large, allow-
ing a considerable amount of decay of the radionuclides to occur before their release
into the geosphere. This engineered barrier together with the natural barrier form a
multi-barrier concept to the sequestration of radioactive waste at Yucca Mountain.

The downward migration of the radionuclides from the repository through the thick
unsaturated zone towards the water table at Yucca Mountain is driven primarily by
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Figure 1.2: Flow path of radionuclides from repository and into biosphere

bulk advection transport with the flow of groundwater within the fracture network.
However, due to the long time scales over which these transport processes would occur,
also important for some of the radioisotope species is the effect of diffusive transport
into the matrix domain. Depending on the radionuclide colloid size, matrix diffusion
can assist in significantly retarding radionuclide transport though the unsaturated
zone[15]. As shown in Figure 1.2, the groundwater flow path through the Yucca
Mountain region starts with rainfall at the mountain surface. While most of this
water is transported back to the air through evaporation and transpiration in the
soil, a small amount of the rainwater infiltrates into the ground, thus providing the
source for water within the geologic system. Gravity-induced flow allows the water
to slowly percolate downward through the unsaturated rock until it reaches the water
table below. Here, in the saturated zone, exists another gravity potential, from the
water table elevation below the repository to the elevation of the aquifer below the
Armagosa Valley, driving the groundwater south. From this aquifer, water could be
extracted from wells for terrestrial use in irrigation and drinking, thus completing the
groundwater flow pathway from the repository to the biosphere.

The planned repository horizon exists entirely in the unsaturated zone (UZ), about
1000 ft. (300 m) above the water table with the surface of the mountain existing
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Figure 1.3: Cutaway image of Yucca Mountain, rock layers, and the planned network
of repository tunnels along with cross-sectional view of an emplacement
drift (from Figure 1 in [17]).

another 1000 ft. (300 m) above. The repository design considers of a network of
parallel emplacement tunnels (often referred to as drifts), each being about 600 m
in length followed by end sections (turnouts) that can be as long as 100 m or more.
The emplacement drifts are 5.5 meters in diameter and are spaced at intervals of 81
meters, center to center. In the current design, cylindrical waste canisters will be
distributed along these horizontal tunnels, which in total provide more than 112 miles
(180 kilometers) of waste emplacement distance, which, in comparison, is nearly the
size of the subway system in New York City[16]. The repository is accessed via two
portal tunnels entering east of the Yucca Mountain range, about 8 miles away to the
east (shown in Figure 1.3).

The emplacement drifts are to contain all waste package types from the various waste
streams that are to be disposed in Yucca Mountain including vitrified high level waste,
spent nuclear fuel, and waste from weapons development along with other military
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use. The cylindrical waste canisters range from 1.75 m to 2.11 m in diameter and
are ∼5 m in length, and will be distributed in 0.1 m intervals along the length of the
drift. Robotic trains will transport the waste packages from a sorting and storage
facility on the surface through the access drifts to the emplacement tunnels where
they will be placed horizontally on pallets. After the final waste canister is emplaced,
forced ventilation cooling will proceed for a period of 50 years, helping to remove a
significant amount of decay heat from the waste that would have otherwise heated the
surrounding fractured rock. After ventilation, a titanium drip shield will be installed
over all waste canister surfaces, preventing seepage water from contacting the canister
surfaces, after which the repository is to be shut permanently.

The average rate of water transport through the UZ is extremely slow (∼10 mm/year),
thus minimizing the contribution of the rate of advective transport of radionuclides
into the water table below. Still, the fractured tuff at Yucca Mountain has shown
to provide preferential fast-flow pathways, whereby certain large, episodic infiltration
rates see the groundwater flow quickly through the the fracture network, allowing
downward transport to occur at a much larger local rate[18]. Similar to the flow
pathway for groundwater, the path for radionuclide transport starts at the repository
itself, where radionuclides, once introduced to the fractured host rock at the drift wall
(through failure of the waste canister and subsequent release of the waste contained
therein), must transport downward through the unsaturated zone before reaching the
water table. From here, groundwater flow in the saturated zone eventually transports
the radionuclides south to the water table below the Armagosa Valley (Figure 1.2),
with possible ingestion by the use of water from the contaminated aquifer.

1.2 Thermal Hydrological Processes at

Yucca Mountain

To ensure that the repository at Yucca Mountain is suitable for the disposal of high-
level radioactive waste, the understanding of both the:

• Thermodynamic conditions of the in-drift environment during the initial
closure of the repository—governing the lifespan of the waste canisters and,
subsequently, the average release time of the radionuclides into the geosphere,
and also the,

• Thermal-Hydrological (TH) processes that govern the flow pathways
in the surrounding fractured rock—governing the mechanisms by which
radionuclides transport in the fractured rock (both by advective and diffusive
processes) and also determining the thermodynamic conditions of the in-drift,
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are necessary. Extensive and rigorous scientific investigations conducted over the
last thirty or more years to understanding such processes have explored whether the
site functions well for such a purpose[19]. Among the many parameters important
for describing both the transport behavior of the repository and in-drift conditions
(e.g., rate of percolation, decay heat rate, permeability, etc.), the temperature of the
local rock environment can impact flow processes significantly. The effect of decay
heat (generated from the thermal energy imparted by the particles emitted during
radioactive decay) and the resultant temperature increase in the surrounding rock,
has been investigated by many predictive modeling research endeavors.

1.2.1 Previous Investigations

From the first borehole samples being drilled in 1978, to the initial conceptual mod-
els that were developed in the early 1980’s, characterization of Yucca Mountain has
seen much progress (a wonderful history of this development can be found in Flint et
al., 2001[20]). After advances from matrix-dominated flow models of the UZ region
at Yucca Mountain[21], numerical modeling of the near-field5 environment was first
used to understand possible temperature response of the rock formation surrounding
the in-drift, by varying the mobility of liquid water in the fractures[22]. Building off
this, further effort saw the development of the dual-continuum (dual-permeability)
approximation for capturing the complex interactions between the fractures and ma-
trix domains, by creating two overlapping continua in space (one for both fractures
and matrix), each with their own unique hydraulic properties and a unique model
for how they interact. The limitations of where such an approximation can be made
was also well explored[23]. As refinement of these models continued, the modeling
community saw the development of TOUGH2 (described in more detail in Chapter
2), a robust porous media simulator used to significantly expand the breath and scope
of the modeling efforts of Yucca Mountain[24].

To capture the behavior the thermally-driven flow processes induced by the specific
design of the repository, three dimensional representations of the entire repository
were modeled (referred to as the Yucca Mountain Unsaturated Zone (UZ) model) and
simulated, yielding predictions of the large-scale average temperature and moisture
response, and the effects of Dirichlet-type boundary conditions at the water table and
mountain surface[25]. Conversely, to capture the unique TH behavior of the drift-
region, near the waste packages (including the emplacement drift and surrounding
fractured rock), more-refined, two-dimensional models were also developed. These
models contributed to the knowledge of liquid seepage processes (discussed a greater
length in Chapter 5: Drift Seepage) in emplacement drifts, along with other near-field
effects (e.g., heat pipes, heterogeneity of rock properties)[26, 27]. Other investiga-
tions attempted to capture the interaction between both the repository-scale response

5The near-field refers to the rock environment nearby an emplacement drift.
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and drift-scale response with the development of multiscale models, exploring various
manners of repository operation (e.g., backfill, dripshield, ventilation time, etc.)[28].
Validations of the methodologies employed by these models were conducted by com-
parison of the predictive model results with observed data of TH response of large in
situ6 heater tests, performed on site at Yucca Mountain[29–32]. More discussion on
model validation can be found in Section 6.1: Model Validation and Limitations.

These investigations advanced the knowledge of repository behavior, showing that for
quite some time after ventilation ceases the temperatures within and near emplace-
ment drifts will be above boiling (around 500-600 years), initially reaching 140℃ at
the rock wall. These temperatures were shown to give rise to complex multiphase
mass and heat transfer processes[26, 33], in both the fractured rock and the open em-
placement drifts containing the waste canisters. Pore-water, from the small amount of
rainfall that feeds the hydrological cycles at Yucca Mountain, slowly flows through the
unsaturated rock nearby an emplacement drift (Figure 1.4). The heated conditions of
the rock there vaporize the liquid, which then transports via pressure and concentra-
tion gradients, and condenses in cooler areas of the rock, leading to a large saturation
and flux redistribution, specifically near the emplacement drifts where temperature
changes compared to ambient conditions are extreme.

This better understanding of the strong coupling between hydrological and thermal
processes, and the resulting behavior within the heterogenous fractured rock at Yucca
Mountain, gave insight into the formation of heat-pipes near the emplacement drift,
whose flow magnitudes were investigated in detail[34]. Also investigated was the
diversion of flow around the open tunnel due to capillarity of the rock formation,
leading to the significant drying of the rock directly below the emplacement tunnel,
an effect more commonly referred to as the drift shadow. The effect of this drift
shadow was explored and found to be beneficial to repository function by further
retarding the transport of the radionuclides eventually introduced to this region from
the waste canister above[35].

While capturing many aspects of the heated environment response, these studies as-
sumed the effects of heat and mass transport in the open air spaces along the length
of the drift to be negligible by either not modeling drift tunnels or defining them as
closed systems. As such, the studies predict that water vapor produced by the boiling
of porewater remains confined to the fractured rock, while in reality there might be
considerable transport of vapor into the open tunnel and subsequently, a large flux and
moisture redistribution could also occur within it. Specifically, the presence of the:
(i) large volumes of rock heated to above boiling conditions, and (ii) the ability for
vapor to effectively transport through the fracture network spaces to the open tunnel
(via convection and diffusion), might give rise to different saturation distribution in

6In situ is a Latin phrase, directly translated to mean, in the place. In the context of Yucca
Mountain, it refers to any experiment or procedure performed at the actual site of Yucca Mountain
in Nevada, at one of the many exploration facilities contained there.
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Figure 1.4: Schematic of hydrological processes in the unsaturated zone in the Yucca
Mountain repository and around the drift.

the surrounding fractured rock than what was predicted in previous modeling studies
when these aspects were not considered.

1.2.2 Current Knowledge

More recently, research into the impact that the open drifts would have on the future
in-drift environment have yielded more insight. Using computational fluid dynamic
(CFD) simulations of a representative in-drift, Webb and Itamura, 2004[36], have
shown that heat output from the waste packages would create a notable axial transport
of vapor due to natural convective processes in the drift (interpreted in greater length
at Chapter 4: Drift Natural Convection). These studies convey the potential for
the removal of water vapor produced in the hot and moist drift center, by transport
the cool drift end, reducing the RH in the emplacement region. Ghezzehei et al.



Chapter 1. Introduction 12

2004[37], investigated the effect of evaporation of liquid water from the drift wall
on minimizing seepage during ambient conditions, modeling evaporation as a first-
order diffusion process with a boundary-layer approximation. Their results concluded
showing evaporation does reduce the potential of seepage by keeping the rock drier
with reduced RH of the in-drift environment[37]. Other efforts to understand in-
drift transport have also been undertaken regarding the efficiency of ventilation of
the repository. Danko and Bahrami, 2003, developed a unique decoupling of the
the in-drift and fractured rock domains by representing the near-field in an multi-
parameter response function, developed from an iterative refinement with existing
TH models[38, 39].

1.2.3 Motivation

While the waste canisters that contain the heat-emitting waste products will be made
of advanced materials, highly durable to these extreme environments, they are still
susceptible to increased corrosion rates due to the presence of liquid water. With ex-
pected time-periods during which there exists both extreme temperatures combined
with large vapor transport rates, the presence of liquid water on the canister surface
might allow the conditions for an accelerated corrosion process to occur[40], how-
ever, there is disagreement as to the likelihood of what specific corrosion events could
occur[41, 42]. Still, being that waste canister integrity in terms of canister corrosion
and radionuclide containment is critical for the long-term performance of the reposi-
tory, it is very important to understand and predict what mechanisms exist—in the
natural system as well as in the drifts—for allowing the transport and deposition of
liquid water to the canister surface.

As discussed with the previously mentioned research efforts, the existing knowledge
of the transport processes at Yucca Mountain is extensive, however, does not account
for the effects of:

(i) axial heat and vapor transport in open air drift spaces,

(ii) during heated conditions both boiling and sub-boiling,

(iii) while accounting for the important feedback that exists between the

(a) fractured rock—the source of the water vapor that enters the tunnel, and
the

(b) open drift turnouts—the sink for the water vapor.

Accounting for such processes allows for a more accurate description of the future en-
vironment at Yucca Mountain, contributing to the furthered assurance of the perfor-
mance of such an important human endeavor as is the disposal of high-level radioactive
waste.
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1.3 Research Objectives

So then, with the need to understand water transport processes, the principle ob-
jectives of this doctoral research is the modeling and analysis of thermally-induced
water vapor production, transport, and removal at the drift-scale at the Yucca Moun-
tain repository. Specifically, the goal is to expand on the many previously developed
models to better understand what role:

(i) thermal radiation transport,

(ii) natural convection transport, and

(iii) evaporation transport processes

would have during the early postclosure phase on reducing/increasing relative hu-
midity conditions near waste packages and along seepage-prone areas along the drift
wall. These implementations will even further bound the expected conditions at Yucca
Mountain, likely reducing the expectations for vapor condensation on waste canisters
surfaces along with minimizing the likelihood of predicted seepage of percolation wa-
ter into the drifts. This work contributes to the understanding of geological systems
for use in the disposal of radioactive waste, a problem that as the time of the writing,
has still yet to be solved and implemented by any of the world’s nuclear states.

The remainder of this thesis is organized as follows: In Chapter 2, the TOUGH2
simulator used for the modeling effort is discussed in detail. Then, in Chapter 3, the
models developed for radiation transport, and, in Chapter 4, the models for natural
convection transport, are discussed. Following this, Chapter 5 covers the development
and results of the Thermal-Hydrological seepage model, coupled with the previous
developments, and is culmination of the research presented in this chapter. Finally,
Chapter 6 discusses the model validation efforts and assumptions and ends with dis-
cussion of what future modeling efforts are envisioned for increased understanding of
these processes at Yucca Mountain.



14

Chapter 2

A Simulation Code for Yucca
Mountain Transport Processes:
TOUGH2v1.6

2.1 Description

TOUGH2 is an integral-finite-difference numerical code that simulates non-isothermal
flows of multicomponent, multiphase fluids in fractured and porous unsaturated me-
dia. Developed in 1991 by Karsten Pruess at Lawrence Berkeley National Labo-
ratory (LBNL)[43], TOUGH2 is based on the MULKOM code developed by T. N.
Narasimhan[44]. Its development was intended for applications in geothermal reser-
voir engineering, nuclear waste disposal, environmental assessment and remediation,
and unsaturated and saturated zone hydrology and is now being used in areas of
geologic storage of CO2 (carbon capture and sequestration) and methane hydrate
extraction.

TOUGH2 is also the simulator used for the thermal-hydrological (TH) models devel-
oped by the Earth Sciences Division at LBNL for scientific investigations into the dis-
posal of radioactive waste at Yucca Mountain. Similarly, these models and TOUGH2
are the basis for the seepage models developed by the author (and in conjunction with
with many others1 during his graduate studies), the crux of the research represented
in this dissertation. The following discussion is but a brief overview on structure and
theory on TOUGH2, much more information on the program can be found in the
official documentation[45].

1My scientific advisor, Dr. Jens T. Birkholzer, was instrumental in the development of my knowl-
edge of numerical modeling and understanding of unsaturated zone transport.

http://esd.lbl.gov/about/staff/jensbirkholzer/
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2.2 Program Structure

TOUGH2 employs the same modular architecture as MULKOM, a research code from
the early 1980’s, and because the governing equations for all multiphase flow use the
same mathematical form, TOUGH2 was assembled to allow the main flow in porous
media and transport modules to operate independently of fluid property modules
(equations of state - EOS), which define the thermodynamic properties of specific
fluids. This allows the code an ability to handle many different types of multiphase
and multicomponent transport systems.

Figure 2.1: TOUGH2 program architecture (image from [45]).

TOUGH2 solves general energy and mass balance equations that describe multiphase,
multicomponent heat and mass transport in a multi-dimensional porous system. Space
discretization is performed using integral finite difference method (IFDM)[44], a method
that does not convert the integral form of the general balance equations into partial
differential equations. Benefits from this discretization procedure include:

(i) There is no need to reference a global coordinate system.

(ii) The use of regular and irregular discretization of meshes for any multi-dimensional
system.

(iii) The ability to easily implement a multi-permeability model, allowing for mod-
eling of transport in both fracture and matrix rock domains.

Time discretization is a first-order backward difference and is fully implicit, helping
to achieve stability.
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The IFDM discretization procedure results in a set of nonlinear algebraic equations
with unknowns in the form of the time-dependent primary thermodynamic variables
of the mesh elements. These equations are setup in residual form where

[residuals] = [Right Hand Side]− [Left Hand Side] = 0, (2.1)

and are solved at the same time using Newton-Rhapson iteration. Time stepping is
determined by the user and has options to be set to a fixed time, or can be automat-
ically adjusted during simulation with a pre-established logic for convergence.

Data input and initialization results in the creation of two large 1-D arrays; one holds
the primary thermodynamic variables for all mesh elements, and the other holds
all secondary thermo-physical parameters needed for creation of flow and transport
equations. Simulation proceeds with a computation of all residuals, with the largest
residual checked for convergence. Achieving convergence results in an update of the
the primary thermodynamic variables at the new time and the simulation continues.
Otherwise, if convergence is not reached for the many reasons that it can, the time
interval is reduced and the simulation is recalculated. Execution continues until a
termination criteria is reached (i.e., maximum simulation time, maximum number
of time steps, or if the automatically adjusted time steps reach a maximum value,
indicating the system has reached steady-state).

2.3 Mass and Energy Balance

The general mass and energy balance equations that are solved by TOUGH2 are given
as:

d

dt

∫
Vn

MκdVn

︸ ︷︷ ︸
Volume Storage

=

∫
Γn

Fκ • n dΓn

︸ ︷︷ ︸
Normal Fluxes

+

∫
Vn

qκdVn

︸ ︷︷ ︸
Sources/Sinks

(2.2)

Equation (2.2) comprises an integration over some arbitrary volume subdomain Vn,
bounded by a closed surface, Γn, and represents a common balance equation containing
an accumulation term, boundary flow term, and a volume generation term. The
indexing for mass and energy components is represented by κ (i.e., 1 = air, 2 = water,
and 3 = heat), for a total of NK components. The LHS of eq. (2.2) is the volume
storage term where Mκ represents the mass or energy per unit volume. The flux of
heat and mass into and out of the volume represented by the vector Fκ through the
bounding surface Γn, with n a unit normal vector pointing inward into the volume.
Volume generation and losses (sources and sinks) is represented by qκ, a rate per unit
volume.
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2.3.1 Volume Storage

The mass accumulation per volume term can be expressed in more detail as,

Mκ = φ
∑
β

SβρβX
κ
β (2.3)

where the total mass for a component, κ, is the product of the porosity2 of the volume
element, φ, and the summation over the volume of the individual phases, β (i.e., gas,
liquid) contained within that component. The volume of a phase, β, is the product
of the phase saturation, Sβ (fraction of pore volume occupied by phase β), the phase
density, ρβ, and the mass fraction of component κ in phase β, Xκ

β .

In a similar manner, the energy accumulation per volume term (κ = h) can be ex-
pressed as:

Mh = (1− φ) ρRCRT + φ
∑
β

Sβρβuβ (2.4)

The total energy in the volume Vn is then the sum of two regions in the rock—the
energy in the rock grain and the energy of the phases contained in the rock pores.
The energy in the rock grain is the product of the volume of the rock (1− φ), the rock
density ρR, the rock specific heat CR, and the absolute temperature of the volume,
T . The energy contained in the fluid mixture stored in the rock pores is very similar
to Equation (2.3), yet instead of summing mass fractions, we instead sum specific
internal energies3 of each phase uβ.

2.3.2 Boundary Fluxes

Flow of mass and energy into the volume, Vn , can represented by both advective and
diffusive fluxes across the boundary surface, Γn.

2The porosity is the ratio of pore (void) volume Vv to the total volume of the material VT , including
void and solid volumes. φ = Vv/VT

3Instead of total enthalpy of the phase hβ , the internal energy of phase β is used. This simpli-
fication is valid when the energy associated with volumetric changes in the gas phase, caused by
pressure changes, is small compared to the energy associated with temperature changes of the entire
fluid mixture.
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2.3.2.1 Advection

The advective mass flux for mass component κ is the summation over all the individual
phase fluxes, Fβ, and can be expressed as,

Fκ|adv =
∑
β

Xκ
βFβ (2.5)

The individual phase fluxes are then just the product of the phase density ρβ and the
Darcy velocity vector uβ (a volume flux),

Fβ = ρβuβ = −kkrβ
µβ

(∇Pβ − ρβg) (2.6)

which can be further expanded by a multiphase version of Darcy’s Law, accounting
for flow contributions from both gradients of fluid pressures in phase β, ∇Pβ, and also
also gravity effects, g. Resistances to flow of fluid through the rock, from both solid
grain structure and the properties of the fluid itself, are accounted for with k being
the absolute permeability of the rock, krβ the relative permeability to phase β, and
µβ the viscosity of the phase. The fluid pressure in phase β is,

Pβ = P + Pcβ (2.7)

which includes contributions of both the pressure of a reference phase P (traditionally
the gas phase) and the capillary pressure of the phase in the rock Pcβ (≤ 0). Vapor
pressure lowering, a well-understood phenomenon allowing liquid water to exist in the
small pore spaces at temperatures well above the boiling point4, is accounted for by
the use of Kelvin’s equation:

Pv (T, Sl) = fvpl (T, Sl)Psat (T ) (2.8)

with the modified vapor pressure, Pv, being a function of the temperature, T , and the
liquid saturation, Sl. It is calculated by reducing the saturated vapor pressure of the
bulk liquid phase, Psat, by a vapor pressure lowering factor, fvpl, defined as,

fvpl = exp

[
MwPcl (Sl)

ρlR (T + 273.15)

]
(2.9)

4Accounting for vapor pressure lowering in the modeling of Yucca Mountain is of great importance
do to the extreme temperatures the fractured rock experiences after waste emplacement.
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and is identical to the definition of relative humidity. Pcl is the difference between
liquid and gas phase pressures (a function of the liquid saturation, Sl), Mw, the
molecular weight of water and, R, the universal gas constant.

Also, heat flow through the boundary surface is given by,

Fh = −λ∇T +
∑
β

hβFβ (2.10)

and includes heat transfer from both convective and conductive components. The
conductive component includes the thermal conductivity of the total volume λ (rock-
/fluid mixture) and the temperature gradient ∇T . Additionally, energy is transferred
into the volume by all of the enthalpies of phase fluxes Fβ.

The thermal conductivity of the rock matrix is calculated using a square root inter-
polation, as a function of liquid saturation Sl,

λ (Sl) = λdry + (λdry + λwet)
√
Sl (2.11)

with λdry the thermal conductivity of a completely dry sample5 and λwet the thermal
conductivity of a completely saturated sample.

2.3.2.2 Diffusion

Also, flow of mass and energy can occur by diffusion, given by

Fκ|diff = −φ
∑
β

τ0τβρβd
κ
β∇Xκ

β (2.12)

where τ0τβ is the tortuosity including both a porous medium dependent factor τ0

and factor dependent on phase saturation Sβ, τβ = τβ (Sβ). The molecular diffusion
coefficient, dκβ, is given for component κ in phase β, along with the driving potential
for diffusive flow from the gradient of mass fraction of component κ in phase β, ∇Xκ

β .

5Interestingly, in the case of soil or rock, pore spaces contained therein can never be completely
devoid of water. With decreasing saturation, the force due to capillary pressure eventually comes
into balance with the vapor pressure, even at boiling temperatures. So then, to calculate dry heat
conductivity of some soil type, a representative sample is baked in an oven at a temperature above
the boiling point for some time until the change in weight of the sample changes little with time,
ensuring that the water that can vaporize has done so.
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2.3.2.3 Radiation

In addition to both the conductive and convective transfer of heat (as given in
eq. (2.10)), heat transfer by thermal radiation can be defined using the Stefan-
Boltzmann approximation for radiative transfer between any two gray bodies (n and
m) of different temperatures, Tn and Tm,

Fh
∣∣
rad

= εσ0A
(
T 4
n − T 4

m

)
(2.13)

where ε is the emissivity of the material surface (assumed to be equal in eq. (2.13) for
both bodies, n and m). The Stefan-Boltzmann constant is given as σ0 = 5.6687× 104

J/m2K4s, and A is an arbitrary area over which the radiative transport takes place
(explained in much greater detail in Chapter 3).

2.3.3 Sources and Sinks

Finally, for the integral sink/source term,
∫
Vn

qκdVn in the RHS of Equation (2.2), gen-

eration (production) and losses (drainage) for each component κ, qκ, are represented
simply by a volumetric rate (component/volume·time),

qκ =
∑
β

Xκ
β q

κ
β (2.14)

where qκβ , is the volumetric rate of production/loss of component κ, in phase β. Sim-
ilarly, the rate of heat (energy) removal or injection from the production/loss of each
phase, β, is given by

qh =
∑
β

Xκ
β q

κ
βh

κ
β (2.15)

where hκβ is the specific enthalpy of component κ in phase β.

2.3.4 Parameter relationships

All parameters used within the transport equations described previously have the
advantage of holding constitutive relationships, in that TOUGH2 can express them all
as a function of primary variables. This can occur through either the use of functional
relationships (i.e., f (T, P, Psat)) or from interpolation of lookup tables. Water vapor,
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for instance, is described in TOUGH2 by the use of the steam table formulas given by
the International Formulation Committee (IFC). Air (vapor and gas) is approximated
as in ideal gas, with the total mixture pressure, Pmix = Pgas + Pvapor. Additionally,
Henry’s Law is used to calculate the solubility of gas in a liquid.

2.4 Integral Finite Difference Method

To begin, given two elements m and n (Figure 2.2), we assume that all quantities (e.g.,
temperature, pressure, density, etc.) within both elements are well averaged (i.e., there
is no change in the value of any quantity at any location within the element).
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Figure 2.2: Arbitrary connecting elements in TOUGH2 mesh (image from [45]).

2.4.1 Space Discretization

Starting with the general mass and energy balance equation (eq. (2.2)), the volume
accumulation term is approximated as,

∫
Vn

MκdVn = VnM
κ
n (2.16)

and Mκ
n is the volume averaged Mκ over volume Vn.
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The surface flux term is approximated as the summation of all component fluxes into
element m. The flux

∫
Γn

Fκ • n dΓn =
∑
m

AnmF
κ
nm (2.17)

with F κ
nm the averaged flux of component κ between elements m and n and the

interfacial area between the two elements given by Anm.

The Darcy flux term (eq. (2.6)), with the subscripts nm indicating a volume averaged
parameter, can be written in a discretized manner as

Fβ,nm = −knm
[
krβρβ
µβ

]
nm

[
Pβ,n − Pβ,m

Dnm

− ρβ,nmgnm
]

(2.18)

with the effective distance between nodal points Dnm = Dm + Dn and gnm the com-
ponent of gravitational acceleration between n and m (figure 2.2).

2.4.2 Time Discretization

Substituting the space discritized equations (eqs. (2.16) and (2.17)) into the mass and
energy balance equation (eq. (2.2)) we have,

dMκ
n

dt
=

1

Vn

∑
m

AnmFnm + qκn (2.19)

a first-order ordinary differential equation in time.

Now, discretizing time as a first-order finite difference (k as time index), and evaluating
the RHS of eq. (2.19) at the new time tk+1 = tk + ∆t we have,

Rκ, k+1
n = Mκ, k+1

n −Mκ, k
n

∆t

Vn

{∑
m

AnmF
κ, k+1
nm + Vnq

κ, k+1
n

}
(2.20)

= 0 (2.21)

where we now have defined the residuals Rκ, k+1
n . For each volume element there

are NEQ equations (κ = 1, 2, . . . , NEQ) and NEL elements in the mesh result-
ing in a total of (NEL×NEQ) unknowns for the primary independent variables xi
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{1, . . . , NEL×NEQ}, which completely define the flow system at time tk+1. Newton-
Raphson iteration (p as iteration index) is used to solve this set of equations. Using
iteration index p+ 1, we expand the residuals Rκ, k+1

n in a Taylor Series,

Rκ, k+1
n (xi, p+1) = Rκ, k+1

n (xi, p) +
∑
i

∂Rκ, k+1
n

∂xi

∣∣∣∣
p

(xi,p+1 − xi,p) + . . . (2.22)

= 0

We drop all higher order terms in the expanded taylor polynomial resulting in a set
of NEL × NEQ linear equations for the iteration range (xi, p+1, xi, p), which can be
more simply written as,

−
∑
i

∂Rκ, k+1
n

∂xi

∣∣∣∣
p

(xi,p+1 − xi,p) = Rκ, k+1
n (xi, p) (2.23)

2.4.3 Linear Equation Structure

Equation (2.23) can be expanded to matrix algebra in the form of a Jacobian ma-

trix6, with every partial derivative of the residual term,
∂Rn

∂xi
, in the Jacobian matrix

evaluated using numerical differentiation.

J[
∂Rκ

n

∂xi

∣∣∣∣
p

]
•

∆x

[xi,p+1 − xi,p] =

R[
Rκ
n|p
]

(2.24)

The matrix is solved using either sparse direct matrix methods or iteratively using
preconditioned conjugate gradient solvers. The Newton-Raphson iteration continues
until every residual Rκ, k+1

n reaches convergence tolerance, defined as,

∣∣∣∣∣ R
κ, k+1
n p+1

Mκ, k+1
n p+1

∣∣∣∣∣ ≤ ε1 (2.25)

where the default convergence criteria is set to a small value, e.g., ε1 = 10−5. If
the convergence is not reached within a certain maximum number of iterations, the
time interval ∆t for the current time step is reduced and a new iteration sequence is
started.

6A matrix of all first-order partial derivatives of a vector-valued function.
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Chapter 3

Drift Thermal Radiation

3.1 Description

Any object or material above absolute zero constantly emits electromagnetic (EM) ra-
diation across all spectrums due to the interaction—repulsion and attraction—of the
charged particles (e.g., protons, electrons, ions and dipoles) of which it is composed.
This EM radiation transports unabated through a vacuum and, upon collision with a
molecule located in a recipient surface, has a probability of imparting its momentum,
thus increasing the kinetic energies of the molecules with which it interacts. This aver-
age kinetic energy of the molecules of the material is quantifiable as the measurement
of the material’s temperature, so that if one surface absorbs more EM radiation than
which it emits, its temperature will rise. Thermal radiation characterizes this implicit
transport of kinetic energy from one surface to another via the emission, propagation,
and absorption of EM radiation.

The decay heat of waste canisters (i.e., imparted kinetic energy transferred by both
decay particles and EM radiation emitted from the decaying radioactive nuclei) gives
rise to the increase in temperature of the waste canister material (e.g., fuel matrix,
cladding, vitrified glass). As the temperature of the waste canister rises in comparison
to the cooler drift wall, more thermal radiation is emitted from the waste canister and
absorbed by drift wall than in reverse, resulting in an increase of the temperature of
the drift wall. This specific mechanism of heat transfer was not explicitly considered
in the many previous modeling studies investigating the in-drift environment at Yucca
Mountain[26, 28, 29, 46, 47], and likely will have a unique role for the distribution of
heat throughout the drift. It is thus is important to characterize its effects on temper-
ature and moisture redistribution. This chapter discusses how thermal radiation was
incorporated into the expanded TH models presented in chapters ahead and presents
conceptual discussions for understanding the impact that thermal radiation has on
the in-drift environment.
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3.2 Comparison of heat transfer modes from Waste

Package to Drift Wall

Temperature differences between the waste package and the surrounding environment
not only drive heat transfer by radiation, but also induce natural convection flows,
transferring heat through the circulation of warm air to the surrounding rock (con-
tinued discussion in Chapter 4). How do these two modes compare during different
temperatures that exist during the repository operation? While the actual in-drift
environment heat transfer processes are a multifaceted problem, we first look to a
fundamental understanding by use of engineering approximations, specifically, we look
to basic analytical models to compare both radiation and natural convection.

3.2.1 Simple natural convection approximation

Natural convection correlations between concentric cylinders—geometry similar to
what exists at Yucca Mountain with the waste package and drift wall—were developed
by Raithby and Hollands [48]. Assumed is that the increased rate of heat transfer
due to natural convection within the tunnel can be approximated as a conductive
process between two concentric cylinders of radii, ri and ro and temperatures Ti and
To, respectively, as shown in Figure 3.1.

Following their methodology, the rate of heat transfer due to natural convection, per
unit length, is given as,

q′conv =
qconv

L
=

2πkeff (Ti − To)
ln (ro/ri)

[
W

m

]
(3.1)

where the effective heat conductivity due to natural convection, keff, is given by the
correlation,

keff

kgas

= 0.386

(
Pr

0.861 + Pr

)1/4

Ra
1/4
Lc

(3.2)

a function of both the Prandtl number, Pr = ν/α, and the Rayleigh number, RLc . In
the case of vertical flow in concentric cylinders, the Rayleigh number is prescribed by

RaLc =
gβ (Ti − To)L3

c

υα
(3.3)

where g is the gravitational force, β is the inverse of the average fluid temperature, υ
is the kinematic viscosity1, and α, the thermal diffusivity. The length parameter, Lc,

1Given as υ = µ/ρ, the kinematic viscosity is a ratio of the inertial forces to the viscous forces, an
important parameter when considering transport by natural convection.
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qrad	  
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Figure 3.1: Concentric cylinder geometry used for approximating natural convection
and radiation transport in a drift at the Yucca Mountain repository.

is given as

Lc =
2
[
ln (ro/ri)

]4/3

(
r
−3/5
i + r

−3/5
o

)5/3
(3.4)

We further simplify eqs. (3.1) to (3.4) by combining and reducing them to the form
of eq. (3.1), having only a dependency on the temperature difference, (Ti − To) given
as,

q′conv =
qconv

L
= Cconv (Ti − To)5/4 (3.5)

a function slightly non-linear for small temperature differences, with constant Cconv,
given as,

Cconv = CqCkC
1/4
Ra L

3/4
c (3.6)
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where the individual constants are further defined as,

Cq =
2π

ln (ro/ri)
[−] (3.7a)

Ck = 0.386

(
Pr

0.861 + Pr

)1/4

kgas

[
W

mK

]
(3.7b)

CRa =
gβ

υα

[
1

m3K

]
(3.7c)

3.2.2 Simple radiation approximation

Expanding on the previously defined eq. (2.13), for a sufficiently long configuration
(i.e., Fo→i ∼ 1), radiative heat emitted by an enclosed cylinder can be represented as,

q′rad = Crad

(
T 4
i − T 4

o

) [
W

m

]
(3.8)

a function with a highly non-linear response to temperature differences between the
inner and out cylinders, with the constant, Crad, given as

Crad = 2πriεσ0 (3.9)

where ε is the emissivity of the material of the inner cylinder and σ0 is the well-known
Stefan-Boltzmann constant, σ0 = 5.6704× 10−8 W/m2K4.

3.2.3 Ratio of radiative to convective heat transfer

Finally, we are able to define the ratio of radiative to convective heat transfer, η =
qrad/qconv, by dividing eq. (3.8) by eq. (3.5) resulting in

η =
Crad

Cconv

(T 4
i − T 4

o )

(Ti − To)5/4
(3.10)

where Ti and To are absolute temperatures in unit Kelvin. Equation (3.10) is a
function that, when used to analyze the configuration of a drift at Yucca Mountain,
is dependent on only the temperature of the drift wall, Tdw, and the temperature of
the waste package surface, Ts. When radiative transfer is larger than that of natural
convection, η > 1, conversely, if natural convective heat transfer is dominate, η < 1.

For average conditions expected at Yucca Mountain, we assume the thermodynamic
properties of air for a selected average gas temperature of Tgas = 177°C (Table 3.1), the
emissivity of waste canister surface to be that of stainless steel at 350 K (εTs∼350K =
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Table 3.1: Thermodynamic properties of air at temperature, Tgas = 177°C (450K).

Parameter Units Symbol Value

Thermal conductivity W/mK kgas 0.0363

Density kg/m3 ρgas 0.784

Dynamic viscosity kg/m2 s µgas 2.49 × 10−6

Kinematic viscosity m2/s νgas 3.18 × 10−5

Thermal diffusivity m2/s αgas 4.45 × 10−5

Prandtl number − Pr 0.7

Inverse average temperature 1/K βgas 2.22 × 10−3

0.22) and along with the dimensions of waste package and drift given as rs = 0.3 m
and rdw = 2.25 m, we solve for constants in eq. (3.10) as,

Crad

Cconv

= 1.074× 10−8

[
K5/4

K4

]
(3.11)

To more easily comprehend the function response during varying modes of drift op-
eration, we transform the multi-parameter dependency of η

(
Ts, Tdw

)
in eq. (3.10) as,

η
(
Ts, Tdw

)
−→ η

(
Tavg,

Ts − Tdw

∆Tmax

)
(3.12)

where the average temperature between the waste canister surface and drift wall,
Tavg, is given by Tavg = (Ts + Tdw) /2, and the non-dimensional temperature parame-
ter, (Ts − Tdw) /∆Tmax, relates the temperature difference to maximum temperature
differences and is restricted to values 0 < Ts−Tdw

Tmax
≤ 1.

Assuming the maximum temperature difference to be ∆Tmax = 10°C, the heat transfer
ratio η is plotted in figure 3.2 for different average temperatures (Tavg = 50°C, 90°C,
and 130°C), along an axis of dimensionless temperature difference, (Ts − Tdw) /∆Tmax.
For the case when Tavg = 130°C, it is observed that η is always greater than the
results for lower average temperatures (i.e., green line (Tavg = 130°C) is above red
line (Tavg = 90°C) which is above the blue line (Tavg = 50°C)). This shows that high
average temperatures in this type of configuration always result in a larger portion
of heat transfer occurring by radiative transport, a property of blackbody emissive
power being related to temperature by Qblackbody ∼ T 4.

Similarly, when observing the response due to temperature differences, a general trend
exists showing that as temperature differences become smaller, Ts−Tdw

∆Tmax
−→ 0, the

rate of radiative heat transfer becomes larger, doing so rapidly as the temperature
difference approaches zero. For example, when Ts−Tdw

∆Tmax
= 0.1 in the Tavg = 130°C case
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Figure 3.2: Ratio of radiative heat transport and convective heat transport, η for
concentric cylinder-in-cylinder geometry, similar to that of Yucca Moun-
tain, for average temperatures Tavg of 50°C, 90°C, and 130°C and varying

temperature differences,
Ts − Tdw
∆Tmax

, and with ∆Tmax = 10°C.

(where Ts = 130.5°C and Tdw =129.5°C), the resulting value for radiative to convection
heat transfer is η ∼ 3, meaning that radiative heat transfer is responsible for 75% of
the transport to the drift-wall, a considerable contribution. At the same temperature
difference, however, in the alternate case of Tavg = 50°C, the ratio is η ∼ 1.5, or 60%
of transport is by radiation.

When temperature differences are larger, Ts−Tdw
∆Tmax

−→ 1, the radiative heat transfer
contribution to overall heat transfer is reduced. The high average temperature, Tavg =
130°C, results in a radiative transport of about twice that of convective transport,
while in the case for Tavg = 50°C, natural convection is the dominant mode, accounting
for just over 50% of the total heat transport.

This basic engineering approximation reveals that heat transport by radiation is
clearly an important mode of heat transfer for geometric configurations similar to
Yucca Mountain, and has a



Chapter 3. Drift Thermal Radiation 30

(i) larger role during times of higher average temperatures, and also is the

(ii) dominant mode of heat transfer when temperature differences are smaller, re-
gardless of average temperature.

As such, to better capture the thermohydrological response of the in-drift environment
during heated conditions at Yucca Mountain, thermal radiation transport should be
modeled and represented by at least a basic approximation, which is further described
below.

3.3 Modeling Thermal Radiation in a drift

In reality, the transport of thermal radiation is a complex process involving many
material and surface properties that impact its behavior. Various advanced modeling
options exist for capturing the effects of such details, however, for use in the mod-
eling of the Yucca Mountain repository—where transients in the fractured rock (i.e.,
temperature and saturation) and transients in the decay heat source are relatively
slow—simpler efforts are appropriate. Radiation transport can be sufficiently approx-
imated by use of the well-known Stefan-Boltzmann Law, modeled as the difference in
the emissive power between two surfaces in radiative exchange. While our discussion
earlier as to the significance of radiative heat transport used the Stephan Boltzmann
Law, it was but for a simple configuration which considered the radiation transport
between the entire waste canister to the entire drift wall in a single representation.
In most systems, including Yucca Mountain, many surfaces of varying spatial ori-
entations, dimensions, temperatures and thermal characteristics can be in radiative
exchange.

To incorporate such relationships, we expand on the concepts for radiative transfer
by considering some surfaces n and m of finite areas dAn and dAm, such as those
shown in Figure 3.3. Assuming diffusive2 emission from both surfaces, there exists a
certain ratio of the radiation emitted by surface n that is intercepted by surface m,
something that must be accounted for when calculating the radiative transfer between
them both. As such, we modify the previously given eq. (2.13) to include this ratio
and rewrite it as,

qrad,n→m = εσ0Fn→mAn
(
T 4
n − T 4

m

)
(3.13)

where Fn→m is the fraction of radiative energy leaving the surface of body n that is
intercepted by the surface of body m, and is commonly referred to as the radiative
view factor. With this, Equation (3.13) is the governing equation for thermal radiation
transport between interacting surfaces in TOUGH2.

2A diffusive emission approximation assumes that emissivity and absorptivity of the material or
surface are constant with regards to temperature, spectral angle, and wavelength of radiation emitted
or received.
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Figure 3.3: Two finite grey surfaces of area dAn and dAm oriented uniquely in space,
and separated from one another by some distance S, with angles to nor-
mals vectors, nn and nm, given by βn and βm.

3.3.1 Solving for the View Factor

Consider radiant exchange of thermal energy between two finite grey3 surfaces, n and
m, as those shown in Figure 3.3. The view factor (also know as shape, configuration,
or geometric factor), Fn→m, defines the amount of radiant energy emitted by n that is
intercepted by m. Fn→m is based strictly on a geometrical concept and depends only
on the shape, size and orientation of the two surfaces in space. It can vary between
values of 0 (implying that none of the energy emitted by surface n is intercepted by
surface m) and 1 (all energy emitted is intercepted), and can be defined analytically
using solid angle calculus (for sake of brevity not derived here, see Section 10.3 of
[49]). This derivation results in

Fn→m =
1

An

∫
An

∫
Am

cos βn cos βm
πS2

dAndAm (3.14)

a double integration where βn and βm are angles to the normals of both surfaces,
nn and nm, to the distance, S. The analytical calculation of the view factor can
be a difficult problem when the geometry is anything but simple, involving complex
integrations that must be solved numerically for most surface relations.

3Grey bodies/surfaces are not perfect blackbodies and therefore do not absorb or emit as a
blackbody would and have therefore, a specific emissivity and absorptivity value < 1.
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Figure 3.4: In-drift geometry and dimensions (in units meters) at the Yucca Moun-
tain repository.

The specific dimensions of the in-drift geometry at Yucca Mountain, as depicted in
Figure 3.4, also represent a complex problem (i.e., the analytical relationship between
the hotter radiating surfaces of either the waste package or drip shield and the drift
wall and invert) for which no analytical solution exists for calculation of view fac-
tors using eq. (3.14). Instead, the double integration of the unique inner function,
cos βn cos βm/S

2, was solved using numerical methods from a custom program writ-
ten in Fortran 95. The in-drift mesh elements that composed the surfaces that would
be involved in thermal radiation transport were discretized into a number of smaller
element areas, i × j. Refining the trapezoidal-rule, numerical algorithms were used
for integration. Using the program, the surface to surface distance S is calculated
as a distance between Cartesian coordinates in three dimensions, and sub-element to
sub-element view factor calculations were performed by calculating eq. (3.14) many
times across a set number of element increments, and later summed to give the total
view factor from some element n to some element m as,∑

i

∑
j

Fni,j→mi,j
= Fn→m (3.15)

increasing the accuracy of the view factor calculation by numerical approximation.
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3.3.2 Implementation in TOUGH2 models

To establish the analytical definitions for the parameters required in eq. (3.14), we
again consider a case where radioactive exchange occurs between two surfaces, n
and m, however this time specifically to the in-drift geometry at Yucca Mountain.
Specifically, we look to describe

(i) S, the distance between a point, D, on the waste package/drip shield surface,
and a point B, on the drift wall, and also

(ii) βn and βm, the angles between the normals and S

as functions dependent on the locations along the waste canister/drip shield and
drift wall surfaces in three dimensions. We begin by defining two angular coordinate
systems, θ and φ, used to further define geometric relationships between the waste
package and the drift wall. We let θ be the angular displacement around the shared
geometric center of the drip shield and the waste package, and φ the angular displace-
ment around the geometric center of the drift tunnel (labeled as points F and A in
Figure 3.5, respectively).

Looking at 4AFD in figure 3.5, we solve for L, the distance between the center of
the drift and the inner heated radiating surface (waste package surface or drip shield)
at any angle, θ, using the Law of Cosines as

L(θ) =
(
r2 + h2 + 2rh cos θ

)1/2
(3.16)

where h is the offset between the center of the waste package and the center of the
drift, a constant value, and represented by distance AF in figure 3.5. For use in the
TH models of Yucca mountain, the heated surface radius, represented by r, could be
either the drip shield radius, rds, or the waste package radius, rwp. We can again use
Law of Cosines on 4AFD to solve for γn as

γn(θ) = cos−1

(
h2 + L(θ)2 + r2

2hL(θ)

)
(3.17)

and also, simply by summing angles in 4ADB, we can solve for γm as

γm(θ, φ) =
∣∣π − φ− γn(θ)

∣∣ (3.18)

Having this angle defined, we can finally solve for the length S using law of cosines in
4ADB, by writing

S(θ, φ) =
(
r2

dw + L(θ)2 − 2rdwL(θ) cos γm(θ, φ)
)1/2

(3.19)
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Figure 3.5: Left : Representative parameters of in-drift geometry at the Yucca Moun-
tain repository for view factor calculation in Equation (3.27), with rep-
resentative surfaces, An and Am, for thermal radiation transport. Right:
Further definition of geometric relations used in derivation of necessary
parameters for use in Equation (3.27).

With S defined, we have the length of a second side in 4ADB and can now also solve
for βm as

βm(θ, φ) = cos−1

(
r2

dw + S(θ, φ)2 − L(θ)2

2rdwS(θ, φ)

)
(3.20)

The total sum of angles in 4AFD is equal to π, so we can solve for αn as

αn(θ) =
∣∣π − γn(θ)− θ

∣∣ (3.21)

and similarly, one can solve for αm by maintaining the sum of angles in 4ADB as

αm(θ, φ) =
∣∣π − βm(θ, φ)− γm(θ, φ)

∣∣ (3.22)

Both these angles, αm and αn are centered around point D, and when considering
summation of total angles around this point in reference to the line segment AD, we
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can solve for the final angle, βn, as

βn(θ, φ) =
∣∣π − αn(θ)− αm(θ, φ)

∣∣ (3.23)

These equations, eqs. (3.19), (3.20) and (3.23), together represent the analytical rela-
tions for 2D in-drift geometry, however, when considering a third dimension, at some
distance z in the axial direction away from the drip shield, we can solve for the 3D
distance, Sz, as

Sz(θ, φ, z) =
(
z2 + S(θ, φ)

)1/2
(3.24)

Similarly, using concepts of plane projection of right triangles and knowing the dis-
tance, z, along the axial direction, we can solve for the angles between the length, Sz,
and normals, as

βmz(θ, φ, z) = sin−1

(
sin (βm)S

Sz

)
(3.25)

βnz(θ, φ, z) = sin−1

(
sin (βn)S

Sz

)
(3.26)

With the analytical relations for in-drift geometry defined as functions θ, φ, and z,
we can substitute An = rnzn dθ and Am = rmzm dφ, and rewrite eq. (3.14) in terms of
these new parameters, as

Fn→m(θ, φ, z) =
rm

πdθdzn

∫
dzn

∫
dzm

∫
dφ

∫
dθ

cos βn cos βm
S2
z

dθ dφ dzn dzm (3.27)

where z is some length in the axial direction; rm is the radius of surface m (the drift
wall in this example); and dθ and dφ are the angle increments and dzn and dzm the
axial increments that bound areas An and Am, respectively.

With these solutions, Equations (3.24) to (3.26) are then used in conjunction with
the numerical solution to eq. (3.27) to calculate view factors for the meshes used in
both the natural convection model, and also the seepage model4 (explained in greater
detail in Chapter 4 and Chapter 5, respectively). The view factors are then weighted

4For calculating view factors for use in the seepage model, whose in-drift mesh region was much
more detailed then that used in the nat-co model, initial results from the view factor numerical
calculation resulted in regions with anomalous values (i.e., discontinuous and fluctuating, in what
should have been an otherwise continuous and smooth distribution for view factor values). Although
a discussion is well beyond scope of this dissertation, significant research into the issue found that the
quadrature solution to the view factor integral in eq. (3.14) was suffering from a well-known numerical
artifact referred to as the ray effect [50]. As such, the calculation of view factor values in this model
were assisted with the use of an over-the-counter thermal radiation package, RadCAD[51, 52], which
uses a Monte-Carlo method of ray-tracing, a procedure that can employed to calculate radiative
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into a special constant used by TOUGH2, including the emissivity and area of emit-
ting surface, in a list of unique connections between emitting and receiving elements.
For simplification of the calculations, drift wall to drift wall connections were never
considered—an appropriate assumption as the largest temperature differences (and
therefore the largest rates of radiative heat transfer) exist between the waste pack-
age/drip shield surfaces and the drift wall. It is noted that once a radiative connection
has been established between any two elements, radiation can transport in either di-
rection, depending on whichever surfaces has the highest temperature.

3.4 Understanding the impact of 3D radiative heat

transport, a simple discussion

In order to understand the significance that thermal radiation might have on the
in-drift environment outside of a full model simulation, we will consider a simple sce-
nario by which the effects of three-dimensional radiation would be important. As the
waste packages to be placed in Yucca Mountain will contain various waste streams,
the radioactive content contained within them will have different radionuclide compo-
sitions, and so will also display different decay heat outputs[53], such as the difference
between a hot 21-PWR waste canister (having an initial decay heat output of 1.1
kW/m), and the cool 5-HLW waste canister (having an initial decay heat output of
0.085 kW/m)[54], shown ahead in Figure 4.6. With this large range of decay heat
outputs, we can consider a scenario where a cool 5-BWR waste canister is placed next
to a hot 21-PWR waste canister and see what effects radiation would have on heat
transport to the drift wall via thermal radiation, as depicted in Figure 3.6.

Assuming each of the waste canisters has equal dimensions, with canister radius rwp =
0.822 m, canister length, lwp = 5.25 m, and with gap spacing lgap = 0.1 m, we use the
3D view factor numerical integration code described previously to calculate the view
factors from waste packages to varying drift wall layer. Being that the geometry for
each waste canister is equal in our example, view factor results will be equal across
many canisters and therefore it is sufficient tocalculate view factors from a single
canister. Specifically, we calculate the view factor from the waste canister to the
drift wall in the same layer and find that Fwp|i→dw|i = 0.755, and also to an adjacent
drift wall layer, resulting in Fwp|i→dw|j = 0.111. These values can be interpreted by
observing that of the total heat radiation emitted by a waste package in any layer, a
little over 75% is intercepted by the drift wall in the same layer. Similarly, a little over
10% of the thermal radiation emitted by a waste package is intercepted by the two
adjacent drift wall layers and when combined together (the drift wall surfaces in the
same and adjacent areas) represent the surfaces that intercept 97.7% of the energy
emitted by a single waste canister.

view factors with high precision with the need for numerical intergration, albeit a computationally
intensive process.
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Figure 3.6: A cross-axial view for example waste emplacement configuration, with
a cool 5-HLW waste package residing between to hot 21-PWR waste
packages.

To conceptualize how thermal radiation affects adjacent layers, we simply calculate
the transport of thermal radiation to direct and adjacent drift wall layers (assuming
1/2 of the total heat transport from the waste package to the drift wall occurs by
radiation transport). First, we begin with a hot 21-PWR waste canister as,

0.5 (1.1 kW/m) (5.25 m) (0.755) = 2.18 kW

0.5 (1.1 kW/m) (5.25 m) (0.111) = 0.32 kW

and similarly for the cool 5-BWR waste canister as,

0.5 (0.085 kW/m) (5.25 m) (0.755) = 0.17 kW

0.5 (0.085 kW/m) (5.25 m) (0.111) = 0.025 kW

These results are significant—the radiative heat transfer from a hot 21-PWR waste
canister to the drift wall in an adjacent layer containing a cool 5-BWR waste canister is
over an order of magnitude larger (0.32 kW) than the radiative heat transfer from the
cool 5-BWR waste canister to the drift wall in the same layer (0.17 kW). Considering
the mechanisms of radiative transport, three-dimensioal radiative heat transfer would
always contribute to a smoothing of the temperature profile along the drift axis. In
general, this would work to prevent any region from having any significant change
in temperature from nearby regions—an aspect beneficial in terms of the reduced
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possibility for vapor condensation on cooler waste packages—concepts that are further
developed in the chapters to come.
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Chapter 4

Drift Natural Convection

The previous chapter discussed how temperature differences between surfaces drive
heat transport by thermal radiation, a process shown to contribute significantly to
the heat distribution within the in-drift environment for an emplacement tunnel at
the Yucca Mountain repository. Beyond such variation of surface temperatures, also
existing within a heated system can be regional temperature differences in a fluid
surrounding such surfaces, which, along with differences in chemical concentrations
or material phases in such a fluid, result in density gradients across the bulk fluid
volume. These density differences can then be acted upon by external force fields
producing a buoyancy-induced flow within the system—a transport process referred
to as natural convection. For the in-drift environment of an emplacement tunnel at
Yucca Mountain, these buoyancy-induced flows occur when density differences in the
in-drift air—due to thermal and vapor mass fraction gradients—are acted upon by
gravity, resulting in the transport of heat and moisture within the open air spaces
of the emplacement tunnel. What impacts these flow processes might have on the
redistribution of heat and saturation in the fractured rock is explored in this chapter.

4.1 Expected Thermal-Hydrological Processes in

the Near-Field

The desire to understand such processes in regard to waste emplacement at Yucca
Mountain is not new, as many modeling studies have been conducted to understand
in-drift transport[37, 38, 55]. The goals of these modeling studies were each different,
however, each revealed important transport processes that would heavily impact the
moisture conditions of the surrounding fractured rock.

Webb and Itamura et al. developed a detailed computational fluid dynamic (CFD)
simulation of a section of the in-drift to explore the effects of natural convection



Chapter 4. Drift Natural Convection 40

Table 4.1: Previously calculated effective mass dispersion coefficients[55], and those
used in these simulations.

Effective Diffusivity for different times
[
m2/s

]
Cases

300
years

1000
years

3000
years

Value used in
model

(all times)

Case 1: Temperature gradient
(strong convective mixing)

0.1 0.1 0.1 0.1

Case 2: No temperature gradient
(moderate convective mixing)

0.008 0.004 0.004 0.004

Case 3: Comparison case
(binary diffusion only)

– – – 2.14 × 10−5

within the heated emplacement tunnel[55]. Their model consisted of a 70 m long
section of emplacement tunnel, containing heat generation from an average collection
of the waste package types to be expected at Yucca Mountain. Considering only
temperature differences for the density gradients that would drive buoyancy-induced
transport (one could have also considered effects of chemical concentration gradients
with the inclusion of water vapor into the bulk fluid), their simulations revealed the
formation of natural convection cells, in both the radial (as shown in Figure 4.1) and
axial directions, with the gas velocities on the order of ∼2 cm/s.

Depending on the temperature gradient that might exist along this 70 m section of
tunnel (0°C or 4°C), these natural convection cells result in moderate or strong rate of
bulk transport of air from the tunnel center to the drift turnout. They then used the
results of the CFD flow fields to calculate an effective dispersion coefficient, later used
in a separate, one-dimensional, semi-analytical, binary diffusion model to study the
amount of vapor transport along the drift (shown in Table 4.1). Their results showed
the importance of these turbulent natural convective processes on the transport of
vapor from the heated tunnel centers to the cooler drift end, however, did not include
the important feedback of the vapor source from the heated fractured rock mass,
instead employing a pre-defined boundary condition at the drift wall.

When considering results for the expected in-drift transport processes, from studies
such as this, combined with the knowledge previously garnered about the behavior
of the surrounding fractured rock mass, we can tie together both domains to paint a
conceptual picture of how both might impact one another.
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4.1.1 In the Fractured Rock surrounding the Emplacement
Drift

A majority of all decay heat emitted from the waste packages will be effectively
transferred to the drift walls and into the near-drift formation[46]. As shown in
the previous chapter, thermal radiation is a dominate mode of heat transport within
the drift, while the complex processes of conduction and convection will be most
important in the fractured rock. As the partially saturated formation near the drifts
heats up to above-boiling temperatures, the initially mostly-stagnant pore water in
the matrix will become mobile through vaporization. With this liquid to gas phase
change a significant pressure increase occurs, driving the vapor from the matrix to the
highly permeable fractures— pervasive throughout the geology at Yucca Mountain—
where it can transport away from the boiling region. The vapor production and
transport during this time results in a hot dryout zone that forms around the heated
emplacement tunnels—a desaturated region with little or no amount of liquid water
present (observed in many studies[22, 23, 28, 47]).

Because of the gas flow communication between an emplacement tunnel and (i) the
main access tunnels and (ii) the large volume of permeable fractured rock, it can be as-
sumed that the gas pressure within the drifts would remain at atmospheric conditions.
So then, of the vapor that flees the higher-pressure boiling region, a portion will also
be driven into open air spaces in the drifts, increasing the concentration of vapor in
such heated sections. The remaining volume of the vapor will move away through the
unobstructed fracture network in the direction of the pressure gradient (radially away
from the heated drift) into the cooler rock regions where it will eventually condense on
the fracture walls. This scenario gives rise to many interesting transport processes in
the fractured rock including the formation a geologic heat pipe—an effective form of
heat dissipation. Condensation of cooled vapor on fracture walls is imbibed into the
matrix structure due to the stronger capillarity of that domain and is further driven
towards the dryout zone due to capillary forces where it is again vaporized upon its
entrance into the boiling region.

Condensation, as such, could also contribute to an increase in liquid fluxes in the
fracture domain, especially during times of cooling, and is of concern for repository
performance due to potential for thermal seepage (discussed more in section 5.2.2.2).
At later times, as the rock temperature has returned to below boiling conditions, the
constant percolation flux results in the gradual rewetting of the rock mass near the
drifts (Figure 4.2b). For drifts with average temperature conditions, rewetting will
occur roughly a few hundred years after boiling has ceased[27], still however, due to
elevated temperatures, natural convection will play an important role during these
times.
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Figure 4.1: Average flow patterns for natural convection processes in radial direction
from (i) waste package and drip shield, and (ii) drip shield and drift wall.

4.1.2 In the Open-Air spaces of the Emplacement Drift

The heat generated from the radioactive decay of nuclear waste will create temperature
differences in the emplacement drift, in both the axial and transverse directions, giving
rise to natural convective flows within the vapor/air mixture.

In the transverse direction, from the heated surfaces to the drift wall, a natural con-
vection flow is established as the air layer close to the drip shield is heated, with its
density decreasing in the process. This lighter, warmer volume of air will rise as a
heated plume due to the buoyancy effect and continues to rise until it reaches the top
of the drift tunnel—a region referred to as the drift crown. Thermal energy of the air
volume is then transferred to the colder rock surface, decreasing the temperature of
the gas while increasing its density. The gas then begins to flow downward along the
drift wall to the invert floor—establishing a natural convective flow in a radial region
as shown in Figure 4.1. This process causes turbulence in the air volume undergoing
this motion, increasing the mixing of the air and vapor masses that exist within it.

In the axial direction, large scale natural convective circulation patterns will form,
giving rise to a transport mechanism for the vapor mass produced in the hot drift
center to migrate to the cool drift end—further enhanced by the turbulence provided
from the radial mixing discussed previously. This heated moist air would be trans-
ported down the drift until it arrived in the cooler drift end, where thermodynamic
conditions there would require that the vapor-rich air condense a portion of its water
content. Thus, the drift turnouts can behave as an engineered system to condense
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vapor, commonly referred to as a cold trap. This cold trap effect would occur for both
periods of boiling (when vapor is produced by the boiling front on the heated rock)
and non-boiling (when vapor is produced by evaporation from the heated drift wall)
as shown in Figure 4.2.

If sufficiently large in its rate and magnitude, this vapor transport process and cold
trap effect would be a primary mechanism for sustained reduction of relative humidity1

in the drift center, promoting a further drying of the rock in this region and reducing
the likelihood of seepage during the thermal perturbation. Similarly, with a large
rate of vapor transport to the cooler drift ends, differences in decay heat output from
the varying radioactive waste stream might result in condensation near cooler waste
packages, a potential outcome not beneficial for repository performance and assess-
ment. The understanding of these processes, and their impact on the redistribution
of moisture in the heated repository, form the basis for our investigation.

4.1.3 At the Drift Wall and other In-Drift Boundaries

The drift wall acts as the physical boundary connecting the two different domains of
the fractured rock mass and the open in-drift and, as such, defines the characteristics
of the transport processes between them. Similarly, the heated surface of the drip-
shield and waste package form the physical boundary between the heated source and
the in-drift environment, and as such, govern how heat is transported to the air/vapor
mixture bulk volume.

The fractured rock domain is governed by fractured porous media transport, and the
open in-drift governed by natural convection transport—two distinct systems that
vary greatly in the time scales and length scales over which transport occurs. Through
the drift wall occurs the exchange of both heat and mass (air and water vapor) between
the domains and, depending on local thermodynamic conditions, in directions both
into and out of the fractured rock. This can be explained with first considering the
heated plumes of the air mixture rising from natural convection flow and transporting
heat to the drift wall as shown in Figure 4.1. In doing so, they provide the energy for
the liquid moisture residing at the rock surface to undergo phase-change to a vapor—
decreasing the temperature of the near-by environment in the process, a result of the
latent heat of phase change.

Conversely, after the air-vapor mixture interacts with a cooler surface—presumably in
the drift turnout where no waste is emplaced, or possibly, on a cooler waste canister or
drip shield surface—the vapor will condense. The phase change reversal would result
in both drying the air and a slight heating that occurs do to the latent heat change

1The relative humidity, φ, is a ratio between the vapor density, ρvap, and the saturated vapor
density, ρvap, sat at some temperature, T . It gives a value that signifies the additional existing
potential for the air-mixture to contain (or not) more vapor as a constituent.
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(a) Boiling Phase: heated drift section above boiling temperature.

(b) Sub-Boiling Phase: heated drift section below boiling temperature.

Figure 4.2: Natural convection transport in the axial direction (based on Figure 2
from [17]).

to liquid, slightly increasing the temperature in the region where the condensation
occurs.2 As such, we expect that larger rates of natural convection transport (and
subsequent increased rates of evaporation) will result in lower temperature of the
heated drift section and higher temperatures will result in the cooler drift ends when
compared to cases with reduced rates of convective transport.

2This effect of lower temperature in the drift center and higher temperature at the drift end would
also happen without the contributions from phase changes, as natural convection also transports heat
by the migration of heated vapor and air.
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4.2 Conceptual Model development considering

Natural Convection: the Nat-co Model

To include the effects of the processes discussed in the previous section, the drift
natural convection model (from here on referred to as the nat-co model) was developed
to account for the:

(i) the mass and energy transport processes in the fractured rock,

(ii) the mass and energy transport processes in the open drifts, and

(iii) the heat, fluid, and gas exchanges at the interface between the rock formation
and the cavity.

In general, the model concepts used for the partially saturated mass and heat trans-
port in the fractured formation are based on existing models[26, 46]. In-drift con-
vection was approximated as a binary diffusion process, with effective dispersion
coefficients estimated from supporting CFD analyses[36]. Mass and heat transfer
between the formation and the drift were approximated by empirical boundary-layer
correlations[48, 56, 57], based on a previously developed methodology[58]. The gov-
erning equations for the integrated drift and rock-mass model were solved in a fully
coupled, non-iterative manner, ensuring consistency between the TH conditions in
the fractured rock and those in the open drift, an approach similar to a comparative
modeling study[33].

4.2.1 Thermal Hydrological Processes in Fractured Rock

Assumptions from many existing TH models for Yucca Mountain form the modeling
framework for this study in simulating the near-field fracture response to the thermal
load imparted by the waste canisters[26, 28, 46]. The description presented here is but
a summary of these substantial research efforts—much more description is available
in provided references. As shown in these studies, many relevant TH processes exist
in the fractured rock mass and are explicitly accounted for in TOUGH2, including:

(i) convective and diffusive movement of gaseous and liquid phases of water and air
(under pressure, viscous, capillary, and gravity forces)

(ii) transport of latent and sensible heat,

(iii) phase transition between liquid and vapor, and

(iv) vapor-pressure lowering.
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Fluid transport is described with a multiphase extension of Darcys law, with heat
transport occurring in the porous media by conduction, convection, and phase change.
A local equilibrium model of the three phases (an equation of state of liquid, gas, and
solid rock) provides the thermodynamic conditions for each element. Water vapor and
air gas mixtures are assumed ideal and Henry’s Law is assumed for the solubility of
air in water. Vapor-pressure lowering effects, important for situations with significant
porewater boiling, are also included (described previously in Chapter 2). Geomechan-
ical and geochemical effects—shown to not have a large impact on the temperature
response in these models—are neglected in this study.

Due to the large impact that the highly-fractured properties of the rock at Yucca
Mountain have on the transport processes there, the rock domain is described us-
ing a dual-permeability approximation so that effects of the low-permeability matrix
and the high-permeability fracture are both considered. This allows the TOUGH
model to calculate transport in the matrix and fracture continua separately, while
still considering local interactions between them (e.g., energy transfer, imbibition,
matrix diffusion), driven by the differences in the thermodynamic conditions they
might have.

4.2.2 Transport Processes within the Open Air Space of the
Emplacement Drift

As explained earlier, and continued in Appendix A.2.1, the open air in-drift spaces
are governed by the physics of compressible fluid flow and can be described by Navier-
Stokes equations. The spatial and temporal discretization requirements for a numer-
ical mesh adequate to bound all important processes—mass, momentum, and energy
conservation—that impact flow in such a system demand very detailed resolution.
The modeling of transport processes in porous media flow, however, have different re-
quirements for numerical discretization procedures. Flow processes occur over much
longer times and over much shorter distances and therefore, do not necessitate the
high resolution found in CFD meshes. Knowing this, to include the calculations of
both of these models, a complex coupling would have to be undertaken—spatially at
the interface between the two domains and temporally with a time-stepping iterative
scheme. An obviously challenging and extremely computationally-intensive endeavor,
it has yet to be undertaken.

Instead, researchers have attempted to overcome this difficulty by developing approxi-
mate solutions for the coupled domain problem. One such endeavor is performed with
the development of a lumped-parameter CFD model for the in-drift domain that allows
use of an efficient iterative coupling scheme with porous-media simulators[39, 59]. In
another endeavor, the in-drift domain was represented as an equivalent porous medium
allowing a direct, non-iterative solution to the coupled problem[17]. The research pre-
sented here is a continuation of this study, and as such still follows the methodology
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described in [17, 60], by assuming that the heat and mass transfer of the open in-drift
can be represented with the standard methodologies applied for Darcy-type flow and
transport (such as those implemented in TOUGH2), with the drift represented as a
specific solution subdomain that requires certain code modifications and parameter
specifications.

In short, changes were implemented to the TOUGH2 code allowing users to define
natural convection subdomains in which binary diffusion is calculated using a prede-
fined value—calculated from complementary CFD flow-field simulations—for effective
dispersion coefficients, thus approximating the axial transport of vapor and energy.
Drift elements representing such subdomains are assigned thermal conductivities cal-
culated based on a Lewis number3 equal to one so that heat and energy transport at
the same rate, and, in addition, the values are applied isotropically, so that the effects
are the same in both the radial and axial directions. With these changes, TOUGH2
can solve simultaneously for heat and fluid flow within the drift and in the surrounding
rock mass in a direct procedure avoiding iterative solution techniques, more details
can be found in [17].

4.2.2.1 Effective Dispersion Coefficient

Because of the significance dependance that the nat-co model has on the effective
dispersion parameter, D, it is derived here for conceptual understanding of how the
approximation methodology is connected to the CFD calculations (procedure adapted
from [58]). In-drift axial vapor transport, a result of bulk fluid mixing from natural
convection, varies the thermodynamic conditions of the in-drift air/water vapor mix-
ture in space and in time. The convective mixing is a phenomena driven by concentra-
tion and temperature gradients in a fluid, and as such, has an ill-defined, however, real
relationship with the magnitude of axial transport—larger gradients result in larger
convection driving forces.

To approximate axial natural convection and the subsequent net vapor migration down
the drift in a porous-media model, we try and capture the impacts of temperature
and concentration gradients with a simplistic, yet effective, approximation of the vapor
mass transport as a simple diffusive flux. We begin by defining the vapor mass flux
as,

nvap

A
= ρmixD∇Cvap

[
kgvap

m2s

]
(4.1)

3The Lewis number is a dimensionless parameter defined as the ratio of the thermal diffusivity to
the mass diffusivity and is used to characterize flow systems in which both energy and mass transport
via convection. Traditionally, it can be defined as Le = α/D, where α is the thermal diffusivity of the
fluid mixture and D the mass diffusivity. In the case of air-vapor mixtures in temperatures similar to
found in the in-drift environment at Yucca Mountain, previous correlations developed for the Lewis
number show that both mass and energy transfer at nearly the same rates (i.e., Le ∼ 1)[61, 62].
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where n is the net axial mass flow rate of vapor driven by natural convection
[
kgvap/s

]
,

A is the cross sectional area of the flow conduit (in the case of Yucca Mountain, the
area of the open air space) [m2], ρmix is the air/vapor mixture density [kgmix/m

3],
D is the dispersion coefficient [m2/s], and ∇Cvap, the concentration (mass fraction)
gradient [1/m]. Solving for the dispersion coefficient, D we proceed as,

D =
nvap/A

ρmix∇Cvap

[
m2

s

]
(4.2)

The dispersion coefficient, D, can also be described as a proportionality constant,
effectively relating vapor mass flux nvap/A, to some potential, in this case the vapor
concentration (or mass fraction) gradient, ∇Cvap.

Equation (4.2) yields a value that relates rate of vapor flow to some driving gradient
and absolute reference, and was used to calculate the dispersion coefficients in Table
4.1, as performed in [58]. From here, it can be implemented in porous-media calcula-
tions for Darcy-type flow, and is directly used in the nat-co model by substituting the
dispersion coefficient, D, for the molecular diffusion coefficient, dκβ, in Equation (2.12).
Noted is that with an increase in the rate of vapor transfer due to this approximation,
expected also is an increase in the rate of energy transfer, as the rate of enthalpy that
is associated with the vapor flow increases also, as shown in the convective component
of Equation (2.10).

Additionally, however, natural convection would also result in an axial transport of
energy due to the mixing of the entire heated gas volume (not the same process as
the energy associate with the vapor transfer, as we have just described). This process
is also accounted for using the dispersion approximation, however, now desired is a
diffusion approximation for energy driven by temperature gradients, or, as it is better
known, heat conduction. Again, we assume that thermal diffusivity, α, is equal to the
mass diffusivity, D for the air-vapor mixture (Le = 1) and with this, we define an
enhanced thermal conductivity for the in-drift elements as,

λeff = αeff ρmix cp (4.3)

where the effective thermal diffusivity, αeff, is simply equal to the effective dispersion
coefficient, D, and is modified in the heat conduction component of Equation (2.10).

4.2.2.2 Thermal Radiation

Thermal radiation is also defined between in-drift elements, with thermal radiation
only connections and can be assigned between emitting (waste packages or drip shield
elements) and receiving surfaces (drift wall, invert). This transport occurs unob-
structed across the finely discretized open gas spaces that allow for in-drift mass and
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heat transfer, and is defined with the Stefan-Boltzmann equation, previously described
in eq. (2.13) on page 20. Also, three-dimensional geometry was considered by calcu-
lating view factors using a preprocessing code, allowing for detailed representation of
radial and axial surface-to-surface radiation, including the effects of individual decay
heat output from different waste canister types. The impact of radiation, along with
a detailed development of radiation transfer, is presented previously in Chapter 3.

4.2.3 Transport at the drift wall boundary and other
In-Drift Surfaces

The formations of boundary layers, a response to the viscous forces applied to the
moving fluid at the surface, results in a unique transport situation at the heated
surface (a detailed discussion presented in Appendix A.1). This complex interaction
of the exchange of heat and liquid through such a surface has been characterized in
analytical models[63], however, in the case of in-drift environment at Yucca Mountain
was accounted for using natural convection correlations[58] developed by previous
investigations[48]. Following this methodology, the in-drift surfaces are approximated
by four surface groups (i.e. drip shield top, drip shield side, invert, or drift wall), as
shown in Figure 4.3, for which each have a specific correlation from which a Nusselt
number is calculated. These Nusselt numbers, specific for the system in question,
allow for the calculation of a correlation heat transfer coefficient, hceff, as described
in Appendix A.2.1.

For our case, modeling convection in open air, we must create an effective thermal
conductivity to supplement the effect that natural convection has on heat transfer. To
do this we will solve for an effective thermal conductivity using the following relation

keff = hceff δ

[
W

m K

]
(4.4)

where hceff is the heat transfer coefficient calculated from the correlation approxima-
tions in Appendix A.3 and δ is a chosen thickness, based on the grid discretization,
of the air element adjacent to the heated surface. The resulting keff then used in
the TOUGH2 model by replacing the existing thermal conductivity in the heat con-
ductivity calculation given in Equation (2.10)) for connections between the heated
surface elements and the in-drift air elements. Acting as an enhanced connection
that accounts for the boundary layer effect on heat transfer, these air elements of
chosen thickness will conduct heat away from the heated surface at the increased rate
specified by the effective conductivity.

Additionally, these air elements are used to enhance the connections between the drift
wall surface elements and the in-drift elements by modifying the mass transport rate
shared between them. This approximation, again assuming the Lewis number is equal



Chapter 4. Drift Natural Convection 50

!

Figure 4.3: Geometry simplifications for in-drift surfaces for calculation of Nusselt
correlations.

to one, helps to include the effects of the boundary layer on mass transport at this
surface, along with heat transport.

4.2.4 Model Geometry

Following the design developed by Spycher et al.[64], a simplified, three-dimensional,
geometrical grid was constructed, representing an emplacement drift located in one of
the southern panels of the proposed repository layout as shown in Figure 4.4[17, 65].
The model domain is composed of the entire unsaturated zone, having the mountain
ground surface as the upper model boundary and the groundwater table as the lower
model boundary, with specified pressures, temperatures, saturations and, in the case
of the upper boundary, infiltration rate. In the axial drift direction (y-direction),
symmetry is assumed, which allows for reducing the model to half of the drift length—
assuming then that the boundary conditions on both ends of the drift tunnel would be
relatively similar. Thus, the simulated drift comprises half of the typical emplacement
section length (300 m), followed by an 80-m unheated section away from the symmetry
axis. With this, the total length of the model domain in y-direction is 520 m, and
includes both the 380-m-long drift plus a 130-m extent of fractured rock beyond the
end of the drift. The current repository design of parallel drifts allows for even further
reductions to be taken to the model domain in the x-direction, by representing it as
a series of symmetrical identical half-drift domains with vertical no-flow boundaries
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between them. Thus, the numerical mesh can be limited to a lateral width of 40.5 m,
extending from the drift center to the midpoint between drifts centers.

As with any simulation, it is important to have refined mesh discretization in the
region under investigation, such as the in-drift and near drift environments in the
case of this study. Still important, however, is to utilize simplifications, reducing
complexity in the calculation and with it, valuable computational time. As such, the
waste package, drip shield, and small air space between them are treated in our study
as a single, lumped entity—neglecting the flow and transport processes occurring
between them—and thus share equivalent thermal properties based on averaging the
respective thermal properties of each component. Further simplifications were applied
to the model geometry by neglecting the curvature of the drift turnout along with
assuming horizontal boundaries at the top mountain surface model boundary and the
water table boundary below. Considering the long distances and the large volumes
between these regions and the near-drift environment (where we are interested in the
transport processes), such simplifications should have little impact on the research
effort[17, 65].

The numerical grid is composed of numerous layers, extending from the mountain sur-
face to the water table, of varying thickness along the drift axis (y-axis), and ranging
in length from less than 5 m to around 50 m. Similar to a previous Yucca Moun-
tain modeling effort[33], there are two finely gridded segments along the emplacement
section—where the thickness of the vertical slices corresponds to the axial length of
individual waste packages—as displayed in Figure 4.5. One is located near the drift
center, the other at the end of the emplacement section, and it is only in these seg-
ments where we will consider the large variability of the decay heat output between
waste packages, described ahead in the next section. For grid efficiency purposes how-
ever, all other emplacement regions have the average decay heat imposed as a uniform
axial line load. In final, the nat-co mesh is composed of nearly 14,000 finite volumes
and shares about 50,000 connections between them.

4.2.5 Model Boundary Conditions

Decay Heat Load

The current design estimates for waste package loading scenario at Yucca Mountain
estimate an initial heat load output by the radioactive waste of 1.45 kW per meter drift
length[54]—a value representing the average heat load for all the radioactive waste
canister types to be emplaced in the repository. According to the idealized design
configuration from where this average is calculated[54], the varying waste packages
are arranged in sequence, arranging cooler waste packages such as the 5 HLW to be
situated next to hotter waste packages such as the 21 PWR AP or the 44 BWR AP,
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Figure 4.4: Schematic showing the geometry of the three-dimensional model domain
(not to scale). The upper left shows the repository footprint and the loca-
tion selected for consideration (including geological parameters unique to
this region). Close-up view shows discretization of drift and drift vicinity
(based on Figure 3 from [17]).
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!
Figure 4.5: Schematic model geometry along emplacement drift. Red dots indicate

location of vertical slices. Two segments along the drift at both the
drift center and the drift end, labeled 21 PWR, are finely discretized to
accompany individual waste packages. Notice the yellow and cyan HLW
waste packages, which have the smallest heat output.

as shown in Figure 4.5. The thermal load of all waste packages is time-dependent—
decaying in an exponential manner from an initial value—and ranges between 0.2 kW
per meter-drift for the 5 HLW LONG and 2.3 kW per meter-drift length for the
21 PWR AP (shown in Figure 4.6). Varying by over an order of magnitude, the
decay heat output of the differing waste canisters, and subsequent thermodynamic
conditions formed by them, could result in regions of higher rock saturations (and
localized condensation near cooler waste packages, as discussed in [65]). As such, this
modeling effort considers two decay heat load scenarios:

(i) a scenario with an average decay heat load prescribed to all waste canister
elements, and also,

(ii) a scenario with the individual decay heat loads prescribed to two specific
drift regions as is depicted in Figure 4.5 (capturing the effects of the significant
difference in the decay heat outputs).

Note that a considerable amount of the decay heat is removed by forced drift ventila-
tion during the first 50 years after emplacement, ensuring a reduced temperature of
the drift environment that allows physical access to the waste canisters. Similar to
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Figure 4.6: Thermal linear load (TLL), or decay heat output from individual waste
canisters types, per unit length canister [kW/m], as a function of time.
Time zero represents the time of waste emplacement. (from Bechtel SAIC
Company, 2003[54]).

previous studies[26, 47], forced drift ventilation is not explicitly modeled in the nat-co
simulations. Instead, the heat losses by forced drift ventilation are incorporated by
reducing the effective decay heat output in the simulation to 14% of its original value,
based on Yucca Mountain Project design estimates[66].

Mountain Surface, Water Table, and Grid Vertical Boundaries

Both the mountain surface and water table boundaries of the model domain are far
enough away from the repository units4 such that they are not significantly affected by
the decay heat thermal input and, accordingly, were assigned constant Dirichlet-type
conditions for temperature, with boundary values based on the geothermal gradient.
Gas pressure at the top mountain surface boundary is constant and derived from aver-
age barometric conditions at Yucca Mountain while surface infiltration was included
by imposing uniform percolation flux values that vary with time. Consistent with
future climate and infiltration analyses for Yucca Mountain[67], the model considered
three long-term climate periods with constant percolation, with the imposed average
percolation fluxes during this times given as:

(i) 6 mm/yr: the present-day climate (up to 600 years from emplacement of waste)

(ii) 16 mm/yr: the monsoon climate (600 – 2000 years)

4The repository units are those geologic units at Yucca Mountain in which the emplacement drifts
will reside.
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(iii) 25 mm/yr: glacial transition climate (>2000 years).

all representing average infiltration conditions. At the bottom of the model domain,
the groundwater table was modeled as a flat, stable surface saturated with water and
impermeable to gas flow. All vertical boundaries, the sides of the numerical grid, were
subject to no-flow conditions for gas, liquid, and heat.

A Dirichlet-type boundary condition was also defined just outside the turnout section,
where the emplacement drift is connected to the main access drift via a bulk-head
door. Assuming good communication to the atmosphere (i.e., assuming that access
drifts are backfilled with a high-permeability crushed tuff material), the main access
drift was represented using a fixed gas pressure value based on the ambient gas pres-
sure at depth. Also fixed were temperature (using the initial geothermal temperature
at depth) and vapor concentration (equilibrium vapor pressure at a given tempera-
ture). These boundary conditions were constant with time; the effect of short-term
barometric pumping was ignored. The bulkhead door separating the main access drift
from the emplacement drift was modeled as a low-permeability, low-conductivity zone
between the respective domains.

4.2.6 Thermodynamic and Geological Properties of the In-
Drift environment and Rock Mass

The representative emplacement drift selected for this modeling study is located in the
Topopah Spring Tuff lower lithophysal unit, the major host rock unit at Yucca Moun-
tain. The hydrological and thermal properties used by the nat-co model to represent
this geologic unit were derived from properties sets complied by a previous calibrated
property model[68]. Unlike previous studies, the stratigraphic variation of geologic
layers and small-scale variability of TH properties—an effect of rock heterogeneity—
were neglected for this study with instead rock formation properties being uniform
throughout the model domain. This was done to reduce computational effort, being
that these effects are not relevant for understanding the near-drift TH processes in-
vestigated in this study. Also neglected were the potential for transient changes in
hydrologic properties as a possible result of heat-induced stress changes[69] or mineral
alteration[64].

In-drift elements (those representing the open air-space outside the drip shield and
represented by the white area in between the waste package element and fractured
rock in Figure 4.4) were simulated as a high-permeability porous medium with a
porosity equal to one (meaning no rock phase exists) and zero capillary strength
(meaning no capacity to hold liquid water). Confirmed with sensitivity cases, the
value of permeability prescribed to such elements was ∼ 10−8 m2, along with also
being assigned an effective mass and heat dispersion coefficient to account for effects of
natural convection, as described previously (Table 4.1). The entire volume of the drip
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shield, waste package and air gap was represented as a solid (nonporous) medium with
an effective heat capacity of 394 J/kg K and a density of 1464 kg/m3 (an average of all
components). Heat transfer from this mixed-component element occurs via natural
convection transport and thermal radiation transport (as described in Chapter 3).
The thermal radiation properties assigned were: 0.63 for the emissivity of the drip
shield, 0.9 for the emissivity of the drift wall and the invert, and 5.6687×10−8 W/m2K4

for the Stefan-Boltzmann constant[58]. The final in-drift region, the invert, is made of
crushed tuff material and was represented as a porous medium with large permeability
and rather weak capillarity.

4.3 Model Application and Results: the Impact of

Natural Convection

The modeling simulations cover the first 4000 years after emplacement of radioactive
waste into a representative drift, and with time, consider the diminishing decay heat
load of the waste packages (Figure 4.6), along with changes in climate induced infiltra-
tion, which starts at 6 mm/yr, increases to 16 mm/yr at year 600 and ends with 25 mm/yr
at year 2000, as described previously. This time-dependent scenario is compared with
two cases of effective dispersion coefficients (given in Table 4.1)—bounding the range
of the natural convection driven transport to be expected at Yucca Mountain—along
with a comparison case that doesn’t consider enhanced dispersion. Our interests re-
sides in times of post closure, after the ventilation of the emplacement tunnels has
ceased, with a specific interest on the transitional time from boiling to sub-boiling
regimes. Previous research has shown this occurs anywhere from 600–1000 years af-
ter emplacement, well within the simulation timeframe. Finally, to understand how
differences in the decay heat output from individual waste canisters might impact the
local environment, also considered are average and individual waste canister loading
scenarios.

4.3.1 TH conditions: near-field rock saturation cross sections

To understand the impact that the decay heat has on the thermal-hydrological con-
ditions of the near-field domain, we begin first with an observation of the near field
fractured rock some time after emplacement. The ambient environment, before the
waste has been emplaced, has geologic conditions that reflect the temperatures, satu-
rations, and pressures of this region at depth. Saturations in the fracture domain are
very small, a result of the small rate of percolation (a few mm/yr) and also a result
of a matrix capillarity that is orders of magnitude larger than that of the fracture—
strongly imbibing any liquid water from the fracture network. While the fractures are
relatively dry and nearly nonconductive, the matrix has a large saturation (around
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0.85); however, this porewater is mostly stagnant to the extremely low permeability
of the fine-grained domian. Temperature of this region is around 25°C with a local
gas pressure around 89 kPa, close to ambient pressure at the repository depth. The
mass fraction of vapor in the gas phase is small, representing a relative humidity of
100% at a saturation temperature Tsat = 25°C (a warm, and humid environment).

We begin by plotting the saturations, of both the matrix and fracture domains, for
two-dimensional cross-sections along the length of the drift, and observe specifically
the two regions where the decay heat output of individual waste canisters are defined,
one at the drift center and the other at the drift end. Figures 4.7 to 4.12 contain such
cross sections, and extend vertically from 25 m above and 35 m below the emplacement
drift center and horizontally from the drift center (5 m < x < 145 m) to the drift end
(235 m < x < 380 m). The six figures represent six scenarios, three times of 100, 500,
and 1000 years after emplacement and consider both convective mixing cases: case 1
with strong convective mixing and case 2, with moderate convective mixing (case 3,
with no convective mixing is considered later).

We consider, first, the scenario at 500 years after emplacement for case 1, with strong
convective mixing shown in Figure 4.8 on page 60—the second figure in the set of
saturation cross sections. The top row shows the colored contours of the fracture
saturation overlaid with contour profiles of temperatures of the surrounding rock at
both the drift center and drift end, while the bottom row shows the colored contours of
the matrix saturation overlaid with contour profiles of the vapor mass fraction. At 500
years after emplacement, we can observe a significant amount of drying (represented
by the lighter-colored regions) of both the fracture and matrix domains surrounding
the drift in regions at the drift center and end—testament to the significant amount
of decay heat load still present at this time. This dry region extends meters into
formation and indicates that a significant amount of porewater boil-off has occurred
and is still occurring (temperatures of Trock > 96°C still exist), corresponding to
the elevated vapor concentrations observed in the rock surrounding the heated drift,
as high as 0.5 at a distance 10 m away from the drift center. The rise in vapor
concentration is not restricted to only the boiling region, as vapor concentrations
near 0.4 occur 30 m above and below the drift, with the concentrations reaching such
values due to vapor transport through the permeable fractured network. With time
vapor concentrations around the drift decrease, a result of the dropping temperature,
however, still remain well-above ambient at 0.4 at 1000 years after emplacement.

We can also take notice in Figure 4.8 of the differences in saturation of the formation
between the hotter drift center (with temperatures around 90°C around most of the
tunnel) and the cooler drift end (with temperatures around 70°C). Specifically, we take
note of the region of high saturation that has formed at the end of the emplacement
tunnel—in the unheated section near the drift bulkhead. Knowing the nat-co model
characteristics, this region of high saturation is the outcome of a condensation process
that is occurring there, and is a direct result of the vapor production and subsequent
in-drift transport along the concentration gradient from the moist drift center to
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the cool drift end—a first result capturing the expected effects of natural convection
transport. The region of increased saturation exists in both fracture and matrix
domains, but is, larger in scale in the fractures, extending significantly below the
drift, thus implying that the condensate is primarily transported away from the drift
through the fracture network (figure 4.7a). The rise in matrix saturations is due to the
imbibing of this condensate drainage, with increased saturations observed not only
below the drift, but above it as well—condensation occurs on all drift-wall surfaces
(figure 4.7b).

To understand the driving forces for the flow processes, we look to the vapor con-
centrations contours to understand the gradients that are formed, in both the axial
and radial directions. As mentioned, the subsequent saturation increase found at
the emplacement tunnel end was due to axial vapor transport, and while difficult to
immediately discern from Figure 4.7a, the vapor concentration of the in-drift in the
tunnel center is much larger (∼ 0.3) than at the tunnel end (∼ 0.1). This results in a
significant gradient that, when combined with the enhanced dispersion approximation
for natural convection, drives much vapor from the heated center to the cooler end.
This vapor transport process is fed by vapor production in the drift center, and, as
such, pressure differences from the boiling of porewater drive vapor to the open air
spaces near the tunnel center. While vapor is transported by pressure gradients, sig-
nificant concentration gradients also exist—from above the drift (where mvap ∼ 0.5)
to the in-drift (where mvap ∼ 0.3)—resulting in vapor transport occurring also via
diffusion. How these thermal-hydrological conditions compare for different convective
mixing cases is discussed in the next section, after the saturation contour figure set
(Figures 4.7 to 4.12).
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(a) Fracture saturation (shaded contour) and temperature in °C (contour lines) of the rock mass and drift.
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(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.7: 100 years: (case 1): Simulated thermal-hydrological conditions for strong convective mixing in vertical cross section
along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat output (shown
in white) are represented in both the drift center (plots on left) and the drift end (plot on right).
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(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.8: 500 years: (case 1): Simulated thermal-hydrological conditions for strong convective mixing in vertical cross section
along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat output (shown
in white) are represented in both the drift center (plots on left) and the drift end (plots on right).
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(a) Fracture saturation (shaded contour) and temperature in °C (contour lines) of the rock mass and drift.
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(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.9: 1000 years: (case 1): Simulated thermal-hydrological conditions for strong convective mixing in vertical cross section
along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat output (shown
in white) are represented in both the drift center (plots on left) and the drift end (plots on right).



C
h
ap

ter
4.

D
rift

N
atu

ral
C

on
vection

62

Distance along the Drift (m)

30
°C

40°C

40°C

40
°C

50°C

50°
C

50°C

60°C

60
°C

60°C

70°C

70
°C

80°C

80°C

90°C

90°C

100°C

100°C

110°C

110°C

240 260 280 300 320 340 360

60°C

60°C

80°C 80°C

80°C

100°C

100°C

Ve
rt

ic
al

 C
oo

rd
in

at
e 

(m
)

20 40 60 80 100 120 140

-30

-20

-10

0

10

20
SL

0.050
0.040
0.030
0.025
0.020
0.015
0.010
0.005
0.001

(a) Fracture saturation (shaded contour) and temperature in °C (contour lines) of the rock mass and drift.
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(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.10: 100 years: (case 2): Simulated thermal-hydrological conditions for moderate convective mixing in vertical cross
section along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat
output (shown in white) are represented in both the drift center (plots on left) and the drift end (plot on right).
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(a) Fracture saturation (shaded contour) and temperature in °C (contour lines) of the rock mass and drift.

Distance along the Drift (m)

0.1

0.1

0.1

0.2

0.2

0.2

0.2
0.3

0.3

0.3

0.4

0.4

0.5

240 260 280 300 320 340 360

0.1 0.10.2 0.20.30.3

0.4

0.4

0.4

0.4

0.5

0.5

0.5
0.5

0.5

0.6

0.6

0.6

0.6

Ve
rt

ic
al

 C
oo

rd
in

at
e 

(m
)

20 40 60 80 100 120 140

-30

-20

-10

0

10

20
SL

0.950
0.925
0.900
0.875
0.850
0.800
0.500
0.000

(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.11: 500 years: (case 2): Simulated thermal-hydrological conditions for moderate convective mixing in vertical cross
section along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat
output (shown in white) are represented in both the drift center (plots on left) and the drift end (plots on right).
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(a) Fracture saturation (shaded contour) and temperature in °C (contour lines) of the rock mass and drift.
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(b) Matrix saturation (shaded contour) and vapor mass fraction (contour lines) of the rock mass and drift.

Figure 4.12: 1000 years: (case 2): Simulated thermal-hydrological conditions for moderate convective mixing in vertical cross
section along the drift. Waste canisters with individual heat output (shown in black) and those with uniform heat
output (shown in white) are represented in both the drift center (plots on left) and the drift end (plots on right).
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4.3.2 Impact of Convective Mixing: comparison with No Con-
vective Mixing case

What impact do the the three convective mixing cases (given in Table 4.1) have on the
TH conditions and transport processes we previously discussed? We again consider the
previous scenario of 500 years after emplacement, except for the moment will consider
the case where the decay heat load for the in-drift waste package elements for the
entire emplacement section is the averaged over all waste package types (dashed line
in Figure 4.6). While still having the same overall decay heat output (1.45 kW/m),
there now exists no variation in the individual decay heat output along the length
of the drift tunnel where waste is stored. This simplification helps to better isolate
the impacts the different convective mixings cases have by removing the effects of
variation in decay heat load.

We plot in Figure 4.13 the drift response along the length of the drift, specifically
observing the temperature, vapor mass fraction, and relative humidity, parameters
that allow for comparison of the conditions for each case. The plots extend from near
drift center (x ∼ 50 m) to the drift end (x ∼ 380 m), and include 80 m of the unheated
drift turnout, where no waste is emplaced. The plots refer to all three convective
mixing cases, and observe the response of the rock directly above the drift crown
(represented by thick lines) and the in-drift element representing the open-air space
just below the drift crown (represented by thin lines).

4.3.2.1 Temperature

The temperature profile shown in Figure 4.13a shows a significant region of the drift
wall near the drift center is well-above the boiling temperature, meaning the contri-
bution to overall vapor production by boiling is still important at this time. Along
most of the heated section of the drift there are negligible differences in temperatures
for all three convective mixing cases, however, towards the end of the emplacement
section some variations can be observed—lower in the heated section and higher in the
turnout. This variation of temperature between the cases begins where the tempera-
tures drop below boiling at the drift wall, suggesting that increased rates of natural
convection transport have little impact on temperature reduction of drift wall regions
above boiling, yet begin to cause a reduction in temperatures when the drift wall
enters the sub-boiling phase.

This is explained as when the temperature of the rock drops below boiling, the matrix
formation resaturates, allowing evaporation to occur, with the evaporative rate being
the greatest in case 1 due to its reduction of the RH of the in-drift environment
(shown in Figure 4.13c). For all evaporation processes, the latent heat absorbed
during the phase change reduces temperatures, therefore resulting in a slightly lower
temperature for case 1, an effect that becomes greater with time. Also, the slightly
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increased temperatures of the rock in the drift turnout for cases 1 and 2 suggest a
more effective transport of heat due to increased rate of energy and vapor transport
in that case.

4.3.2.2 Vapor Mass Fraction

The difference of the rates of vapor transport between cases is further detailed by
observing the distribution of vapor concentration in the in-drift by plotting the vapor
mass fraction for all cases, as shown in Figure 4.13b. Case 1 at the drift center has
a vapor mass fraction of xvap ∼ 0.3 and drops gradually to xvap ∼ 0.2 at the drift
turnout while Case 2, with moderate convective mixing, has a value ∼0.75 towards
with a steady decline to a value equal to that of case 1 at the drift end. While case 1
sees a reduced vapor concentration maintained for the entire length of the drift, this
effect is not apparent in case 2, which has a high vapor mass fraction near the drift
center, and shows the inability for this convective mixing case to reduce the vapor
concentrations throughout the length of the drift. Case 3, the comparison case with no
convective mixing, considers binary diffusion of air and vapor only, and as such shows
a large vapor concentration at the drift center (near 0.9) that is fairly constant until
50 m from the heated drift end where it drops rapidly to values similar to those for
cases 1 and 2. Clearly non-physical, and a result of the inability of vapor to transport
via convective processes, it shows the importance for accounting of the role of natural
convection when investigating in-drift conditions.

4.3.2.3 Relative Humidity

But how are the TH conditions in the fractured rock formation impacted by the in-drift
thermodynamic conditions? The evaluation of relative humidity (RH) in the drift gives
an understanding for the potential to equilibrate the moisture concentration between
the rock and the drift air. A relative humidity of < 100% in the drift means there
exists the potential for evaporation to occur from the near-field rock, and conversely
a RH near 100% means the thermodynamic conditions exist for condensation.

In Figure 4.13c we plot the relative humidity profile along the length of the drift for
the three convective mixing cases, and see that both cases 1 and 2 maintain RH well
below 100% for the entire length of the heated drift for this time. This means that
thermodynamic conditions do not permit condensation to occur for either cases for
this scenario (the impact of individual canister decay heat load is considered later).
The values are relatively constant for the length of the heated emplacement section
for cases 1 and 2 (approximately 30% and 60%, respectively); however, they increase
quickly towards the end of the emplacement section, especially in case 1—a result of
the rapid decline in temperature. It is in the unheated end section that we observe
RH reaching 100% for both cases meaning condensation occurs—explaining the large
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Figure 4.13: Profile of fractured rock along drift crown for the three convective mix-
ing cases at 500 years after emplacement. Profile extends from near
drift center (x = 50 m) to unheated drift end (x = 380 m). Thick lines
represent temperature in fracture domain just above drift crown while
thin lines represent in-drift element directly below drift crown.
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saturation increases observed in the drift turnout (Figure 4.8), as previously discussed.
In comparison with case 3, where RH humidities are much higher, even reaching 100%
well before the end of the emplacement region (again, non-physical), we can conclude
that the role that axial vapor vapor transport has on TH conditions is extremely
important.

4.3.2.4 Rock Saturation

To consider how the natural convection cases impact saturation, we again refer to
the two dimensional saturation contours presented in Figures 4.7 to 4.12, however
now consider case 2 with moderate convective mixing shown in Figure 4.11, on page
63. In comparison with the saturation cross-section for case 1 (presented in Figure
4.8) discussed earlier, we observe an overall higher rock saturation, along with higher
vapor concentration, in the drift center. This is due to the less effective rate of vapor
removal from the drift center in case 2, which is also evident in the smaller saturation
profile that is observed in the drift end, an expected result from the reduced amount
of vapor arriving in that region in this case. Apparent also are the differences in the
temperatures of the surrounding rock formation, with case 2 having slightly higher
temperature in the drift center and slightly lower temperature in the drift end. The
reduction in the rate of drying of the rock also reduces the heat loss due to the
phase change, for case 2 this results in higher temperatures in the drift center as less
porewater is undergoing vaporization. Additionally, there is also a reduction in the
rate of thermal energy transferred to the drift end simply by a reduction in the the
strength of convective mixing.

4.3.3 Flow Processes through the Drift-Wall Boundary

We continue our discussion on the effects that natural convection has on the TH
conditions of the surrounding fractured rock. Here, we again consider individual
thermal decay outputs from waste canisters. For brevity’s sake, now considered are
only cases 1 and 2, those bounding the convective processes to be expected in the
drift, as they represent realistic thermodynamic conditions expected at the Yucca
Mountain (there is no viable vapor mass transport in case 3). For the homogeneous
modeling case considered here, the strong capillary forces of the drift wall result in no
seepage of liquid water being observed along the drift tunnel for the expected climate
conditions at Yucca Mountain. With this, any observed liquid water leaving the drift
must be due to condensation, derived from the arrival of water vapor through the
transport processes we have discussed previously.
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As we now have an understanding of the potentials driving vapor flow into the drift,
we inspect directly the resultant flow processes. Plotted in Figure 4.14 is the time-
dependent evolution of the log-scale magnitude of the fluxes across the drift wall
boundary, including the

(i) vapor fluxes into the drift from the rock formation surrounding only the heated
emplacement section and the,

(ii) liquid fluxes out of the drift and into the rock formation from only the unheated
drift ends.

Presented are both case 1 with strong convective mixing, and case 2 with moderate
convective mixing. The fluxes plotted are relative to the percolation flux—they are
the ratio of the flux entering or leaving the drift divided by the total percolation flux
arriving over the footprint of the heated drift section where the waste is emplaced.
For example a relative total vapor flux equal to one means that the mass flux of total
vapor entering the heated drift section is equal to the mass flux of the percolation
arriving at the drift wall over the heated emplacement section. The flow magnitudes
are presented in log-scale along the y-axis, extending from 10 at the top (meaning
fluxes there are 10 times that of ambient percolation) to a value of 0.005 at the
bottom (where values are 0.5% that of the ambient percolation).

4.3.3.1 Liquid flux from the cool Drift End

To observe the flow leaving the drift, we begin by integrating the liquid water flux
draining from the unheated drift end and plot it as a function of time for both the
strong and moderate convective mixing cases (thick, solid blue lines in Figure 4.14).

Case 1 reveals that soon after ventilation ceases, around 75 years after emplacement,
the maximum condensate flux draining from the drift end is around 9 times the perco-
lation flux arriving over the entire drift footprint—the magnitude possible because of
the additional vaporization of residing pore water in the surrounding rock. This large
imbalance in the relative condensation liquid flux diminishes quickly with time; by
year 2000 has reached relative values of 100%, and at year 4000 is 25% of the arriving
flux of percolation. Notable, as this means that this time, natural convection is still
responsible for the transport and condensation of one quarter of the entire flux of
arriving percolation water over the heated drift section. The decline observed at year
600 is a result of the step-wise transition to the monsoon climate at that time, thus
increasing the infiltration source and reducing the relative condensate flux. Another,
less-drastic decline is observed at year 2000, a result of the transition to the glacial
climate.

The moderate convective mixing case sees much smaller relative condensate fluxes,
starting initially around 5 times the arriving percolation flux and decreasing to near
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(a) Case 1: with strong convective mixing.
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Figure 4.14: Evolution of relative liquid flux (thick, solid, blue line) into the rock
formation at the unheated drift end, representing condensation. Evolu-
tion of vapor fluxes (diffusive, convective, and total) from heated rock
formation to in-drift, representing increased vapor flow due to rock for-
mation heating. Both vapor and liquid flux were normalized by divided
by the total flux arriving over the footprint of the heated drift section
from ambient percolation.
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9% around year 2000, and then 1.5% by the year 4000. The magnitude of the vapor
transport due to natural convective mixing in this case is not nearly as large as in
case 1. Still, both convective mixing cases produce a considerable amount of vapor
transport and condensation in the unheated drift end and contribute to the rock dry-
out that occurs during the heated times, for both boiling and non-boiling phases of
repository operation.

4.3.3.2 Vapor Flux into the heated Emplacement Section

Now understanding the rates of condensation, logically evoked is the succeeding ques-
tion: where is vapor produced? While we have already discussed the vapor production
in the rock formation briefly, we have yet to analyze the process in detail, and to do
so, we have plotted also in Figure 4.14 the integrated total vapor flux (including sep-
arately the contributions for convective and diffusive transport) from the formation
into the heated section of the drift (represented by thick, dashed grey lines).

We observe from the plot that the magnitude of the total vapor flux in case 1 follows
the profile of the liquid condensate, however, is slightly larger at all times. This
suggests that most of the vapor flux that enters the heated drift transports, condenses
and drains from the drift end. The subtle difference that exists is a result of the small
amount of condensate imbibed into the matrix, thus reducing the value of the liquid
flux there in comparison to the vapor flux. Further scrutinization reveals that the
diffusive flux (the thin dashed grey line) for case 1 dominates the contribution to the
total vapor flux into the drift at all times when compared to convective transport,
during both boiling (when pressure gradients between the rock and the drift are
greatest) and non-boiling phases. This suggests that the strong convective mixing in
case 1 maintains a very dry in-drift environment—transport driven via concentration
gradients are always greater than the transport driven by pressure differences due to
porewater boil-off.

Case 2 follows a similar pattern, however on a smaller magnitude, and when compared
to the relative liquid flux leaving the unheated end section, we see a larger difference
exists between it and the vapor flux. For example, at 4000 years, the condensate
drainage flux is about 1.5% that of the percolation flux, while the vapor flux into the
drift is 3%. This means that a this time, only half of the vapor produced is condensed
and drained from the drift end, which is likely a result of the amplification of the effects
of transport processes in the fractured rock that become apparent at such low relative
rates (i.e., < 3% of arriving percolation). With this, the difference observed is still
due to imbibition into the matrix, which continues to show its potential to hold more
liquid water in its pore structures. (Note that at certain convective mixing scenarios,
this difference might also arise from condensate leaving the heated emplacement drift
section—condensation near cooler waste packages—as discussed in [65]).
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In Case 2, the impact of vapor diffusion is less important initially, meaning that
pressure-driven convection due to porewater boil-off dominates the contribution of
vapor flow into the drift until the year 1400, when diffusion returns to the dominant
role, a result of the declining temperatures of the surrounding rock. Thus, the differ-
ences observed between case 1 and case 2 depend on the effectiveness of the diffusive
exchange in the initial times after emplacement. Therefore, they compare the capac-
ity for the different convective mixing cases to remove moisture from the surrounding
rock not only by removal of vapor from boil-off to the drift ends, but by also con-
tributing to drying of the formation by evaporation, in case 1, at all times. In general
though, convective mixing in both cases results in a significant rate of vapor flow into
the drift region, and at year 500 continues a rate of vapor production larger than
the water source from surface inflitration, indicative of its massive drying potential,
clearly impacting saturation-dependent processes such as condensation and seepage.

4.3.4 Impact on the in-Drift environment, Relative Humidty

As we have observed how natural convection impacts the rate of flow across the drift
wall boundary, we now briefly discuss the time evolution of the relative humidity of
the in-drift environment—the parameter driving the rate of diffusion transport from
the formation. Figure 4.15 shows the relative humidity of an in-drift element directly
above the lumped-parameter waste package element along the length of the drift, and
represents the thermodynamic conditions of the open drift environment. Shown in the
top figure is the relative humidity for case 1, where it is observed that it remains below
100% in the heated drift section for all simulation times considered, reaching about
90% at year 4000 in the tunnel center. In the unheated drift end, where temperatures
are lower, the RH reaches 100% and leads to the condensation we observed in the
form of increased saturations of the fracture and matrix domains in this region.

The results for case 2 are shown in the bottom plot, and, in comparison to case 1, show
higher levels of relative humidity for each time considered, however, still remain below
100%, with the exception of a few local peaks for times greater than 1000 years after
emplacement. Unobservable in the previous case, these peaks represent regions of in-
creased relative humidities near cooler waste canisters, as described in Section 4.2.5,
and are a result of the reduced temperatures (and subsequent reduction of saturation
vapor pressure) next to the waste packages with lower decay heat outputs. Consid-
ered in another modeling study, these decay heat differences, and subsequent relative
humidities differences, could result in condensation near the waste canisters[65]. In
general these plots show that both convective mixing cases—particularly case 1—have
the potential for long term-drying of the drift wall and formation and for reducing
the likelihood of seepage events (as considered in the following chapter).
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(a) Case 1: with strong convective mixing.
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(b) Case 2: with moderate convective mixing.

Figure 4.15: Relative humidity along drift crown.

4.4 Conclusions

We presented in this chapter a numerical study that accounted for the impact of nat-
ural convective processes in the near field environment at Yucca Mountain based off
on the results of earlier investigations[17, 65]. Following methodologies from previ-
ous studies[55, 58], the natural convection of the in-drift domain was approximated
as a binary diffusion process, with an enhanced dispersion parameter calculated to
incorporate average transport processes predicted from CFD analysis. Additionally,
boundary layer correlations accounted for enhanced heat and mass transport at the
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in-drift surfaces[36], and TOUGH2 was modified to allow definitions of such connec-
tions. Different convective mixing cases were considered, bounding the effects of axial
transport, with the strong and moderate convective mixing cases representing the
upper and lower limits.

In general, in-drift axial heat and transport from natural convection was found to
cause,

(i) a desaturation of the fractured rock, caused by

(ii) an increase of the vaporization of the pore water, driven by

(iii) a reduction of the relative humidity of the in-drift environment.

This reduction in RH was maintained through the transport and condensation of
water vapor produced in the heated drift ends, and existed for both cases of convective
mixing. Specifically, the strong convective mixing maintained a much lower relative
humidity than other cases—testament to its ability to transport vapor more effectively.
Still, in terms of repository performance, both convective mixing cases result in TH
conditions beneficial to the waste storage environment and would have significant
impact on reducing seepage and condensation in the heated drift sections.

We emphasize that while the approximation of natural convection as a diffusive pro-
cess allows for modeling average response of the formation and in-drift environment,
it cannot be expected to yield results of unique turbulent effects that would occur in
the open air spaces. Still, for understanding how vapor transport impacts repository
behavior, it has provided useful insight on the complex processes. Because of the sen-
sitivity the model has to the value of the dispersion coefficient, it is recommended that
future research endeavors focus on better approximating this parameter—including
bench-scale experiments.

This chapter laid the foundation for understanding of the transport processes at Yucca
Mountain, the modeling methodologies to describe them, and the significance of the
predicted conditions. The results presented are crucial in quantifying other processes
that are dependent on the TH conditions of the in-drift environment, such as seep-
age, and indeed are used in another numerical study on the impact on drift seepage,
presented in Chapter 5.
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Chapter 5

Drift Seepage

5.1 Description

The decay heat from radioactive waste that is to be disposed in the once proposed
geologic repository at Yucca Mountain will significantly influence the moisture condi-
tions in the fractured rock near emplacement tunnels (drifts). Additionally, large-scale
convective cells will form in the open-air drifts and will serve as an important mecha-
nism for the transport of vaporized pore water from the fractured rock in the heated
drift center to the cooler drift end. Such convective processes would also impact drift
seepage, as evaporation could reduce the build up of liquid water near the tunnel wall.
Characterizing and understanding these liquid water and vapor transport processes
is critical for evaluating the performance of the repository, in terms of water-induced
canister corrosion and subsequent radionuclide containment.

As described in Chapter 4, previous computational fluid dynamic studies have shown
the formation of large-scale natural convections cells along the length of the drifts, a
result of temperature differences between the heated and cool sections of the drift[55].
It was assumed that these convective cells could provide an effective mechanism for
moisture transport of pore water, evaporated from the rock formation, from the heated
drift centers to the cool drift ends (where no waste is emplaced).

We performed studies to understand such processes, by applying a previously devel-
oped enhanced version of TOUGH2 [45] that solves for natural convection in the drift
domain, including the in-drift environment and the surrounding fractured rock[17, 60].
Results from these studies showed a large increase in the moisture transport away
from the heated drift center toward the cooler drift ends for the time period that
thermal perturbation from decay heat prevails, and a subsequent reduction in the
relative humidity (RH) of the in-drift environment, suggesting a substantial increase
in the evaporative potential at the drift wall when compared to a case with no natural
convection.
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Presented in this chapter is a new procedure for investigating this complex coupled
behavior between natural convection and its impact on drift seepage. In the context
of the Yucca Mountain repository, seepage refers to the flow of liquid water into open
emplacement drifts, or simply the dripping of liquid water from the tunnel walls, as
shown in Figure 5.1. Previous studies investigating thermally driven flow processes
and their impact on seepage neglected the presence of open drifts as conduits for gas
and vapor transport along the drift axis[47], thus neglecting an important mechanism
for seepage reduction.

To better understand what role the natural convective processes might have on min-
imizing seepage of percolation water into the tunnels, we developed a high-resolution
seepage model based on existing seepage models; however, now additionally employ-
ing the new natural convection module. Because an increased grid resolution was
needed to allow for heterogeneity in element permeability near the drift wall, compu-
tational limitations prevented simulation of an entire drift in the new model. Instead,
we used the time dependent in-drift response (temperature, pressure, and relative
humidity) from the previous full-drift and rock model described in Chapter 4 as a
Dirichlet boundary source for a short drift section represented in a high-resolution
seepage model. To account for future variations in subsurface flow expected at Yucca
Mountain, the simulation time period of 5,000 years after emplacement covers three
expected climate stages, with present-day climate up to 600 years in the future, fol-
lowed by a wetter monsoon climate up to 2,000 years, and an even wetter glacial
transition climate thereafter. Climate periods are implemented into the model in the
terms of stepwise increases in net surface infiltration rates.

5.2 Physical Processes

5.2.1 Natural Convection Processes

As explained in greater detail in the previous chapter, vapor entering the emplace-
ment drifts from the fractured porous rock is subject to effective radial and axial1

mixing and transport as a result of natural convection processes. Axial mixing can
reduce the overall moisture content in heated drift sections because of the presence
of the unheated drift ends (turnouts). Principles of thermodynamics suggest that the
maximum amount of vapor that can be present in air decreases with declining tem-
perature. Thus, the warm vapor-rich gases moving from heated drift sections toward
the drift turnouts—caused by natural convection processes—will be depleted of most
of their vapor content through condensation on cooler rock surfaces. The condensate
will then drain away from the repository into underlying rock units. At the same
time, vapor-poor gas will circulate back towards the center of the drift (where the

1The axial direction refers to the axis along the length of the drift, and, in the case of a drift a
Yucca mountain, is orders of magnitude longer than in the radial direction.
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Figure 5.1: Schematic of water transport processes expected in the Yucca Moun-
tain repository and around the drift, including percolation and seepage.
Emphasized, specifically, are beneficial qualities for sequestration of ra-
dionuclides, from the small quantity and low rate of water transport,
including: 1) Low rate of precipitation from arid climate, 2) Low rate
of infiltration, 3) Low rate of percolation through unsaturated zone re-
gion, reducing advective transport of radionuclides in this region. 4)
Little or expected seepage, due to capillary barrier, 5) Minimal transport
in Shadow Zone, due to extremely reduced rate of water transport, 6)
Retardation in geological layers.
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waste is emplaced), thereby reducing the moisture content of the air mixture in these
areas[17, 65].

5.2.2 Seepage Processes

Of the modest amount of precipitation in the Yucca Mountain region (about 170
mm/yr)[11], a small portion of it infiltrates into the ground surface (∼6 mm/yr at
current climate conditions) above the repository[12], percolates downward through the
unsaturated rock, through both fracture and matrix domains and eventually reaches
the drift wall. Under the flow and thermodynamic conditions expected at Yucca
Mountain, the major fraction of this percolation water does not seep, but is rather
diverted around the drift opening due to many seepage barriers (described below)
present in the surrounding rock. Still possible are physical processes, occurring outside
of those expected, which might create conditions allowing seepage to occur. What
these processes are and how they might impact seepage is the focus of discussion that
follows.

5.2.2.1 Ambient Seepage

Ambient seepage refers to the amount of seepage occurring during non-heated condi-
tions, representing the long-term situation at Yucca Mountain when the initial per-
turbation from decay heat has ceased. As such, ambient seepage serves as a baseline
to compare model response during the thermally perturbed time period. Parameters
that have the largest impact on seepage at ambient temperatures are:

• the amount of percolation flux above the drifts (amount of water arriving at the
drift wall), including effects of preferential flow which could increase percolation
in certain drift sections

• the local heterogeneity of the fracture flow field (the spatial variability of fracture
permeability close to the drift opening), and the

• and the capillary strength of the fractures close to the wall (defining the amount
of water the rock can hold)[70].

5.2.2.2 Thermal Seepage

Thermal seepage refers to seepage during the time period that the flow around drifts
is perturbed from heating due to radioactive decay. Heating of the rock creates addi-
tional temperature-driven physical processes that play a role in redistribution of water
in the surrounding rock. Then, to consider a repository scenario with thermal seepage,
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Figure 5.2: Thermal-hydrologic processes near two adjacent drifts during boiling
phase of emplacement (from [46] §6.1.2). (Distance between drifts not
to scale).

we must investigate all possible impacts on seepage, both processes that increase or
reduce the amount of liquid water from existing at the drift wall and/or from seeping
into the drifts. It is important to consider that while water might be redistributed, it
is not removed from the system. We considered three barriers—processes that remove
or reduce liquid water flow into the drifts—for the study.

Vaporization Barrier: The vaporization barrier occurs when the surrounding
rock is above boiling temperatures, forming a superheated dryout zone around the
drifts (Figure 5.2). This serves as a barrier to seepage as all percolating liquid water
is vaporized prior to reaching the drift wall. It has been shown that the flow of per-
colation water is mostly diverted around these dryout regions, into a below-boiling
zone existing between two drifts[46]. The vaporization barrier serves as the relevant
barrier to seepage until rock temperatures return to below boiling, establishing ther-
modynamic conditions at which liquid water can exist at the drift wall. It is at this
stage that the rock properties at the drift wall impact the likelihood of seepage.

Capillary Barrier: Water tends to divert around underground openings because
of capillarity, a phenomenon well known as the capillary barrier. Indeed, this phe-
nomenon is explored by many inquisitive minds with the investigation of the wetting
of a dry kitchen sponge by a small flow of water. It is observed that there will be no
dripping from the underside of the sponge until a region forms there that has been
completely wetted, thus reducing the capacity for the pore spaces within the sponge to
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hold any additional water. In unsaturated zone transport, a similar condition arises,
for example, when coarse-grained soils are overlain by fine-grained soils.

What is the mechanism driving this phenomenon? Adhesive forces between water
and the rock grain surface drive water to cover and hold to these surfaces, creating
a potential against the force of gravity. In general, the fine-grained material exhibits
stronger capillarity because the ratio of the pore surface area to total material volume
is much larger than in the coarse-grain material. With a larger surface area over which
the water adheres to per unit volume, the fine-grained material more forcefully holds
to liquid water stored in its pore structures.

Across this boundary between the two mediums, the stronger negative capillary pres-
sure developed in the fine-grained material prevents water from entering the larger
pores of the underlying coarse-grained material[70]. In this scenario, the capillary bar-
rier can be overcome by decreasing capillary pressure in the small-grained material
so that it is equal to or less than that of the coarse-grained material. This can only
occur by increasing the saturation2 in the fine-grained material, so that, with the loss
of pore space to hold additional water, the adhesive forces also decrease and, in turn,
reduce the capillary pressure. In the limit-approaching case of infinite pore size of
the coarse-grained material (such as an open tunnel), seepage into the drift can only
occur if the capillary pressure in the rock nearby the drift walls becomes zero—the
case when the rock has reached saturation.

In this context, one must consider the large differences in capillarity between the
fracture and matrix continua (the matrix having a much stronger capillarity due to
its small pore size) in the fractured porous rock at Yucca Mountain. This difference
means that the matrix will strongly imbibe liquid water from fractures, and must be
nearly saturated (reducing the capillary pressure of the matrix) before any significant
buildup of liquid water can occur in the fractures. However, even with the matrix
being close to saturated, seepage is only expected to occur from the fracture domain.
This is because the capillarity of the saturated matrix is still significantly stronger
than that of the fractures.

Additionally, an increase in the local saturation in the rock can occur due to a distur-
bance to the flow field (caused by the presence of the drift opening) and more impor-
tantly by spatial heterogeneity that promotes channelized flow and local ponding3.
Variations in fracture permeability along the drift wall allow for regions of increased
(or decreased) local saturation, along with changes in the flux of liquid water along
the drift wall—creating conditions possibly beneficial for seepage.

2Ratio of the volume of liquid to the total volume of a pore space Sl = Vliquid/Vpore, theoretically
ranges in value from 0 to 1.

3Here, ponding refers to a scenario with a local region of rock being fully saturated in an otherwise
unsaturated medium[70].
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Evaporation Barrier: Finally, evaporation of water at the drift wall, enhanced by
natural convection transport as described in Section 4.1.2, would also serve as a barrier
in limiting seepage. Liquid water accumulating at the drift-wall surface, which might
overcome the capillary barrier and seep, would be subject to removal by evaporation
and be transported via natural convection along the tunnel to be condensed in the
cooler regions in the drift end, as shown in Figure 4.2. Although the vaporization
and capillary barrier have been explored in great detail in previous studies[46, 47],
the effect of an evaporation barrier has only recently been investigated for ambient
conditions[37], and has yet to be considered for seepage modeling studies during the
emplacement period, when natural convection effects would be most dominant.

The magnitude of this evaporation process and its role in seepage reduction is the
focus of this research effort. This, combined with the previous two barrier systems,
will provide a better understanding of how natural convection and the subsequent
vapor transport in the axial direction might further reduce the likelihood of seepage
at the Yucca Mountain repository.

5.3 Modeling Approach

During times with thermal perturbations due to decay heat, the in-drift environment
is impacted by axial vapor transport via natural convection. These processes occur
over the length of the entire drift and, therefore, require the modeling of a full-scale
drift tunnel (including drift turnout, where no waste is emplaced) along with the
surrounding host rock.

Developing a model that captures and solves both seepage and natural convection
processes simultaneously would require an extremely complex discretization and sig-
nificant computational resources. Instead we utilize a unique method that involves
two models of different spatial scale. The first model is our previously developed nat-
ural convection model for the full drift and the surrounding rock[17] (nat-co), which
simulates the time-varying thermodynamic response of the full in-drift domain. The
second model is a high-resolution seepage model covering a much shorter drift section,
which specifically deals with smaller-scale, seepage-relevant processes (referred from
here on as the seepage model). The seepage model uses results from the nat-co model
as a time-dependent boundary condition (temperature, pressure, and relative humid-
ity) for the in-drift domain. By implementing this time-dependent response, we are
not required to model the entire length of the drift in the seepage model, a significant
advantage as it reduces the grid complexity by an order of magnitude. Because these
time-dependent in-drift boundary conditions—generated from the nat-co model—will
have a large impact on seepage, we shall summarize important aspects of this model
and follow with details of the seepage model.



5. Drift Seepage 82

Table 5.1: Effective mass dispersion coefficients prescribed in nat-co model.

Cases Descriptions Dispersion Coefficient
[

m2

s

]
Case 1: Strong convective mixing 0.1

Case 2: Moderate convective mixing 0.004

Case 3: No convective mixing (binary diffusion
only)

2.14 × 10−5

5.3.1 Nat-Co Model : The Previous Full-Drift and Rock Nat-
ural Convection Model

As discussed in detail in Chapter 4, but briefly reviewed here again for clarity, the nat-
co model was run for a time period of 5,000 years considering three convective mixing
cases, as shown in Table 5.1, with the effective mass dispersion values based off of
results from a previous CFD model investigating the magnitude of natural convective
mixing[36, 65]. Cases 1 and 2 represent the variability and uncertainty about the
magnitude of convective mixing; Case 3 is a comparison case, where convective mixing
is ignored (and thus binary diffusion is the only contribution to the effective mass
dispersion coefficient).

The results of this study showed that Case 1 (strong convective mixing) causes con-
siderable transport of vapor from heated drift sections to the unheated end, and gives
rise to reduced relative humidity along the length of the drift when compared to
the case with moderate and no convective transport. It is this time-varying response
(temperature, pressure, and RH) that will serve as a boundary condition input for the
seepage model. We expect that the evaporative potential associated with the strong
convective mixing case will increase the transfer of moisture from the fractured rock
mass into the drifts and thus may reduce seepage at the drift wall.

5.3.2 Seepage Model : High-Resolution Seepage Model for
Seepage Processes

When considering the impact of natural convection, we can assume that the in-drift
is well-mixed, or that there is no significant change in the local thermodynamic con-
ditions of the in-drift domain nearby a seepage event. We consider this by develop-
ing a quasi-3D model, with boundary conditions prescribed in the same manner as
the nat-co model. The high-resolution seepage model, based on existing TH seepage
models[46], employs all the same framework as the nat-co model explained in Section
4.2.1, however, with additional modeling details as follows.
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Modeling Framework for Fractured Rock Mass

The model extends from the mountain surface to the water table, yet has a more
finely gridded mesh in the x-z plane (Figure 5.3), allowing for prescribing a heteroge-
neous fracture permeability field to the region of rock next to the drift wall (fracture
permeability was constant in the nat-co model). The higher resolution mesh also
allows prescribing of a small capillary-strength parameter to a narrow, select region
of rock elements adjacent to the drift wall. This is a conservative approximation for
seepage modeling as it reduces the ability for the rock at the drift wall to hold water.
Additionally, the mesh includes variation in the geologic strata representing varying
rock properties from borehole samples[71]. The drift vicinity in this model resides in
the Topopah Spring Tuff lower lithophysal geologic unit, chosen as a majority of the
repository resides within this type of geologic layer.

Instead of including the entire length of the drift in the model (as was done in the
previous nat-co model), it now incorporates only a 25 meter long section of the drift,
divided into nine vertical layers (Figure 5.4). Still with these simplifications, the grid
contains about 17,000 grid blocks and 70,000 connections, considerably more than in
the previous nat-co model. To accommodate this additional amount of calculations,
we used a parallelized version of the TOUGH2 code[72], allowing calculations to be
performed over computer clusters4, greatly reducing simulation times5.

As described in Section 6.2.3.2.1 of Birkholzer et al.[46], multiple realizations of a het-
erogeneous fracture permeability field in this study were generated using a stochastic
method, with spatial variability based on small-scale air injection tests conducted in
the underground test tunnel at Yucca Mountain. The specific realization selected
for the fracture permeability field contains a highly permeable region next to a low-
permeability region at the rock-drift interface—a scenario promoting seepage as it
allows for local ponding at the wall. It is this region of elements (represented in
Figure 5.4, Local conditions at drift wall with highest seepage potential) that will be
observed in greater detail.

Another main component of seepage modeling is the implementation of a small capillary-
strength parameter for the fracture continuum in drift vicinity. This parameter relates
the fracture saturation to the capillary pressure; it was derived in previous work[74]
from inverse modeling and calibration to niche liquid-release tests conducted at Yucca
Mountain[75, 76]. This calibrated parameter incorporates not just the physical cap-
illarity of the fracture network surrounding the tunnels, but also potential effects

4Parallel computing is a form of computation in which many calculations are carried out simulta-
neously, operating on the principle that large problems can often be divided into smaller ones, which
are then solved concurrently–in parallel[73].

5Initial simulations with the seepage model run on the serial (single-processor) version of TOUGH2
required ∼90 days calculation time. This was reduced to only a few days using the parallelized code
running on a 20-core Linux cluster.
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Drift-Scale Coupled Processes (DST and TH Seepage) Models
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Figure 6.2.1.2-2. Discretization Inside of the Drift and of the Immediate Drift Vicinity in the Tptpmn
Submodel and the Tptpll Submodel

The main difference between the Tptpll Submodel grid and the Tptpmn Submodel grid is that the
drift—and its specific refined grid design in the drift vicinity—is located in the Topopah Spring
Tuff lower lithophysal unit (Tptpll unit), where the majority of the emplacement drifts will be
located. The stratigraphy of this model was taken at a location near the center of the potential
repository (at approximately Nevada State Plane coordinates E170572, N233195), close to the
area of the proposed Cross-Drift Thermal Test. Geologic data from column “j34” of the
UZ99_2_3-D mesh (DTN: LB990501233129.004 [111475]) were used to map geologic contacts
into the 2-D mesh. Figure 6.2.1.2-3 shows the entire vertical grid and a close-up view with focus
on the Tptpll. The discretization within the drift and in close vicinity to the drift is identical to
the one in the Tptpmn Submodel (see Figure 6.2.1.2-2). Unlike the Tptpmn Submodel, all
geologic layers down to the water table below the modeled drift are incorporated into the
numerical mesh. The Tptpll mesh consists of 3,181 gridblocks, including those representing
fracture and matrix gridblocks.
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(b) Detailed X-Z plane view of
in-drift (region labeled Drift
Gridblocks) and surrounding
rock discretization, including
waste package element and
drift wall (dark line shows drift
wall boundary).

Figure 5.3: X-Z plane view of grid discretization
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Figure 5.4: A sample contour plot of the fracture saturation in the drift vicinity
displaying increased saturations (dark blue regions) due to heterogeneity
in fracture permeability. Arrow field represents magnitude of percolation
flow around the rock surrounding the drift.

from permeability changes due to excavation effects, small-scale wall roughness, high-
frequency episodicity from small-scale flow processes, film flow, drop formation, dis-
crete fractures that may terminate at the wall, artifacts of finite discretization, and,
effects from lithophysal cavities. The magnitude of the capillary strength parameter
affects the possibility of seepage from occurring—a smaller value promotes seepage
while a larger value reduces seepage. As explained previously, seepage from the rock
matrix is not expected because of the very strong capillarity existing in that domain.
Other rock properties including soil-moisture characteristic curves and thermal char-
acteristics are listed in Table 5.2.

Modeling Framework for Capillary Barrier Behavior at the Drift Wall

A key element for seepage modeling is the specific seepage boundary condition im-
plemented for the fracture continuum at the rock-drift interface. In the model, we
represent drifts as open cavities with a zero capillary-strength parameter. For a ver-
tical connection between the fracture continuum at the drift crown and the drift,
downward seepage occurs when the threshold capillary pressure at the last node ad-
jacent to the opening exceeds (is less negative than) a value of −ρg∆z, where ρ is
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Table 5.2: Summary of hydrogeological and thermal input values of fractured rock
mass, including Matrix properties, Fracture properties, and Fracture-
Matrix Geometry properties.

Parameter Units Matrix Fracture

Permeability m2 4.48 × 10−18 9.10 × 10−13

Permeability (wall layer) m2 4.5 × 10−15 −

Porosity − 0.1486 9.6 × 10−3

Rock grain density kg/m3 2325 −

Rock grain specific heat J/kgK 985 −

Dry thermal conductivity W/mK 1.278 −

Wet thermal conductivity W/mK 1.890 −

Tortuosity − 0.20 −

van Genuchten parameter, α Pa 9.26 × 104 9.71 × 103

Capillary-strength parameter
for fractures in drift vicinity, α

Pa − 589

van Genuchten parameter, m − 0.216 0.633

residual liquid saturation − 0.12 0.01

Fracture-Matrix Geometry

Volume Fraction of Fractures − 0.0097

Fracture-Matrix interface area m2/m3 9.8

Representative distance
between fracture and matrix
blocks

m 0.0528

density, g is gravitational acceleration, and ∆z denotes the distance between the last
formation node and the first drift node, the latter placed inside the drift immediately
at the rock-drift interface. According to this relationship, the fracture continuum
close to the drift wall does not need to be fully saturated for seepage to commence.
For the properties used in this simulation, seepage conditions exist when the fracture
saturation near the wall exceeds about 0.5. Also, the threshold pressure for seepage
increases slightly (becomes less negative) with elevated temperatures because of liq-
uid density changes. Therefore, at higher temperatures, the threshold saturation for
seepage may be slightly higher than 0.5.

Conceptually, setting a non-zero nodal distance ∆z at the rock-drift interface (and
thus having a less than unity threshold saturation for seepage to occur) accounts for
the possible presence of discrete fracture segments intersected by the drift opening. If
these segments do not extend far enough laterally or do not have a lateral connection
to other fractures, the water carried in these segments cannot bypass the opening.
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As a result, the probability for seepage would increase beyond the value expected
for a porous formation, depending on whether the gravity-driven flow in the discrete
fracture segment can overcome the capillary barrier. Finsterle et al.[74] propose to
use a value of 0.05m as representative for the fracture geometry observed in drifts at
Yucca Mountain. A similar rate is chosen in this study.

Modeling Framework for Evaporative Barrier Behavior at the Drift Wall

Before dripping, liquid water that overcomes the capillary barrier and encounters
the drift wall is likely to form a film over the local surface of the wall, which was
demonstrated in seepage field experiments conducted at Yucca Mountain[37]. The
question whether a liquid film forms or not as fracture flow approaches the drift wall
is quite relevant in this paper because it heavily influences the area available for
evaporative drying. If a liquid film forms, evaporation occurs over the locally wet
area of the drift wall. If not, evaporation can only occur over the small cross-sectional
area where the flowing fracture intersects the drift. The model results described in
this paper are based on the assumption that film evaporation occurs at the drift wall,
and that the area available for such film evaporation is proportional to the fracture
saturation and the drift wall surface of the seeping gridblock. However, we also note
that we performed alternative simulation cases assuming that a liquid film does not
form. In the latter case, evaporative drying is almost negligible, independent of the
relative humidity conditions in the drifts, due to the very small representative area
over which the model assumes evaporation to occur.

5.3.3 Model Boundary Conditions

Seepage is a local event, and occurs over regions of rock on the order of less than a
meter. While the in-drift thermodynamic conditions are dependent on the amount
of percolation water evaporated into the drift (during sub-boiling conditions), the
additional amount of water arriving due to a seepage event is small when compared
to the total amount of water arriving and evaporating over the length of the drift.

Seepage is most likely to occur in drift regions where the local percolation flux is
much higher than the average percolation, a possible result of intermediate-scale het-
erogeneity leading to flow focusing. To account for the possibility of locally higher
flux arriving at a drift region, we consider three flow focusing cases by multiplying
the average input percolation flux prescribed at the model upper boundary by factors
of 10 and 20 (Table 5.3). These three cases are referred to as no flow focusing, flow
focusing 10, and flow focusing 20 cases, respectively.

We restrict the flux increase to a thin (0.25 m) vertical layer in the model, preventing
any transport of liquid between this layer and the adjacent layer (Figure 5.4), thus en-
suring that the high-percolation conditions imposed at the top boundary of the model
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Table 5.3: Flow focusing cases and corresponding infiltration/percolation input
fluxes.

Percolation rate in layer of locally focused flux [mm/yr]

Cases Modern
(0-600 years)

Monsoon
(600-2000 years)

Glacial
(>2000 years)

No Flow Focusing 6.0 16.0 25.0

Flow Focusing × 10 60.0 160.0 250.0

Flow Focusing × 20 120.0 320.0 500.0

propagate all the way down to the drifts—a modeling method to create conditions of
preferential fast-flow in a fracture zone that intersects or comes close to the drift wall.
Heat transfer, however, is still allowed in the axial direction, ensuring that the the
large volumes of surrounding rock properly contribute heat to the heavily saturated
region/layer. It is this layer of locally focused flux, and the region with increased
fracture permeability along the drift wall—conditions best for seepage to occur—that
is significant to this study.

As described previously, for treatment of the in-drift we prescribe the results of the
nat-co model (the thermodynamic conditions of an in-drift element above the waste
package that is located near the center of the tunnel, see discussion in Section 4.3.2 on
page 65) to the waste package element (Figure 5.3). This time-dependent, thermody-
namic, Dirichlet boundary condition allows for maintaining the in-drift environment
to expected values for normal infiltration rates while still allowing a balance to occur
between the in-drift and fractured rock. Prescribed values include the temperature,
pressure, and relative humidity (Figure 5.5).

5.4 Model Results

The goal of this study is to evaluate the potential impact that natural convection has
on drift seepage, which is largely affected by the local in-drift thermodynamic condi-
tions at the drift wall in a seepage-prone region. Again, all model results presented
below are from the vertical layer of locally focused flow, where average percolation
rates have been adjusted by flow focusing factors of 1, 10, and 20, respectively.
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Figure 5.5: Evolution of relative humidity (RH) of in-drift element at the drift center
in the full-drift & rock natural convection model (nat-co) for all three
convective mixing cases. Vertical grey lines indicate stepwise changes in
percolation flux caused by expected future climate changes at 600 years
and 2000 years after emplacement.

5.4.1 Temperature

First, we will look at temperature response at the drift wall from 50 to 5000 years,
the time scale for all future plots. We show in Figure 5.6 the temperature response
in the most seepage prone element (that having the largest local saturation buildup)
at the drift wall, represented by the solid lines and also the temperature of the time-
dependent in-drift Dirichlet boundary condition, represented by the dashed lines (only
in Figure 5.6c).

Temperatures max out around 150°C shortly early after emplacement of waste, then
cool to the boiling temperature (96°C) around year 800, and eventually drop to below
60°C by year 5000. Similar behaviors are observed in all flow focusing cases, with
slightly lower temperatures in the flow focusing 20 case due to the increase in the
percolation flux. It is however noted that the temperatures are hardly affected by
variations in flow-focusing, testament to the effective transfer of heat from the waste
packages to the seepage wall location via thermal radiation and also heat conduction
through the rock from the adjacent vertical layers. This is consistent with our as-
sumption that seepage would occur over a very small region of the drift, and as such,
have little impact on the local temperatures.

The parameter having the largest impact on the temperature is the magnitude of
convective mixing. As discussed in Section 4.3.2.1, we had observed the temperature
of the drift-wall element for the strong convective mixing case being slightly lower
than the temperature for the other two convective mixing cases during times when
the temperatures were below boiling. Again, this is due to the more effective heat
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Figure 5.6: Temperature evolution in seepage-prone element at drift wall (solid line)
and boundary source (dashed line) for (a) no flow focusing, (b) flow fo-
cusing 10, and (c) flow focusing 20 cases.
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removal from the drift center due to enhanced axial vapor transport in the strong
convective mixing case.

5.4.2 Matrix Saturation

As discussed previously, saturations in the rock matrix do not directly correspond
to an understanding of seepage due to the large difference in the capillarity between
the two continua. They do, however, provide an insight into when the fractures are
able to resaturate (the saturation of the fractures create conditions for seepage) and
also provide an understanding of vapor transport between the rock wall and in-drift
(discussed in Section 5.4.5). We depict in Figure 5.7 the matrix saturation in the
seepage-prone element for the varying flow-focusing cases.

In these plots, transitions between current and future climate stages are distinguished
by vertical grey lines on the plot. For the no-flow focusing scenario (Figure 5.7a),
resaturation does not occur in the case of no convective mixing until around year
340. Similarly, the moderate convective mixing case sees initial resaturation occurring
around year 400. Interestingly, both these times correspond to temperatures well
above the boiling point, at 107°C and 110°C, respectively. The strong capillarity in
the hot, desaturated matrix competes with the boiling point of water at this depth,
increasing it, allowing a small presence of liquid water to exist in the matrix pores at
such high temperatures.

The strong convective mixing case does not see resaturation occur until much later,
around year 700 (corresponding to a temperature of 94°C), a result of the effective
drying of the rock wall from the low relative humidity of the in-drift environment. This
drying is further exemplified when observing the magnitude of saturation achieved in
the various convective mixing cases, with the strong convective mixing (dashed line)
resulting in a much lower matrix saturation than in the cases with no or moderate
convective mixing. This is apparent across all flow-focusing scenarios, and is a result
of the ability for natural convection to reduce the relative humidity in the air, and
remove moisture from the surrounding rock.

For the other flow focusing scenarios (Figure 5.7b, Figure 5.7c) in the strong convective
mixing case (dashed line), one can see that resaturation begins practically at the same
time across all flow-focusing cases–around year 700. This also occurs in the moderate
and no convective mixing cases, with resaturation times all occurring at years 340
and 400, respectively. These results show that the starting time of resaturation of the
matrix is affected little by variation in the rate of percolation, consistent with findings
in the temperature response (which also is little affected by the percolation). In fact,
as saturation in the rock is primarily dependent on the rock temperature, we actually
are observing the same times for matrix resaturation because the temperatures in the
rock remain the same across the three flow focusing cases. So then, for any given
convective mixing case, the time of matrix resaturation is more or less the same.
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Figure 5.7: Matrix saturation in a seepage prone element at the drift wall for (a)
no flow focusing (mean infiltration), (b) flow focusing 10, and (c) flow
focusing 20 cases.
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Tracing the evolution of saturation in the no and moderate convective mixing cases
(Figure 5.7, dash-dotted and solid lines), we see a jump occurring at year 600, cor-
responding to the assumed future transition from a present-day to a wetter monsoon
climate. Eventually, both convective mixing cases converge to a threshold saturation
around 0.99. Also, the rate at which saturation occurs is impacted by the percola-
tion rate, evident by observing the slope of saturation in the no convective mixing
and moderate convective mixing cases (dash-dotted and solid lines) just after year
600, all of which have a notable increase with increasing percolation. For the strong
convective mixing case (dashed line), we see greater variation in the response across
the flow-focusing cases, with much lower saturation overall. Strong convective mixing
greatly reduces moisture in the rock for all flow-focusing cases.

5.4.3 Fracture Saturation

More important to predicting thermal seepage is the fracture saturation in the seepage
element. We show in Figure 5.8 the fracture saturations for each flow focusing case and
each convective mixing case. The fractures are completely dry in all cases for the first
800 years as the rock temperature during this time remains above boiling preventing
liquid water from existing in the fracture voids. As the decay heat diminishes and the
matrix has partially saturated, rewetting occurs soon thereafter in the no convection
(dash-dotted line) and moderate convective mixing (solid line) cases, around year 900
for both. Discussed above, the beginning of the fracture resaturation corresponds to a
certain saturation being reached in the matrix when the capillary pressure is reduced
significantly to allow water to exist in the fractures. Water present in the fractures
provides another source for matrix saturation (i.e., water imbibes into the matrix due
to capillary forces), as compared to the case earlier in time, where only the matrix
domain was transporting water. As such, these times correspond to an increase in
matrix saturationFigure 5.7, apparent with the increase in the slope of saturation a
few years after the change to a wetter climate and higher infiltration rates at year
600.

As we would expect, the increase in the infiltration rate at year 2000–due to another
assumed climate transition to a glacial climate–promotes a jump in the fracture sat-
urations, which slowly increase with time after as a result of declining temperature.
For the no flow focusing case combined with strong convective mixing (dashed line in
Figure 5.8a), no water is observed near the drift wall until well after 3000 years, show-
ing the evaporative potential of the strong natural convection processes. A similar
behavior is observed for the flow focusing 10 case, depicted in Figure 5.8b, however
now with much larger fracture saturations and earlier rewetting of the fractured rock.
Whereas fracture saturations in the no flow focusing case are approaching 0.2, the
fracture saturations are now close to 0.5. Also, we see the rewetting of the seepage
element in the strong convective mixing case much earlier, around year 1200.
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Figure 5.8: Fracture saturation in a seepage prone element at the drift wall for (a)
no flow focusing (b) flow focusing 10, and (c) flow focusing 20 cases.
Vertical grey lines indicate stepwise changes in percolation flux caused
by expected future climate changes at 600 years and 2000 years after
emplacement.
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The flow focusing 20 case (Figure 5.8c) shows an even larger response in fracture
saturation for all convective mixing cases due to the increase of the percolation rate.
In this case we now observe the saturation reaching a threshold, when the slope be-
comes zero6–around 0.5 for all cases. For both the no convective mixing and moderate
convective mixing cases, this occurs around year 2000 due to the transition from mon-
soon to glacial climates and the subsequent increase in the infiltration rate boundary
condition by a factor of about 1.5. The strong convective mixing case reaches critical
saturation much later, around year 3300, meaning evaporation at this case effectively
delays the element from reaching a critical saturation until the thermodynamic con-
ditions of the in-drift become such that it can happen. It is at these critical values
where we can expect seepage to occur.

5.4.4 Seepage Percentage

We check our predictions by observing the seepage percentage, both ambient and
thermal, from a seepage-prone element. The seepage percentage is defined as the
ratio of the liquid flux that seeps into the drift to the total liquid flux percolating
with constant infiltration rate through a cross-sectional area corresponding to the
footprint of the drift. The calculation is done only for the vertical layer of locally
focused percolation flux. As expected from the fracture saturation plots, for the time
periods plotted no seepage was observed in the flow focusing 10 and no flow focusing
cases, as the threshold saturation was never reached. Therefore, we show in Figure
5.9 seepage for the flow focusing 20 case only, comparing the seepage percentage for
the thermally perturbed simulation with an ambient-seepage reference case where no
heat is considered.

In Figure 5.9, no ambient seepage occurs during the first 600 years associated with the
modern climate scenario (which has an assumed percolation rate of 120 mm/yr in the
layer of locally focused flux for this flow focusing 20 case, see Table 5.3). However,
during the monsoon and glacial climate scenarios, the capillary barrier is overcome (no
contribution from evaporation in the ambient cases) and seepage percentages of 6%
(320 mm/yr) and 16% (500 mm/yr) are achieved (a seepage percentage of 16% means
that 16% of the percolation water arriving at the drift wall is seeping into the drift).
Although ambient seepage does occur in the monsoon climate, thermal seepage is not
present until the glacial climate infiltration rate is reached. As expected, the start of
seepage corresponds to the fracture saturations reaching their threshold values. At
the year 2000, we see that the result for the no convective mixing case (dashed-dotted

6While from observation of Figure 5.8c the slope of the fracture saturation seems to be zero, it is,
in fact, slightly positive as decreasing temperatures allows larger saturations to exist in the fractures.
The flow of an inbibing liquid into a void due to capillary pressures is halted once an equilibrium
is reached with an opposing pressure. This opposing force is normally found from the gas pressure
trapped in the void. At reduced temperature the gas pressure decreases, reducing its volume and as
such allowing an increase in saturation, if ever so slightly.
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Figure 5.9: Seepage percentage for the flow focusing 20 case for both ambient (dashed
lines) and thermal (solid lines) seepage. (No seepage is observed in either
the flow focusing 10 or the no flow focusing cases). Vertical grey lines
indicate stepwise changes in percolation flux caused by expected future
climate changes at 600 years and 2000 years after emplacement.

line) jumps immediately to a 2% seepage percentage, and increases from this time on,
eventually reaching about 8% of the percolation rate.

Similarly, seepage starts around 2100 years after waste emplacement in the moderate
convective mixing case (solid line), but always remains slightly below the seepage
percent in the no convective mixing case. This is because even moderate convective
mixing allows for some removal of moisture from the drift walls and thereby reduces
the rate of seepage. In the strong convective mixing case (dashed line), seepage is
substantially decreased and starts later, around 3200 years after emplacement—well
past the thermal pulse with temperatures now around 60°C. At year 5000, with a
seepage percentage of only 3.5%, the strong convective mixing case has significantly
lower values than the 7% and 8% observed in the moderate and no convective mixing
cases. As suggested earlier, these results show that strong convective mixing due to
natural convection can reduce seepage significantly for the time period that thermal
perturbation is present.

5.4.5 Vapor Flow

Besides diversion around the drift wall via capillarity, how else is percolation water re-
moved from the wall? Vaporization and evaporation, especially after the temperature
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drops below the boiling point, allow for liquid water to be mobilized by phase change
to a gas form, which is then transported away in the open drift. To understand how
this effects seepage, we can observe vapor transport across the drift wall boundary,
specifically, the diffusive and convective vapor fluxes from the drift wall in the seepage
layer into the drift. Convective fluxes are driven via pressure gradients, generated by
the increased pressure from the boiling of liquid water in the rock. Diffusive fluxes
are driven by concentration gradients of water vapor between the near-drift rock and
the in-drift environment.

5.4.5.1 Diffusive Vapor Flow

Figure 5.10 shows the diffusive vapor flow from the seepage-prone rock element into
the drift in both the fracture (green dashed lines) and matrix (red dashed lines)
domains for the strong convective mixing case, across every flow focusing scenario.
Figure 5.10a shows the no flow focusing case. It is observed that the diffusive vapor
flow during the first 3000 years occurs only from the matrix domain. Near year 3000,
rewetting of the fracture element occurs and diffusive vapor flow from the fractures
to the in-drift begins, gradually increasing to dominate the total diffusive vapor flow
(figure 5.10a - green colored line). As the fracture domain rewets, the decay heat still
promotes vaporization of water in the rock and increases the concentration of vapor
versus the tunnel air space. This vapor produced is driven via diffusion through the
more permeable fracture domain into the in-drift.

The flow focusing 10 case shows a substantial increase in the diffusive vapor flow due
to the increased infiltration source. Again, we observe that the diffusive vapor flow
occurs only through the matrix domain until rewetting occurs, around 1200 years.
Here, as the fracture domain within the element has rewetted, diffusion through the
fracture increases quickly to be the main contribution to diffusive flow. The flow
rate continues to increase–likely converging to an upper bound–until the transition
to glacial climate occurs. This transition (and subsequent increase in the infiltration
source) causes a jump in the diffusive vapor flow at year 2000, with a gradual de-
cline after as diminishing decay heat reduces vapor production, decreasing the vapor
concentration gradient between the rock and the in-drift air spaces, and eventually
converging to a steady value at ambient temperatures.

Finally, we can plot the flow focusing 20 case (Figure 5.10.c), and now observe an
even larger amount of diffusive vapor flow due to the increase in the infiltration source
and subsequent production of vaporized water. Initially, as in the flow focusing 10
case, we see diffusive flow occurring through the desaturated matrix, indicating that,
like in the flow focusing 10 case, the vapor being produced outside of the drift wall
region is being driven by diffusion through the matrix domain of the superheated rock
and into the open cavity. When the fractures of the rock element finally rewet, around
year 1100, we see a shift in diffusive flows from the matrix domain to the fractured
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Figure 5.10: Diffusive vapor flow in the strong convective mixing case from a seepage
prone element at the drift wall from both the matrix domain (red dashed
line) and fracture domain (green dashed line) for (a) no flow focusing
(mean infiltration) (b) flow focusing 10, and (c) flow focusing 20 cases.
Vertical grey lines indicate stepwise changes in percolation flux caused
by expected future climate changes at 600 years and 2000 years after
emplacement.
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domain (red line declining, and green line increasing) as vapor is now being produced
and transported in the fractures.

Unique to this flow focusing 20 case, a peak is observed in the diffusive flow after
transport in the fractures begins, around year 1500 during the monsoon climate. Un-
like the previous cases, the increased percolation in the flow focusing 20 case reaches
a limit in the diffusive vapor transport. Declining temperatures in the rock, from
the diminished heat output of the waste canisters, are able to vaporize only a limited
amount of water arriving at the drift wall in the seepage layer. This peak shows the
limit being reached, and although it does not imply that seepage is occurring, it does
indicate the limited potential for vaporization of percolation water in the rock. In-
deed, after the transition to glacial climate, the diffusion flow jumps to an even higher
value, and finally the percolation water seeps into the cavity (Figure 5.9).

5.4.5.2 Convective Vapor Flow

Convective fluxes are driven by pressure gradients between the rock and the in-drift
environment. As vapor is produced by boiling or vaporization, the large density change
associated with the transition from liquid to gas increases the pressure locally where
vapor production is occurring creating the pressure potential for transport. Figure
5.11 shows the convective vapor flow from the seepage-prone element to the in-drift
for the strong convective mixing case (as was plotted in Figure 5.10). Similarly to
what we observed in the previous plot showing the diffusive vapor flow, the fluxes
are small in the no flow focusing case (Figure 5.11a) and much larger in the flow
focusing 10 and flow focusing 20 cases, due to the increased vapor production from
increased percolation. Unlike diffusive flows, the convective flow takes place almost
entirely though the highly permeable fracture domain (green lines Figure 5.11), where
the pressure driven vapor can transport more easily than through the matrix.

Initially during the modern climate scenario, in all the flow-focusing cases, convective
transport exists only in the fracture domain while the diffusive vapor transport exists
in the matrix domain. Following the evolution of both the flow focusing 10, and flow
focusing 20 cases (Figures 5.11b and 5.11c), convective transport decreases slightly as
a result of declining temperature in the rock until the transition to monsoon climate,
where a rapid increase occurs due to vaporization of the additional percolation water.
This increase continues until resaturation of the fracture occurs during the monsoon
climate for both flow-focusing cases, and we observe a sharp drop in the convective
flow. As the fractures now contain liquid water, their ability to transport pressure
driven vapor is decreased, and the vapor is now primarily removed by diffusion (as
was previously discussed).

The contribution to moisture removal from the rock due to convective vapor transport
is very small at later times as the primary mechanism for vapor transport has shifted
from pressure driven flow to diffusion driven flow. Both boiling and vaporization
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Figure 5.11: Convective vapor flow in the strong convective mixing case from a seep-
age prone element at the drift wall from both the matrix domain (red
dashed line) and fracture domain (green dashed line) for (a) no flow
focusing (b) flow focusing 10, and (c) flow focusing 20 cases.
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production rates have decreased substantially, allowing very small pressure differences
from existing in the fractured rock and the open cavity. In the flow focusing 20
case, convective vapor transport has very little contribution to the long-term delay
of seepage, when compared with the diffusive vapor transport. This suggests that,
in the case of strong convective mixing, diffusion driven transport is the primary
mechanism for the drying of the rock, and as such, responsible for delaying the start
of seepage. This is due to the strong difference in vapor concentrations between the
surrounding rock and the in-drift in this case. Although not plotted for sake of brevity,
the differences between convective and diffusive vapor transport for the moderate and
no convective mixing cases are much smaller than in the case with strong convective
mixing, as diffusive transport is not nearly as effective.

5.5 Conclusions

We conducted a numerical study to explore the impact that natural convection pro-
cesses have on the reduction of drift seepage at the Yucca Mountain repository. We
developed a new TOUGH2 seepage model based off of existing seepage models and
employed results from a previous natural convection model. This natural convection
model, coupled to existing modeling approaches for predicting heat and mass trans-
port in the rock mass, approximates in-drift convection as a binary diffusion process.

We performed quasi three-dimensional simulations runs for a detailed geometrical
representation of an emplacement drift cross-section plus surrounding fractured rock
located in one of the southern panels of the repository. Three simulation cases repre-
sent different degrees of convective mixing in drifts as determined from CFD studies
reported in the literature along with three different flow focusing cases to capture
the affect of preferential flow caused by subsurface heterogeneity. Our simulation re-
sults demonstrate the importance of in-drift natural convection on seepage reduction.
Strong convective mixing in natural convection:

(i) causes considerable delay in the rewetting of the fractured rock, and also the
seepage rates, in all flow focusing cases,

(ii) reduces the maximum fracture saturations achieved at the drift wall,

(iii) considerably increases both the diffusive and convective vapor flow from the rock
domain into the open air drift tunnel, and

(iv) significantly reduces the amount of seepage into the drift when compared to the
other convective mixing cases.

Natural convection effects in the open drifts thus should improve the performance of
the repository, since smaller relative humidity values, with reduced local seepage, form
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a more desirable waste package environment. As the results of our study have demon-
strated the importance of natural convection in assessing the future TH conditions
in Yucca Mountain drifts, we recommend conducting large-scale field experiments in
heated open tunnel sections to:

(i) validate several model assumptions and

(ii) to better constrain the uncertain magnitude of natural convection occurring in
such tunnels (i.e., to determine whether natural convection effects in heated
drifts at Yucca Mountain would be better described by the moderate or by the
strong convective mixing modeling scenarios).
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Chapter 6

Conclusions

6.1 Model Validation and Limitations

Unless the experiments at the Large Hadron Collider (LHC) are not successful in
discovering the Higgs boson, the Standard Model of particle physics serves as one of
science’s greatest examples of a validated model. Since its inception in the 1960’s, it
has continued to be upheld in its accurate representation of reality with the successive
discoveries of the sub-atomic particles that it has predicted to exist. The search for
the Higgs Boson in the LHC is a continued attempt in efforts of validation of the
Standard Model, to claim with certainty that its descriptions of—in this instance,
fundamental particle interactions—directly represent that observed in nature.

Model validation is an essential part of the model development process, and involves
the testing of the model to ensure its usefulness in that it:

(i) addresses the correct problem and

(ii) provides accurate information about the system in question.

Validation exercises demands modelers take a step back away from the details of the
modeling activity and from an introspective position, ask, in a broadest sense, does
the model serve well its purpose?

6.1.1 A view from a little bit away

To question if a model well-serves its purpose, it is necessary to first ask the transposed
form: what purpose does a model serve? A model is some construct that allows the
representation of processes and systems in the real-world, often to answer questions
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that we might have about it. In the realm of the physical sciences, modeling can refer
to various activities, all attempting to capture or explain phenomena ranging from a
basic physical process (e.g., diffusion, convection) to an entire system (e.g., the Unsat-
urated Zone, Yucca Mountain). Models allow for the understanding of processes that
occur over scales, such as time, length, temperature or other fundamental parameters,
where direct measurement by observation is unattainable. As such, they can often:

(i) provide insight to how such processes can occur where testing is impossible,

(ii) help to overcome limitations of human intuition as to the behaviors and response
of complex systems with dependent, coupled processes, and,

(iii) allow numerous testings to be performed with varying system constraints applied
(boundary/initial conditions).

Based on observation of nature, analytical models try and explain physical processes
in the form of a mathematical relationship and can, with multiple parameter depen-
dancies, quickly become complex. Often, direct analytical solutions are not possible
with current methods and must therefore be approximated (and approximated well)
using numerical models, which commonly discretize both the equation and the cal-
culation into finite parts to later be summed to form a solution. These numerical
models can be combined in the form of a computer model, which employs the use of a
computer to perform calculations on massive sets of these numerical approximations.
Such computational potential opens the possibility for creating combinations of many
models that operate in parallel, nested, and/or recursive relationships. Operating
in unison, the complex set of relationships created by such model combinations can
begin to define a system, and, as such, can estimate this system’s response to specific
changes in conditions over time.

6.1.2 What is Validation?

Due to the fundamental nature of the universe, processes in the real-world are in-
herently complex and hard to define. Theoretical models that attempt to establish
such definitions are often compared to physical models or laboratory experiments, en-
suring consistency between predicted and observed results. While customarily scaled
to dimensions and operating conditions tenable given constraints of space, time, and
cost, these models operate in reality and, in doing so, yield results empowered with
the incorporation of real-world effects. The comparison with results that include such
effects can often show limitations of the theoretical models, providing an important
feedback that is critical in ensuring model validity. Similarly, these comparisons can
show the robustness of a model, further ensuring its validity of, or ability to accurately
represent, the system and constraints in question. Model validation refers to the array
of exercises and procedures that can be performed to make such comparisons[77].
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It is incorrect to conceptualize successful validation as achieving some rank or level
for the model—the final result is not a validated model, but is rather a model that has
passed validation tests[78]. This shift in perception of the concept is subtle, however,
exceedingly important for the modeler undertaking the question-asking activity. In-
stead, models should be conceptualized as being valid for answering a specific range
of questions about a specific range of properties or behaviors for a system operat-
ing within a specific range of parameters. As such, validation must be considered a
continual effort, repeatedly undertaken to expand the model capabilities and further
refine the level of processes approximation with each additional question that would
necessitate such.

6.1.3 TH Seepage Model Validation

The Thermal-Hydrological models of the Yucca Mountain repository have been in
development for over thirty years since the time of this writing[17, 21–23, 33, 37, 44,
46, 74, 79]. Validation exercises of these models have been an ongoing parallel activity
for the Yucca Mountain site characterization in order to ensure that the models can
answer the question posed as to the site’s performance as a long term radioactive
waste repository. Indeed, being that these numerical TH models represent a physical
system, validation exercises were performed against experiments conducted onsite at
Yucca Mountain.

Of the many experiments performed, the Drift-Scale Test (DST) was particularly
suitable for this function, as it covered a range of operating conditions that would
be experienced by the repository with nuclear waste[80]. In short, the DST was an
in-situ test, performed over the course of eight years during which time an exploratory
tunnel in the repository horizon was heated to temperatures to be expected during
repository operation, inducing the complex coupled phenomena that a numerical TH
model would try and capture. Four years of heating—initiating the vaporization,
vapor transport, condensation and drainage of the existing pore-water in the fractured
rock—was then followed by four years of cooling to ambient conditions. Sensors,
measuring a range of parameters that define behaviors in fractured porous media,
captured the response of the experiment.

Developed in tandem, a numerical model (referred to as the DST-TH model) of the
in-situ test was created to ensure that TH models—describing heat and fluid flow
in the porous media—were able to predict important phenomenon in the DST (e.g.,
saturations, temperatures, phase-changes, and fluid flow patters)[29, 46]. This is sig-
nificant, as the DST and an actual emplacement drift at the repository are of the same
scale, located in the same geologic conditions, and operate over the same temperature
range. Thus, if validation of the DST-TH model could be performed, future devel-
oped TH seepage models—whose underlying structure employs the very same heat
and fluid flow models as those in the DST-TH model—would be considered validated
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as well. Indeed, results from this study showed not only a very strong direct agree-
ment between predicted and measured data, but also an underlying comprehension of
the fundamental processes from where they were produced[46].

6.1.4 Validation of Nat-co and Seepage models

The drift Nat-Co and Seepage presented in this dissertation were developed to answer
the question, how would natural convection impact thermal-hydrological conditions
and processes in the unsaturated fractured rock, including drift seepage? It was a
question that had yet to be asked or answered, and as such, presented a unique
opportunity to add to the collective knowledge of the expected behavior of the Yucca
Mountain repository. To answer this question, the simulation model harnessed the
combination of two model subdomains, that of the fractured rock mass and that of the
open space in-drift. The fractured rock sub-model of the Drift Nat-Co and Seepage
models are entirely based on the previously-validated TH models, and being that
they represent an almost equal system and operation conditions, can therefore also
be assumed to be valid in their predictions for the scenarios presented.

The models for the in-drift environment, however, were taken from methodologies
employed in previous studies, and rely specifically on the approximation of the in-
drift convection with the enhanced dispersion coefficient. The magnitude of this
parameter is, by far, the most important to the overall results of these studies—
having a significant impact on the results of drift seepage and the drying of the
fractured rock. While it would have been better to have confirmed this value from
laboratory experiments (as discussed ahead), the CFD values allow both the nat-co
and seepage models to provide a qualitative understanding of the impact the natural
convective processes have on the surrounding fractured rock, answering the original
question posed for initiation of the investigation. With this, we can conclude that the
model presented in this this thesis is valid for the system and scenario in question
because:

(i) The model confirmed an expected and unique responses.

(ii) These simulation responses were a result of the implementation of well-thought
models (e.g, the in-drift subdomain model, radiation model)

(iii) These models were developed on a solid understanding of fundamental principles,
and were expansions of already-existing and well-validated models.
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6.2 Research Accomplishments

The research effort was successful in that it answered the question: what role does
natural convection have on the in-drift environment and how does that in turn, affect
the near-field fractured rock? In the process to answer this question, much was learned
about the system, including insight into relevant processes, and established fundamen-
tal knowledge of how similar systems would behave—hopefully to be expanded upon
in further research endeavors.

6.2.1 Drift Radiation

Chapter 3 presented a model, based on the Stefan-Blotzman approximation, for con-
sidering thermal radiation transport within the drift environment. This allowed for
radiative connections to be established between the elements representing the emitting
and receiving surfaces of the in in-drift. Also developed was a unique preprocessing
code calculating the view factors to consider the effects of the geometrical orienta-
tion and distance between surfaces, capturing the role of three-dimensional radiation
transfer. While existing itself as only a component of the overall in-drift heat transfer
in both the nat-co and seepage models, the model was used to perform simple calcu-
lations to show the role thermal radiation has on the redistribution of heat within the
drift environment.

6.2.2 Drift Natural Convection Model

Chapter 4 presented a model considering the effect of natural convection in the in-
drift domain, approximating its contribution to the axial transport of both heat and
energy as a binary diffusion process, with effective dispersion coefficient given from
previous CFD studies. Considering two cases for the magnitude of the convective
mixing process, natural convection was shown for both to be an effective mechanism
for the: (i) transport of vapor from the heated drift center to the cool drift end, (ii)
the drying of the formation rock maintaining reduced saturations. Detailed profiles of
saturation in both the matrix and the fracture were generated, allowing visualization
of changes in the fracture rock with time and the formation of a condensation zone
in the drift turnout, a result of an effective transport of vapor from the heated drift
center to the cooler drift end. Finally, the average thermodynamic conditions of the
in-drift environment were predicted with time, allowing for use in the Drift seepage
model, presented in Chapter 5.
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6.2.3 Drift Seepage Model

The development of a quasi-three-dimension model for understanding the impact of
natural convection on drift seepage was discussed in Chapter 5. The results of the
thermodynamic conditions of the in-drift environment from the simulations performed
with the nat-co model were used as a time-dependent boundary condition, reducing
the need to model the entire drift-length. With these expected in-drift conditions
maintaining a drier in-drift enviroment, the impact of a flow-focused event causing
seepage was tested in three cases of increased rates of percolation. The reduced RH
environment caused by natural convection was shown to: (i) delay the rewetting of
the fractures, (ii) significantly reduce fractures saturations at the drift wall, and (iii)
offset the release and reduce the magnitude of seepage during a flow focus event.

6.2.4 Model Result contribution

The results of these models have contributed to the greater knowledge of the behav-
ior of the Yucca Mountain Repository by, specifically, bounding the expected effects
that heat-induced natural convection in the in-drift has on the thermohydrological
conditions in the surrounding fractured rock. Specifically, they help understand the
mechanisms by which natural convection:

(i) reduces the moisture in the local environment of the heated waste canisters and,

(ii) reduces the likelihood of a drift seepage due to a flow focusing event occuring.

In regards to the long-term integrity of the waste canisters guarding the radioactive
waste, both the above effects are beneficial as they reduce the probability of any water-
induced corrosion from occurring. This knowledge is critical in the effort of assessment
of the performance of the repository as a long-term solution for the disposal of high-
level radioactive waste, a necessity of a society that has pursued, and continues to
pursue, the benefits of nuclear technologies.

6.3 Future Efforts

While significant amount of knowledge was amassed during this research endeavor,
there still exist much opportunity to answer remaining questions. Mentioned earlier
in this chapter, the model sensitivity to the dispersion parameter, and the wide range
of the values provided by the CFD analysis, warrant further investigations to be
conducted to better bound the value of this parameter. The geometric configuration
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for the in-drift environment is distinctly unique, with no previous analysis of the flow
scenarios to be expected in such a system having been performed.

Scaled physical models (as in laboratory experiments) can be designed to capture the
range of system operating conditions, fluid properties, heating distribution and geo-
metric configuration that are expected. Properly calibrated using dimensional analy-
sis, a scaled laboratory model, such as that provided by the former ATLAS facility[81],
would provide a perfect opportunity to better define this parameter, especially by in-
cluding the effects of an binary system. Still, university-level experimentation could
also be undertaken, employing the use of inexpensive prefabricated construction ma-
terials for a mock drift (e.g., concrete forming sonotubes would be a simple construct
for the drift tunnel) and the plethora of sensor and data capturing instrumentation
(e.g., artificial smoke concentration measurements using laser attenuation devices or
capacitance meter) for measuring species transport.

6.3.1 Coupled CFD/Porous Media Models

In addition to the lab scaled experiment, the complex coupling between CFD modeling
of in-drift and porous media modeling of fractured rock, would also be a valuable tool
for better understanding the coupled processes of in-drift natural convection and the
impact on the surrounding fractured rock. This would involve a serious discussion
regarding how to handle the large differences in the spatial and temporal differences
between the two models, especially at the drift wall boundary, where the two domains
interact[59]. A difficult endeavor, it would require tremendous computing power,
and an intelligent iteration scheme to maintain equilibrium of the thermodynamic
conditions between the open drift CFD model and the fractured rock porous media
model.
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Appendix A

Boundary Layer Correlations

The use of boundary layer correlations plays an important role in capturing the effects
of convective heat and mass transfer in the models described in this dissertation. So
then, here further described are the development of such boundary layer correlations,
along with a general discussion of how they were implemented into TOUGH2.

A.1 Boundary Layers

In a thin region next to the surface of the heated object, the effects of fluid viscosity
play an important role on the heat transfer. In the case of a vertical heated plate,
buoyancy forces drive an upward velocity that is shaped by the shear forces exerted
on the fluid from the no-slip condition produced by the plate. The region where the
velocity changes from zero (against the wall) to some maximum and back down to
the bulk air velocity is called the velocity boundary layer, as shown in Figure A.1.
The temperature drop from the surface to the ambient air occurs over a region we
define as the thermal boundary layer. The temperature and the velocity boundary
layers are a coupled phenomena and change with position along the heated surface.
It is within these boundary layers that the convection heat and mass transfer occurs,
as such, they define how energy and mass is transported from the hot surface to the
the inviscid (bulk) gas region. Thus, it is important to be able to characterize the
boundary layer in order to predict the convective transport processes accurately.

For the most basic of boundary-layer flows, solutions exist using the integral method,
however, different types of flow regimes also have an impact on the boundary layer
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Figure A.1: Boundary layer across a vertical plate.

heat transport. At a critical value for the Rayleigh number1 the flow transitions
from laminar to turbulent—for which no exact solution exists. For anything but the
simplest geometry and flow confined to laminar regimes, these boundary layer profiles
are extremely complex and solving them is not practical as a method to understand
the convective transport. CFD codes can also be used to predict the boundary layer
effect by solving the Navier-Stokes equations using a finite-element method on a finely
meshed grid near a surface in question—thus simulating the direct effects of boundary
layer formation such as done in the convection model developed by Reed et al. [55, 58].
Effective for CFD simulations, our need to include the effects and interaction of both
domains does not allow us to calculate the in-drift environment using such a model.
The coupling between porous media flow and computational fluid dynamics would
be a massively complex and computationally-intensive effort due to the significant
differences in the spatial and temporal discretization demanded by both domains.
Thus, we are bound to resolve the convective heat and mass transfer problem with a
different approach.

1A dimensionless parameter quantifying flow regimes for buoyancy-driven transport, the Rayleigh
number is a product of the Grashof number (comparing the relationship between buoyant and viscous
forces within a fluid) and the Prandtl number (comparing the relationship between thermal and

momentum diffusivity) and is generally defined as, Rax = GrxPr =
gβ

να
x3 (Ts − T∞).
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A.2 Nusselt Number

In order to quantify how effectively heat transfer is enhanced due to the fluid motion
from convective flow, a ratio is commonly employed that compares the increased effect
of heat transfer via convection to the heat transfer via conduction (assuming the
non-physical scenario of the surrounding bulk fluid being static). This dimensionless
parameter is called the Nusselt number, and can be described as

Nu =
qconv

qcond

(A.1)

Although it is traditionally solved using dimensional analysis, it can be solved in a
more conceptual approach here (using a slightly modified methodology as presented
in [49]). From Fourier’s Law of Heat Conduction, the heat flux q′′ is given by

q′′ =
q

A
= k

dT

dx

[
W

m2

]
(A.2)

where k is the thermal conductivity of the material with units of
[

W
m K

]
.

Consider a slab of material with thickness L, thermal conductivity k and temperatures
T1 and T2 at the inner and outer surfaces, respectively. Using Fourier’s Law of Heat
Conduction and rearranging and integrating across thickness of the slab yields,

q′′ =
q

A

∫ L

0

dx = −k
∫ T2

T1

dT =⇒ qcond =
kA

L
(T1 − T2) (A.3)

which is the well-know equation for one-dimensional heat conduction.

Additionally, Newton’s Law of Cooling provides a means to solve for total heat transfer
(via conduction and convection). This law is given by

qconv = hA(T1 − T2) (A.4)

where h is the heat transfer coefficient, with units
[

W
m2K

]
a term that defines how

effectively heat can leave a surface, assuming both conductive and convective modes
of heat transfer. Now having the two equations defining the heat transfer given in
Equations (A.3) and (A.4) we can divide the two to solve for the Nusselt number as
defined previously in Equation (A.1), as

qconv

qcond

=
hA(T1 − T2)

kA

L
(T1 − T2)

=⇒ Nu =
hL

k
(A.5)
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A.2.1 Solution Methodology

As shown above, the Nusselt number can also be seen as a dimensionless heat transfer
coefficient, allowing for calculation of convective heat transfer processes, but how is
it that we determine a value for the Nusselt number? From physical experiments,
researchers have developed many analytical correlations for the Nusselt number for
specific flow environments. Basing these correlations off other dimensionless parame-
ters allows these analytical expressions to only change for different geometries, specific
heating conditions (i.e. constant heat flux, constant surface temperature), and fluid
flow regimes (i.e. natural, forced convection). Engineers use a correlation, valid for
the system in question, to solve for a Nusselt number value from which are able to
calculate the heat transfer coefficient. With this, and knowing the heat transfer rate q
[W] and now the heat transfer coefficient h, we can employ Newton’s Law of Cooling
(A.4) to predict the temperatures of a surface or object (T1 , T2) in question.

Nusselt number correlations are intended to give a good estimate of the heat transfer
occurring in simple systems, but cannot be assumed to have much accuracy when
the geometry is complex. If necessary, a detailed study can yield a more accurate
prediction of the heat transfer rate. Simulations of the system using a CFD code such
as FLUENT, along with physical experimentations of the system, can produce the
necessary information. By specifying a heating condition (constant heat flux), with a
fluid of known thermophysical properties, and for a geometry of known dimensions,
temperatures of both the heated surface and the fluid can be observed and recorded.
By varying the power input into the heated object, one can determine h for a range of
temperature differences using Equation (A.4). Because these models are physical, the
effect of the boundary layer is inherent in the study and does not need to be accounted
for in the model using the heat transfer coefficient. This procedure is suitable for both
simulations and physical experimentation.

As of now, there does not exist any experiments (simulation or physical model) that
predict the heat transfer coefficients for the range of temperature differences for the
Yucca Mountain in-drift geometry. There have been CFD studies performed on this
system, however, these simulations do not encompass the entire range of temperature
differences expected to occur over the time scale our numerical model will simu-
late. Because of this we are unable to predict the heat transfer coefficients using this
method.

A.3 Correlation Approximations

Instead, we have used to use Nusselt correlations to account for heat transfer due
to natural convection in a drift at the Yucca Mountain repository. Again, because
of the uniqueness of its configuration (an eccentric cylinder-in-cylinder), no specific
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correlation has been developed to predict the heat-transfer for the in-drift geometry.
Following the methodology used by Webb et al. in their condensation model[36, 58],
the in-drift geometry can be approximated by grouping into simpler geometries, as
shown in Figure 4.3, where the expanded approximation procedure is shown in Figure
A.2. Correlations for such geometries exist, yielding a value for the Nusselt number
for each geometric approximation, from where, using Equation (A.5) and selecting an
appropriate distanct, L, an effective heat or mass conductivity, k, can be calculated.
These calculations have been implemented into TOUGH2 to account for boundary-
layer heat and mass transfer and the heat transfer coefficient. The correlations for
each geometric representation are presented as follows.

A.3.1 Drift Wall to Air

The fractured rock drift wall is represented by the fluid in horizontal cylinder corre-
lation, with heat transfer coefficient defined as,

hcwall =
Nuwall kgas

Ddrift

(A.6)

Nuwall =
2

− ln
[
1− 2

A

] (A.7)

A =

[
(B)15 +

(
0.1Ra

1/3
wall

)15
]1/15

(A.8)

where B is defined as,

B =

[(
2

1− e−0.25

)5/3

+
(

0.587GRa
1/4
wall

)5/3
]3/5

(A.9)

G =

[(
1 +

0.6

Pr0.7
gas

)−5

+
(
0.4 + 2.6Pr0.7

gas

)−5

]−1/5

(A.10)

Rawall = g
βgas

ν2
gas

PrgasD
3
wall |Twall − Tgas| (A.11)
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! (a) Actual Geometry ! (b) Model Geometry

! (c) Correlation Geometry

Figure A.2: In-drift geometry approximations for use of natural convection correla-
tions, with dimension in unit meters. Shown are the (a) actual geometry
of the in-drift, the (b) model geometry of the waste package element in
the numerical simulation, and finally, the (c) correlation geometry.
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A.3.2 Drip Shield to Air: Sidewalls

The drip shield sidewall are represented by vertical heated plate correlations, presented
here with the heat transfer coefficient defined as,

hcsides =
Nusides kgas

Lsides

(A.12)

Nusides =

(
Nu6

l +Nu6
t

)1/6

(A.13)

NuT = C̄lRa
1/4
sides (A.14)

Nut = ĈlRa
1/3
sides (A.15)

Nul =
2.8

ln

(
1 + 2.8

NuT

) (A.16)

C̄l =
4

3
Cl (A.17)

Ĉt =
0.13Pr0.22

gas(
1 + 0.61Pr0.81

gas

)0.42 (A.18)

Cl =
0.503[

1 +
(

0.492
Prgas

)9/16
]4/9

(A.19)

Rasides = g
β

ν2
gas

Prgas L
3
sides |Twall − Tgas| (A.20)
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A.3.3 Drip Shield to Air: Curved Top

The top curved portion of the drip shield is represented by inclined heated plate
correlations, with heat transfer coefficient defined as,

hctop =
Nutop kgas

Ptop

2

(A.21)

Nutop =

(
Nu6

l +Nu6
t

)1/6

(A.22)

Nut = CtRa
1/3
top (A.23)

Ct = (CtH sin(φavg))
1/3 (A.24)

CtH = 0.14 (A.25)

Ratop = g
β

ν2
gas

Prgas

(
Ptop

2

)3

|Twall − Tgas| (A.26)

with inclined plate geometry defined by,

φavg =
1

2

(π
2

+ αarc

)
(A.27)

αarc = acos

(
Pinv
2Rds

)
(A.28)

A.3.4 Invert to Air

The invert to air heat transfer is represented by horizontal heated plates correlations,
with heat transfer coefficient given as,

hcinvert =


Nuinvert kgas

Pinvert

if Tinvert > Tgas

kgas

Hwp

if Tinvert < Tgas

(A.29)
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Nuinvert =
[
Nu10

l +Nu10
t

]0.1
(A.30)

Nut = CH
t Ra

1/3
invert (A.31)

Nul =
CH
t Ra

1/3
invert

ln
(

1 + 1.4
NuT

) (A.32)

NuT = 0.835 C̄lRa
1/4
invert (A.33)

CH
t = 0.14 (A.34)

C̄l =
4

3
Cl (A.35)

Cl =
0.503[

1 +
(

0.492
Prgas

)9/16
]4/9

(A.36)

Rainvert = g
βgas

ν2
gas

Prgas P
3
invert |Tinvert − Tgas| (A.37)
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