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Abstract

Nanoscale interfacial structure for Novel Opto-electronic and Ion-trapping Devices

by

Erick Ulin-Avila

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Xiang Zhang, Chair

In this dissertation, we present contributions to the nanoscale engineering of electronic
and geometrical structure of dielectric-metal interfaces. Such structure is designed to sup-
port the interaction of light and matter for useful scientific and technological applications.
Among our interests are electromagnetic subwavelength localization, propagation and stor-
age; photonic manipulation, modulation, synchronization and its use in the confinement
of atomic systems. The latter is directed towards a new generation of scalable devices for
quantum information processing (QIP) and surface science studies.

Plasmonic devices use tightly confined EM excitations in metal-dielectric interfaces to
provide for a collective electron ”surface” mode. Device applications reported here are vast,
from transport in active waveguides, High-Q resonant cavities, and light manipulation with
atom-like responses using metamaterials. We attain negative index of refraction for visible
wavelengths and design for deep-subwavelength surface states (Tamm and Shockley kind)
with graphene-like band crossing (Diabolical or Dirac point). The latter is important for
studying light propagation dynamics, plasmon manipulation and surface-related physical and
chemical phenomena. Also, for understanding molecular dynamics and developing electron
transport applications.

Ultrafast photonic addressing of plasmonic-lenses is attained by controlling time uncer-
tainties using field programmable gate arrays (FPGA) based finite state machines (FSM),
phase-locking and clock management techniques to signal multiple electro-optic modulators
in synchronized fashion. Implemented to pattern media, but useful as well for controlling
the interaction time with atomic systems using ultrashort pulses. Light is modulated by
using electro optic modulators at high frequencies allowing for high speeds and throughput,
however remaining the bulkiest part of the system.

Electronic structure modulation of graphene is used to conceive an interfacial electro-
absorptive device for photonic wave modulation in the telecommunications window, com-
patible with complementary metal-oxide semiconductors (CMOS) fabrication methods and
feasible as a tunable quantum interface. Compared to commercially available light modu-
lators, this electro-absorptive device operates at higher frequencies, fit in smaller footprints
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and consume less power. It is also useful for modifying the electronic structure of solid
surfaces or optical interfaces due to its thickness and electronic properties.

Nanoscale engineering, information theory and quantum physics meet in an experimental
attempt to process and store quantum information for practical purposes, currently chal-
lenged by decoherence and noise as technical barriers. In an attempt to understand such
obstacles towards the scalable miniaturization of QIP devices, we study the quality of inter-
actions between an ion and its trapping environment by spectroscopically measuring ”heating
rates”. We designed a versatile trap to study surface science aspects by in-situ modifying
its surface structure and using additional surface scientific tools to complement results. A
massive array of robust quantum optics tools is used for the controlled preparation of an
ion’s initial state, its manipulation and high fidelity readout of the final state. We reduce
the ”anomalous” electric field noise from the surface even further by performing cleaning
methods on the surface of our trap. Our trap is closer to the limiting Johnson noise than
any other trap reported in literature, important not only to the ion trapping community but
to the scientific community in general.

Deep underneath, these achievements embrace experimental foundations towards con-
trolling interactions between atomic, molecular and optical systems. According to surface
or interfacial structure design and time-control proven useful in the miniaturization of time-
dependent interaction between classical and quantum systems.
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Chapter 1

Introduction

1.1 The big picture

The study of light and matter interaction at the nanoscale provides of a scientifically rich
and an educational insightful playground for research and technological applications. It
represents a source of technological revolution for future generations with a wide range on
existent and novel phenomena across several fields of knowledge. Here, under the context
of nano-scale optics, we engineer the experimental conditions to not only isolate and probe
single interactions such as in ion-trap quantum experiments, but also for the confinement,
propagation and coupling of surface electronic collective excitations. From all experiences, we
recognize that at this scale, the design and integrity of the interface is of extreme importance
in order to provide for the right boundary conditions to the electromagnetic fields present.
We have entered the realm of surface science and thus enjoy from the not-so-well understood
alien interactions provided by surfaces, which we end up studying as well. Whenever feasible,
we pursue for the immediate implementation of our research into technological applications,
as our highest motivational goal.

To tune system’s response for the specific wavelength windows of light excitation, we are
favored by the state of the art of micro and nano fabrication techniques. To mention few,
material etching, thin film deposition, crystalline growth, and ultimately, the synthesis of
monolayers from layered media. These thin cross-sections not only allow for cranking diverse
material responses in reduced thicknesses but also the observation of responses which depart
from those of the bulk. Both are useful in the design of unconventional material effective
responses by coupling single-layer responses. Also, by coupling light to the motion of confined
electron waves in monolayers, we could provide for the ultimate spatial-confinement of wave
propagation down to a truly feasible interfacial layer between two optical media.

In order to motivate the introductory chapter we briefly present each one of the projects
here described. Since most are aimed at solving a particular problem, we present a corre-
sponding local introduction in the specific chapter, as an effort to keep each chapter self-
sustained. Here, we deal with the general introduction, which embraces the need to go over
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specifics of each which were not touched upon in respective chapters, but are useful in the
interlinking of all to conceive a general end. Part of the concluding chapter also reveals its
objective of concealing an specific title, fruit of all presented and projected into perspectives.

The first part of this dissertation focuses on interface-aided coupled interactions called
surface plasmons (SPs) which are electron density surface waves coupled to an incident
optical mode. These could be used as a possible replacement for both, electrons and photons
in nanoscale devices due to its high spatial and temporal frequency propagating nature.
We also study its interlayer coupling through thin dielectric layers as the number of them is
increased. Supported effective electromagnetic responses are localized through spatial design
of resonating cavities, thus a subwavelentgh engineering of optical responses is based on local
subwavelength design, giving rise to the field of metamaterials from which we could create
remarkably unconventional optical effective responses. Here we study two contributions to
the field, the first is applied to the creation of Negative Index Metamaterials (NIMs), and
the second is related to Surface states, optical analogues of solid state surface states.

Plasmonic lenses, designed for deep-subwavelength spatial confinement represent an al-
ternative to achieve high resolution applications, however challenged due to high throughput
and speed requirements. Here, we have the opportunity to link metamaterial research with
time-effective digital systems and tribology research, which relates to the science and en-
gineering of interacting surfaces in relative motion. We report time-dependent routines to
generate electronic triggering signals to electro-optic modulators with controlled time-delay
uncertainties. We implement finite state machines and digital (phase) lock loops on FPGA
architectures to synchronize all the relevant clocks in the system. This is presented in Chap-
ter 3 but understood applicable also for ion trapping purposes in Chapter 5 since thousands
of ions are envisioned as trapped and probed with spatial and time accuracy. By using these
architectures and the design described for the plasmonic lithography application, ion traps
interactions could be ruled in phase to the other critical clocks in the system. This includes,
the laser repetition pulses at 80MHz and even the 60Hz which feeds the systems around,
interconnected through the power line in the room.

A new twist to typical layered bulk materials such as graphite is obtained by mechanical
exfoliation. Graphene from graphite was found feasible and remarkable. Since then, many
other materials such as MoS2 are under extensive research. Most reported monolayers of old
layered media provide extra-ordinary responses, different from thin films (already different
from bulk). Some monolayers change their properties further when coupling with other
layers, or due to electromagnetic effects such as is the case for absorption in graphene.
Departed responses as the thickness is reduced complements our understanding of novel
material’s behavior as we are to interact with 2D crystalline lattices of atoms. Mechanical
exfoliation and Chemical Vapor Deposition (CVD) techniques are not reviewed here, but
recipes and relevant references are mentioned when needed in chapter 4 and chapter 5.

In this dissertation, an important use of graphene in the modulation of propagating
infrared light in semiconductor waveguides is discussed in chapter 4. The realization of
nanophotonic devices for light modulation in Silicon is integrated with an interfacial graphene
absorptive layer, for telecommunication applications. In chapter 5, graphene chemical inert-



CHAPTER 1. INTRODUCTION 3

ness is proposed to reduce chemical activity at the surfaces of ion traps. However, technical
difficulties intrinsic to its synthesis proves to be challenging for quantum interactions to
be attained. This is due to the remaining carbon from the CVD process, part of a noisy
environment for the trapped ion.

Typically, metal dielectric interfaces are used to trap ions for quantum information pur-
poses. By spectroscopic studies of its exhibited fluorescence we can study the additional
energy obtained as a decoherent process consequence of dissipation and heating provided
the interaction with the surface. Surface electrode microtraps are the scalable version of
a Linear Paul trap, produced by using the available micro and nano fabrication methods.
However, noise near surfaces, in particular, electric field noise from the surface has been
known to cause anomalous heating of the motional modes of a trapped ion. Here, phonons
are used in the interaction with an ion to measure the quality of the trapping surface through
the measurement of ion heating rates.

Complemented by other surface analytical tools, a complete picture of the ion-surface
interaction is extracted to study surface treatment methods for cleaning traps. Since the
ion is ultra sensitive to the surface, it could be used to detect certain surface properties as
if it was another surface scientific tool. In this Chapter, we present information addressing
the fundamentals behind the surface structure of materials, specifically those of metals and
dielectrics, we also a review the relevant decoherent aspects of surface electrode microtraps.

To concretely introduce each of the fields of interest, we review key concepts from few
references and merge areas as outlined above. This is not a unique flow, since time-related
mechanisms could have been left until the end, however, since plasmonics lenses (a meta-
material) are involved and time-sensitive signaling is required for ion-interaction in Chapter
5 we stick with the following structure. In section 1, we start with the description of the
field of nanophotonics. The Optical properties of metals and dielectrics are presented to
support the field of plasmonics, the largest area of nanophotonics as feature size reduction is
required for high-frequency EM wave propagation. We introduce surface plasmon polaritons
and localized plasmon resonances to justify the promise of plasmonics. Active plasmonics
is introduced for its application in the observation of surface plasmon stimulated emission
important for the creation of a true surface plasmon stimulated emission of radiation (spaser)
device capable of emitting coherent surface plasmons in nanoscale platforms. Then, we de-
scribe how atom-like behavior per layer is designed once the wavelength of incident light is
larger than the corrugations provided by material thickness. We describe its respective use
in metamaterials as designed subwavelength interlayer spatial coupling to obtain effective
material responses when interacting with light.

After have reviewed plasmonics and metamaterials, as light interaction with novel en-
gineered 3D systems, we focus on monolayered materials, specifically, graphene as the first
conceived 2D expression of matter. We present its fascinating characteristics and impor-
tant consequences in optical systems as an atom-thick material. The surface science behind
Ion-trapping research comes last to wrap the use of surfaces in our research endeavors now in-
teracting with point particles (atomic systems). For this, we introduce the surface structure
and the quantum vibrational mode description for spectroscopic methods used in measuring
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heating rates in Chapter 5.

1.2 Nanophotonics

By now, light applications are vast, used almost in every solution we have around; either
as a source to excite responses, change system’s conditions, probe state evolution, fabricate
devices through lithographic processes, communicate information, or harvest energy from
the sun efficiently. Applications are starting to change people’s life and undoubtedly will
continue to do so as we improve our understanding of light-matter interactions in deeper
ways.

Nanophotonics is the field studying light behavior at nanometer scales. For our purposes,
relevant phenomena exists in the ultraviolet (UV), visible (VIS) and infrared (IR) regions of
the electromagnetic spectrum, corresponding roughly to wavelengths of approximately 300
to 1700 nanometers. In space-domain, it corresponds to the feasible resolution range allowed
by current micro and nano fabrication methods. For larger wavelengths, it actually allows
us to fabricate for light-matter interaction at deep sub-wavelength scales.

New technologies in the realm of nano-optics such as those of surface plasmon optics,
changed the way we understand light-matter interaction in the surface of materials. Specif-
ically, thickness reduction in materials such as metals or graphite, have interesting con-
sequences when studied at this regime. In addition, artificially engineered materials with
designed optical responses can be fabricated by tailoring and coupling different dynamical
systems (diverse transfer functions) and tune the geometrical or electronic structure provided
by subwavelength building blocks and or time-dependent perturbations.

The interaction of light with nanostructures can be used to confine electromagnetic fields
to the optical near field of such a structure. The electromagnetic field adapts to the topog-
raphy (shape and size) of the structure (boundary conditions). The optical near field can
be seen as a surface bound optical oscillation depending on length scales smaller than the
wavelength of the incident light. Since the field adapts to the structure, provides higher
spatial resolution beyond the diffraction limit.

As the sizes are reduced (extrinsic size effect), novel optical properties appear. However,
to completely define the material’s optical response to incident light, the intrinsic electronic
properties have to be defined as well. We could change this properties due to size reduction
as well, just as is the case for semiconductor nanostructures and metals. By doing so, the
confinement of the quantum mechanical wavefunction discretize available optical transitions.

Furthemore, due to its constitution, materials interact stronger or weaker with electro-
magnetic fields. Thus, by tuning the permittivity and permeability of materials, the electro-
magnetic response can be engineered in the nearfield. In metals, superlenses are designed
by reducing the metal thickness and controlling the size of the corrugations. This size is
correlated with the mean free path of the conduction electrons. To provide of a boundary
contrast to conductive media and thus confine the effect to an interface, insulating materials
are used.
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The ultimate confinement in thickness is found in graphene, an atomically thin sheet
of the a semimetal graphite with very interesting opto-electronic properties. This material
has been adopted immediately in the fabrication of electronic and nanophotonic devices.
Different from a metal or a semiconductor, it possesses a honey comb lattice which allows
for confined electrons to move faster than those in conventional semiconducting materials.
Interband transitions are tunable by external fields and thus could be used to provide for an
electronic tunability of optical absorption contained in an atom-thick surface. As a result
its electronic structure could be used to locally modify the interface among media or only
the surface. Its obtention through CVD methods and post processing techniques allows for
the possibility to place it in almost any substrate. Silicon and Quartz substrates are feasible
materials and thus allows for integration in photonic interconnectors onto a microprocessor,
the so called ”exaflop light circuit era” of CMOS Integrated Silicon Nanophotonic technology.

In conclusion, nanophotonics is a very broad area with applications covering all areas of
knowledge where light interacts with matter in the nearfield. We are capable of tailoring
light interaction with nano structures if we modify the geometric and electronic structure
of the surface of the material to interact. As thickness is reduced, different responses are
attained, such as is the negative permitivity in thin metals, cause of surface plasmons.
Dielectric materials are used to provide contrast for confinement, and so is possible to have
them thin (in fact better, cause still metal ALD is not everywhere). Multilayer systems
consisting of alternations of metal dielectric interfaces allows for effective response design
through localization of electromagnetic modes, provided the space used is still smaller than
the wavelentgh of incident light. The design is pretty much like filters or LCR circuit but
for transmission or reflection of light. Combinations of reponses are used to compensate for
effects or recreate others which are novel. In our case, electron transport associated with
light excitation, or viceversa, is of interest. Also, we are interested in response changes as
the thickness of the layer is modified. First, because we can do more effective or different
metamaterials, to manipulate light. Thinner metamaterials in principle should work under
the same rules for smaller wavelentghs. Second, for the control of electron confinement
and optical response so that then effective responses for propagating light modes can be
manipulated to obtain a characteristic behavior in the transmitted light or in the associated
electronic states of the surface or interface they form. For this, we review metals, dielectrics,
semimetals and different combinations, ie alloys for the obtention of crystalline forms for
the best expression of metallic conductive characteristics. From thick (3D) to thin (2D)
for electrons represents a drastic change with amazing physics and applications. Towards
the best propagation and localization of light by carefully engineering the electronic and
geometric structure of the surface, for in the second case, the interface.

1.3 Plasmonics

Plasmonics is a major area of nanophotonics, based on the interaction between electro-
magnetic waves and conduction electrons at metallic interfaces or geometrical structures
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with sizes on the order, or less, of the wavelength of incident light. Since light is limited
by diffraction, the subwavelength confinement provided by metallic nanostructures opens a
broad area of studies. First, for applications where light is already used but can be optimized
for subwavelength dimensions as is the case for photonics. Not only, it is possed to replace
electronics in most of its applications due to the intrinsic confinement to the surface they
exist upon. Second, in small particles plasmons find other applications such as for cancer
research, provided light is enhanced in these metal nanoparticles.

The field is divided in many areas, but typically connected through the use of two so-
lutions of the electromagnetic problem posted by geometrical boundary conditions and the
available ”free” electron sea. The electron sea is provided by metallic and semiconductors
surfaces which are contrasted by using dielectrics to provide for an interface, otherwise either
a far more dissipative or less conductive media would result in only less effective interfacial
results. For now we think of this interface a sharp contrasting change in the spatial distri-
bution of electrons just in the border. Excited by a wave polarized so that the electric field
excites oscillations in the electron density is one of the solutions of the posed problem for
propagating surface waves, called surface plasmon polaritons. Its main application is found
in in optical communications due to the high frequencies and space confinement available.
In fact plasmonic waveguides are the best of both expressions. Faster than electronic waves
but slower than optical waves. However tougher to fracture in the channel as plasmonic
waves consist of the metallic surface of bulky media, which in principle can be tougher.
However, if thin, surface plasmons can be coupled by tunneling electrons as well. The other
EM solution is used to describe what we call localized surface plasmons, which are of a
non-propagating nature and due to that are used mostly in plasmon optics for imaging and
patterning applications. Confinement of energy in subwavelentgh space is possible, and so
is in the solution where most metamaterials base the use of coupled plasmonic effects in
subwavelentgh regimes for an effective designed response.

A brief explanation of both kinds of plasmon waves will be described to serve as motiva-
tion and introduction to contributions presented in chapter 2 and chapter 3. While chapter 2
consist of purely plasmonic related topics, i.e. plasmonic devices and metamaterials, chapter
3 introduces time-related useful concepts for light manipulation in high frequency domains
for triggering of electro-optic modulators. Also useful for electronic excitation in media,
in principle metallic surfaces, which are used in FPGA devices. Chapter 3 discusses the
plasmonic nanolithographic system using plasmonic lenses, but is also very useful to visual-
ize chapter 5 electronics for the control of light interaction times and DC-electrode voltage
tuning, multiplexing and logic manipulation of signals used to interact with the trapped ion.

The high density of free electrons in metals reduces electron energy level spacing so
that thermal excitations (kBT ) at room temperature allow to describe plasmonics using
classical electromagnetism. Certain plasmonic configurations do exhibit quantum behavior
i.e. quantum plasmonics, is used to tailor strong coupling between surface plasmons and
single quantum systems at deep subwavelegth scales of spatial and temporal interaction.
Plasmonic circuits might allow for quantum information transport feasible to integrate with
nano-scale semiconducting devices if in principle, the losses, which are of quantum nature
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(as we are to describe) could be defeated. Associated with heating and dissipative effects,
quantum processes for surface plasmons have been found difficult but not impossible to
observe.

For the frequencies of interest UV, NIR, IR, field penetration in the metal is role factor
supporting the good conductor approximation validation when solving Maxwell’s equations.
For low frequencies, up to the visible part of the electromagnetic spectrum, waves do not
propagate through metals. Waveguides and resonators in microwave and far-infrared regions
are fabricated based on negligible penetration into the metal. The good conductor approxi-
mation is still valid. At high frequencies, NIR and VIS increased field penetration leads to
an increase in the dissipation of energy. In the UV most metals allow for the propagation
of electromagnetic waves excluding noble metals which have strong interband transitions
leading to strong absorption. Alkali metals exhibit UV transparency due to an almost free-
electron like response. Dispersive properties are described by the complex dielectric function
1.1. Strong frequency dependence is understood as a consequence of changes in the phase
of the induced currents with respect to the exciting field for electron relaxation times τ of
the metal. Since fields are averaged over distances much larger than the microstructure,
the rapidly varying microscopic fundamental interactions between charged particles inside
media and electromagnetic fields, are not taken into account [1]. The relationship between
the relative permittivity (dielectric function) and the conductivity of the metallic surface is
described by the dielectric response equation :

ε(K,ω) = 1 + ı
σ(K,ω)

ε0ω
) (1.1)

A simplified spatially local response ε(K = 0, ω) = ε(ω) is valid as long as the wave-
length is significantly longer than all characteristic dimensions such as unit cell size and
electron mean free path in the metal. At low frequencies, ε is associated with bound charges
responding to a driving field, while σ is related to the contribution of free charges into elec-
tric current flow. Also, permittivity and conductivity are complex functions of frequency ω:
ε(ω) = ε1(ω) + ıε2(ω), σ(ω) = σ1(ω) + ıσ2(ω). ε is associated with the complex refractive

index ˜n(ω) = n(ω) + ıκ(ω) of the medium.

Surface Plasmon Polaritons

Surface Plasmon Polaritons (SPPs) are surface bounded electromagnetic waves coupled to
electron density oscillations in metal-dielectric interfaces [2] [3] [4]. Spatial confinement of
enhanced fields is useful in several applications [5] included nanolithography [12], microscopy
[13] [14] [15] [16], plasmonic circuits [22] [23] [24] [25], metamaterials [18] [19] [20], solar cells
[17] and bio-sensing [21]. Derivation of these surface waves as TM solution in the interface
is reviewed in several texts included [6] starting from Maxwell equations and the dielectric
function of the free electron system.

Plasmonic waveguides guiding two dimentional waves is reviewed here since its use its
relevant in Chapter 2. A tradeoff between propagation losses and spatial confinement exists,
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thus two kinds of waveguides are typically reported, thin metallic films in dielectric medium
with long range propagation lengths and loosely confined mode or nano-particle/wire waveg-
uides with a highly confined mode and shorter propagation lengths. The propagation losses
are attributed to the metal thus the higher the confinement of the mode, the increased atten-
uation due to closer mode to metal surface interaction associated to ohmic heating, relevant
in Chapter 5 for heating rates from a metallic surface.

Increase in interparticle coupling strength leads to enhanced propagation lengths for con-
fined modes close to the light line [38]. As well, for flat interfaces there is an increase in
propagation lengths and field localization [39] avoiding existing trade-off between confine-
ment and loss, attributed to SPP field enhancement and propagation distance limits due to
intrinsic electronic damping in metals. To compensate for such, the field of active plasmonics
studies the interaction of surface plasmons with active media offering compensation as the
possible solution for propagation losses allowing for applications such as [27] [28] [29] [30]
[31] [32] [33]. Section 2.2 details our efforts towards achieving a surface plasmon waveguide
in an active medium. While we are unable to compensate all propagating losses, we are able
to observe stimulated emission process as reported in [150].

Localized Surface Plasmons

Localized surface plasmons are the second fundamental excitation, understood as the non
propagating modes of the conduction electrons of metallic nanostructures coupling the inci-
dent electromagnetic field. These surface modes are solutions from the scattering problem of
a particle of subwavelength-size in oscillating electromagnetic field. Driven electrons are at-
tracted to the particle through an effective restoring force. Resonance leads to amplification
in the nearfield inside and outside the particle. The nanoparticle acts as an electric dipole,
resonantly absorbing and scattering electromagnetic fields. This resonance is called localized
surface plasmon resonance, or localized plasmon resonance, which can be excited by direct
illumination in contrast to the propagating modes where phase matching is required. This
resonance is fundamental in optical applications of metal nanoparticles. This dipole particle
plasmon resonance is only valid for particles below 10nnm for the visible and infrared regions
of the spectrum of EM radiation.

The interaction of a nanoparticle with an electromagnetic field is typically treated under
the quasistatic approximation provided the particle size is smaller than the wavelength of the
driving field. For particles of larger dimensions, phase changes in the driving and responding
field are treated using Mie theory [7]. First order corrections exist and are typically used.

The plasmon resonance is damped down by two competing processes, a radiative decay
into photons, important in larger particles, and a nonradiative process due to absorption,
which creates electron-hole pairs via either intraband transitions (within the conduction
band) or interband transitions (from lower lying d-bands to the sp conduction band in noble
metals). The physical model is detailed in reference [8]. Two-level model of the plasmon
resonance is studied in reference [9]. The homogeneous linewidth of the plasmon resonance is
related to an internal damping process via the introduction of a dephasing time. Analogue to
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dielectric resonators, such as those of 2.4, the strength of the plasmon resonance is through
the use of a quality factor Q, given in terms of the resonant energy. The coherent excitation
dephases either due to energy decay or scattering events that change electron momentum.
Reference [10] studies this dephasing time and relates it to a population relaxation time or
decay time describing both energy loss processes (radiative and non-radiative), added to the
dephasing time consequence of pure elastic collisions. For nanoparticles of noble metals,
dephasing times are in the range of ∼ 5, 10fs. Shifts in resonance frequency are designed
by changing geometry and size. Coupling beween localized plasmon resonances shift the
effective response due to electromagnetic interaction between the localized modes.

Since interactions are approximated of dipolar nature, the ensemble of particles is seen
as a system of interacting dipoles. Interparticle junctions serve as hot-spots for field en-
hancement. Scattering is reduced if particles are packed so that fields are highly localized
at intersticial sites. Plasmonic apertures are void plasmons sustained by an electromagnetic
dipole resonance alike to that of the nanoparticle. In chapter 3, we describe plasmonic
antennas in the context of plasmonic lenses for lithographic applications.

For particles smaller than 1nm, quantum effects might begin, depending on the number
of electrons, the amount of energy gained by individual electron per incident photon could be
significant compared to kBT at room temperature. This problem becomes a multiple-particle
problem, no longer a coherent electron oscillation[11].

1.4 Metamaterials

For noble metals, higher frequency excitation increases material permittivity significantly, so
that the total electric field energy of the SPP mode inside the metal is reduced. Delocalized
SPPs are due to negligible field penetration into the metal. The perfect conductor model is
used when the internal fields are zero thus perfect metals can not support electromagnetic
surface modes at the surface, included SPPs. However, in [34] bound electromagnetic waves
mimicking SPPs are sustained by a perfect conductor provided a periodically corrugated
surface. For real metals with finite conductivity with surface corrugations much smaller than
the wavelength of the exciting field, the photonic response of the surface can be designed
by tuning the dielectric function ε(t) for the effective medium. The frequency ω(p) is tuned
by designing the dispersion relations of the surface plasmon mode via surface geometry
and electronic structure, for particular frequencies. In the effective medium model, the
periodicity of surface corrugations allow for an average finite field penetration confining
SPPs at visible frequencies. Materials with subwavelentgh geometrical structure exhibiting
an effective photonic response is known as a metamaterial. Metamaterials designed for the
purposes of light manipulation (refraction index tuning) and surface state engineering are
presented in Chapter 2.

In perfect conductors, periodic corrugations in flat surfaces generate bound surface states.
In [35], a one dimensional array of grooves of depth h and with a and periodicity d (lattice
constant) is studied. The frequencies of the supported modes scale with the geometrical
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size of the grooves in the perfect conductor approximation. The surface mode resonance is
shown as a divergence in reflectivity and the dispersion relation for a surface mode is then
determined by the poles of the reflection coefficients. For λ > a, d the dispersion relations
are closer to the light line. For finite hole depth h the existence of confined surface modes
with low group velocity (coupled cavity modes) above the cutoff frequency ω(p) is supported
by propagating modes inside the cavity holes, due to the excitation of cavity resonances
[36]. Designer SPPs play an important role in enhanced transmission through arrays of hole
sizes below the cut-off of the propagating mode [37]. Reference [40] studies extraordinary
transmission through apertures related to a phase matching condition imposed by a grating.
The bull’s eye structure with concentric rings grating provides of both, a focusing and a
coupling effect for enhanced transmission in the central aperture where both, propagating
and localized surface plasmons contribute to the effect. Application of plasmonic lenses is
further described in Chapter 3 for lithographic purposes.

1.5 Graphene nanophotonics

Insulators and semiconductors differ from semimetals and metals in their electrical conduc-
tivity dependance on temperature. Insulators or semiconductors have two types of charge
carriers, holes and electrons. The conductivity of insulators and semiconductors increases
with temperature since more electrons are shifted to the conduction band. A metal has one
type of charge carrier only, the electron. Conductivity decreases with increases in tempera-
ture due to increasing interaction of electrons with phonons (lattice vibrations). Semimetals
are alike metals but with both holes and electrons contributing to electrical conduction.
Semimetal also differs from an insulator or semiconductor in that its conductivity is never
zero, whereas a semiconductor has zero conductivity at zero temperature and insulators have
zero conductivity even at room temperature, due to a wider band gap.

A particular kind of semimetal is a carbon allotrope, graphite, an electrical conductor.
It is the most stable form of carbon under standard conditions [348]. Graphite is the bulk of
low-dimensional allotropes such as Graphene, a 2-D single layer of graphite [44], 1-D carbon
nanotubes (CNTs)[42] and 0-D fullerenes [43].

Graphene electronic structure and properties were theoretically described earlier to un-
derstand the physics of a single layer honeycomb carbon lattice [45]. Its exfoliation and CVD
synthesis have been only quite recently possible. Graphene is the strongest material, even
stronger than diamond stronger due to the nature of the sp2 bonding versus sp3 bonding
[86]. Charge carrier densities are similar for electrons and holes with a very high current
carrying capability, two orders of magnitude higher than in Cu [44], [71], [72].

Carbon nanomaterials provide long mean free paths at low bias due to weak acoustic
phonon scattering and suppressed optical phonon scattering [82], [87]. Scattering mecha-
nisms in 3-D occur even at small angles and required momentum is low, the backscattering
in 1-D conductor requires much higher momentum, making the scattering weak, as a conse-
quence, larger momentum relaxation times or mean free paths. Useful for our purposes in
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the next-generation interconnects with enhanced electrical performance and reduced electro-
migration effects, existent in nanoscale Cu interconnects [88], [89]. Cu interconnects suffer
of an increasing resistivity, current density, and temperature [90] [91] [92] when compared
to carbon nanomaterials at the nanoscale. Due to this extraordinary physical properties,
carbon nanomaterials are used for several applications in nanoelectronics [46], [47], spin-
tronics [48], [49], optics [50] [99] [100] [101] [102], carbon nanotubes [103] [104], materials
[51], mechanical systems [52] and biological systems[53], relativistic quantum mechanics and
condensed matter physics [54], anomalous quantum Hall effect [44] [95] [96], Klein paradox
[54] and coherent transport [98].

Carbon nanotubes (CNTs) and graphene nanoribbons (GNRs) have a wider range of
applications, such as for energy storage [55], to convert energy using thermoelectric [56] and
photovoltaic [57] devices. Field emission displays [58], nanometer semiconductor transistors
[44] [59] [60] [61] [62], nanoelectromechanical systems (NEMS) [69], [64], interconnects [65]
[66] [67] [68] passive devices [63], [83]. Due to electrical, thermal, and mechanical properties
[94][4], [52], [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85].

In reference [321] infrared (IR) spectroscopy is used to probe interband optical transitions
in graphene mono and bilayers. Unlike conventional materials, optical transitions in graphene
can be modified through electrical gate-induced changes, just as field-effectmodulated elec-
trical conductivity, the basis of electronics. The behavior of graphene is attributed to both,
its two-dimensional (2D) structure confining electrons in one atomic layer and its low density
of states (DOS) near the Dirac point, causing the Fermi energy (EF) to shift with varying
carrier density. The optical properties of graphene make it a promising material for IR
optoelectronics due to superior carrier mobility, current carrying capability, and thermal
conductivity, and can readily incorporate electrical coupling as in field-effect devices [44](12)
and p-n junctions [105] [106].

Graphene growth using Chemical Vapor Deposition (CVD) is easily placed in several sub-
strates, included Silicon and its oxide. Optical communication devices on a silicon platform
[107] based on graphene should offer small footprint, high-speed, broadband, low-energy-
consumption, easy-fabrication and tunable properties for a new generation of devices [111].
Graphene has been used in optical devices for bio-sensing applications [117][118][119], photo
detectors [120][121][123], and waveguides [124]. Additional optical advantages include thin
cross section, high carrier mobility, high thermal conductance, also a gapless energy struc-
ture. In addition, the linear conduction band meets the valence band at the Dirac point,
leading to intraband and interband electronic transitions [110] [125] [126].

Its tunable conductivity σ can be written as σ = σ
′
+ iσ

′′
. For σ

′′
> 0, graphene behaves

as an ultra-thin metal, thus able to support a highly confined TM mode plasma wave,
thus graphene could become a good TM mode waveguide with proper doping [127] [128]
[129]. Gated graphene near a silicon waveguide is applied to fabricate an optical modulator,
reported in Chapter 4.
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1.6 Surface microelectrode EM Ion-trapping for

Scalable Quantum Information Processing (SQIP)

Important technological advances are consequence of scalable miniaturization of devices.
Novel materials and physical phenomena are under extensive research for its eventual in-
troduction to technology. One of such is the field of quantum computation, with its most
notable architecture based on trapped ions. In such a setup, information is kept and trans-
formed by coherent processes among a 2-level system (the ion) and a EM single mode field.
Currently, ion traps are fabricated on flat surfaces so that familiar processes in standard
microfabrication methods facilitate the scalable production of these devices. As well, it pro-
vides for an opportunity to use the trapped ion to probe the conditions of the interacting
surface as an additional tool for surface science studies particularly important for quantum
information processing but generally useful to all fields which dealing with similar structural
aspects. Spectroscopic methods with trapped ions are used to measure heating rates, which
detail the surface-ion interaction through the exchange of phonons. Few other adsorbates
on the surface contribute to this phonon exchange at ”anomalous” heating rates and thus
disrupt quantum processes by decoherence effects.

Surfaces are of interest because when compared to the rest of the solid, they offer a
unique chemistry since surface atoms react to satisfy bonding requirements. Modern surface
science is particularly important in nanotechnology [133], specially if semiconductor process-
ing is to continue reducing feature sizes down to molecular levels, expected with the rise of
monolayered materials. Devices ruled by quantum effects such as single electron transistors,
nanoelectromechanical systems NEMS could be manufactured by a etching an growth reac-
tions which if controlled could perform the process one atomic layer at a time, thus structural
changes can be tuned down to monolayer levels.

Interfacial effects are studied in tribology as well, applied here in Chapter 3 for flying
heads. Effects of surface structure and composition, could eliminate limiting factors or
tradeoffs in the design of tribological systems. Also, effective bonding of two surfaces in
Chapter 2 and Chapter 5, protection of degradation (corrosion, oxidation, adsorption) due
to the environment in Chapter 4, or fundamental processes happening at surfaces, still not
well understood, such as the formation of other molecules [134] [135]. It is possible to
reconfigure the surfaces so that different structural modifications could be studied, including
Graphene, Aluminum alloys, Copper, Gold and Palladium, reported in Chapter 5.

To provide a better picture of the role of chemistry at our trap surfaces we use techniques
widely recognized in surface science, included residual gas analyzers (RGA), Low energy
electron diffraction (LEED), and Auger electron spectroscopy (AES) to complete the picture
of the surface before and after any changes made on the surface. We modify the conditions
of the surface by clearing or creating adsorbates from the surface by typical methods (UV
radiation, Oxygen plasma, Argon bombardment), different athmospheres (N2, O2), and an
integrated oven for insitu annealing of our surfaces.

To properly introduce our studies based on surface microfabricated ion traps and heating
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rates, the important concepts of the field of surface science have to be reviewed. Reference
[132] details surface structure and other useful concepts, from where we edit a brief summary
aided by other sources, mentioned when used.

Surface structure

Chemistry at the surface is understood by recognizing differences between the structure
of clean, partially full or fully adsorbate covered surfaces. The surface structure has two
inherently coupled aspects, the electronic and geometric structure. Surface structure plays
an important role in the study of the surface interaction with other systems, such as is the
case of the trapped ion. In addition, as we have introduced for optical systems the interaction
quality also relies on the geometrical and electronic aspects of both systems at the interface,
specially as device size is reduced. A similar effect happens in plasmonic devices, where
the frequency ω(p) is tuned by designing the dispersion relations of the surface plasmon
mode via surface geometry and electronic structure, for particular frequencies. As well in
metamaterials, where each layer can be treated as an atom-like entity in subwavelength
regimes. Coupling is aided by atom-like models that aid for the design of effective media
that can regreate surface states, such as our work reported in Chapter 2

One important aspect of thin film deposition is the phenomenon known as epitaxy, which
happens when a material grows on top of a crystalline substrate with certain crystal orien-
tation with respect to the substrate. Single crystal films can be of use in the investigation of
solid state reactions such as alloy formation, and surface reactions. Most materials deposited
with typical methods are amorphous, therefore post heat treatment (annealing) of surfaces is
practiced to promote for polycrystalline films, where grains of certain crystalline orientation
and size could be obtained. If they are to interact with the trapped ion, they should show a
different behavior from that of neighboring (differently oriented) crystalline grains. Increase
in the relative size of the grain makes for cleaner interaction simply because less grains will
form part of the ion environment.

The ideal flat surface structure has a crystallographic description even when not perfectly
isotropic. Stress on the surface occurs as a consequence of surface atoms broken bonds with
higher energies compared to those inside bulk. Stress relaxation exist and extend several
layers into the bulk. Stepped surfaces (vicinal surfaces) introduce step-like discontinuities
in the surface structure. Electrons tend to spread out and smooth out step discontinuities
and minimize step energies. Chemical reactivity is different at steps changing diffusion of
adsorbates due to local fields thus one diffusion direction is more favorable than the other.
Many high-index planes tend to facet at equilibrium, and spontaneously form arrays of low
index planes. A catalogue of stepped surfaces of several surfaces such as Si(111), GaAs(100),
Pt(100) is reference [136].

The surface of two metal compounds, such as those of intermetallics Cu3Au(100); (100),
(111), (110), Ni3Al(111), (110), NiAl, Ti3Pt(100) [137] exhibit unique catalytic behavior
due to the fact that the composition of the surface depends on both, the exposed surface
and bulk compositions. True intermetallic compounds are formed due to material solubility,
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which could be different at surfaces than inside bulk. If the surface energy of one of the
components is significantly lower than that of the other, then it preferentially segregates to
the surface. For binary a alloys AB, A and B are the relative sizes, as well as A-A, A-B,
B-B interaction strength determines endothermic or exothermic alloy formation. Relative
values determine whether segregation occurs. If formation is exothermic, then there is no
segregation, unless strain in the lattice influences the energetics of segregation. Segregation
is expected unless alloy formation is highly exothermic and there is a good matching of
atomic radii. If the alloy is made from the deposition of one metal on top of another, then
the surface structure depends on deposition conditions, more specifically, whether it was
kinetically or dynamically controlled. Chapter 5 details our efforts in the fabrication of an
alloy trap based on Aluminum and Copper.

The surface of transition metals cannot be approximated as having dangling bonds, since
the bulk is not based on covalent bonds as in semiconductors. In transition metals, the ability
for certain sites to be able to bond is related to symmetry, nature and energy of the electronic
states at these sites. Surface electronic states of transition metals are extended, delocalized
states that correlate poorly with unoccupied or partially occupied orbitals centered on a
single metal atom. Nontransition metals such as Aluminum can also exhibit highly localized
surface electronic states.

The strength of the adsorbate and surface interaction varies according to the corrugation
of the surface, the underlying periodicity of surface atoms and associated electronic states.
The symmetry of underlying surfaces allows for random, commensurate, incommensurate
structure formation of adsorbates. This is the reason supporting our trap surfaces to be as
flat as possible. Once corrugations are introduced, such as due to metal removal in CVD
of graphene, we expect an increase on adsorbates at the surface. A detailed measurement
of the relationship between overlayer and underlying substrate structure is obtained using
Low-energy electron diffraction (LEED), one surface analytical technique available for our
surface studies in Chapter 5.

Surface reconstructions minimize surface energy by reorganizing bonding of surface atoms.
Surface terminations give a different periodicity to the crystal than of the bulk. In metal
surfaces, delocalized electrons adjust easily to relaxations and to geometric changes in the
structures of low-index planes. Dangling bonds are high-energy entities, and solids react
to minimize the number of them. Step atoms are also associated with localized electronic
states, even on metals. If not stabilized by simple relaxations, they undergo faceting.

At thermodynamic equilibrium, in the limit of sufficient long time and high tempera-
ture, all phases of a system posses the lowest possible chemical potential. This holds for
the system gas-phase/adsorbed-phase/substrate with consequences in adsorbate structure
order, provided chemisorption is sufficiently exothermic to overcome unfavorable entropy
factors. Chemisorption of Hydrogen removes dangling bonds of Silicon surfaces with Si-H
bond, strong and non-polar. Adsorbed-induced reconstructions have a dramatic effect on the
kinetics of reactions. Surface stability is studied compared with its surface reconstruction
[135] [134]. For strong interactions, high adsorbate concentrations, and an stable surface,
the formation of a solid chemical compound, such as an oxide layer, or a volatile compound
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(for etching) is possible. Surface structure not only affects the heat of adsorption but can
also change the probability of dissociative chemisorption.

Another property of materials is called the work function, φ : φ = Evac − EF , which is
the minimum energy required to remove one electron from the material at 0K. The work-
function depends on the crystallographic orientation of the surface in the presence of surface
defects, steps, chemical impurities [138] [139]. This is a consequence of the electron density
wavefunction not terminating abruptly at the surface, instead there is an oscillating electron
density near the surface before decaying into vacuum (Friedel oscillations), which create an
electrostatic dipole layer. This surface dipole is the difference between electrostatic potential
far into vacuum and mean potential deep in bulk.

Surface atoms behave as a kind of impurity. Associated with them there is a strong local-
ization of electronic states at the surface, forming a true surface state (exists in the bandgap)
meaning it does not interact with the bulk (not an overlapping state) as surface resonances
do. Structural defects can also generate surface states and resonances. By engineering sur-
face states, the surface may have increased or decreased electron density compared to that of
the bulk and thus influence strongly the electrical properties of devices. Strong interaction
between bulk and resonance reduces the lifetime of electrons excited into the resonance, while
with surface states, excited electrons exhibit much longer lifetimes. In metals, an electron
excited into a surface state band experiences an attractive force associated with its image
potential, forming a series of bounding states or image potential states [140], surface ana-
logues of Rydberg states in atomic and molecular systems. Reference [142] reports lifetimes
for Cu(100) varied by the number of surface states. The increase in lifetimes by introducing
spacer layers have also been reported in reference [143]

Analogous to electronic states, quantization of the vibrations in solids depend on the
movement and direction on which atoms vibrate. Vibrations overlap forming a phonon
band structure (phonon number as a function of wavevector). The behavior of an isolated
molecule’s energy of vibrational normal modes is studied using the harmonic oscillator model.
Analogous to the quantized electromagnetic field, the vibrational state is described in terms
of particle-like entities (phonons) representing quantized elastic waves. Vibrational energy
of a solid is nonvanishing at 0K, as is the case for diatomic molecules. The mean phonon
occupation number is described by a Planck distribution law (integer spin). Phonon number
in given state is unlimited and dependent only on the temperature. As is the case for the
other systems, phonon modes confined to the surface exist such as surface phonon resonances
coupling with the bulk (in the bandgap) and true surface phonons existing only in the
bandgap (do not interact with bulk). In particular, vibrational amplitudes perpendicular
to the surface are larger for surface than for bulk atoms. The electronic noise generated
by the thermal agitation of the charge carriers inside an electrical conductor at any applied
voltage. The statistical physical derivation of this noise is called the fluctuation-dissipation
theorem, where generalized impedance or generalized susceptibility is used. Thermal noise
in an idealistic resistor is approximately white, meaning that the power spectral density is
nearly constant throughout the frequency spectrum.

Different surface-sensitive techniques are used to probe surface properties. Instrumenta-
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tion of surface science is reviewed in detail in references [144] [145] [147] [148]. To mention
few, scanning probe techniques such as scanning tunneling microscopy and spectroscopy,
atomic force microscopy, near-field scanning optical microscopy, low energy electron diffrac-
tion, electron spectroscopy, multiphoton photoemissions, Auger electron spectroscopy (AES),
photoelectron microscopy, vibrational spectroscopy, infrared spectroscopy, electron energy
loss spectroscopy. The sphere chamber, to report in Chapter 5 is capable of allocating few
of these systems for insitu measurement of surface properties as they are changing with our
experiments. It is not part of this thesis to review all of these, however for reasons that will
become clearer in the text, we introduce one kind of electron spectroscopy, which is Auger
electron spectroscopy (AES) in which the impinging excitation leads to an electron ejection
from the solid from which energy as well as angular spatial distribution can be detected and
analyzed. Further details can be found in the book by [145].

The depth profile of a surface can be extracted by a combination of AES and sputtering
[144] [149]. High energy electron beams are focused to few nm spot sizes, thus has higher
resolution surface microscopy than XPS. It can be used as an Scanning electron microscope
to image the topography as well as providing information on the elemental composition of
the surface. Auger spectroscopy can be used to detect any element apart from hydrogen and
Helium. For surface analytical purposes the exact energy and lineshape of Auger transitions
is not needed in order to know the composition of the surface, thus low resolution is enough
for a quantitative surface analysis. Small energy differences from different elements tend to
be fairly widely spaced in energy and do not overlap, making the highly resolved analysis
more complicated.

1.7 Organization and Contribution of this Thesis

As stated in the last section of this chapter, the interface aspect tunes the interaction between
light and the available electrons. Observed effective for each of the devices fabricated on a
surface, structure modification was achieved by introducing an electronic interface or modi-
fying the geometrical structure (according to the wavelength of the incident light). Chapter
2 details our work on plasmonic devices and Chapter 3 on plasmonic lenses and tribology
for lithographic purposes. We also change the electronic structure of the surface, as is shown
in Chapter 4 with graphene, for which we modify the density of electrons near an optical
waveguide by applying an electric field. Chapter 5 does combine everything previously cov-
ered in order to understand the surface science of similar devices (dielectric substrates and
metallic surfaces) which are used to trapped ions, and from which we can extract important
information of the surface through heating rates measurements. To conclude, we remark
on nanophotonic integration and review few interesting work towards the future of plas-
monic metamaterials and other monolayered nonlinear optical system capable to interact
with quantum systems in nano-devices. Due to the independent nature of each device and
or system reported, introduction to each is presented in each chapter, as well as conclusions
and references.
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Chapter 2

Plasmonic Devices

2.1 Introduction

After reviewing some of the fundamentals of plasmonics in the previous chapter, we now
review experimental practices in the field towards the development of applications. Three
of the five prominent research areas in plasmonics are reviewed here. One of such areas
studies the propagation of surface plasmons in waveguides and high-quality of resonance via
cavities, the main passive devices of this infrastructure. Another area studies the transmis-
sion of light through subwavelength apertures via plasmon excitations, from which it was
found enhanced transmission of light in aperture arrays. Important optical patterning and
imaging applications are based on this effect, one reviewed in Chapter 3. Complex plasmonic
structures with subwavelength sized alterations gives rise to the field of plasmonic metamate-
rials, experimentally implemented here to achieve unconventional effective optical responses
such as negative index of refraction or allow to theoretically study the creation of optical
surface states in metal-dielectric metamaterials. The other two research areas are related
to surface-enhanced Raman spectroscopy, studying highly localized fields around metallic
nanostructures to enhance emission of molecules placed in hot spots; and biological sensing
and labeling using different methods of spectroscopy for localized modes.

Here, we will review our contributions to the first three areas. Enhanced transmission
through subwavelength holes is used as the principle for the plasmonic lens effect which is
used in Plasmonic Nanolithography to be discussed in Chapter 3. This chapter is divided
in four sections (published in five papers [150], [187], [218], [249], [250]); the first two of
the contributions in the area of plasmonics for control of surface plasmon transport and
amplification. Section 2.2, presents plasmon waveguide devices, key in the conception of
integrated devices for coupling electronic and photonic devices, loss compensation through
design of active waveguides in the pursue of SPP amplifiers (spasers). Section 2.3 describe our
work on another interesting plasmonic device, a High-Q surface plasmon cavity, which is a
plasmonic resonant structure that could exploit field compression in order to have ultrasmall-
mode-volume devices. The third and fourth contributions were on the area of metamaterials,
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in section 2.4, the first demonstration of negative index of refraction in the visible part of
the electromagnetic spectrum and the study of metallo-dielectric structures and its surface
states as a way to mimic solid state surface state dynamics.

2.2 Plasmonic Waveguides and Gain Media

Here, we detail our study and experimental efforts in the control of surface plasmon prop-
agation in passive devices. As described earlier, the existing trade-off between confinement
and loss demands for geometrical design of the plasmonic interface, which depends on the
length scale over which energy is to be transferred. Typically, thin metal waveguides in ho-
mogeneous media can guide SPPs over long distances with weakly confined fields, and also
waveguides consisting on metal nanowires or nanoparticles can exhibit transverse modes
with high energy confinement below the diffraction limit with reduced propagation lengths.
Routing of SPPs on planar interfaces with small attenuation or enhancement is key in the
propagation of signals or fabrication of nanoscale coherent light sources. The unique fea-
tures of surface plasmons, such as enhanced and spatially confined electromagnetic field at
metal-dielectric interfaces have been exploited in various fields [151], [152], [153], [154], [155],
[156], [157] from which exciting applications remain impractical due to high losses resulting
from the damping of electromagnetic fields in metals.

The field of active plasmonics studies the interaction between surface plasmons and an
active medium, possibly increasing the number of applications [151] [152] [153] [154] [155]
[156] [157] [158] [159] [160] [161] [162] [163] [164] [165]. To overcome losses, work focused
on surface plasmon amplification [166] [167] [168] [169] [170] [171] [172] [173] . The gain
medium provides the energy to compensate for the SPP loss by the process of stimulated
emission, thus increasing the SPP propagation length imposing stringent requirements on
gain media. Other attempts based on quantum well heterostructures [166] [167] [168], quan-
tum dot inclusions [169], and dye molecules [170] have been reported. Lasing of a non-pure
plasmonic mode has been demonstrated in metallic-coated nanocavities using semiconductor
heterostructures [174].

Observation of Stimulated Emission of Surface Plasmons

Various structures utilizing several metal geometries and active media have been theoretically
studied to achieve surface plasmon amplification. It has been studied in planar metallic films,
strips and gratings [168] [167] [170][166]. Gain media and localized surface plasmons are also
discussed with regard to random composite materials consisting of metal particles and two-
level emitters [181] [182] [183]. Some recent experiments have demonstrated SPP lasing at the
wavelength of 10 µm [184], partial compensation of losses in localized surface plasmons [185]
and SPPs at visible wavelengths [186]. Experimental work on surface plasmon amplification
in the visible and infrared frequencies has not been satisfactory in terms of the magnitude
of amplification.
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To realize SPP lasing is important to establish stimulated emission of SPPs. Previous
experiments have studied stimulated emission of SPPs by measuring the change in the re-
flectance. However, the observation is indirect and the small measured change offers limited
evidence of SPP enhancement (∼ 10e−5 in differential reflectance corresponds to a gain of
0.8cm−1). In our case, stimulated emission of SPP is studied by measuring the change in the
propagation length in a SPP waveguide to provide direct evidence of the SPP enhancement.
Our measurements are performed in both continuous and pulsed modes to prove that the
enhancement arises from stimulated emission only and not by SPP contribution from spon-
taneous emission. Our work offers the possibility to realize SPP-based applications such as
plasmonics-based signal processing.

To study stimulated emission of SPPs, we fabricated plasmon waveguides, thin gold strips
embedded in erbium-doped phosphate glass (operating at telecom wavelengths) as shown in
Figure 2.1. A symmetric configuration was chosen in order to support a long-range surface
plasmon mode with a symmetric transverse electric field. [175] [176]. Experiments were
designed in a way that both the pump and the signal are SPPs interacting with erbium ions.
By first pumping SPPs, we excite active erbium ions (in the phosphate host glass) to a higher
energy state. These excited ions decay by spontaneous emission process into all the available
modes. This configuration can support multiple plasmonic spatial modes [175] however most
of these modes are highly confined thus they have short propagation length. Only a small
fraction of energy is carried by the long-range SPP mode by spontaneous emission. The
energy transfer can be routed to long-range SPP mode by the process of stimulated emission
using signal SPP (Figure 2.1b). For this to happen, the buildup time of stimulated emission
needs to be shorter than the excited-state lifetime of the ion; this is easily satisfied due to
the long lifetime (∼ 7.9ms) of the excited erbium ions. An attenuation as low as 1.4 dB/cm
was obtained by the long-range mode supported by metal strip SPP waveguides depending
on the cross-section geometry (width and thickness) of the metal strips, cladding materials,
and fabrication methods,[160][177] whereas a gain of 4.1 dB/cm using Er-doped glass with
5.31020cm−3 Er3+ concentration was experimentally obtained [178]. This comparable gain
with SPP propagation loss of metal strip waveguides and erbium-doped phosphate glass
implies that lossless propagation of SPP or even lasing could be possible in configurations of
SPP waveguides surrounded by Er-doped glass.

Our experimental setup, as shown in Figure 2.2 is designed to accommodate the optical
pumping of Er-doped glass by using a long-range SPP mode guided by the same metal
strip. We use a laser diode with wavelength of 1480 nm as the pump laser and another laser
diode at 1532 nm as the signal. The pump and signal input fibers are mixed by a fiber
multiplexer and connected to the SPP waveguides using a regular single mode fiber with
a polarization controller. The modes are overlapped so that between the signal and pump
SPP, the interaction is maximized. To distinguish stimulated emission from spontaneous
emission, we study the pump-signal interaction in both continuous and pulsed mode. In the
latter mode, both laser diodes are modulated such that there is no mode overlap between
the pump and the signal SPPs. Only after the pump pulse has propagated and excited the
active ions, the signal pulse is transmitted.
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Figure 2.1: Proposed configuration to study Stimulated Emission of Surface Plasmons. a)
thin metal strip embedded in Erbium doped phosphate glass for pump-probe experiments.
b) The process of stimulated emission, pumping Surface Plasmons bring ions into excited
states, before decaying into the ground state, a probe surface plasmon signal allows for
stimulated emission studies.

To fabricate SPP waveguides, gold metal strips embedded in Er-doped glass, we use
conventional top-down fabrication methods: Chemical Mechanical Polishing (CMP), pho-
tolithography, etching, deposition, and lift-off. Erbium-doped phosphate glass wafers (MM-
2 laser glass, Kigre Inc.) with %4.2Er2O3 and 1%Y b2O3 are polished using chemical-
mechanical process with CeO2 slurry, resulting in flat surfaces with an rms of surface rough-
ness of ∼ 0.5nm. After a cleaning process, SPP waveguides of various widths are patterned
into the glass wafer substrates by photolithography and transferred to the substrate by a
dry-etching process; this depth of trench is characterized to be of ∼ 22nm. Thin films of pure
gold (∼ 20nm) and chromium (∼ 2nm) are then evaporated to fill the trenches (Cromium
is used as an adhesion layer). After a lift-off process, SPP waveguides on Er-doped glass
wafer are obtained. This wafer is diced into chips and these chips are thoroughly cleaned
and bonded to non-patterned chips of similar size and of Er-doped glass. The solution used
as a buffer is a sodium phosphate solution, which was centrifuged, filtered, and maintained
at a pH value of ∼ 7. The chip pairs were placed in a vacuum desiccator, and an additional
heat treatment to improve the bonding strength of the chips. The bonded chips are diced
one more time into different lengths. These last cuts are made flat across the metal waveg-
uides in order to provide a good coupling to the fiber. The ending product results in SPP
waveguides with erbium doped glass gain medium surrounding them; the substrate and the
superstrate are well bonded, with a thin interlayer formed during low temperature bonding
process. Figure 2.4 shows the ending interface after last dicing process.

We perform both, pulsed and continuous mode measurements with signal and pump
lasers to find the features of SPP amplification by stimulated emission. The input fiber is
aligned to the SPP waveguide as depicted in the Figure 2.2c y d, and the output from the
waveguides is imaged onto an IR CCD using a 40 objective as can be seen in Figure 2.2b
where the observed mode profile is pictured. The SPP nature of the propagating mode is
guaranteed by observing the TM polarization dependence and sensitivity to misalignments
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Figure 2.2: Experimental set up for the study of stimulated emission of surface plasmons.
A) Pulsed and Continuous measurements setup. Pump and Probe diode lasers are combined
using a WDM, polarization adjusted in order to maximize the polarization extinction ratio.
(B) Plasmonic mode profile image of signal SPP acquired by an IR CCD camera.(C) Mi-
croscope for alignment of optical fibers to device under test. (D) Alignment (Top view) of
device to fiber optics. The thickness of the metal strip is 22 nm and the width is 8 µm.

of the input fiber. The transmission of the plasmon waveguide is measured by an optical
spectrum analyzer and a photodetector. The output fiber is aligned with the SPP waveguide
so that the maximum output power and the strongest polarization extinction ratio (> 20dB)
are obtained, ensuring with this the collection of the guided SPP mode only.

We measured the total insertion loss for the signal SPP mode without pump, and it is
observed to be of 39 dB for an 8µm wide and 8 mm long SPP waveguide. The total insertion
loss accounts for the passive waveguide loss, coupling loss between waveguide and fibers, and
absorption loss by active Er ions (in the absence of pumping). The estimated passive waveg-
uide loss is 27.5 dB (excluding the coupling and Er absorption losses). Passive waveguide loss
includes both intrinsic loss in the metal and scattering loss. Scattering losses appear due to
imperfections in the bonded interface, breaking locally the symmetry of the dielectric media
surrounding the waveguide, which causes an increase of radiation and coupling losses. We
probe the system in the small signal limit where gain is not depleted by the signal. The Er
ions pumped with SPP mode use the same fiber-end coupling as the signal. The signal SPP
stimulates the transition of the erbium ions from the upper 4I13/2 manifold to the ground
4I15/2 manifold, which results in stimulated emission, thus enhancing the SPP signal.

The dynamics of the stimulated emission of SPPs can be studied by modulating the
injection current of the signal and pump lasers. We generate pump and signal square pulses,
and measure the signal enhancements as a function of the pump power. The signal and
pump pulse durations are of 150 and 500 µs with 1 ms period and with no overlap in the
time domain. The time delay between the pump and signal pulse is of 30 µs, which is
shorter than the lifetime, τ ∼ 7.9ms, of the excited-state of erbium ions. This ensures that
the population of the excited state is maintained to interact with the signal SPP pulse.
The signal pulses collected by the photodetector with increasing pump power are displayed
in Figure 2.3a; the signal enhancement versus average pump power is plotted as well in
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Figure 2.3: Signal pulses at the photodetector with increasing power and Signal enhancement
versus the average pump power The maximum enhancement is less than the absorption of
Er-doped glass at 1532 nm. The stimulated emission rate of signal SPP is smaller than the
stimulated absorption rate.

Figure 2.3b. A key characteristic in Figure 2.3a is that the ground level of the signal
remains unchanged even at the maximum average power of 92 mW. This confirms that
the contribution of amplified spontaneous emission can be neglected as the possible source
in the observed signal enhancement. The maximum signal enhancement in pulse mode is
0.74 dB (18%). In continuous wave mode, however, a maximum signal enhancement of
∼ 50%(1.73dB) was recorded at a higher pump power of 266 mW (Figure 2.3b).

Even with the maximum average power, the maximum enhancement is still less than the
absorption of Er-doped glass at 1532 nm, indicating that the stimulated emission rate of
signal SPP is smaller than the stimulated absorption rate. The rapid decay of the pump
power along the waveguide limits the enhancement to small values. Other factors such as
imperfections in the bonded interface (as seen in Figure 2.4) and thermal effects may also
affect the performance of the system. These thermal effects can emerge as optical pump
energy is absorbed by erbium ions and as pump energy dissipated into heat due to ohmic
losses in the metal. These thermal effects are dual: First, the optical gain is diminished
due to the change in occupation probability density of each manifold depending on the
Boltzmann distribution and the probability of occupation for the energy levels at the top
of each manifold increasing with increasing temperature[179]. Second, metal loss due to
increased electron scattering rates also increases; [180] theoretical calculations show that
the change in passive propagation loss due to increased metal loss, and the gain diminished
effects are partially responsible for the gain constraint at high pump powers. In addition to
these thermal effects, the non-uniformity of the bonded interface along the SPP waveguide
allows for varying local signal enhancements. By measuring different SPP waveguides, we
suspect the bonding interface plays an important role in reducing these signal enhancements,
however there is no easy way to experiment on the effects on signal enhancement. Although
the signal enhancements seem to be small, saturation has not been reached as can be seen in
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Figure 2.4: Surface and cross-section of bonded Er-doped glass chips. The chips are bonded
with a thin bonding interlayer formed using condensed phosphate phase after a low temper-
ature bonding process.(A) AFM Image of a CMP-ed surface of Erbium doped glass.(B)SEM
image of the bonding interface layer, depicted in the cartoon above them

Figure 2.3b. There is room for further improvement by reducing the propagation loss down
to a few dB/cm and thus ensure a slower decay of the pump and signal power.

We demonstrated a direct evidence of stimulated emission of surface plasmon polaritons.
The system is appropriate for the study of dynamics of SPP amplification. A system capable
of providing a symmetric dielectric environment surrounding the SPP waveguide, such as,
polymers containing active rare-earth ions, could be implemented to overcome the metal
losses and achieve SPP lasers with optical feedback mirrors or gratings. Systems like this
described in this Section can be used for integrated optical devices. The coupling of a single
emitter or an ensemble of emitters in the excited state to SPP mode can be also implemented,
opening a route to new experiments in weak and strong coupling regimes.

2.3 Plasmonic Cavities

Devices capable of transporting or amplifying plasmon signals are of extreme importance
for the development of the field due to the mentioned loss mechanisms. Just as important,
other passive device is needed to better parameterize the quality of the guided excitation or
to preserve signal coherency and better define its interaction with other signals or systems.
This parameter is the quality factor of our excitation which, just as in acoustics, is studied
by designing cavities for plasmonic modes to function as passive resonators.

Plasmonic resonant cavities exploit the field confinement to create ultrasmall-mode-
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volume devices working for narrow band devices. This device is used to improve coherency in
optical signals and thus guarantee clean interactions. The figure of merit of these structures
is the ratio of cavity quality factor (Q ), which is related to the dissipation rate of photons
confined to the cavity, to the cavity mode volume (V)[197][198]. Plasmonic cavity Q factors
have been limited to small values for the visible and the near-infrared wavelengths, smaller
than the theoretically achievable Q factors for plasmonic resonant structures. [199] [200]
[201] [202] [203]

Optical micro- and nanocavities made of dielectric or semiconducting materials exhibit
high Q factors and small diffraction-limited cavity mode volumes. Metal-based counterparts
(surface-plasmonic cavities) have been implemented for subwavelength-scale miniaturization,
with results below theoretically expectations, especially in terms of cavity loss, set by ohmic
losses in metals [199] [200] [201] [202] [203]. Losses are understood as the sum of loss
contributions in surface scattering, radiation, finite cavity mirror reflectance or significant
field penetration into the metal.

High-Q micro-cavity for Surface Plasmon Polaritons

In this section we describe the design and fabrication of a high-Q SPP whispering-gallery
microcavity. This device is made by coating the surface of a high-Q silica micro resonator
with a thin layer of a noble metal. Using this device, Q factors of 1, 376± 65 were achieved
in the near infrared for surface-plasmonic whispering-gallery modes at room temperature.
This value is close to the theoretical metal-loss-limited Q factor (nearly ideal), and it is
attributed to the suppression and minimization of radiation and scattering losses that are
made possible by the geometrical structure and the fabrication method.

The whispering-gallery microcavity supports SPP eigenmodes, as well as dielectric eigen-
modes, which can be accessed evanescently by using a single thread of a low loss, tapered
optical waveguide [204][205] selectively exciting and probing confined SPP eigenmodes. This
mechanism allows for coupling up to 49.7 per cent of input power by phase-matching control
between the microcavity SPP and the tapered fibre eigenmodes. These seemingly different
dielectric and plasmonic waveguiding principles can be combined in a single cavity by using
mature optical microcavity technology such as that provided by disk [206][207] or toroidal
microcavities [208]

Silica microdisk resonators are great templates for the study of surface-plasmonic whispering-
gallery modes primarily because they routinely have optical Q factors bigger than 1,000,000
(larger than the metal-loss limited Q factor). Using wedge structures, Q factors as high
as 6 × 107 have been experimentally obtained, showing a very low scattering loss value
[206][40]. In addition, the extremely low photon loss rate and small cavity mode volume of
whispering-gallery devices offer interesting physics, covering many areas of research including
device physics, nonlinear optics and quantum optics [197][198].

The dielectric microcavity is engineered to minimize surface blemishes and thus reduce
scattering. [206][207]. The proposed plasmonic microdisk cavity structure is pictured in
Figure 2.5 The plasmonic cavity is composed of a core of silicon dioxide (disk microcavity)
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Figure 2.5: Proposed plasmonic microdisk. sp. A) Geometry of the microdisk and coupling
mechanism. B) SEM picture of the resonator after Silver has been evaporated. C.) Expanded
view of the wedge of the disk resonator.

and a thin layer of silver which is deposited using conventional evaporation methods. A
scanning electron picture of a silver-coated SPP microdisk resonator is shown in Figure
2.5b, and the corresponding expanded view of the edge of the disk resonator is shown in
Figure 2.5c.

Finite-element analysis was performed for the SPP resonators [209][210] taking into ac-
count the effects of silver [211] and silica[212]material dispersion. The calculated cavity mode
dispersion diagram of an SPP microdisk resonator (Figure 2.6) shows the real part of the
eigenfrequency, f , of the cavity modes as a function of an azimuthal mode number, m. The
vacuum light line is defined by f = mc

2πnRb
with respect to the bottom radius,Rb, of the silica

disk microcavity, and the silica light line is defined by f = mc
2πnSilica(f)Rb

. The eigenmodes

can be classified into two different categories depending on their cavity mode dispersion: (1)
surface-plasmonic modes at the metal-dielectric interface and (2) optical dielectric modes
due to the presence of the dielectric. In the insets of Figure 2.6a, the fundamental SPP
eigenmode (first-order), the second-order SPP eigenmode and the fundamental dielectric
eigenmode are plotted for magnetic energy density using a false-color map (a conventional
cylindrical coordinate system (r, φ, z) is used for the analysis).

The SPP eigenmodes of an SPP microdisk resonator have electromagnetic energy-density
profiles that peak at the silica-metal interface in the transverse plane (constant w). The
SPP eigenmodes are categorized as SPPq,m, where qm is the plasmonic mode number and
the optical dielectric eigenmodes are denoted by DEh,m, where hm is the dielectric mode
number. The Plasmonic mode number is defined as the number of antinodes in HSPP

q,m

along the silica-metal interface (excluding the vicinity of the sharp corner of the microcavity).
Dispersion relations for the four lowest-order SPP eigenmodes (q=1, 2, 3, 4) and the two
lowest-order dielectric eigenmodes (h=1, 2) are plotted in Figure 2.6a.

The cavity mode index,nc, of a specific eigenmode can be evaluated with respect to the
dielectric cavity edge r = Rb as nc = mc/2Rbf . Figure 2.6b shows the calculated mode index
for modes SPP1m,SPP2m and DE1m. The mode index of a fundamental surface-plasmonic
mode (SPP1m) is clearly larger than that of a fundamental dielectric mode (DE1m) within
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Figure 2.6: Calculations of SPP microdisk resonator. A) finite-element eigenfrequency anal-
ysis of cavity mode dispersions: the fundamental SPP eigenmode (first-order), the second-
order SPP eigenmode and the fundamental dielectric eigenmode. Light lines, corresponding
to vacuum and silica, are given as two black lines (silica material dispersion has been taken
into account). The four lowest-order SPP eigenmodes and the two lowestorder dielectric
eigenmodes are plotted. B)Effective cavity mode indices,nc, of SPP1,m, SPP2,m and DE1,m

(with respect to Rb ), shown as a function of resonance wavelength. The mode index of a
tapered-fibre HE11 mode is shown to demonstrate phase matching. C) Theoretical Q factor
for SPP1,m, plotted as a function of azimuthal mode number, m.

most of the visible and near-infrared frequency band, owing to the plasmonic surface-wave
characteristics. The mode index is important because it determines the phase-matching con-
dition for excitation of SPP modes by an input tapered fibre waveguide. After nc has been
calculated, the corresponding phase-matched fibre-waveguide mode index can be approxi-

mated as nw ≈ nc
sin−1
√
δ(2−δ)√

δ(2−δ)
= nc(1 + 1/3 + 2/152 + O(g3)) where δ = −dg

Rb
≥ 0 denotes

the relative gap width. To qualitatively describe the effect of gap width variation on the
phase matching, the HE11 mode index of a fibre waveguide with a 1 − µm waist diameter
is shown in 2.6b. The fibre mode index is slightly larger than the SPP1m mode index in
the near-infrared wavelength band. However, owing to the above phase-matching formula,
the SPP1m eigenmode can be effectively phase-matched to the tapered-fibre eigenmode by
increasing the relative gap width. We also note that the diameter of the tapered fibre can
be optimized to phase match the cavity eigenmodes to the fibre eigenmode because the fibre
diameter determines the mode index of the fibre eigenmode. The calculated cavity Q factors
for SPP1m eigenmodes as a function of azimuthal mode number, m, are plotted in Figure
2.6c. The error bounds for the imaginary part of the permittivity of Silver are taken into
account in estimating the bounds on the theoretical Q factors and are discussed in [211].
The calculated Q factors consist of contributions from intrinsic metal loss (silica material
loss is negligible in comparison with metal loss [209] [211] [212]) and the geometry and ma-
terial dependent radiation loss into free space: Q−1 = Q−1

metal + Q−1
rad. Therefore, this Q
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Figure 2.7: Q-factor measurements for silver-coated and chromium-coated microdisk res-
onators. A.) Normalized transmission spectrum showing the highest measured SPP Q
factor of 1, 376 ± 65 and a dielectric resonance with a Q factor of 4, 025 ± 262. The inset
(main panel outlined) is the entire wavelength band (1,520-1,570 nm) scanned for this sam-
ple. Rb = 15.450.05µm, Rt = 12.730.04µm, d = 2µm, t ≈ 100nm. B.) Statistical histogram
of measured Q values showing the occurrence of each eigenmode (SPP and dielectric) for
two different sample batches (series 1 and series 2). Mean Q and standard deviation (σ) of
Q factors are shown in the key (series 1, n=3 measurements; series 2, n=9). C.) Normalized
transmission spectrum for a chromium-coated microdisk resonator (Rb ≈ 11µm, Rt ≈ 7.9µm
d ≈ 2µm) with a two-dip Lorentzian fit.

value provides the ideal theoretical limit on the Q performance of SPP microdisk resonators
that have negligible scattering loss induced by surface roughness. The radiation-limited Q
factor, Qrad, is orders of magnitude larger than the metal-loss-limited Q factor, Qmetal; the
ideal SPP microcavity is thus metal-loss limited: Q−1 = Q−1

metal. In Figure 2.6c, the high-
est fundamental SPPQ factor is found to be 1,800, at the resonant wavelength of 1,062.45
nm (m=85). At a wavelength of 1,568.25 nm (m=54), which is close to the value used in
measurements described below (series 1 in Figure 2.7), the theoretical Q factor is 1,140.
The cavity mode volume, V, and the figure of merit fracQv of the SPP microcavity are
estimated in more detail in the supplementary information of reference

The template silica microdisks are fabricated by photolithography and buffered oxide
etching as described elsewhere [189][189]. During the wet etch, the photoresist is undercut
and produces a beveled silica edge, which provides for conformal silver coating of the top
surface of the microdisk. The silver coating is deposited on the template silica microdisks
using a D.C. sputtering technique (Edwards 360) with a chamber argon pressure of 30 mTorr
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and Power of 100 Watts. Two batches of samples (series 1 and 2) are prepared in this way
to investigate the size-dependent characteristics of SPP microcavities.

To measure the SPP microdisk resonances experimentally, a narrow linewidth (¡300 kHz)
a tunable external-cavity semiconductor laser is coupled to the tapered fibre waveguide and
scanned over the 1,520- 1,570-nm wavelength range. The position of the tapered fibre with
respect to the SPP microdisk resonator is controlled at a fixed vertical distance by piezo-
electric stages with an encoded resolution of 100 nm, and the laser polarization is controlled
using a fibre polarization controller and monitored with a polarimeter. For large overlap
between the cavity and the waveguide modes, the tapered fibre is positioned underneath
the beveled edge of the resonator, where the silica microdisk is free of silver coating. The
output transmission is recorded using a photodetector and a digital oscilloscope. Figure
2.7a shows the normalized transmission spectrum from an SPP microdisk resonator with a
Lorentzian line-shape fit (red curve) to each resonance. Two resonances, located at 1,523.59
and 1,532.76 nm (SPP1,83 and DE1,74 as estimated by calculation), can be clearly identified.
An expanded view of the scan (main panel modes outlined) is shown in the inset of Figure
2.7a and spans three free spectral ranges of SPP and dielectric eigenmodes. The cavity Q
factor for the fundamental SPP1,83 eigenmode is found to be 1,376665 (which falls within
the theoretical Q-factor range of 760 ≤∼ Q ≤∼ 2, 360, with a nominal Q factor of 1,225 for
the SPP1,83 eigenmode), and that of the fundamental DE1,74 mode is 4,0256262. This SPP
Q factor of 1,376 is over 30 times larger than the Q factors reported in previous SPP cavity
work [199] [200] [201] [202] [203].

The demonstration of high-Q surface-plasmonic microcavities opens many possibilities for
applications in fields ranging from fundamental science to device engineering. As a specific
example, it could make possible a plasmonic laser, for which adequate gain materials as well
as a high-Q SPP cavity are key prerequisites [189]. Although the demonstrated SPP Q factor
is still less than that of an optical micro- or nanocavity [197][198] the corresponding SPP loss
coefficient of αSPP ≈ 2πnc

λQSPP
≈ 39cm−1 (where λ is the wavelength) satisfies the experimental

criteria for a laser cavity and shows that, in principle, such surface-plasmonic lasing devices
are possible. The tapered-fibre excitation scheme also demonstrates a convenient means
of exciting these structures and selectively probing SPP cavity modes; because it directly
controls the mode overlap and phase matching between the cavity and fibre eigenmodes. We
also note that coupling to a conventional, chip-based waveguide is possible [215]

Furthermore, it is notable that the SPP Q factor could be substantially increased beyond
the values measured here by lowering the temperature of the SPP microcavity [214][216].
From a fundamental standpoint, the SPP Q factor is sufficient to observe interesting cavity
quantum electrodynamical phenomena in the weak-coupling regime relating to enhanced
Purcell factors [198] [216] [217]. In addition, using the high nonlinearity of metal (or materials
deposited in the vicinity of the metal), it may be possible to extend the applications of
nonlinear plasmonics.
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2.4 Plasmonic Metamaterials

As previously introduced in Chapter 1, metamaterials are artificially engineered structures
that can have properties unattainable by natural materials. One of those fundamental prop-
erties is the refractive index of materials Negative-index metamaterials (NIMs) [219] [220]
[221] [222], first demonstrated for microwave frequencies [223] [224], have been challenging to
design for optical frequencies because of significant fabrication challenges and strong energy
dissipation in metals [225] [226]. Such thin structures are analogous to a monolayer of atoms
in a surface, which makes difficult to assign bulk properties such as the index of refraction.

Negative refraction of surface plasmons was recently demonstrated but confined to a two-
dimensional waveguide [227]. Three-dimensional (3D) optical metamaterials have come into
focus recently, including the realization of negative refraction by using layered semiconductor
metamaterials and a 3D magnetic metamaterial in the infrared frequencies; however, neither
of these had a negative index of refraction [228] [229]. In this section we report a 3D optical
metamaterial having negative refractive index with a very high figure of merit of 3.5 (that is,
lowloss). This metamaterial is made of cascaded ’fishnet’ structures, with a negative index
existing over a broad spectral range. Moreover, it can readily be probed from free space,
making it functional for optical devices. We construct a prism made of this optical NIM to
demonstrate negative refractive index at optical frequencies, resulting unambiguously from
the negative phase evolution of the wave propagating inside the metamaterial. Bulk optical
metamaterials open up prospects for studies of 3D optical effects and applications associated
with NIMs and zero-index materials such as reversed Doppler effect, superlenses, optical
tunneling devices [230][231], compact resonators and highly directional sources[232].

In addition, we present the first study of plasmonic diabolic point and deep sub-wavelength
surface states in binary metallodielectric lattice. The lattice is formed by a hybrid of alternat-
ing normal and anomalous coupling. We show formation of a singularity (diabolic point) in
two-band structure and conical-like diffraction around the singular point. Moreover, when
breaking either the normal or anomalous coupling results in deep sub-wavelength surface
waves which manifest as strongly confined plasmonic Tamm and Shockley states. Such sur-
face states provide of unique features originating from the hybrid coupling between plasmon
modes. Together with strong diffraction anomalies arising from plasmonic diabolic point,
such novel surface states could provide a means to control signal routing in nano-scale optical
circuits.

Three-dimensional Optical metamaterial with negative refractive
index

Negative-Index Metamaterials (NIMs) were first described by Veselago more than 40 years
ago [219] and recently discussed in the framework of metamaterials [220], they arise from
the fact that both the permittivity and the permeability of the materials are simultaneously
negative . In the past several years, much effort has been dedicated to the engineering and
extension of the functionalities of metamaterials at terahertz frequencies [233] [234] [235]
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Figure 2.8: Simulation of Fishnet metamaterial. As a consequence of induced currents
and magneto-inductive mechanisms, single layers (modeled as LC circuits) are coupled to
effectively reduce (as increased in number) the group velocity of the wave of light at specified
wavelength range propagates through the layers.

and optical frequencies [225] [226] [228] [236] [237] [238] [239]. Metal-dielectric-metal fishnet
structures were among the earliest demonstrations of optical NIMs. These structures, how-
ever, consist of a single functional layer along the direction of propagation. This is equivalent
to an atomic monolayer, making it difficult to explore phenomena in three dimensions and
develop device applications. Moreover, as a result of their resonant nature, these systems
suffer substantial loss at optical frequencies. On the basis of the above, it is therefore im-
perative to realize low-loss bulk optical NIMs if we are to demonstrate unambiguously the
unique effects associated with negative index of refraction.

Recently, it has been suggested theoretically that stacking up multiple fishnet functional
layers along the propagation direction constitutes a promising approach for achieving a 3D
optical NIM [240]. This cascading leads to a strong magneto-inductive coupling between
neighboring functional layers[241]. As demonstrated recently [242], the tight coupling be-
tween adjacent LC resonators through mutual inductance results in a broadband negative
index of refraction with low loss, which is similar to the material response of left-handed
transmission lines [243] [244]. Figure 2.8 shows the simulation of the magneto-inductive
mechanisms and induced currents coupled to reduce the group velocity of propagating light
in the incident wavelength range.

In addition, the loss is further reduced owing to the destructive interference of the anti-
symmetric currents across the metal film, effectively cancelling out the current flow in the
centre of the film [241]. Here we experimentally demonstrate the first 3D optical NIM by
directly measuring the angle of refraction from a prism made of cascaded fishnet metama-
terial. The experimental results, along with numerical calculations, serve as direct evidence



CHAPTER 2. PLASMONIC DEVICES 41

Figure 2.9: Fishnet metamaterial. A.) Diagram of the 21-layer fishnet structure. B.) SEM
image of the 21-layer fishnet structure with the side etched, showing the cross-section. The
structure consists of 21 alternating layers of 30 nm silver (Ag) and 50 nm magnesium fluoride
(MgF2). The inset shows a cross-section of the pattern taken at a 45 angle. .

of zero and negative phase index in the metamaterial.
As shown in figure 2.9a the 3D fishnet metamaterial is fabricated on a multilayer metaldi-

electric stack deposited as 21 films of alternated Silver and Mangnesium Fluorisde e-beam
evaporated thin films (10 functional layers). Then after, we programed a focused ion-beam
milling (FIB) system, capable of cutting nanometre-sized features with a high aspect ratio.
Figure 2.9b shows the scanning electron microscopy (SEM) image of the proposed 3D fishnet
pattern.

To measure the index of refraction of the 3D metamaterial experimentally, a prism was
created in the multilayer stack (Figure 2.10a,b). Measurements of the refractive index of
these structures were performed by observing the refractive angle of light passing through
the prism by Snell’s law. This provides a direct and unambiguous determination of the
refractive index, because the refraction angle depends solely on the phase gradient that the
light beam experiences when refracted from the angled output face. We used a femtosecond
synchronously pumped optical parametric oscillator as a tunable light source to determine
the refractive index at different wavelengths. The beam was focused on the sample, and a
charge-coupled device (CCD) camera was placed in the Fourier plane (Figure 2.10).

The beam shift δ resulting from the bending of light at the prism output at different
wavelengths, ranging from 1,200 to 1,700 nm, is shown in figure 2.10b and figure 2.11.
The measurement was performed on a prism of angle 5.0◦ and the beam shift is plotted
along with reference measurements of transmission through a window, without the presence
of the prism (left panel). Clearly, as the wavelength increases, the beam shift resulting from
the prism refraction is changing from positive to negative, indicating a transition from a
positive index in the shorter wavelengths to a negative index in the longer wavelengths. At
a wavelength l of 1,475 nm, the index of refraction is approaching zero; that is, the beam
does not acquire any phase while propagating in the metamaterial. Consequently there is
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Figure 2.10: Measurement of the index of refraction of a prism made out of 3D Fishnet
metamaterial. A.) Simple Snell’s Law arrangement for free space light propagation test.
B.) Geometry diagram of the angle measurement by observing the refraction angle of light
passing through the prism. C.) Experimental setup for the beam refraction measurement.

no phase gradient at the angled output face and the exiting beam is exactly normal to the
output face (see dashed lines in Figs 2.10 and 2.11a.

Figure 2.11b depicts the measured refractive index of the 3D fishnet metamaterial at
various wavelengths. The refractive index varies from n = 0.630.05 at 1,200nm to n=-
1.230.34 at 1,775 nm. The refractive index was determined from multiple measurements of
two fishnet prisms with angles of β = 5.0◦ and 4.7◦ and for wavelengths ranging from 1,200
to 1,800 nm. Although there is a correlation between the beam spot positions shown in
Figure 2.10 and the refractive index, it should be noted that Figure 2.11 shows the average
of measurements on different prisms with the standard deviation as error bars, whereas
Figure 2.11a shows an individual measurement. The experimental results are found to be in
good agreement with the theoretical predictions (black line in Figure 2.11b on the basis of
rigorous coupled-wave analysis (RCWA). The measured negative refraction angle is a direct
result of negative phase evolution for light propagating inside the sample caused by a negative
refractive index. This is illustrated in Figure 2.11b by a numerical calculation of the in-plane
electromagnetic field distribution in the fishnet prism at λ = 1, 763nm, where the structure
shows a refractive index of n=-1.4. In the numerical studies of the 3D fishnet metamaterial,
the intrinsic losses of the metal are included. The multilayer stack was deposited by electron-
beam evaporation of alternating layers of Silver (30 nm) and magnesium fluoride (50 nm)
resulting in a total thickness of 830 nm. Two different configurations of the fishnet samples
were fabricated on the multilayer stack. Samples of the first configuration consist of 22× 22
in-plane fishnet unit cells and were used for the characterization of the transmittance. The
second configuration (prism sample) was formed by etching the film at an angle β to the film
surface, using FIB. The exact angle was measured with an atomic force microscope and was
found to vary slightly between samples. A 10 × 10 fishnet pattern was subsequently milled
in the prism.

To obtain the absolute angle of refraction, a window with an area equal to that of the
prism was etched through the multilayer stack to serve as a reference. The window and prism
Fourier images were measured for all wavelengths on an indium gallium arsenide infrared
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Figure 2.11: Experimental Results and Simulations of the 3D Fishnet metamaterial.Fourier-
plane images of the beam for the window and prism sample for various wavelengths. The
horizontal axis corresponds to the beam shift δ and positions of n = 1 and n = 0 are
denoted by the white lines. The image intensity for each wavelength has been normalized
for clarity. Measurements and simulation of the fishnet refractive index. The circles show
the results of the experimental measurement with error bars (s.d., N = 4 measurements).
The measurement agrees closely with the simulated refractive index using the RCWA method
(black line). FIB-fabricated prism of fishnet metamaterial compared to its absence (window)
SEM image of the fabricated 3D fishnet NIM prism. The inset shows a magnified view with
the film layers visible in each hole.

camera and the total beam shift δ of the spot center was calculated. Consequently, the
angle of refraction α at the surface of the prism is given as α = β − arctan( δ

f2
). Snell’s

law (n = sinα
/sinβ

) was used to calculate the real part of the refractive index of the sample.
The imaginary part of the refractive index of the sample was obtained from transmittance
and reflectance data acquired with a 21-layer sample of the first configuration (as described
above)

Because of the negative phase propagation inside the metamaterial, the electromagnetic
wave emerging from the thicker part of the prism experiences phase advance compared with
that passing through the thinner parts, causing the light to bend in the negative direction
at the exit interface. We note that the refractive index remains consistent for the fishnet
metamaterial with three or more functional layers along the propagation direction, which
leads to a uniform wavefront exiting from the prism.

To acquire a clear understanding of the 3D metamaterial’s optical response, we separate
the fishnet into two subsets and calculate the dispersion curves with RCWA. The first con-
stituent is a 3D array of metal wires aligned with the polarization direction of the incident
electric field (Figure 2.12a). This array serves as an effective medium with lowered volumet-
ric plasma frequency (220 THz), below which wave propagation is not allowed because of
negative effective permittivity. The second constituent is a 3D array of metal strips along the
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Figure 2.12: Fishnet metamaterial. A,Dispersion Relations: Magnetic dispersion, Electric
dispersion. Combined Dispersion. In all plots the grey area corresponds to the negative-
index region as determined by simulations. B, Dispersion relation for a 3D array of metal
wires aligned along the electric field E, where k denotes the incident propagation vector.
The dotted lines in the diagram mark the unit cell size. Dispersion relation of a 3D array
of metal strips along the magnetic field H. C, The dispersion for the 3D fishnet structure.
A dispersion curve with negative slope appears within the overlapped region of the electric
bandgap and magnetic bandgap if both structures are combined.

direction of the magnetic field (Figure 2.12b.), in which induced antisymmetric conductive
currents across the dielectric layers give rise to a magnetic bandgap between 135 and 210
THz. This is further confirmed by the plots of the magnetic fields at two frequencies, below
and above the bandgap. Above the bandgap the magnetic response is positive, as shown in
Figure 2.12a, where the magnetic field component between the strips is in phase with the
external field. Above the bandgap, the metal strips have a moderately negative response, as
shown in Figure 2.12b, where the magnetic field between the strips is out of phase. Finally,
these two structures are merged to form the 3D fishnet metamaterial, for which the disper-
sion relation is shown in Figure 2.12c. A propagation band with negative slope appears in the
overlapped region of the forbidden gaps of both electric and magnetic media, demonstrating
that the negative-index behavior in the 3D cascaded fishnet does indeed result from the fact
that both the electric permittivity and the magnetic permeability are negative.

In addition, transmittance measurements were performed on the 3D fishnet metamaterial
made of 21 layers with the use of a Fourier transform infrared microscope (Nicolet Nic-Plan
IR microscope). . The simulation predicts a broad negative-index band spanning from
1.45µm to 2.2µm (shaded region), which coincides with the high transmission band from
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1.5µm to 1.8µm. As mentioned previously, this wide band of negative index results from
the strong coupling between neighboring layers. The measured transmittance has similar
features to those of the calculation, namely two peaks imposed over the transmission band
that are slightly red-shifted with respect to the numerical results. These features are due
to the Fabry-Perot effect, in which the impedance mismatch leads to reflectance at the
metamaterial/air and metamaterial/glass interfaces. Although the peaks are visible at lower
refractive index values owing to the lower loss, the Fabry-Perot effect cannot be clearly seen
in the transmission spectra for larger negative index at longer wavelength where the loss
is higher, resulting in broadening and extinction of spectral features. We note that the
transmittance in the negative-index band is one-quarter of the numerically calculated value,
which is probably due to imperfections in the fabrication. Nevertheless, our simulations show
that the presence of loss in the coupled fishnet metamaterial has a minimal impact on the
dispersion relation (see Supplementary Information). This is because the 3D fishnet structure
operates far from the band edge (Figure 2.12c), where resonance is not significant. This
explains the good agreement between the experimentally measured and simulated refractive
indices despite the fabrication imperfections.

The fishnet metamaterial has a period about λ/20 in the vertical direction. The propaga-
tion of light travelling along this direction or within some angular range is dominated by this
deep sub-wavelength period and not by the in-plane period, as long as the wavevector projec-
tion on the in-plane directions is small compared with the in-plane reciprocal lattice vector
of the fishnet metamaterial. There is only a single propagating mode in the negative-index
frequency region, justifying the description of the fishnet metamaterial with an effective in-
dex. In contrast, if higher dielectric materials such as silicon (n ≈ 3.6) are used to serve as
the dielectric layer, the ratio between the wavelength and in-plane period can be significantly
increased because of the larger capacitance in the LC circuit.

Unlike the negative index obtained from photonic crystals [247], the negative index pre-
sented here results from simultaneous negative magnetic and electric responses and shows
a resemblance to the left-handed transmission line due to the tight coupling between the
adjacent LC resonators. The negative index occurs in the first propagation band and with
smooth negative-phase evolution along the light propagation direction, which differs from
the negative refraction obtained in photonic crystals. Here we have experimentally demon-
strated the first 3D NIM at optical frequencies and directly measured the refractive index
of a NIM prism in the free space. The 3D optical metamaterials may offer the possibility
to explore a large variety of optical phenomena associated with zero and negative refractive
index, as well as applications in the scaling down of photonics and imaging.

Deep subwavelenght surface states in metal-dielectric
metamaterials

Recent studies on the dynamics of light propagation in sub-wavelength metallodielectric
arrays show strong optical anomalies such as those seen in the last section for the negative
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Figure 2.13: Deep sub-wavelength surface states in binary metallodielectric lattice. Surface
states manifest unique features originating from the hybrid coupling between plasmon modes
metamaterial. Low-dielectric (MgF2) and high dielectric (Si) waveguides coupling is modeled
as weak and strong springs among nearest massive neighbors (waveguides)

refraction, or subwavelength solitons, and subwavelength focusing [251] [252] [253] [254] [255].
It was revealed that such arrays possess unique dispersion properties due to anomalous
coupling [252][256] and can surpass the fundamental diffraction limit due to the plasmonic
nature of the lattice. This new toolset for controlling light dynamics can be further extended
by introducing multi-band periodic structures, as done with binary dielectric waveguide
arrays [257] [258]. Metallodielectric arrays having a multi-band structure can bring richer
dynamics through the combination of normal and anomalous waveguide coupling, which is
not available for conventional dielectric waveguide arrays [252][253]. Band crossing of iso-
frequency surfaces in k-space is of particular interest in the study of multi-band structures,
for its analogy to degeneracy in potential energy surfaces, known as conical intersection in
quantum chemistry [259]. In optics, this phenomenon has important implications as well,
such as the diffraction catastrophes [260]. Moreover, by breaking the periodicity of such
arrays, intriguing surface physics analogous to periodic lattice termination of solid state
crystal, can be studied in a controlled environment. This is not only a main research topic
in condensed matter and surface science, but also plays an important role in the fields of
nano-science and engineering due to the large surface-to-volume ratio. For instance, surface
defect states in semiconductor nanocrystals make a major impact on their photoluminescence
[261] and lattice termination in graphene monolayers into nanoribbons to create intriguing
band structures [262]. Optical analogue of the surface states also have been addressed
in photonic lattice systems such as photonic crystals [263] [264] [265] and periodic array of
optical waveguides [258] [266] [267]. Such optical surface states have provided new approaches
to photon manipulation. In this section, we present the first study of plasmonic diabolic point
and deep sub-wavelength surface states in binary metallodielectric lattice. Such surface states
manifest unique features originating from the hybrid coupling between plasmon modes. We
show diffraction of hybrid surface plasmon polaritons near a singularity at the intersection
of dispersion curves and analyze the existence conditions of the surface states.

We begin by analyzing a 1D binary array of single mode waveguides with alternating
normal and anomalous coupling as shown in Figure 2.13(a). Each waveguide (blue bar) is
evanescently coupled to its nearest neighbors with alternating sign of the coupling coefficients,
C+ and, C− defined by C = (βs−βa)/2, where βs and βa are the propagation constants (the
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wave-vector components in the propagation direction), of the symmetric and antisymmetric
modes of a coupled waveguide system, respectively. Depending on its sign, the coupling
is ’normal’ (C+ > 0) or ’anomalous’ (C− < 0) [252] [256]. The anomalous coupling can
be achieved by coupling through a metal layer in metallodielectric waveguides [251] [252]
[253] [254] [255] or coupling between photonic crystal waveguides [256]. This is in sharp
contrast with normal coupling between two conventional dielectric waveguides based on
total internal reflection. For the array in Figure 2.14a, an approximated band structure in
the propagation constants can be found by applying the coupled mode theory considering
only nearest neighbor interaction, which simplifies into the Hamiltonian equations 2.1

H|ψ〉 = K|ψ〉, H(η, κ) =

(
0 ηe−iκ + 1

ηeiκ + 1 0

)
, |ψ〉 =

(
A
B

)
(2.1)

where we used Floquet-Bloch eigenmodes, an = Aexp(iβz + iκn) for E2n and bn =
Bexp(iβz + iκn) for E2n+1, κ is normalized Bloch vector, En is the field amplitude of the

nth waveguide, β0 is the propagation constant of single isolated waveguide, K = (β−β0)
C+

is

the dimensionless propagation constant, and asymmetry coefficient η = C−
C+

, which takes
negative values for the hybrid coupling. The Hamiltonian H is Hermitian for real η and
κ and has real eigenvalue K. By solving the equations, we obtain the diffraction relation
K±(η, κ) = ±

√
η2 + 2ηcosκ+ 1 where each sign corresponds to the upper and lower band,

respectively, as shown in Figure 2.14(b). Interestingly, the diffraction curves for negative η =
−0.5 (hybrid coupling, solid lines) are inverted compared to positive η = 0.5 (dotted lines).
Namely, the narrowest band gap occurs at κ = 0, and not at κ = ±π as normally occurs for
conventional periodic structures [268]. The second derivative D = d2K

dκ2
, indicating diffraction

spreading is also plotted for each band in Figure 2.14(b), having opposite properties. The
corresponding symmetries of the eigenvectors at the band edges are also shown in Figure
2.14(c) for −1 < η < 0 (hybrid coupling and direct bandgap).

The unique features of the inverted two band structure become more prominent when η
gets close to -1. As shown in Figure 2.15(a), the band structure appears as a double-cone
shape around κ = 0 and η = −1 in κ − η space with degeneracy, which generically occurs
in a family of Hamiltonians labeled by at least two parameters [269]. The singularity is
referred as ’diabolical point’, at which the direction of group velocity is not uniquely de-
fined [270] [20]. This band crossing is also a common phenomenon for Hermitian quantum
systems. For instance, the conduction and the valence band of graphene; a monolayer of
honeycomb carbon lattice having unusual transport properties, where the linear dispersion
relationship ( E = ±~ν|k| ) results in ’massless’ electrons [271]. The ’massless’ fermions
in graphene are analogous to ’diffractionless’ surface plasmon polaritons for the considered
structure with hybrid coupling for wide range of κ. This analogy is reflected in the similar-
ity between Hamiltonian in Equation 2.1 and that in reference [271]. Around the diabolic
point, the propagation dynamics of surface plasmon polariton modes exhibit 2-D conical-like
diffraction analogous to those of Hamilton’s conical diffraction due to a k-space singular-
ity. However, unlike Hamilton’s conical diffraction which originates from polarization, the
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Figure 2.14: Hybrid coupling among waveguides . (a) Schematic of waveguide arrays with
alternating hybrid coupling C+ > 0 and C− < 0. (b) Band diagram of normalized propaga-
tion constant K and diffraction D for asymmetry coefficient . solid line: , dotted line: . (c)
The corresponding eigenvectors at the band edges A, B, C, and D in (b).

diabolic point with the array of hybrid coupling is solely due to lattice symmetry, alternat-
ing normal and anomalous coupling with equal coupling strength. The conical diffraction
due to lattice symmetry was demonstrated only in honeycomb photonic lattices mimicking
graphene structure [270][20].

An inverted dual-band array can be realized using a unit cell consisting of four layers:
metal, low index dielectric, high index dielectric, low index dielectric. The structure shown
in Figure 2.13 consists of 8nm gold, 50nm MgF2 with refractive index of 1.34, 200nm of
Si with index of 3.48, and 50nm layer of MgF2. The wavelength in this study is 1550nm.
For single unit cell with infinite thickness of outer layers, the electric field (Ex) of the mode
is highly confined in the 50nm (∼ λ/30) low index dielectric layer forming hybrid surface
plasmon polariton mode [272]. The alternating hybrid coupling in the array is realized by
anomalous coupling through 8nm gold layer and normal coupling through the 200nm silicon
layer. For the given parameters, the corresponding band structure is plotted in Figure
2.14(c) showing almost linear diffraction curves in wide range of κ and the diabolic point
at κ = 0. A slight deviation from the symmetry of the bands as predicted by the coupled
mode theory (Figure 2.14(a)) is due to the strong coupling between the waveguide modes.
Figure 2.14(b) shows the propagation of hybrid surface plasmon modes excited by a normally
incident Gaussian beam, which clearly demonstrates characteristic conical diffraction in 2-
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Figure 2.15: Band diagram calculation and numerical simulations. (a) Band diagram of
normalized propagation constant K in space. At , the band crossing occurs. At exact , the
two bands collapse to one band. (b) Numerically simulated propagation of normally incident
Gaussian beam to the metallodielectric array. The electric field intensity is normalized the
intensity maximum. The unit cell parameters of the array are Au (8nm)/MgF2 (50nm,
n=1.34)/Si (200nm, n=3.48)/MgF2 (50nm, n=1.34) at the wavelength of 1550nm. (c) The
corresponding band structure for the array in (b) .

D form near the diabolic point. The metal loss was discarded here for better visibility of
propagation. The hybrid surface plasmon modes propagate as a cross section of ring shape
with nearly constant thickness and increasing radius, which is in a sharp contrast to discrete
diffraction in conventional arrays (see e.g., Figure 2(e) in reference [253]).

Notwithstanding the interest in peculiar properties associated with infinite waveguide
arrays with hybrid coupling, finite waveguide arrays exhibit even more fascinating phenom-
ena where the termination of the periodic chain of couplings creates a ’surface’ between the
array and an external dielectric. As in the case of solid state, this surface may support
localized eigenmodes, known as surface states. Surface states in solid state crystals with
discrete electronic energy levels are formed either by perturbing the surface potential or by
terminating stronger atomic bonding even without surface potential perturbation, which are
termed Tamm states and Shockley states, respectively [263] [264] [273] [274] [275]. Deep
sub-wavelength plasmonic Tamm states and Shockley states can be formed in such a finite
metallodielectric lattices with hybrid coupling, depending on the termination of the waveg-
uide array. A periodic array of 20 unit cells is shown in Figure 2.16(a) with different type of
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lattice termination, A, B, C, and D at the left end, where the right end side is ’passivated’
by the low-index layer. The unit cell parameters are Au (20nm)/MgF2 (50nm, n=1.34)/Si
(200nm, n=3.48)/MgF2 (50nm, n=1.34). The diffraction curves for infinite array are shown
in Figure 2.15(c). For the given thickness of the layers, the strength of normal coupling (C+)
is stronger than that of anomalous coupling (|C−|), such that the asymmetry constant η is
in the range of −1 < η < 0. The termination type A and C manifest a break of the weak and
strong coupling, respectively, with no additional surface perturbation (the dielectric material
at the termination point is the same as that in the array), while the termination type B and
D represent a break of weak and strong coupling with strong surface perturbation by adding
another material at the outermost layer, respectively. While type A does not create any
surface modes, type C is shown to support a Shockley-like surface mode due to the strong
coupling break, even without surface perturbation. The corresponding mode field for the
type C is plotted in Figure 2.16(b). We find the electric field (Ex) highly localized in the
first 50 nm low index dielectric layer and rapidly decays into bulk. Also, note that the field
confinement occurs mainly in the odd number waveguides. For the type B and D, both
types of termination form Tamm-like surface states due to strong surface perturbation, with
different mode symmetry from the Shockley-like surface state. The mode field for the type
B is a staggered mode changing the field sign at every adjacent waveguide and the type D
surface state changes its sign at every other adjacent waveguide[258]. The corresponding
eigenvalue for the each type of termination is marked in the band diagram in Figure 2.15(c).
The Shockley-like state (C) is located within the bandgap. Tamm-like states (B and D)
can be within the bandgap or either above or below the band edge depending on which
coupling breaks. For any type of surface states, the electric fields are mainly localized in 50
nm low index dielectric layers, i.e., the ’surface’. The decay rate of the surface states to the
bulk is determined by the magnitude of asymmetry constant η. To find existence conditions
of surface states , we consider a semi-infinite metallodielectric array and impose boundary
conditions. Details on this are found in paper [187].

To summarize, we have considered waveguide arrays with hybrid of alternating normal
and anomalous coupling. We have theoretically shown 2-D conical-like diffraction near the
diabolic point arising from inverted two-band structures. With the termination of the array,
Tamm-like or Shockley-like surface states are formed depending on termination type and
strength of surface perturbation. These phenomena are numerically demonstrated in the
context of metallodielectric lattices realizing the hybrid coupling. We have also analyzed
the existence condition of the surface states. We expect that these new findings, plasmonic
diabolic point and deep subwavelength plasmonic surface states, could provide a means to
control signal processing and routing in nano-scale optical circuits.

2.5 Conclusions

Until here, we have reviewed the most important aspects of our passive devices fabricated
for surface plasmon propagation and manipulation to improve information transfer, achieve
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Figure 2.16: Four configurations for metamaterial surface terminations. (a) Four types
of surface termination at the left end of the array. Right end is passivated. The arrows
indicate strength of couplings and their break. HI: high index material (n=3.48), LI: low
index material (n=1.34) (b) The mode field profile (Ex) for each surface states. The field is
normalized to the maximum (c) The corresponding eigenvalues for the termination type A,
B, C, and D in (a).

unconventional light manipulation, or optical surface state generation.
From plasmonic waveguides fabrication in bonded phosphate-doped glass or Quartz, to

Focused Ion beam (FIB) drilled multilayers to achieve metamaterials, fabrication and ex-
perimentation with plasmonic devices. From these, deposition of the several metallic and
dielectric materials was achieved by the most advanced techniques in pro of the best optical
conditions of the metal or dielectric. Optical setups with polarization control of incident
excitation with time-dependent modulation of signals to achieve the required probe of the
designed effects. Optical measurement techniques used, since the observation of stimulated
emission in Er doped glass using optical fiber setup and diode lasers until the achievement
of the negative index of refraction in the 3D metamaterial at visible and NIR wavelengths
using femtosecond light sources.

It remains a challenge to achieve the compensation of losses provided by the metal.
Provided gain media there exists a chance to break the limit imposed to unravel a fascinating
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broad set of plasmonics devices applicable to several areas that impact our lifes.
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Chapter 3

Uncertainty control for Plasmonic
lithography

3.1 Introduction

Time control of electronic sequential triggering of electro-optic modulators to plasmonic lens
array on flying head at few nanometers on a spinning substrate, as an experience of both,
ultrafast electronic system digital design and plasmonic nanolithography concept based on
studies of tribology, the science of surfaces in continuous friction. Flying heads represent the
fastest way to scan a surface, widely used in hard disk drives and other yet older systems.

The fabrication of integrated circuits relies strongly on lithographic processes to achieve
a high throughput process.[277][278] Resolution in conventional lithography is constrained
by the diffraction limit of light. Several alternatives have proposed mechanisms to provide
resolution below the 22nm limit of standard lithography but have failed in providing a reliable
scalable process. One other alternative is called Plasmonic nanolithography. It is based on
the metamaterial called ”Plasmonic lens” a device capable of providing such resolution. This
lens can be used as an element of an individually addressable array which can be used in
conjunct with flying head technology (tribology) and fast-parallel electronics to provide a
system capable of providing a tool for the continuous fabrication of integrated circuits in
subwavelength regimes.

In this chapter, a control system based on FPGA technology is presented. FPGA struc-
ture allows for faster and truly parallel Finite State Machines (FSM) for Pattern Generation
with nanosecond accuracy. The design of these FSMs is detailed and implemented. The so-
lution to Inter-track Stitching errors is provided by using an additional Magnetic Encoder to
generate a more accurate Clock signal (CLK). This CLK signal is used to implement an FSM
trigger mechanism for the pattern generator. Control signals for other sub-systems (focusing,
spindle control, interfaces) are considered to program a time-effective FPGA-based Central
Control Unit for the Plasmonic Nanolithography System. Results for single and dual-lens
system are shown. Performance against the previous digital signal processor (DSP) used are
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underlined.

3.2 Sub-22nm alternatives for Lithography

Conventional Lithography techniques for mass production in the semiconductor industry
rely on the resolution that can be achieved by a mask projection method. Due to the
wave nature of light, the resolution that can be reached using lenses is diffraction limited,
that is, transmission through an aperture is accompanied by diffraction. The uncertainty
principle for position and momentum, explains that by laterally confining a wave to a region
(∆x), an associated uncertainty in its momentum in the transverse direction (∆p) will exist,
that is, an uncertainty in the angle of propagation, hence compromising the resolution that
can be accomplished. To improve resolution (to reduce ∆x) we can reduce the working
wavelength or increase the index of refraction of the lens being used (which affects the angle
of propagation). Current fabrication techniques for the fabrication below the 22nm rely on
the use of shorter wavelength excitation (now, all the way into the EUV) and using fluids
like oils to provide a higher refractive index. . Although the resolution of this technique
is improving, there have also been associated increases in costs. The fabrication of high-
quality lithography masks is also time consuming and expensive, which restraining device
prototyping, where changes in design are constantly needed.[277][278]

Maskless lithography techniques [287], including Electron-Beam Lithography (EBL)[283],
Focused Ion-Beam (FIB)[279] and scanning-probe lithography (SPL)[280][282], offer a path
to overcome these obstacles by reducing mask costs. However, the low throughput of the
techniques is still a very hard obstacle to overcome. In addition to the fact that SPL
technology relies on a slow scan of the tips at a distance of 10-100 nm from the surface,
owing to the limited feedback bandwidth available to control the tip-sample distance at
higher speeds. From these techniques the most promising candidate continues to be Electron
Beam Lithography (EBL)[284]. This technique is currently used to fabricate masks and it is
a very common tool in the nanofabrication of devices for research purposes. This technique
relies heavily on a scanning process, reducing the throughput and increasing its price (the
price of a typical lithography tool is close to 20 million of dollars). Multi-axial electron-beam
lithography (EBL high-throughput version) [285] [289] is proposed to use multiple electron
beams in parallel manner. However, there are difficulties in simultaneously regulating the
multiple beam sizes and beam positions because of the thermal drift and electrical charge
Coulomb interactions, resulting in lens aberration. Other techniques, such as, Zone-plate-
array lithography (ZPAL) , uses a large array of diffractive optical elements or spatial light
modulators to improve the throughput, but the ultimate resolution is still restricted to the
diffraction limit. [287]. Techniques such as nano-imprint or self assembly have shown high
throughput possibilities, but have still to show independence from the previous methods to
fabricate the mold or the surface to be patterned, etc. Also, self assembly shows long-rage
disorder thus setting an uncontrollable process of fabrication for big-size samples.
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3.3 Plasmonic Nano Lithography

A particular way of using light can potentially increase throughput by two to five orders
of magnitude compared to that achieved by parallel SPL and commercial electron-beam
lithography. A high-throughput form of plasmonic nanolithography to circumvent the critical
parallelization and slow scanning challenges.[294][296]

When light strikes a metal surface it can excite collective oscillations of the electrons at
the surface that are known as surface plasmons [291], [292] [301] [297]. These oscillations can
have wavelengths that are much shorter than the wavelength of the light that excited them,
which means that surface plasmons could have applications for imaging and lithography
with resolution beyond the diffraction limit [13]. A plasmonic lens made of a concentric ring
grating has been used to focus the light to a sub-100 nm spot at the near field with local
intensity .100 times higher than the incident light. These earlier results clearly suggest the
potential of using a plasmonic lens for nanolithography. However, owing to the exponential
decay of the evanescent field, the tightly focused spot only exists at the near field of the
plasmonic lens, normally closer than 100 nm. Thus, high-throughput nanopatterning requires
a new mechanism to ensure precise control of the nanoscale gap between the plasmonic lens
and substrate during high-speed writing. A wide range of antennas is used to concentrate
the energy more effectively, few of the most important designs have been collected, compared
and pictured by reference [302]

To achieve high-speed scanning while maintaining the nanoscale gap, a novel air-bearing
slider [298] is designed to fly the plasmonic lens arrays at a height of 20 nm above the
substrate at speeds of between 4 and 12 m/s. The rotation of the substrate creates an air
flow along the bottom surface of the plasmonic flying head, known as the air bearing surface
(ABS) [299]. The ABS generates an aerodynamic lift force and it is balanced with the force
supplied by the suspension arm to precisely regulate a nanoscale gap between the plasmonic
lens and the disk.

In addition to the high-speed scanning we fabricate and individually control multiple
flying Plasmonic lenses using a single air bearing. Figure 3.1 shows the Plasmonic lens
array and the Plasmonic flying head concept. The throughput of our system can be further
improved with the convenient null interaction between multiple pulses of light addressing the
plasmonic lens array. This low cost nanofabrication scheme has the potential to fabricate
few thousand lenses in each slider. It is the intention of this work to provide evidence of
a system capable of firing several electro-optic modulators in a parallel and synchronous
fashion [303].

The overall system is pictured in figure 3.2 The system uses a Digital Signal Processor
(DSP) to generate a 200MHz signal triggering an Electro-Optic Modulator (EOM). This
EOM modulates a picosecond-pulsed laser beam (365nm wavelength) with the proper time
delays to produce space-delayed patterns (in accordance to the DSP generated signal and to
the velocity of the spindle 10m/s) of sub-20nm spots recorded in the disk.

Previous to the disk surface, the beam pulse travels through an optical system in charge
of conditioning the pulse and focusing it into the plasmonic lens. The major functions of
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Figure 3.1: Proposed scheme for High-throughput Plasmonic nanolithography. An array of
plasmonic lenses is fabricated on the Plasmonic Flying Head. A transparent slider supports
thousands of plasmonic lenses separated by 3 um, which can be independently addressed. An
electronic system capable of modulating the light signals arriving at each lens to accurately
distibute, as needed, spot patterns in the disk.

these optics are for alignment purposes and the expansion of the beam. The expansion of
the beam is required since we are using a high power laser beam. Expansion of the beam
reduces the power density travelling through our optical mirrors (needs to be smaller than
the damage threshold). Also, since we need to focus the light into a tight spot, we use a
lens with large Numerical Aperture (NA) of 0.6. High NA lens needs a large effective enter
aperture, if beam is thinner than the lens, you are not using the full NA of the lens. Thus
confinement is compromised.

The disturbances to the motion in normal-to-the-lens direction are compensated by a
simple PID control (Pre-focusing control system) since it is a low bandwidth perturbation
to the system. An actuator (Lens Actuator) with a bandwidth of 100 kHz can be driven for
such a purpose. Prefocusing measures the distance variations between the lens and the head,
the source of error comes from the disk-head perturbations while flying. An interferometer-
based measurement uses a lens to focus on the head (the head has metal on it). A CW-laser
beam is reflected back after being loosely focused on the lens. The distance is acquired
by an ADC in a separate PID-control board. The distance error is corrected with the lens
actuator (focusing or moving the focal length). This system is in working condition and it is
independent to some extent, since it is not in the same time-scale, of the pattern generation
CLK related routines.

For the pattern generation, the DSP uses the optical encoder signal generated by the
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Figure 3.2: Central Control Unit. FPGA-based time-management unit to syncronize the
dynamics of the system to the modulation of laser light pulses and optical encoder counts
so that the location of the pattern is accurate. System Setup. The optical encoder of the
spindle generates a trigger signal for a DSP to modulate by means of an EOM the pulses
of a picosecond Laser source. The pre-focusing system regulates the height of the lens used
to focus the pulses onto the Plasmonic flying head. The actuators for x-y position location
(Nano-Stage and Head Actuator) are used to compensate disturbances in the radial direction.

spindle to trigger events in the EOMs. This optical encoder has 1024 counts per revolution.
When the spindle spins at 10m/s generates a 33 kHz signal that constraint us to have spatial
uncertainty (?x) of 300nm at most. In addition to this, DSP electronics introduce additional
uncertainty in time delay of 50ns (200MHz) due to the hierarchical configuration in its logic
and poor or inexistent CLK management possibilities.

The delay introduced by each system in the picture, especially for the purposes of pat-
terning, is of special attention in this work. The time delays introduced by the DSP will be
reduced by the usage of an FPGA. A device capable of implementing with optimal usage of
hardware a truly parallel logic system that allows for CLK management. Also, additional
to this, we notice that a much better measurement of position would be of benefit in the
spatial location accuracy of our system.

Inter-track Stitching Error

In Figure 3.3 an AFM picture with the pattern ”SINAM” shows the consequences of the
uncertainty in delay on the spot location track after track. In the pattern the letters ”I” is
in the radial direction (perpendicular to the track) and clearly shows that the error can be
as high as 1um. This error in space location is known as ”inter-track” stitching error and it
is a very well known problem in Hard disk Drive (HDD) control systems.

The present problem relates generally to a method for writing servo patterns on a data



CHAPTER 3. UNCERTAINTY CONTROL FOR PLASMONIC LITHOGRAPHY 66

Figure 3.3: Inter-track stitching error in pattern location. The pattern here stands for the
center SINAM. Along the letter ”I” which should be a perfect line. After AFM measurements
we find inaccuracies on the order of 300nm. The space location uncertainty is suspected
introduced by DSP digital electronics time delays and low resolution of an optical encoder
providing position location. Error is reduced by an order of magnitude by interpolation
methods.

disk storage device, and more particularly, to self servo writing of servo sector patterns on
a data disk storage device using geometric referencing to correct read write offset errors. In
many processing and computing systems, magnetic data storage devices, such as disk drives
are utilized for storing data. A typical disk drive includes a spindle motor having a rotor for
rotating one or more data disks having data storage surfaces, and an actuator for moving a
head carrier arm that supports a transducer (read/write) heads (HGAs), radially across the
data disks to write data to or read data from concentric data tracks on the data disk.

In our system, the Plasmonic head position information is crucial to scan the surface
of the disk and accurately locate sub 22nm-sized ”spots” in a controlled and synchronous
fashion. Due to the fact that the disks to be patterned are generally nonmagnetic, we
don’t intend to add a magnetic transducer head to the same slider. Rather, we include an
additional disk, a magnetic disk. If the spindle velocity is kept constant we can assume that
the velocity fluctuations of the spindle can be for both systems of the same origin and order,
thus an important opportunity to study the time evolution of such fluctuations. In general,
a magnetic transducer head is positioned very close to a data storage disk surface by a slider
suspended upon an air bearing. The HGA of use is a SUPERHAWK by Seagate Corp.
The close proximity of the head to the disk surface allows recording of very high resolution
data and servo patterns on the disk surface. Servo patterns are typically written with
uniform angular spacing of servo sectors and interleaved data sectors or blocks. An example
servo pattern includes circumferentially sequential, radially staggered single frequency bursts.
Servo patterns provide the disk drive with head position information to enable a linear
actuator, instead of a rotary voice coil motor, to move the head from starting tracks to
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destination tracks during random access track seeking operations. Further, the servo patterns
provide the disk drive with head position information to enable the actuator to position
and maintain the head in proper alignment with a track centerline during track following
operations when user data is written to or read from the available data block storage areas
in the patterned tracks on the surface of the magnetic disk.

Furthermore, the data written is of use in the synchronization of the system to further
reduce electronic time delay uncertainty by introducing a new clock (CLK) signal. Data
transducer heads currently in use employ dual elements. An inductive write element having
a relatively wide recording gap is used to write information into the data tracks, and a read
element such as a magneto-resistive sensor having a relatively narrow playback gap is used to
read information from the data tracks. With this arrangement data track densities equaling
and exceeding for example 30,000 tracks per inch are possible, thus enabling a more accurate
measurement of distance. Conventional servo patterns are written into the servo sectors of
each disk using a servo writer at a point in the drive assembly process before the hard disk
unit is sealed against particulate contamination from the ambient. Such conventional servo
writing method has been largely replaced by a self servo writing method. In the self servo
writing methods, it is necessary to write the servo data precisely at a prescribed position on
the disk. The head incorporated in the disk drive still utilizes the two discrete elements, i.e.,
the read-head element and the write-head element. A position offset inevitably exists between
these elements. The position offset corresponds to the distance between the centerlines of
the read and write head elements. This position offset is corrected and fixed. Since motion
along the track is also fixed, then we expect to be able to follow a CLK track and thus trigger
the pattern generator. A digital system has to independently control the task of ”following”
the track. This is also implemented in the FPGA and it is made to be optimal in time delay
by the proper location of CLK buffers and Digital Lock Loop components to de-skew the
signal. More specifically, the position accuracy of our system will be improved by a factor
of 2 by implementing a magnetic encoder that is able to provide a stable high resolution in
space CLK signal ( 200MHz).

The implementation of a magnetic encoder and the introduction of an FPGA-based con-
trol system regulating diverse tasks such as magnetic self-servo writing, track following, CLK
de-skewing, pattern generation, real time space location measurement (fiber interferometer),
space compensation (head actuator), a computer interface. This group of subsystems con-
form the Central Control Unit of the system by including the other time-scale systems such
as prefocusing, graphic user interface, etc. that make of the overall system a very reliable
and fast patterning system easier to control and use

Both improvements are independent of each other and can be achieved and explained in
any order. For convenience, the FPGA introduction is explained first. After experimental
results for this section, the magnetic encoder implementation and corrections to the FPGA
programs will be explained in the next section.
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3.4 FSM for FPGA-based Pattern Generation

To handle all the functions our Central Control Unit has, we are relying on FPGA technology.
An FPGA essentially consists of an array of logic blocks (called Configurable Logic Block,
CLB, or Logic Array Block, LAB, depending on vendor), I/O pads, and routing channels.
In general, a logic block (CLB or LAB) consists of a few logical cells (called ALM, LE,
Slice etc). A typical cell consists of a 4-input Lookup table (LUT), a Full adder (FA) and a
D-type flip-flop. An application circuit is mapped into an FPGA with adequate and optimal
resources. While the number of CLBs/LABs and I/Os required is easily determined from the
design, the number of routing tracks needed may vary considerably even among designs with
the same amount of logic. Since unused routing tracks increase the cost (and decrease the
performance) of the part without providing any benefit, FPGA design makes emphasis on
using just enough tracks so that most designs that will fit in terms of LUTs and IOs can be
routed. These features allow us to build the highest levels of performance and functionality
into their FPGA-based systems. We use FPGAs from Xilinx Corp. Virtex-5 LXT and SXT
FPGAs. These are built on a 40 nm state-of-the art copper process technology, Virtex-6
FPGAs are a programmable alternative to custom ASIC technology.

For the implementation of the pattern generator we used VHDL language to implement an
alternative mode for the look-up tables where they are used as 16-bit shift registers (SRL16).
Using this Shift Register LUT (SRL) mode can improve performance and rapidly lead to cost
savings of an order of magnitude. Although the SRL16 can be automatically inferred by the
software tools, considering their effective use can lead to more cost-effective designs. Shift-
in operations are synchronous with the clock, and output length is dynamically selectable.
A separate dedicated output allows the cascading of any number of 16-bit shift registers to
create whatever size shift register is needed. Each CLB resource can be configured using four
of the eight LUTs as a 64-bit shift register. These shift registers enable the development of
efficient designs for applications that require delay or latency compensation. Shift registers
are also useful in synchronous FIFO and Content-Addressable Memory (CAM) designs The
structure of the SRL16 is described from the bottom up, starting with the shift register and
then building up to the surrounding FPGA structure. The Look-Up Table can be described
as a 16:1 multiplexer with the four inputs serving as binary select lines, and the values
programmed into the Look-Up Table serving as the data being selected (see Figure 3.4).

The address can be thought of as dynamically changing the length of the shift register. If
D is used as the shift register output instead of Q15, setting the address to 7 (0111) selects Q7
as the output, emulating an 8-bit shift register. Note that since the address lines control the
MUX, they provide an asynchronous path to the output. Each SRL16 LUT has an associated
flip-flop that makes up the overall logic cell. The addressable bit of the shift register can
be stored in the flip-flop for a synchronous output or can be fed directly to a combinatorial
output of the CLB. When using the register, it is best to have fixed address lines selecting
a static shift register length to avoid timing hazards. Since the clock-to-output delay of the
flip-flop is faster than the shift register, performance can be improved by addressing the
second-to-last bit and then using the flip-flop as the last stage of the shift register. Using
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Figure 3.4: Single Pattern Generator . Shift-Register Look Up Tables (SR-LUTs are used
to define regions of memory which can be rotated to emulate a serial output of the size of
the register. It has been envisioned to be able to record a whole patter or pattern while
downloading (in real-time) banks of memory with other patterns. LUT Modeled as a Mul-
tiplexer. With the SRL16 configuration, the fixed LUT values are configured instead as an
addressable shift register. The shift register inputs are the same as those for the synchronous
RAM configuration of the LUT: a data input, clock, and clock enable (not shown). A spe-
cial output for the shift register is provided from the last flip-flop, called Q15 on the library
primitives or MC15 in the FPGA Editor. The LUT inputs asynchronously (or dynamically)
select one of the16 storage elements in the shift register.

the flip-flop also allows for asynchronous or synchronous set or reset of the output. The shift
register input can come from a dedicated SHIFTIN signal, and the Q15/MC15 signal from
the last stage of the shift register can drive a SHIFTOUT output. The addressable D output
is available in all SRL primitives, while the Q15/MC15 signal that can drive SHIFTOUT is
only available in the cascadable SRLC16 primitive, shown in Figure 3.4.

The design of the pattern generator relies heavily on this primitive. Figure 3.5 shows a
Finite State Machine designed with the only purpose of synchronizing the optical encoder
events with the a series of shift events of a 1024 bit long word that has the first track of
an image. Two counters are coded. One is to aid in the counts of the 1024 shifts and the
other counter is to count the number of tracks. Once the pattern is done shifting 1024 times
it questions for the change of pattern (track) data that is to occur once 1024 trigger events
happen (1024 marks per revolution from the optical encoder). The machine returns to the
IDLE state after two PRE-IDLE STATES that were added to wait for the TRIGGER signal
to be 0, otherwise it would return to OUTPUTTING state if found in IDLE. Two PRE-IDLE
states because of glitch existent in the falling edge of the trigger event in the experiment.
An additional state is sufficient to have a very robust triggering of events.
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Figure 3.5: Single Pattern Generator Finite State Machine State Diagram. The evolution of
the states is enable by the optical encoder trigger (1024 bits per revolution). The laser source
has a repetition rate of 80MHz, which is internalized by the FPGA and multiplied by 4 to
achieve faster rates synchronized to the laser clock. After that, each optical encoder pulse
allows for a sequentially better behavior than of a DSP (no access to CLK). The system
remains in state RESET, until a trigger event (optical encoder) promotes the outputting
(shifting 1024 times) of a word. The system returns to idle after two pre-idle states (added
for robustness on trigger falling edge)

Once the FSM is coded, the interfacing of the FPGA with the overall Plasmonic system
is designed like is shown in Figure 3.8. The signal used as CLK comes from the picosecond
laser system. A signal of 80MHz. The laser CLK is de-skewed by using a DLL. The global
clock distribution network minimizes clock skews due to loading differences. By monitoring
a sample of the DLL output clock, the DLL can compensate for the delay on the routing
network, effectively eliminating the delay from the external input port to the individual clock
loads within the device.

In addition to providing zero delay with respect to a user source clock, the DLL can
provide multiple phases of the source clock. The DLL can also act as a clock doubler or can
divide the user source clock by up to 16. Clock multiplication gives the designer a number of
design alternatives. For our purposes, a 80 MHz source clock doubled by the DLL can drive
an FPGA design operating at 160 MHz. This technique can simplify board design because
the clock path on the board no longer distributes such a high-speed signal. A multiplied
clock also provides designers the option of time-domain multiplexing, using one circuit twice
per clock cycle, consuming less area than two copies of the same circuit. Two DLLs can
be connected in series to increase the effective clock multiplication factor to four (320MHz).
The DLL can also act as a clock mirror. By driving the DLL output off-chip and then back
in again, the DLL can be used to deskew a board-level clock between multiple devices. De-
skewing the CLK is important since almost all processes running in the pattern generators
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Figure 3.6: Time evolution of Patterning signal (red) and Optical Triggering (blue). The
time delay after the optical trigger event is almost a constant 1.2ns. The inset shows the
periodic leading edge of the trigger and associated LSB possible patterning events (here
periodic 0, 1) for a single-lens.

are dependent on this signal. Figure 3.6 shows the time quasi constant delay introduced by
the logic gates. Both signals, the triggering signal and the patterning signal are observed.

Figure 3.7 pictures Register Transfer Level (RTL) interconnection for two pattern gen-
erators. The implementation was run in ISE 10.1 and found 1% and 2% of total LUT usage
for single and dual -pattern generators. With this we can expect approximately 100 patterns
generators can be digitally modulated at a speed of 380MHz in a parallel and independent
fashion by a single FPGA chip, which is not larger than 5x5cm in size. If this system was
to be implemented to modulate the EOMs for 1000 plasmonic lenses, in principle it would
be achieved by using 10 FPGAs.

3.5 Experimental Results for Single and Dual

Plasmonic lens

For the experiment, the lens design was changed a bit to improve the spot confinement.
H-shaped Plasmonic lenses were used. Figure 3.8, shows the cross-section of such a lens. It
is important to note that due to the symmetry of the lens, confinement could be achieved in
each of the two corners of the lens by tilting the angle of incidence.

The sapphire air bearing surface (ABS) was fabricated using micro fabrication techniques.
First, the ABS pad and base recesses were fabricated using a lithography setup (Karl Suss
MA6 Mask Aligner) to pattern the resist for subsequent Aluminium Reactive Ion Etcher
(RIE) to etch the sapphire substrate. The substrate was separated into individual sliders
using a Dicing Saw. An 80-nm chromium film (mechanical properties) and a 5-nm diamond-
like coating protective layer were sputtered using a sputtering machine (Edwards Auto 306
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Figure 3.7: FPGA Interfacing for the use of 2 or more Pattern generators. A DLL unit is
also used to better follow the variations in phase of the CLK. A DLL is like a PLL but digital.
The DLL is used to better track the Laser Clock and multiply it by 4. : Synchronizing two
pattern generators to a Laser CLK signal (times 4). A DLL is added to the input to de-skew
the CLK signal. The spindle optical encoder triggers events in the pattern generator. The
DLL primitive provides a LOCKED signal, which is used to alert the state machine when
the external CLK source is irregular or nonexistent

DC and RF Sputter Coater). Then, a plasmonic lens was milled on the Chromium film
using focused ion beam milling (FIB, FEI Strata201 XP). Finally, the slider was glued to a
suspension using UV-curable glue, and evaluated in a dynamic flying height tester (DFHT
IV, Phase Metrics).

For the head-disk protective overcoat, we used 80nm of inorganic TeOx [300] based solid
resist deposited using magnetron sputtering and inspected by SEM and AFM to ensure good
film quality. Additionally, to prevent contact induced resist damage, a protective coating
of Si3N4 film is deposited by magnetron sputtering. According to AFM measurement, the
RMS roughness value after deposition of the protective layer is about 0.3 nm which is almost
the same as that of the substrate. Furthermore, a 2-nm thick lubricant Perfluoropolyether-Z
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Figure 3.8: Experimental Setup. For this test, we use of an H-apperture for plasmonic lens.
Multiple lenses are fabricated for parallel writing tests. Experimental configuration of the
plasmonic flying head.

(PFPE-Z) is also coated on the top of the overcoat layer and examined using Optical Surface
Analyzer (Candela OSA 5100) for thickness and uniformity. This tribological configuration
greatly reduces the friction and possible damages when slider and the disk are in contact.
Prior to experiments, individual plasmonic head was tested using dynamic flying head tester
(Phase Metrics DFHT-IV), Acoustic Emission (AE) system and Laser Doppler Velocimeter
(Polytec LDV OFV-512).

In the following lithography tests, exposures were obtained with no significant AE contact
signal. With these tribological properties, we were able to directly load our flying heads on
to the disk at 10 m/s linear disk velocity with no damage to the resist. The optical setup for
the experiment addresses a single Plasmonic lens to perform a first test. The pattern ”PIL”
was encoded in a 32X1024 bits map in the LUTs previously described. Figures 3.9 shows
AFM pictures of the pattern ”PIL” recorded as heat-activated resist spots in the disk. These
results are for a single Plasmonic lens modulated using the FPGA and synchronized to the
Laser CLK and Optical Encoder events. We have been able to demonstrate lines smaller
than 30nm (FWHM) using a single pattern generator.

The vertical lines (along track direction) help us determine the associated uncertainty
in space now that we have implemented the FPGA based control of the pattern. The
uncertainty of the time delay is 1.6ns (we can put a spot in a closer neighborhood). Thus,
the space variation in the radial direction is still around 100nm. This is an improvement for
time delay uncertainty from 50ns presented in DSP based system which had space uncertainty
of around 500nm.

We also perform experiments for the parallel writing capability of the FPGA-electronics
and overall system performance for a dual-lens pattern generator. The set-up for the parallel
writing is described in Figure 3.10 A 50/50 beam-splitter separates the source laser beam in
two paths (red and green). Two modulators EOMs, pictured in the top left picture, perform
pattern encoding in the beams. Notice the Laser CLK source (80MHz) in the picture to the
right. Then, after modulation the beams follow almost identical paths but due to the space
constraints in the optical table, the red path is longer than the red for few centimeters, thus
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Figure 3.9: Single Lens Results.Sub 30nm Single Plasmonic lens experimental results. Time
delay is constant with respect to the optical event delay associated with one revolution after.
The space variation in the radial direction is still around 100nm (time delay is 1.6ns).

although compensated, still reduces the energy of one of the paths more than the other.
The pattern is sent periodically every optical trigger event. One of the lenses writes

”IL” and the other ”IP”, so that when put close together the pattern will read ”IPILI”.
The patterns are sent through beams red and black color in figure 3.11. The beams are
aligned so that an angular difference of 1mrad accounts for the difference in space between
the Plasmonic lenses, which were fabricated 4 to 5 microns separated from each other as
pictured. Both generators produce signals of the same uncertainty and same as in the single
lens case. There is an small difference in the path traveled by both beams, so that the one
patterning ”LI” has more energy and over exposes the thermal resist, thus the difference in
the pattern. One of the beams has a little more divergence because, since they go through
different optics and they have not been compensated, the intensity of the two beams is not
the same.

The localization of heat due to surface Plasmon localization can be designed to provide a
better confinement or a multiple of hot spots in the same structure but for different angle of
incidence. Interestingly, we found that by arriving on an angle, the localization of heat in one
of the hot spots allowed us to achieve sub 20 nm lines, that is, we have two regions addressable
in this lens with a with a much better confinement. The experiment was performed using a
single lens pattern generator. It is intention of further work thinking towards having two or
more beams addressing the same plasmonic lens and have smaller pitch that way. Lines of
30nm and 20nm width have been patterned by tilting the angle of incidence (these changes
were periodically varied) and was achieved using a single lens.
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Figure 3.10: Pictures of the optical set up for the dual-lens experiment. A, a beamsplitter
separates the beam in two (red and green) beam paths. EOMs modulate the separated
beams after they cross the beamsplitter. The two paths are optically managed to reduce
damage to the optics and optimize the use of the lens focusing on the plasmonic lens.

Figure 3.11: Sub 30nm Dual Plasmonic lens experimental results. The Plasmonic lenses are
spatially separated by few microns. Independent patterns (red and green) are sent through
two symmetric beams focused on the lenses. The uncertainty of the electronic time delay is
the same for both lenses and same to the single case.

Further configurations will improve the performance of this tool. Accuracy of overlay of
subsequent layers is an important issue in application of nanolithography. Regarding the
approach of using rotary platform to do lithography, there is no obviously technical barrier
that prevents overlay accuracy up to a few nanometers. To realize a better overlay accuracy,
it normally requires i) a better rotational stage with smaller lateral run out to minimize
the positioning error and ii) high band-width servo system to effectively compensate the
positioning error. Next, we will present the design and fabrication of a magnetic encoder to
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further minimize the position error.

3.6 Pattern generator with Magnetic Encoder CLK

Accurate position location is compromised not only due to the uncertainty in time delays
from the electronic system modulating the laser pulses, it is also a response of fluctuations
in the velocity of the spindle in the system (the spindle has approximately an error of 0.1%
at the velocity of 2000rpm.). The previous method to measure this was by using the velocity
measurement coming from the spindle’s optical encoder, which has 1024 line marks per
revolution. We used this marks to trigger the event of the EOMs in the system. If we do
the calculations, the uncertainty in the position of the spot would be of 0.3um. By using
interpolation in the DSP (adding delays) we can reduce the error to only 30nm). However,
by introducing FPGA, we improved to 100nm position uncertainty without adding further
delays.

As was proposed earlier, a better measurement of velocity can be obtained by having a
magnetic encoder embedded in the same spindle of the ”to-be-patterned” disk. This allows
us to have an improved accuracy of 1pm due to the high density of marks per track already
available in commercial HDD technology. The magnetic encoder can have a density as
high as 30 Million counts per revolution providing a 1GHz position registered clock signal
corresponding to 1pm accuracy. Figure 3.12 shows the schematic of our magnetic encoder.
The signals that are relevant now are the laser CLK, the optical trigger, and the magnetic
encoder CLK. We use the optical trigger to align data written in the magnetic encoder,
however, for patterning purposes only the magnetic trigger has higher priority than the
optical trigger and since it is more frequent as well, then the size of the word has to be
changed accordingly.

To achieve the implementation of the magnetic encoder, we used knowledge from the
existent hard disk drive (HDD) technology. Hard disk drives contain a plurality of magnetic
heads that are coupled to rotating disks. The heads write and read information by magne-
tizing and sensing the magnetic fields of the disk. The disks are magnetized with a series of
transitions. The transitions correspond to digital bits. Data is stored on concentric tracks
that extend radially across the surfaces of the disks. Each track typically contains a plurality
of sectors. Each sector may have a number of data fields. Each data field has a sync field
that is used to synchronize the reading of data within the field. For example, when reading
data the sync field is used as a timing signal to create a read clock. Data is then read from
the disk in accordance with the clock. The sync field is typically written with the writing of
data.

There have been developed disk media that have patterns of magnetic dots. The dots
are constructed from magnetic material and are separated from each other by non-magnetic
material. The non-magnetic materials inhibit cross-talk between the dots. The write clock
must be very accurate so that the writing of data occurs above a magnetic dot. Using a
conventional sync field to synchronize the write clock may result in undesirable jitter and the
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Figure 3.12: Magnetic Encoder Synchronization Scheme. The laser CLK is used by the
FPGA to synchronize the magnetic encoder to the events of the pattern generator. The
magnetic encoder is assumed to have more than 106 marks per revolution, which is more
than 1024 in an optical encoder, more than enough to allow us for better resolution.

writing of data that is not aligned with the magnetic dots. Writing the sync field with the
data will not necessarily result in the proper alignment of data and dots. The misalignment
of writing will produce weak magnetic fields and possible cross-talk with adjacent dots.

Here we use a hard disk drive with a patterned disk that has a plurality of sync fields
and a plurality of sync marks. The driver further has a controller that causes a head to
write onto the patterned disk and synchronizes the writing of data with the sync field and
the sync marks. In addition, it can be erased and written in real time to achieve an optimal
configuration. Using the advantages of reconfiguration logic, high speed sampling and opti-
mal predictive control algorithms, robust and fast single track reading providing a reliable
CLK can be achieved. It is preferred to have this CLK signal coming from a single track in
order to reduce time uncertainties due to different space locations.

If a clock is sent in parallel with data, that clock can be used to sample the data. Because
the clock must be received and amplified before it can drive the flip-flops which sample the
data, there will be a finite, and process-, temperature-, and voltage-dependent delay between
the detected clock edge and the received data window. This delay limits the frequency at
which data can be sent. One way of eliminating this delay is to include a deskew PLL on the
receive side, so that the clock at each data flip-flop is phase-matched to the received clock.
In that type of application, a special form of a PLL called a Delay-Locked Loop (DLL) is
frequently used. This component has been used in the previous state machine to multiply
the frequency of the CLK by 2 and 4 times. In this machine, the component will be used in
order to de-skew the magnetic CLK signal.
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FSM Modifications on FPGA-PG with Magnetic Encoder CLK

The modifications to the State machine are described in the Figure 3.13. The FSM uses now
two triggers (optical and magnetic) to synchronize the Laser CLK events to those excited in
the EOMs. Since the Magnetic encoder is closer to the CLK frequency, additional counters
are set to monitor the number of bits per magnetic CLK event and the number of magnetic
CLK events per complete word. For now, we will count 256 sets of 4 bits (1024 bits). 256
magnetic CLK events will suffice to send a complete word. Additionally, just as before, 1024
optical trigger events will complete a revolution. Continuous bandwidth improvement allows
us to set the constraints for the frequency of both, the magnetic encoder CLK and the internal
CLK. For now we will continue with the original CLK multiples of 80MHz until we set this
bandwidth limit. We set up the Magnetic encoder CLK to run at 160MHz. So that we have
2 CLK events for the State Machine to guarantee that 2 bits are sent. This is performed
by first making sure this is a reliable CLK event (oversampling) and then outputting the
section of the pattern that corresponds in the row of 256 events like this. By reliable CLK we
mean, this signal is on the non-transitory part of the pulse. High frequency events tend to
be sharp and oscillatory in the corners, these ups and downs can excite unwanted dynamics
in our state machine. We experienced this behavior in the optical trigger falling edge on the
previous version of this one. Thus, we can implement a very robust system that oversamples
leading and falling edges of a magnetic trigger running at twice the frequency of the running
clock.

The oversampling unit does need to run faster than the FSM CLK. This is undoubtedly
the best advantage of FPGA logic design, allowing us to perform parallel tasks to the same
signal in different CLK domains. Since no further synchronization is expected, so even if
it is a CLK of 550MHz, if we count events in the Magnetic CLK, we can count, at most,
an additional CLK event to perform safer oversampling. This running CLK is expected
to increase with further advances in the integrated circuit industry. Part of that problem
is related with the Copper interconnections that are unable to follow electronic transitions
at these rates without introducing interconnection issues, raised sensitivity to outside EM
perturbations, etc. (Chapter 4). It is expected, that at some point in time the frequency of
this logically travelling transitions become less unstable and the interface is reliable enough
to allow us to reduce this ratio for a much faster frequency operation.

Later on, we will explain an additional reading and state machine implemented to this
same signal with the purposes of studying the temporal evolution of the Magnetic Clock
transfer function over CLK regimes were expected CLK contribution might allow us to close
a loop in the Control system. Maybe allowing us to intelligently compensate in real time
for the perturbations observed and studied using some model predictive control algorithm.
In principle, if the oversampling of the leading edge is done fast enough, say on the order of
FSM CLK events, then, the pattern generator would be able to delay or not the outputting
events for the modulation of the EOMs. Phase evolution studies will be part of the study
and described in the next section.
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Figure 3.13: Single Pattern generator and Outputting FSMs with Magnetic Encoder adapta-
tion. The differences are null. Once the system receives an optical trigger event, the system
starts reading the magnetic encoder channel. If leading CLK edge is detected, then an over-
sampling step verifies for stable pulse event and outputs a sectioned word, the number of
times required before the next optical pulse arrives.

3.7 Magnetic Encoder Implementation

For the implementation of the Magnetic encoder we started from scratch, HDDs of com-
mercial vendors were taken apart to interconnect a measuring device and try to decode the
various signals coming out of the preamplifier located on the head of the HGA. Unfortu-
nately, no high frequency signal was detected to act as either a CLK or flowing data though
the channel. It is very possible that the perturbation to the channel by the simple contacting
of additional loads is sufficient to kill the reliability of the information in the channel. Next,
we received through Hitachi Corporation, a test-bed system for HGAs that IBM Corporation
used almost 10 years ago. Unfortunately, the test-bed system was out of power range to feed
the HGA that we were using at that time (A Super-Hawk model by Seagate). The system
was tested and repaired several times. The system was studied and improved to the point
where considerable amount of re-work of the board was required and thus perturbing suffi-
ciently the integrity of the signal. From the gained experience with the HDD dismantling,
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Figure 3.14: Research endeavors for a Magnetic Encoder. Interconnected Magnetic Encoder
and Magnetic Encoder CLK signal. From a commertial HDD testing setup (back engineer
connections and hack a HDD in the search of electronic signals of interest (frequency and
amplitude). Pre-amp module interconnected using flexicables to a microcontroller (USB-
interfaced to a PC). A module borrowed by Hitachi electronics to test HDDs was repaired
and adapted. Commercial solution by using Seahawk heads (by Seagate), a HDD write/read
head customized controller.

we decided to stop here our efforts to design a better board.
A very important hint was provided by Seagate Corporation personal. They mentioned

that the HGAs that were to be used for writing on a disk should have ”head-disk compatibil-
ity” in terms of their EM cross-sections. Different (than expected) thicknesses in overcoating
might not allow us to induce magnetic transitions with the used potentials. From Seagate we
received ”combos” of HGA-Recording Media (250 Pharaoh Media and 500 Up-facing DF2
HGA’s) but they were unfortunately also outside the range of the Hitachi Test-bed system.
The solution that is implemented in this work is from Micro-Physics’ corporation and it is
shown in Figures 3.14 and 3.15 along with a picture of the Magnetic Encoder CLK signal.
It is a compact kit that enables modification of bias current and applied voltages to the
HGA electrodes. Also counts with the logic to drive the writer amplifiers at the frequency of
external oscillations (From FPGA). We also read the data by an analog channel, which we
interface with the appropriate electronics. A comparator (1-bit quantizer) is interfaced to
sharpen the pulses and translating them into Low Voltage Differential Signal (LVDS) format.
This signal is more robust for higher frequencies and is able (due to theoretical fundaments)
to provide a better way to detect the edge of the signal (changes in phase) since it does not
depend on the amplitude levels of the input (which fluctuate enough in our system) in the
channel.

A series of commands are required to follow the method of writing and reading. If a
state machine was to be implemented with the FPGA, a serial interface would then need
to be implemented. It would be very similar in design to the previous FSMs due to the
communication task common among them. Implementation as a FSM is part of the future
work on this section since we would like to be able to control more appropriately the writing
and reading of the unit. Once the system is implemented and has been used to write a CLK
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Figure 3.15: Interconnected Magnetic Encoder and Magnetic Encoder CLK signal. Left
picture shows the FPGA side on the control of the HDD controlling unit for writing and
reading purposes. A GSPS board is also included to read at a high BW, signals coming from
the encoder to study the evolution of the Clock per track.

track, the reading of the Magnetic CLK is acquired for all future time. It is important to
reduce the number of tracks recorded since only then the uncertainty of spot location can be
improved. The experiment is performed using a similar lens design. The interface electronics
are pretty much similar to the case of optical encoder with the additional preamplifier unit
coming from the HDD flying head. With the addition of the comparator and the new FSM
controlling the writing of pattern the system is tested at the mentioned frequencies.

Along with the normal operation of the pattern generator, a new unit for the observation
of the Magnetic Encoder signal is implemented. The reading is based on the current state
of the art in Analog to Digital converters (ADC) at a 1.5 to 3 GHz operating frequency. In
reality the whole process is a memory based algorithm capable of saving (in a very generous
resource of) memory up to 100 cycles per 320MHZ CLK event. That is 100 CLK events
can be collected after a millisecond or so. This allows us to modify pattern generation to
optimize the use of time for the best and fastest configuration.

The board used is an X5-GSPS from Innovative integration. This system provides a
very high performance DSP core for this application. The close integration of the analog
IO, memory and host interface with the FPGA allows for real-time signal processing at
extremely high rates exceeding 300 GMACs per second. The X5 XMC modules count with
8-lane PCI Express interface providing over 1 GB/s robust transfer rates to the host. With
this system we have been able to sample the transfer functions of the magnetic encoder.
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A fourier spectrum of the acquired signal and its degradation after the number of pulses
has been driven to a minimum. We find that noticeable phase differences happen when we
reduce the sampling time to a number of N cycles. This provides evidence to the constraints
the monitoring system has in terms of bandwidth.

3.8 Conclusion

A pattern generator has been designed and reliable transfer of data at high speeds has been
implemented. In addition to these tasks, the FPGA is able to provide a feedback signal
to improve the functioning of the device and optimize for time delays’ disturbances. In
fact, there are several ways of actuating on the system and modifying its diverse coupled
dynamics. The HGA dynamics and Plasmonic head dynamics are coupled by the spindle
dynamics. Both head’s positions are monitored by two distinct sensors and can be driven
by two different actuators. An interdisciplinary team from several Universities is directing
efforts towards fully controlling the fast and accurate nano-positioning skills of our system.
From several points of view, we have optimized the system measurements and actuation
(methods and technology).

In the vertical direction, displacements are self regulated by the air bearings on the
flying heads. The only vertical displacements controlled at the moment are for the purposes
of Magnetic HGA to disk separation which can be achieved by measuring the A.E. Sensor
and correcting with the Heater of the HGA. In addition, the prefocuing system corrects
for additional displacements between the lens and the Plasmonic head which is achieved by
driving the Lens Actuator corresponding to the disk measured and corrected for

As was described earlier, ”drifting” might cause unwanted x-y displacements along the
tracks of both the Plasmonic head and the HGA. However, by prioritizing the Plasmonic
head displacements, both the sensor and the actuator bandwidths are set as high as the
current state of the art methods allow. The magnetic HGA will count with a radial linear
actuator with a bandwidth of 100KHz enough fo us to be able to compensate displacements
measured by the x5-GSPS FPGA unit to follow a track and improve the signal integrity of
this CLK signal over all time. The signal is predicted to decay over time, if not actuated to
correct this drift, the disk might need to be recorded again to improve signal integrity. This
modifies the rule and the system needs to reset the DLLs following this CLK. The system
also depends on the changes to spindle velocity performed by the Control Unit feed-backing
to the velocity of the spindle.

The Magnetic Encoder Dynamics, CLK regulation, by re-writing the Magnetic Encoded
rule. By delaying pattern outputting (FPGA FSM). High speed sampling of the Magnetic
CLK events can provide information on how much the phase is varied across a track. The
actuator that will be located on the HGA and driven to compensate for location is not
available yet. However a secondary reading signal coming from the sensor located to track
displacements will be located at the position sensor capable of reading position displacements
with an accuracy of 1 nm with a bandwidth of 50MHz. The reading of the position signal can
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be sampled a frequency close to the FSM pattern generator BW. Modifications to the FSM
will be performed on base of the basic building blocks already recognized for the correct and
robust acquisition of the signal. These are the results of our current set-up, in particular pay
attention to the parallel writing capability of the electronics, and that we have been able to
demonstrate lines smaller than 30nm. It is the purpose of the next system configuration to
stabilize a process for the high throughput reality of the system presented here.

Our approach, a new low-cost, high-throughput approach to maskless nanolithography
uses an array of ”plasmonic lenses” that ’fly’ above the surface to be patterned, concentrating
short-wavelength surface plasmons into sub-100 nm spots. Since these nanoscale spots are
only formed in the near field, makes it very difficult to scan the array above the surface at high
speed. To overcome this problem we have designed a self-spacing air bearing that can fly the
array just 20 nm above a disk that is spinning at speeds of between 4 and 12 m/s, and have
experimentally demonstrated patterning with a linewidth of 80 nm. Implemented FPGA
Pattern Generator, Reduced electronic time delay uncertainty to 1.6ns, Demonstrated 50nm
arbitrary pattern writing capability. Installed parallel writing module for multiple lenses.
Demonstrated the first Parallel Plasmonic Lithography Result. Studied and Designed a W/R
Control Unit for HDD. Coded Tasks for the FPGA-Based CCN. Magnetic Encoder Interface
and Control Routines. Control setup for the preliminary pulsed laser based lithography
platform (PIL-Pico) towards prototyping, upgraded PIL-Pico with parallel writing capability
and dynamic FH control module. Demonstrated capability of 2̃0 nm feature size for both
lines & dots. Demonstrated arbitrary pattern writing at 5̃0 nm linewidth. Demonstrated first
plasmonic parallel arbitrary pattern writing. Demonstrated arbitrary pattern writing at 3̃0
nm linewidth. With the fabrication of quasi-3D push-pin design for sub 20nm resolution, the
setup of the integration scheme for PNL prototype system using an interferometer approach,
a base-stage design, a pre-focusing sub-system, a disk servo system design, and ultimately the
upgrade of the FPGA model would keep improving the characteristics of the PNL prototype
system.
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Chapter 4

Graphene Elecro-optic Modulator

4.1 Introduction

High-Density Information Processing has been efficiently performed by the existent Com-
plementary Metal Oxide Semiconductor (CMOS) technology. In fact, data rates at which
we can process information have started to outpace those we use to communicate it among
microcontrollers, memory, peripheral devices and connectors. This happens because the in-
terconnections are made from Copper, and this metal cannot keep up with the speed of the
electrical variations of the signal. On the other side, high-density information transportation
is performed using Fiber optics. By these means, we achieve speeds sufficing and open room
for the continuous improvements of High Density Information Processing. It is estimated
that billions of optical interconnects will be needed if we were to use fiber interconnections
inside microprocessors. Current optical interconnection technology is not made from Silicon
thus devices remain bulky, expensive, and difficult to manufacture, and assemble. They
cannot be made from Silicon because the commonly used physical effects are very weak or
nonexistent. The two major effects are the electro-optic effect, used in lithium niobate based
high-speed modulators; and stimulated emission, used in indium phosphide lasers (the source
of the optical signal).

Here we will concentrate in the modulation of a signal, thus finding ways to compensate
for the electro-optic effect deficiencies of Silicon. Current approaches use the strong free car-
rier effect to modulate light. Approaches based on this effect designed carefully cross-section
configurations to engineer efficient optical modulators. In fact, important recent results rely
on controlling free carriers with semiconductor devices. In the case of the silicon modula-
tor, charges are injected by a metal oxide semiconductor (MOS) capacitor to cause a phase
shift in the optical input. This chapter states the importance of ”siliconizing” photonics for
information transport. It reviews the state of the art in silicon-based optical modulators
including a brief explanation on the diverse performance metrics for the ideal ”CMOS fab-
rication compatible” optical modulator. Once this is clear, Graphene will be presented and
evidence confirming our new approach based on Graphene will show itself important, not
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only for the current technology but for the future one Graphene-based nanotechnology.

4.2 Silicon Photonics for Optical-Interconnectors

Optical technology is poised to revolutionize short-reach interconnects [304]. The workhorse
of optical interconnects are optical modulators and the most promising technology is based
on silicon photonics because it lowers the cost for higher performance [305][306]. The main
challenges that Silicon has are its low electro-optic coefficient and its low light-emission
efficiency. Engineering efforts have allowed satisfactory optical modulation by the use of
resonators or interferometers in very special C-MOS like designs. Still, the balance among
different performance metrics sets additional constraints principally in space and in band-
width for the best designs [307] [308].

The most likely insertion points for integrated photonics into systems will be in places
where an extreme amount of data is required to travel in a very small space, for example, in
microprocessor data buses or in the backplane of server racks [309]. There have been several
advances in the field of integrated photonics in the last few years, most of them directed
towards the telecommunication industry at 1.55-?m. The principal goal is the monolithic in-
tegration of silicon very large scale integration (VLSI) electronics with silicon nanophotonics
on a single silicon chip in commercial state-of-the-art CMOS silicon-on-insulator (SOI) pro-
duction plant. Photonics-electronics interface will take advantage of current CMOS infras-
tructure and progress [Reed]. The use of optics for interconnectors has been contemplated
not only because offers greater bandwidth, but also, because offers the possible practical
benefits.

Silicon is a compelling platform for both practical and technical reasons. From an eco-
nomic perspective, the benefit is the infrastructure, toolsets, and knowledge that have been
developed for silicon microelectronics. Continuous development based on Silicon is expected
to remain into the near future if silicon photonics maintain a degree of compatibility with the
microelectronics already in process at these facilities. In addition to ”drafting” on microelec-
tronic progress, silicon photonics will also benefit from the techniques under development in
micromachining, such as those used for micro-electromechanical-systems (MEMS) devices.
These techniques can be used to create silicon optical benches for hybrid assemblies or to
simplify assembly through the direct attachment of fibers and external light sources by using
different coupling mechanical mechanisms. The greatest benefit of silicon photonics is the
promise of integration of different types of devices into the silicon platform. Materials such
as silicon dioxide support passive devices to route light but does not have high-speed active
devices to manipulate light. Active materials such as indium phosphide require re-growths
to integrate different types of devices reducing considerably the yield in the fabrication pro-
cess. Silicon, on the other hand, has both active and passive capabilities and the potential
to integrate them with much higher yield. Photonic devices could even be monolithically
integrated with electronics if CMOS compatibility is maintained, there will be less optical
loss due to the elimination of fiber interfaces, and we will be able to process light in ways that
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could never be done and at costs low enough to allow these devices to become as common
as transistors.

Silicon Optical Modulator

An optical modulator is a device that is used to modulate a light beam propagating either
in free space or in an optical waveguide. These devices can alter beam parameters such
as amplitude, phase or polarization. Modulators can be also classified as either electro-
refractive or electro-absorptive. Applying an electric field to a material may change its real
and imaginary refractive indices. A change in the real part of the refractive index (∆n) is
known as electro-refraction, whereas a change in the imaginary part of the refractive index
(κ) is known as electro-absorption.

The primary electric field effects that are traditionally useful in semiconductor materials
for causing either electro-absorption or electro-refraction are the Pockels effect, the Kerr
effect and the Franz-Keldysh effect. Unstrained pure crystalline Si does not exhibit linear
electro-optic (Pockels) effect and the refractive index changes due to the Franz-Keldysh effect
and Kerr effect are very weak at the telecommunications wavelengths of 1.3 µm and 1.55
µm (references [311], [312]).

In Silicon, the complex effective refractive index of the structure is varied in order to
produce a phase or intensity modulation. The main methods to alter the refractive index in
Si are the thermo-optic effect and the plasma dispersion effect. The thermo-optic effect can
be used only up to 1 MHz modulation frequency, too slow for the high frequencies required
by modern telecommunications applications. The free carrier dispersion effect is used to
change electrically both the real refractive index and the optical absorption coefficient.

Soref and Bennett [331] studied the refractive index change ∆n from absorption mea-
surements for a wide range of electron and hole densities, over a wide wavelengths spectrum.
Changes in both the refractive index and absorption generated the following expressions for
Silicon at a wavelength of 1.55 µm.

It was calculated that a change in carrier density on the order of 51017cm−3 results in a
∆n of ∼ 1.6610−3 at a wavelength of 1.55 µm. A reduction in intensity due to the absorption
of free carriers is also observed [314]. The free-carrier concentration in Si electro-optic devices
can be varied by injection, accumulation, depletion, or inversion of carriers. P-i-n diodes [310]
[311] and metal-oxide semiconductor field-effect-transistors [312] [313] may be employed for
this purpose.

In a MOS structure (for all configurations) the variation of a large concentration is pos-
sible within few tens of nanometers beneath the insulated gate region. A small overlap
between the optical mode and the non-equilibrium charge distribution in the waveguide is
created, leading to a small effective index variation. Additional advantages are negligible
dc power consumption and by localizing the refractive index change under the gate elec-
trode, no carrier confinement methods (isolation trenches in a p-i-n diode) are needed. Also,
the micron-size MOS-based high index-contrast SOI waveguide for high-speed electro-optic
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modulation is designed for strong light confinement. This enhances the effect of small index
changes, enabling an ultra-compact structure with high modulation depth.

The accumulation condition scheme provides high modulation depth for very low power
consumption. Switching time is calculated to be 1.29 ns, limited by carrier diffusion only (a
carrier injection process). The use of a MOS diode should lead to higher speed operation
since the carrier distribution in the semiconductor is governed by a drift mechanism (electric
field).

State of the Art in Silicon-based Optical Modulators

We have discussed how changes in the refractive index induce absorption in Silicon. The
process of inducing absorption directly modulates the intensity of the propagating mode. To
date, proposed Silicon-based optical modulators using a MOS configuration under accumu-
lation conditions lead to the modification of the refractive index and result in a phase shift
in the propagation of the optical mode. The advantage of this configuration is the high mod-
ulation speed [332], as there are no slow carrier generation and/or recombination processes
involved. However, the change in the refractive index is small and in order to induce a signif-
icant modulation depth a very long structure, on the order of millimeters, is required. Two
options are available for converting a change in refractive index into intensity modulation.
First, the refractive index change can shift the relative phase of two propagating waves such
that they constructively or destructively interfere. A Mach-Zehnder interferometer (MZI)
can be used to realize this. Second, placing a resonant structure in the device constrains
the induced refractive-index change to happen according to the resonant condition, thus
permitting the device to be switched on- and off-resonance states at any wavelength.

Recently, an optical modulator based on an MOS configuration and a silicon waveguide
Mach-Zehnder interferometer has demonstrated modulation speeds exceeding 10 Gb/s [333].
Although this device remains the fastest silicon optical modulator reported so far it is only
useful as a discrete device due to its large size, on the order of millimeters. In order to reduce
power consumption and device footprint, it was shown that the size of the modulator can
be reduced by embedding the waveguide into a high-Q resonator [334] [335] [336] [337] [338].
This reduction in size is performed to the expense of drastically narrowing the bandwidth
and increasing the temperature sensitivity, which constitutes one of the major disadvantages
of using resonators in the design of modulators [339]. Modulators have been improved
dramatically with an increase in bandwidth from the MHz to the multi-GHz regime [108].

More recently, extensive research is being performed on alternative modulation mecha-
nisms in other materials compatible with silicon, such as germanium, to achieve a better
optical modulator. The quantum-confined Stark effect (QCSE) is an electric-field-induced
change in the optical absorption. In fact, the Franz-Keldysh effect is the limit of the QCSE
as the quantum-well layers increase in thickness. The QCSE has spectrally abrupt and
stronger changes in the absorption coefficient [307], and it is measured in quantum well de-
vices in which the electron and hole confinement provided by the barriers allows for exciton
enhancement of the optical absorption. However, to use these effects on a silicon platform
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we need a second material, which adds complexity to the fabrication of the device. The
first demonstration of the QCSE in pure Ge quantum wells and Ge-rich SiGe barriers on Si
was carried in reference [343]. Structures exhibiting the QCSE were integrated into modu-
lator devices, demonstrating electro absorption modulators [46]. This experiment provides
enough evidence to envision high speed, efficient QCSE modulators in the future although
with complex fabrication requirements. Further modulation options are available by creating
hybrid materials of silicon and other photonic materials, or through the manipulation of the
crystalline material.

Performance Metrics

There exist various figures of merit used to characterize a modulator. Some of these are
modulation speed and depth, optical bandwidth, insertion loss, area efficiency (footprint)
and power consumption.

The modulation speed or bandwidth is the most important figure of merit for an optical
modulator. The speed of a modulator is commonly characterized by its ability to carry data
at a certain rate. Modulation bandwidth is defined by the frequency at which the modulation
is reduced to 50% of its maximum value.

The modulation depth or extinction ratio is defined as the ratio of Imax, Maximum
transmitted intensity, to Imin, the minimum transmitted intensity. It is expressed in deci-
bels as 10log(Imax/Imin). A large modulation depth is used in long-distance transmission,
affordable bit error rates and receiver sensitivity. A modulation depth of > 7 dB is preferred
for interconnectors.

Insertion loss accounts for the optical power passively lost (reflection, absorption and/or
mode-coupling losses) when the modulator is added to the photonic circuit. It contributes
to the link budget (receiver sensitivity) and to the overall losses in the system. For example,
submicron waveguides (to increase performance) add an increase in loss from coupling and
modal interaction with sidewall roughness.

The energy per bit or power per bit is the energy expended or the power consumption
in producing each bit of data. Adoption of optical interconnects might be justified to some
extend if power consumption is not higher than that of electrical interconnects. Future
systems will need to have power consumptions of less than 1 pJ per bit.

The performance metrics of an interconnect system are linked in a simple way, making
it easy to trade-off performance among areas. For example, the performance enhancements
gained by reducing the cross-section of a device should be evaluated against any increase in
loss that results. Also, a small modulator will result in a small extinction ratio, but also
small footprint and power consumption. Thus, it is possible to optimize performance for a
given application.
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4.3 Graphene-based Optical Modulator

In the previous sections we presented the motivation underlying the need of having a small
CMOS-compatible device capable of modulating optical pulses in a broad frequency range.
We understand the configuration that best uses the plasma dispersion effect in a Silicon
waveguide to provide a change of phase in the transmitted signal. New materials can provide
what Silicon needs in such a configuration to improve its performance. Here we present a new
approach based on the superior properties of graphene (a single atomic layer of graphite) for
achieving a strong optical modulation of a mode in a Silicon waveguide. Instead of inducing
a free carrier density change in Silicon, we use a graphene based capacitor-like structure to
vary charge density in a region where the optical mode is confines its energy. We demonstrate
an efficient optical modulation that combines large bandwidth with small footprint and low
operational voltage. Furthermore, the design is fully compatible with standard CMOS tech-
nology but even better it is coupling Silicon photonics to carbon electronics. This chapter
starts by presenting graphene, its electronic structure, and its optical properties. Secondly,
the design of the device, its fabrication process and its characterization for proper mea-
surement are explained. Optical Measurements and Results are discussed. Conclusions and
further work is presented last.

Tuning Optical transitions in Graphene

Graphene is a single atomic 2-dimensional system composed of carbon atoms arranged in
a hexagonal honeycomb lattice. The most remarkable property of graphene is the linear
energy dispersion, implying a vanishing effective mass, a high Fermi velocity ( 1/300 of the
speed of light), and a high electrical mobility of approximately 200,000 cm2/Vs for a free
sheet of both electrons and holes [44], [96], [318], [320] [321]. Moreover, despite being only a
single atom layer, it can absorb photons broadband from the visible to the infrared spectral
range. The strength of the inter-band transition in graphene is one of the largest in all known
materials [320], [104][322]. Multiple graphene layers absorb additively and most important
the absorption range of the system can be tuned by changing the Fermi energy level using
an external gate field [321][322]. Not only does graphene possesses superior light absorption,
carrier mobility, current carrying capability, and thermal conductivity, it can also readily
incorporate electrical coupling as in field-effect devices [315] and p-n junctions [105][106]
[347].

The special behavior of graphene arises due to its two-dimensional (2D) structure that
confines electrons in a single atomic layer and its low density of states (DOS) near the Dirac
point, which causes the Fermi energy (EF) to shift significantly with variation of the carrier
density. Graphene is the first known truly two-dimensional solid but its uniqueness also
rests on the fact that it has a singular band structure: its valence and conduction bands
touch each other [348]. In the absence of doping, the Fermi level in graphene lies at an
energy which belongs to both bands and corresponds to the Bloch states in the corners of
the hexagonal Brillouin zone of the honeycomb crystal. This defines graphene as a gapless
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Figure 4.1: Graphene interband transitions modulated by means of Electric Field. A, A
monolayer of graphene 130um long, B, Electron from occupied state to empty state happen
by vertical transitions due to momentum conservation.

semiconductor, making a continuous variation of carrier density from electrons to holes
possible. For a zero chemical potential one cone of each pair is fully occupied whereas the
other is completely empty. Through application of an external potential [95] the states in
the upper unoccupied cone can be populated with electrons and by reversing the sign of
the potential, holes can be introduced in the lower energy cone. Hence, an applied voltage
changes the charge-carrier density in graphene by n = α(V + V0) and accordingly shifts EF
, where EF = sgn(n)~νF

√
π|n| . Here, positive (negative) n means electron (hole) doping,

νF is the Fermi velocity, ∼ 71010cm−2V −1(estimated from a simple capacitor model), and V0

is the offset voltage caused by natural doping. Figure 4.1 shows the modulated transitions
on graphene. The shift in EF due to the altered electron density results in a modification of
the light absorption in graphene. For example, a lowering of EF eliminates optically induced
transitions (and therefore absorption) originating from initially occupied electronic states
[321].

Device Concept: Design and Fabrication

In the following, we utilize the effect that the light absorption of graphene can be modified
by changing the Fermi energy level EF with an external gate field. Based on the absorption
change we demonstrate an efficient optical modulator that combines large bandwidth with
small footprint and is fully compatible with standard CMOS technology.

An overview of our optical modulator is schematically shown in Figure 4.2. We fabri-
cated a 50-m-long Silicon ridge waveguide using conventional nanofabrication processes on
a Silicon-on-Insulator (SOI) wafer (see methods section). For light coupling in and out of
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the waveguide we used grating couplers optimized for 1500 nm wavelength. The waveguide
has a 90 degree bend with the only purpose of increasing the signal-to-background ratio of
our detection system. For applying voltage bias to the waveguide a narrow Silicon bridge
to a contact pad was included. In a further step a 30-nm-thick Aluminum oxide layer was
deposited using Atomic Layer Deposition (ALD). This layer will act as the gate oxide to
insulate the graphene from the Silicon waveguide, enabling us to use the Silicon as gate
electrode. The scanning electron microscopy image of the fabricated modulator is shown in
Fig. 4.2(a). The image shows the Silicon waveguide and the Graphene sheet that is cov-
ering the waveguides, but was removed from the nearby Silicon electrodes (for details see
the appendix). The electrical connections resulting from our process can be found in Fig.
4.2(c). The electrical contact for applying an external voltage bias are realized by directly
contacting one electrode to the Graphene sheet and a second to the Silicon contact pad
which is connected by a Silicon bridge to the waveguide. A digital source-meter instrument
is used both as a highly stable DC voltage source and a current meter.

Optical Field Distribution and absorption coefficient

Several types of waveguides with different geometries and light-guiding mechanisms can be
used in silicon. In general, the geometry of the waveguide depends on the device in which
the waveguide is incorporated. Waveguides with large cross-sectional dimensions are usually
integrated in devices requiring propagation over relatively short straight paths with no bends
while waveguides with smaller cross-sectional dimensions are used in devices requiring long
lengths. Waveguides with large cross-sectional dimensions are usually easier to couple to
the input and output of a typical 10− µm core fiber. They require a large bending radius,
however, and therefore, devices based on waveguides are usually discrete since on-chip in-
tegration is difficult. Waveguides with smaller cross-sectional dimensions suffer from high
coupling losses due to the difference in size between the mode of a fiber and that of a waveg-
uide. Their small dimensions, however, enable ultracompact devices to be integrated on-chip.
Also, as we describe below, their high-confinement nature offer the ability to enhance light
in small regions, enabling novel active devices like modulators and amplifiers by effectively
enhancing the optical properties of silicon in these regions.

The most standard waveguides used for silicon photonics are channel waveguides and
ridge waveguides. In channel waveguides, the guiding layer is completely surrounded by
a cladding layer, while in ridge waveguides, the guiding layer consists of a slab with a
dielectric ridge on top embedded between two low-index-of-refraction layers (the top layer
can also be left uncladded). The dielectric ridge creates an effective-high-index region just
below the ridge, with a slightly higher effective index than the index of the slab. In both the
channel and the ridge waveguides, light is confined due to total internal reflection between the
high- and low-index-of-refraction region. The typical cross-sectional dimensions of these two
waveguide configurations are determined by the effective refractive index neff in the guiding
region, which determines the degree of light confinement in the core. Channel waveguides
typically have submicrometer cross-sectional dimensions due to their larger effective index
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Figure 4.2: Schematic diagram showing the configuration of a graphene-based electro-optic
modulator using silicon-on-insulator technology. A. Silicon waveguide is fabricated on a SOI
wafer, Aluminum Oxide is used as gate oxide. Thickness determines the Power usage of the
dispositive. Typical values in our measurements for the gate oxide thickness are from 6 to
20nm. B. An SEM image of a working device. Graphene can be seen as, it was removed from
the Silicon electrodes but left on top of the Silicon waveguides. C. Cross-sectional view of
the waveguide. The thickness of the Silicon Oxide on the SOI wafer is 1.6um, whole Silicon
in the waveguide has a thickness of 250nm.

(neff ∼ 3). Ridge waveguides, in contrast, enable relatively large optical modes, on the order
of a few micrometers, to be confined in silicon without sacrificing single-mode operation [335],
[336], despite the fact that the high index contrast between silicon (core) and oxide or air
(cladding) seems to imply a small mode size. This is due to the ridge-waveguide geometry
that induces a relatively low effective index (neff ∼ 2) [306].

The waveguide exhibits single mode operation for both TE and TM polarization modes in
the wavelength range of 1500 nm. Optical coupling is achieved by using gratings and a taper
at the ends of the waveguide. The best performance of the modulator can be obtained for a
large overlap of the optical mode with the gated graphene layer. Figure 4.3a shows the optical
field distribution for a quasi-TM mode in the waveguide structure obtained by eigenmode
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Figure 4.3: The optical field distribution of our ridge waveguide. The Electric component
along the propagation of the waveguide is shown on the side. As can be seen, the interface
with graphene is optimized for a better interaction between the optical mode and graphene,
where the charge carrier density fluctuations can be electrically controlled.

analysis. For the chosen geometry the mode shows strong localization of the electric fields
near the top (air) and bottom (substrate) interface. Note, the interface to the air half space
is covered by a 30-nm-thick cladding layer of aluminum oxide to electrically separate the
graphene from the Silicon. Graphene as a 2D material possesses strongly anisotropic material
properties. Only light with the electric field in-plan with the graphene will experience a
strong absorption. This leads to the conclusion that only the electric field component of
the optical mode in the x-z plane at the top waveguide interface can be influenced by the
absorption. The quasi-TM mode from Figure 4.3a has a strong component in y and z
direction but not in x direction. Hence, mainly the z component (Figure 4.3b) of the electric
field (in propagation direction) will determine the performance of the modulator. However,
this field component is strong at the interface top interface where the charge carrier density
of graphene can be tuned by using as the back gate doped Silicon waveguide underneath the
aluminum oxide.

Based on the electromagnetic field distribution for the optical mode in the waveguide
and its spatial overlap with the graphene layer we calculate the absorption coefficient for the
waveguide mode by

αWG =
ω
2

∫
Im{ε(x, y) · E(x, y) · E∗(x, y)}dxdy
1
2

∫
Re{E(x, y)×H∗(x, y)}dxdy

(4.1)

where E(x, y) and H(x, y) are the electric and magnetic fields, respectively, and ω the
angular frequency of the light. Since the imaginary part of the permittivity tensor determines
the power loss in the system we have to assign a reasonable permittivity value to the graphene
sheet. Based on Ref. 18 we estimate the absorption coefficient for a single layer graphene
to be αg = 4.4109cm−1 for a wavelength of 1500 nm and in-plane electric field vector.
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From this value we determine an anisotropic permittivity whereas we are only interested
in the imaginary part (see Eq. 4.1) and neglect the real part. Under the assumption that
Re(ng ≈ 1) we obtain for the permittivity of a graphene layer in the x-z plane imaginary
part of Im(εxxg = Im(εzzg = 10.4) and Im(εyyg = 0). In our calculation we assume that only
the top surface of the waveguide (x-z plane) is covered with graphene and contributes to the
absorption. Since all other materials have an negligible imaginary part in α, we can estimate
the absorption coefficient for the fundamental waveguide mode as αWG = 358cm−1. In the
case the loss of the graphene can be completely removed by modifying the Fermi energy level
with the voltage bias a 50µm long waveguide would lead to a change in the transmission of
-7.7 dB (0.154dB · µm−1).

4.4 Graphene Electro-optic Modulator Fabrication

The fabrication of graphene-based electro-optic modulators uses Silicon on Insulator (SOI)
wafers as the starting substrate. Electron-beam lithography is used to define the Sili-
con waveguide, gratings and electrode. By using an electron-beam (e-beam) evaporator,
Chromium was deposited on the defined windows to act as mask for the anisotropic Silicon
etch step which was performed in a parallel plate plasma etching system using SF6 as the
etching gas. Once the Chromium mask is removed, Aluminum Oxide ( 10nm) is deposited
using Atomic Layer Deposition (ALD) process. Graphene is transferred from its Cupper-
based graphene synthesis substrate. A second electron-beam lithography step is used to
define windows to etch the graphene resting on top of the Silicon electrodes. An electrode
of Cr/Au (10nm/50nm) is deposited on graphene by using e-beam evaporator. The sample
was wire-bonded to a sample-holder by using an ultrasonic wedge wire bonder for Al-1% Si
wire with 0.00125” in diameter. Figure 4.4 shows few steps of the concluding fabrication
process.

Figure 4.5 shows characterization pictures of or device. Graphene is Raman confimed, as
well as AFM and SEM to guarantee its proper operation before wirebonds and device test.

4.5 Experimental Results

We used a femtosecond synchronously pumped optical parametric oscillator as a tunable
light source to determine the performance of the modulator at different wavelengths. The
beam with less than 1 mW power was focused on the grating coupler to launch the quasi-TM
mode in the waveguide. The light from the output coupler was imaged in back reflection to a
charge-coupled device (CCD) camera to measure the output intensity. Figure 4.6 shows the
dependence of the optical transmission through our device on the gate-voltage for a 50µm
long waveguide at 1,540 nm. The transmission is normalized with respect to the maximum
transmission at negative voltage bias. For our measurements we connected the graphene
layer to ground and a negative voltage was applied to the Silicon waveguide (back gate).
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Figure 4.4: Fabrication details of the Graphene-based Eleoctro Optic Modulator. SOI wafer
is patterned using Electron-beam lithography to define the Silicon waveguide. Anisotropic
Silicon etching defined the waveguide in Silicon. Aluminum Oxide ( 10nm) is deposited
using Atomic Layer Deposition (ALD). Graphene subsequentely transferred and the device
is wirebonded to the sample holder.

Figure 4.5: AFM and SEM pictures of our device. A, AFM pictures of the gratings and
waveguide cross-section on Silicon. B, Shows an SEM picture of the wirebonded device. In
the inset an optical picture of the sampleholder ready for measurement is also shown.

We observe a strong change of the transmitted intensity for a voltage bias of −2V . This
sharp drop in optical transmission for voltages > −2V results from the increased absorption
coefficient of graphene which leads to a strong attenuation of the optical field during the
propagation. Within a range of 5 V for the voltage bias a modulation of -6 dB is observed
for only 50 µm propagation length. This value is in good agreement with our estimation
based on the absorption loss of the graphene. The high modulation over short propagation
lengths allows devices with small footprint size that can be modulated by electrical signals
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Figure 4.6: Transmission change with respect to Bias Voltage of the Graphene-based electro-
optic Modulator in 50um long Silicon waveguides As shown in Figure 4.4 at a wavelenght of
lamda = 1.54um. Transmission change occurs in a sharp 0.2/V applied. The inset shows
better resolution in the 0 to -3 V

and are robust to mechanical changes at the same time.
As mentoned earlier, a modulator based on graphene will be immune to changes in

the temperature of the substrate. Moreover, the configuration of our system can be easily
modified to adapt suspended graphene configuration.

Also, Graphene–a sheet of carbon atoms linked in a honeycomb structure–transports elec-
trons tens of times faster than III-V semiconductors. That means that graphene modulators
could work at extremely high frequencies, making them highly efficient at detecting light
and transporting the resulting electrons to an external circuit. The material also absorbs
wavelengths ranging from visible to infrared, whereas thin layers of III-V semiconductors
don’t absorb many infrared frequencies Changes Figure 4.7 shows the frequency response at
different wavelengths, ranging from 1,430 to 1,560 nm. Since the gratings for the waveguide
are designed for the wavelength 1500nm, a wider range of wavelengths is not covered. But, a
different grating design should relocate the expected contrast in another wavelength range.

4.6 Conclusion

The inclusion of graphene as a switchable absorbent media into Silicon photonics devices
allows the design of efficient and broadband optical modulators. With proper optimization of
the structure’s size and geometry, ultrafast devices with modulations speeds comparable to
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Figure 4.7: Wavelength dependence from 1430 to 1560 using a gratting designed for 1550 nm.
The performance of the device depends on the grating period and not on the material used
for modulation. For other frequencies, smaller or larger than the range, the transmission is
reduced only due to the grating design.

traditional electronic devices should be within reach. The design is fully CMOS-compatible
and allows the use of standard semiconductor fabrication processes. Due to the unique
properties of Graphene the device operates in a broad frequency spectrum and is more robust
against environmental temperature changes than resonator based designs. In addition, one
can envision, the future of electronics and of photonics by having one of the most attractive
materials in nature, graphene on the most efficient and useful substrate in nature, Silicon.

The channel and ridge waveguides described above are based on the principle of total
internal reflection, where light is concentrated in the high-index-of-refraction region of the
waveguide. In addition to these waveguides, a silicon platform, due to its especially high
index of refraction (in contrast to glass materials, for example), enables other novel types of
waveguides where light can be confined in low indices of refraction regions (as air). These are
photonic crystal waveguides and slot waveguides, Which are not to be discussed here, a good
reference is written by Lipson et.al. [306] Silicon offers an ideal platform for creating photonic
crystals with complete band gaps due to its high index of refraction. These optical waveguides
are usually formed by removing materials from a 2-D photonic crystal, for creating channels
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in the crystal through which light can propagate. In the plane of the crystal, light can
interact with graphene and interact in additional novel devices.
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Chapter 5

Surface microelectrode EM
Ion-trapping for SQIP

5.1 Introduction

In this chapter we describe our efforts in the development of scalable devices for quantum
information processing (QIP) based in the manipulation of atomic ions using electromagnetic
trapping potentials [383], [371], [396]. Ions as quantum bits (qubits) can be trapped by
the use of segmented electrodes [378]. Such electrodes may lie in a flat surface so that
microfabrication methods could be used for its scalable production [402] [376] [356] [377]
[360] [362] [381]. By doing so, not only we can improve the techniques for ion trapping
and manipulation towards the development of quantum information processing but also
represents an experimental playground for the study of ion interaction with the trap surface
(environment) that acts as a thermal bath through vibrational coupling seen as population
changes (motional heating) and dephasing (trap frequency fluctuations). Consequences of
understanding the surface-ion interactions might allow for better design trade-offs to provide
ion-motion flexibility, low motional heating rates and high trap frequencies. In addition, as
will be described later, we are able to study the effects of electronic noise near surfaces, a
scientific and technological challenge spanning across many fields of experimental knowledge.

Motional heating is caused by electromagnetic background radiation due to voltage fluc-
tuations in the material close to the trapping region, assumed to be fundamentally excited by
the thermal motion of the electrons inside the conductors, i.e. Johnson noise [414]; however,
no surface electrode microtrap has been able to report this noise measurement before. It is
hindered in experiments by ”anomalous” noise sources which are greater and thus perturb
measurements with different dynamics. In order to study the causes of this extra noise,
and how can reduce it, we measure heating rates. To measure heating rates, an ion needs
to be in an initial state for which we know its temperature, thus we cool a trapped ion to
its ground state. We allow for its heating by turning off the cooling beams for different
waiting times, then probe strength of the motional sideband [402] [368] or the strength of
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the ion-fluorescence [410]. Once the heating rates have been measured, selected cleaning
methods and surface treatment will be performed on the surface, and measure heating rates
to confirm a trend.

We document fabrication details of a new kind of trap, different from conventional de-
signs due to few reasons. First, by defining the electrodes on the supporting dielectric with
high aspect ratio trenches, the trap can be thoroughly washed before the electrode material
is deposited as thin film coat with two angle-sided evaporations. As a result, the PR has
been removed completely and it uses less electrode material (one order of magnitude less)
facilitating epitaxy. Also, because the high aspect ratio walls required to reduce stray elec-
tric fields form the dielectric were patterned on the supporting substrate, coating with our
electrode material provides a similar effect as if the electrodes were purely metallic. Different
kinds of metals can be deposited including copper, aluminum, gold, platinum, palladium,
etc. Second, as presented in Chapter 1, the surface structure plays an important role and
thus we modify the crystalline conformation of it by in-situ annealing and other surface
treatments included cleaning methods, growth of protective layers or oxides.

To be able to change the grain size of the metal surface used as an electrode, we use an
specific aluminum alloy, which annealed increases its grain size by three orders of magni-
tude. This way, the coherence length of the interaction between ion and electrode surface is
expected to be larger, thus reducing decoherent effects in the system.

In addition, the surface can be modified by growing graphene on top of it, using an
slightly modified CVD technique that allows for smooth (reduced surface roughness) metal
electrodes. The properties of graphene, such as thermal conductivity and chemical inert-
ness could allow for a novel fabrication method, which can reduce the heating rates when
compared to conventional surface ion traps. When grown on Copper traps, apparently neg-
ligible surface oxidation hints at protected interaction with the environment. Metals such as
platinum and palladium were graphene-coated as well.

The organization of this chapter goes as follows: First, we motivate the readers by
describing the fundamentals behind ion-trap quantum computers by condensing the reviews
[371] [413]. Second, we focus mainly on the motion dynamics of a trapped ion (nonlinear) and
its manipulation for interaction in the quantum regime for information purposes. Third, we
review conventional and describe our fabrication methods of surface electrode traps. Before
presenting experimental results on heating rate measurements, we give a short review of
the trap interconnection electronics and tools installed in the experimental setup for surface
characterization and evaluation. Towards our understanding of heating rates, we review
internal and motional state manipulation.

Ion-trap Quantum Computing

Trapped ions are currently one of the most advanced approaches towards achieving a quan-
tum computer. The fundamental issues of ion trap quantum computing are described in
reference [413]. Manipulation and control of single ions is detailed in reference [387]. Ap-
plications of entangled ions are reviewed by [396]. Experimentally, long before its conceptu-



CHAPTER 5. SURFACE MICROELECTRODE EM ION-TRAPPING FOR SQIP 107

alization for quantum computation applications, four D’Vicenzo criteria were demonstrated
with trapped ions: initialization [411], read-out of internal electronic states [393] [405] [352],
long coherence times [355] and laser cooled crystals of many ions serving as qubit registers
[367] [412] [399] [398]. Then, the ion-trap quantum computer was conceptualized by Cirac
and Zoller in 1995 [358] and experimentally implemented by Wineland’s group at NIST the
same year [391].

Quantum computation can be performed by coupling ions via their collective motional
degree of freedom, a two-qubit interaction required to fulfill the DiVicenzo requirements. In
the proposal by Cirac and Zoller, the quantum information of one ion is swapped to the
common motional degree of freedom of the ion string [358], then an operation conditioned
on the motional-state can be carried out on a second ion before the quantum information
is swapped back from the motion to the first ion. Reference [371] reviews this idea as other
methods to implement multi-qubit gates. Other important achievements are the obtention
of two-qubit gates [365] [387], entanglement of four ions [404], decoherence of free space [382]
and a simulated nonlinear beam-splitter [388].

5.2 Ion-trap Electrodynamics

Atomic ions can be trapped by designed electromagnetic fields. For studies at low energy,
two types of traps are used, the Penning trap, which uses static electric and magnetic fields,
the Paul or rf-trap which uses ponderomotive forces generated by inhomogeneous oscillating
fields. These traps are discussed in several reviews [363] [364] [361] [407] and a book [369].
Here, we review one kind, particularly useful in our context, the linear Paul trap.

A conventional design for a linear RF Paul trap [399] [379] is shown in Figure 5.1. It is
like a quadrupole mass filter with additional static electric potentials at both ends. The trap
consists of four parallel linear electrodes, equally separated from the trap axis and from its
two nearest neighbors. Two opposite (about the trap axis) electrodes are driven by an RF
potential of the form V0cos(ΩT t) + Ur and the other two ”control” electrodes are connected
to RF ground (or to a DC Control Potential for stability purposes). This scheme supports
a quadrupolar RF field for ponderomotive confinement in the radial directions (rf potential
is constant as a function of z(axis)), a potential of the form:

Φ ' (V0cos(ΩT t) + Ur)

2
(1 +

x2 − y2

R2
) (5.1)

Additional lateral confinement is provided by applying static potentials U0 on segmented
control electrodes, as shown in the picture inset. This provides a static harmonic well in the
z-direction of the form:

Φs = κU0(z2 − 1

2
(x2 + y2)) =

m

2q
ω2
z(z

2 − 1

2
(x2 + y2)) (5.2)
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Figure 5.1: Linear RF Paul trap of standard, four-rod geometry The potential at the trapping
region in the center of the trap is approximated quadratic with a constant curvature. The
inset shows the equal-pseudo-potential contours of the trap. Picture taken from reference
[361]

where, ωz =
√

(2κqU0)/m. κ is a geometric factor, m and q are the ion mass and charge,
and ωz is the oscillation frequency for a single ion or for the center of mass (COM) of a
collection of ions along the z-direction. Equations 5.1 and 5.2 are the lowest order terms in
the expansion of potentials for the electrode configuration in Figure 5.1.

When the size of the ion or the amplitude of ion motion is comparable to the spacing
between electrodes or spacing between rod segments, higher order terms become important.
However, for small oscillations of the COM mode, by using the harmonic approximation, the
action of the potentials of 5.1 and 5.2 on the motion along the x- and y- directions can be
described by the classical Mathieu Equation (5.3).

d2x

dζ2
+ (ax + 2qx cos(2ζ))x = 0

d2y

dζ2
+ (ay + 2qy cos(2ζ))y = 0

(5.3)

where,
ζ ≡ ΩT t/2

ax =
4q

mΩ2
T

(
Ur
R2
− κU0

z2
0

)

ay = − 4q

mΩ2
T

(
Ur
R2

+
κU0

z2
0

)

qx = −qy =
2qV0

Ω2
TmR

2

The solutions to equation 5.3 are obtained using the Floquet theorem. Typically, ai <
qi � 1, i ∈ {x, y}. The solution is given by :
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ui(t) = Ai(cos(ωit+ φi)(1 +
qi
2

cos(ΩT t) +
q2
i

32
cos(2ΩT t)) + βi

qi
2

sin(ωit+ φi) sin(ΩT t)) (5.4)

where, u is x- or y- direction , Ai depends on initial conditions and ωi = βi
ΩT

2
, βi '√

ai +
q2i
2

is the frequency of this ”secular” motion (large oscillation amplitude).

In this treatment, micromotion is neglected (terms oscillating at ΩT ,Ω2T ,Ω4T ), under-
stood as superimposed periodic motion with amplitude proportional to the radial secular
motion of the ion with respect to the trap center in the radial direction, with smaller ampli-
tude excursions. The ion behaves as if it was confined in a harmonic pseudo-potential ΦP ,
or ponderomotive potential of the form:

qΦP =
1

2
mω2

r(x
2 + y2), ωr '

qV0√
2ΩTmR2

=
qxΩT

2
√

2
(5.5)

where, ωr is the secular frequency in the radial direction. Ions can then be confined
near the z axis of the trap by having ωr � ωz, thus forcing the ions to the axis of the
trap facilitating individual addressing with laser beams. Spacing between individual ions in
this string is governed by a force balance along the z direction due to Φs and the mutual
Coulomb repulsion of the ions. Implementations of this four-rod design were achieved using
macroscopic rods [394][399] and inside edges of slots cut into pairs of alumina wafers [401].
Other designs proposed [406] [392] [351] [370] [374] [353]. All configurations work well but
require macroscopic machining and an elaborated assembly, thus large-scale fabrication is
not so feasible.

The inset of figure 5.1 displays the equal-pseudo-potential contours of a four-rod linear
RF Paul trap. The potential in the center of the trap is approximated as quadratic with
constant curvature (independent of the direction in the x-y plane). This pseudo-potential
confines ion motion to two dimensions (space coordinates), and its curvature (the second
derivative with respect to space coordinates) at this location is the oscillation frequency.
The local maximum of the trapping potential forms a saddle equilibrium point, which is
predominant at large displacements from the trap center, providing escape trajectories for
energetic ions. Therefore after being trapped, ions are immediately cooled so that its energy
never exceeds the provided trapping barrier, ∼ 1eV .

5.3 Surface electrode micro-traps

To incorporate scalable microfabrication methods, the quadrupole electrodes are projected
on a single-layer surface. The four-electrode design may be implemented for which a trapping
minimum exists above the trap center and between the center two electrodes. Control poten-
tials stabilize the motion of charged particles through the trapping region while maintaining
a stable minimum at every point along the trajectory.
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Figure 5.2: Surface electrode architecture for Ion Trap Quantum Information Processing
RF (time-varying) and DC Static potentials are provided through the use of the central
(longitudinal) electrodes and lateral (transverse) electrodes.

Typically, a five-wire configuration is used instead, as shown in Figure 5.2. In this con-
figuration, the center and outer electrodes are at RF ground and the two other electrodes
support the RF potential. Mirror symmetry through the plane containing the center elec-
trode and perpendicular to the substrate plane locates the trap axis either above or below
the center electrode, leaving the two outer electrodes segmented for longitudinal confine-
ment and control. Ion separation is easier if the center electrode is segmented, however, the
induction of control potentials to electrodes without disturbing the trapping RF potential
requires of a more complicated connection. Segmentation then is only for the outer control
electrode for axial confinement. The five-wire design supports a static potential with two
major trap axes, perpendicular and parallel to the substrate (x, y) with the third axis (z)
along the longitudinal direction of the wires. The two directions define the major trap axes
for the combination of the static potential and RF pseudo-potential.
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The distance from the surface to the trapping axis is controlled by scaling electrode size
and spacing. The relative lateral sizes of the electrodes rotate the major axes of the trap
allowing for laser beam access for Doppler-cooling of ion’s motion[375]. Distance between
ions can be controlled by adjusting the potential of electrodes near the center of the trapping
region. The location and strength of the trapping domain depends on the electrode structure
in the lateral direction. Scaling relations numerically obtained by means of pseudopotential
calculations were reported in Reference [389] suggesting how geometry affects ion-surface
spacing. Recognized tradeoffs for the best trapping performance include ions’ motional
frequencies drop as the external potential becomes constant. Smaller splitting electrode’s size
increases the minimum motional frequency during the separation reducing the ion-electrode
distance.

The minimum frequency ωmin is approximately inversely proportional to the separation
from the ions to the nearest control electrode [439]. Effects of surface proximity on ion-
heating are reported in [408]. To minimize kinetic excitation of the ions’ motional modes,
motional heating due to stray fluctuating charges, and to maximize the operation speed of
the trap it is intended to increase the minimum frequency as much as it is possible.

5.4 Trap fabrication

Compared to fabrication methods reported in previous Chapters, ion-trap’s methods require
of extra-careful selection of techniques, tools and chemicals to be used. Residuals left in
the surface of the trap could influence vibrational-mode heating of the ions and spoil trap
performance during experiments.

The electrode is typically a metal deposited using e-beam evaporation, sputtering, or
electroplating processes. Gold is the typical choice due to its relative surface cleanliness.
Copper without and with significant surface oxide is also being studied. In-situ surface
modification, either by cleaning or dirtying, is performed using O2 or N2 plasmas, UV
radiation exposure.

The support of the electrodes must be made of low RF-loss cross-section material with
thickness similar to the lateral electrode spacing, ∼few µm to allow for optical access. Smooth
surfaces and good adhesive properties to metal films. Fused silica and quartz have low RF
loss and its etching is possible using conventional methods. Materials such as aluminum
nitride, sapphire, alumina, and diamond, are also useful, however, etching of the latter three
is slow. We refer to [389] for a wider review on typical substrate and electrode materials for
surface electrode trap fabrication.

Interfaces formed between dielectrics and metal electrodes hold charge which perturb the
trapping field. To reduce this effect, trenches undercutting the metal electrodes can be etched
into the substrate more than a few times the width of the space between the electrodes, or
by electroplating the electrodes to a height few times larger than the inter-electrode spacing.
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Our trap fabrication

In our traps we adopted design considerations to reduce ion’s motion perturbations. As
pictured in Figure 5.3 we keep the dielectric substrate far from the electrode surface, thus
reducing noise due to electron accumulation. We achieve this by high-aspect-ratio trench
etching of the electrode structure into the substrate. This provides of depth to the created
trapping well improving ion’s stability, thus longer interaction times (ion lifetimes).

The dielectric substrate is previously patterned with the electrode structure in order
to support the metallic electrode as a thin film. Since only a thin film of the material is
used to coat the electrode surface and walls (of trenches separating two electrodes). This
modification reduces the amount of conductive material used, reducing power consumption
and material costs, among the mentioned ion-related benefits.

Quartz is the substrate selected due to its relatively faster etching rate and low cost,
compared to Sapphire or Diamond. We use Freon-based chemistry on an inductively coupled
plasma reactive ion etching system (ICP RIE)[415] to etch high aspect ratio walls on Silicon,
but also possible and dedicated for SiO2 substrates (marvell nanolab:sts2). Vertical walls,
high aspect ratios, good uniformity, and reasonable etching selectivity have been achieved
with thick photoresist masking. RIE processes use main etch precursor gasses such as SF6,
C4F8 or CHF3 and secondary gases O2, H2, Ar or He to improve stability, etching selectivity
or penetration of etching ions.

Although the etching of Silicon, which is very similar has high aspect rations, the plasma
etching of quartz has limited depth. Simpler masking schemes and tools for its selective etch
are needed. Hard masks, with low sputter yield, such as those provided by aluminium oxide
(Al2O3) could be useful to etch SiO2 with very high etch selectivity due to their ability to
form non-volatile aluminium fluorides which reduce hard mask thickness [416]. Such a hard
mask does not need to be removed, or if so, only to conserve the roughness of the quartz
substrate.

Unfortunately, Al2O3-ALD masks for deep etching of SiO2 are still a relatively new pro-
cess and non-volatile aluminium fluoride residuals created during the etch. Thus, we stabilize
an alternate process based on masks made out of conventional thick and hard baked pho-
toresist working for depths down to ∼ 20µm. The process is depicted in Figure 5.3. Starting
with a Quartz substrate, standard piranha and RCA clean. Coating of standard thick pho-
toresist (SPR220, ∼ 10µm), hard-baking (120 C, 30min) for improved etch selectivity. An
extra PR hardening step using low-Power SF6 plasma makes the outer surface of the PR
teflon-like, tougher to physical bombardment.

During quartz etch, low powers are used due to the heat accumulated by quartz, which
locally burns the Photoresist, making its removal almost impossible. Higher etching powers
(less etching time) were possible by bonding [417] a ”carrier” 6 inch Si wafer, which serves
as a heat sink. Reduced effects of PR burning were observed, however the complexity added
by introducing the bonding step increased our fabrication time considerably, compared to
time-segmented low power etching with long waiting times (cooling steps) in between etching
steps.
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Figure 5.3: Fabrication steps of our surface electrode traps. Quartz substrate is DRIE for
High aspect ratio patterns, which delimit the domain of our electrodes. Electrode material
is e-beam deposited on an angle (to avoid shortcut between electrodes). Deposition on an
angle; A. Shortcut at the bottom, B.No shortcut

Trench depths ∼ 20um can be obtained by using CF4 based ICP DRIE. Other plasma
etching techniques such as parallel plate plasma etching (nanolab: ptherm) was tested as well,
however, although the ecthing rates were faster, the substrate and walls were considerably
rougher than the ICP DRIE technique. Once the pattern has been transferred, we remove
photoresist residues by cleaning the wafer thoroughly with piranha again. Here, we ensure
no contaminants remain on the surface, not even burned photoresist. Since PR outgasses at
relatively low temperatures and we suspect that local Temperatures might increase due to
RF heating, baking or other processes, making it possible source for additional ion motion
perturbation.

Our thin film metal electrode is deposited using conventional e-beam deposition at pres-
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Figure 5.4: Electrode material is e-beam deposited on an angle. Shortcut at the bottom of
the trench is recognized at whatever corner in the electrode paths of the device under an
optical microscope. This is to avoid shortcut between neighboring electrodes). A. Good
trap: Does not have a Shortcut, B. Bad trap: Does have a shortcut

sures ∼ 1− 3× 10−6 Torr. The deposition occurs on an angle, so that only the top surface
and trench walls are coated, taking care that the bottom is left clean so that the electrodes
separated by the trench do not shortcut at each other. This also ensures that the metal
coated wall extends the conductive surface down to the feet of the trench, providing the
high aspect ratio needed to reduce stray electric fields from the dielectric. Adhesion of the
metal to the dielectric is improved by depositin previously few nanometers of chromium or
titanium layers. We have deposited gold, platinum, copper and palladium. Optical images,
taken after this step are shown in figure 5.4 to clarify the bad (short-cut) and good (no
short-cut) samples after deposition on an angle point. These pictured traps are coated with
Gold, approximately 600nm (2 sides x 300nm).

Once the thin film electrode is deposited, we wirebond the trap to a conventional chip
carrier with aluminum, gold or palladium wires (higher melting point is best for high Tem-
perature baking procedures, albeit the higher resistivity). Each trap electrode is tested for
shortcuts in conventional micro-stage point-probe setups. Lastly, capacitors (noise filters)
are mounted in the chip carrier and wirebonded as well (not shown in this figure). Typically,
DC electrodes are grouped to save space, reduce trap complexity, allow for other (or less)
connections, depending on the experimental use of the trap. After we have prepared the
trap, we install it in the experimental setup. Trap preparation (starting from wirebonding)
is best done in a particle-free environment, just before installed inside the UHV chamber.

Trap fabrication can be further improved by removing the need of using chemicals and
or photoresists. It is still under research removal of residuals left from the use of photoresist
on surfaces. We use fused quartz chip and create the electrode pattern with a combination
of excimer-laser weakening and HF-etching (done by Translume, Ann Arbor, MI). After
etching, the quartz chip is cleaned in Piranha solution at 120◦C, and evaporated a metal
film combination in an e-beam evaporator with vacuum better than 3× 10−6 mbar, without
allowing the aluminum surface to oxidize in air. We mounted the trap on a chip carrier and
baked it in the vacuum system at 160◦C for three weeks, to achieve vacuum better than
10−10 mbar.
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Figure 5.5: A Surface electrode gold trap Ready to be placed inside the chamber for its
characterization.

We have documented the most conventional trap we are using for measurements in the
Lab. The use of standard fabrication methods indicates that scalability of this kind of trap
is possible. Improved if high aspect ratios could be easier to achieve. Our trap’s most
important advantage relies in its surface modification or simply, the re-use of substrate,
useful for additional surface trap configurations as the quartz is cleaned and the pattern
electrode definition remains untouched.

5.5 Surface structural modification

Aluminum Alloy Trap

As introduced in 1, additional changes in the surface structure would allow us to understand
ion-electrode interaction depending on surface properties of the trap. It seems possible to
improve the interaction quality between the trapped ion and the electrode surface by having
the surface behave as a large grain of unique (or less diverse) crystalline orientations than as
a collection of smaller grains of different orientations. In addition, an easier surface charac-
terization results since it is easier to make analytical noise models for single crystal surfaces.
As a consequence of such modification, we expect to observe different coherent lengths than
those provided by typical metal electrodes (grain size is ∼ the thin-film thickness).

Based on references [423][424] we evaporate a trap surface made out of sandwiched Allu-
minum and Copper films (of 15 nm Ti, 500 nm Al, 10 nm Cu, 15 nm Ti, 500 nm Al, 20 nm
Cu,) to form Aluminum-Copper alloy (w. 0.04 Cu). If kept under annealing temperatures
below the solubility limit (to reduce surface roughness), the annealed surface form secondary
grains of sizes 3 orders of magnitude larger than those of non-annealed Aluminum-Copper
alloy or other metallic thin films of the same thickness. In order to perform the annealing
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Figure 5.6: Grain boundaries exposed Keller’s reagent was used to etch the top-most layer
of the alloy, exposing the grains. This reagent etches faster along the grain boundaries, an
easy way to stabilize the process and confirm the expected grain size has increased.

under controlled environment, we attach to the trap, a heater made out of Palladium. this
way, trapping can be performed before and after any structural change on its initial surface
characteristics, measured by surface science analytical tools installed.

Finally, since this trap has initially separated layers (Cu - Al) before annealing and ion
interaction occurs mostly with the surface, we assume (and experimentally corroborate by
AES in the last section of this chapter) that the trap is a Cu trap first, then an Alluminum
alloy after annealed. Due to this, we have two traps we are able to measure, from which,
the Cu trap is able we get reduced ion heating rates.

To make sure grains are formed, we look for grain boundaries to account for annealing
completion. However, under optical microscope, SEM or AFM, grain domains do not appear
as obvious. This is due to the fact that all grain activity is submerged under a finer, sand-like
surface inhibiting us from observation. Techniques such as X-ray diffraction (XRD) would
provide from the needed information to characterize the annealed/non-annealed material
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differences and give a precise orientation of all grains near the trapping region [425]. However,
its use is elaborated due to tool complexity and safety issues. A one-time measurement is
enough for what we want it for, however, for the purpose of process stabilization we use
Keller’s reagent etchant solution to expose grains in an easier way. The etchant has a faster
etching rate at the grain boundaries, thus allowing to quantitatively determine whether the
alloy has a characteristic change in grain size after being annealed. Figure 5.6 shows the
same sample (before and after annealing) exposing its grain boundaries, invisible before the
etchant solution.

Figure 5.7shows an SEM picture of the mounted and annealed trap once the top sur-
face has been removed).As can bee seen near the electrode of the heater, aluminum alloy
grains have precipitated from the trap due to an accidental increment in the Temperature,
liquifying the surface, evacuating through the wires of the heater. The characteristic (100)
face of aluminum is recognized in a 50 µm sized grain. Confirmed by using X-ray diffraction
technique (not included here). SEM allows for an extraordinary easy way to check for trap
shortcuts. Figures 5.7 and 5.8 show SEM pictures of an Al-Cu trap. As can be appreciated,
image contrast is lost once the electrodes are shortcut. In figure 5.8 the shortcut is provided
with a wire for the last electrode.

Graphene-surface Trap

Surface mechanisms limit trapping lifetime, thus reducing the number of operations possible
under same conditions. Periodic cleaning alleviates these effects at the cost of additional
complexity in carried processes and installed systems. New configurations for the trap to
reduce surface contamination are still under active research. Materials with surface proper-
ties capable of slightly modifying the trapping potential are of use in order to tailor surface
properties for the best trapping performance.

Graphene, as an electrode material would enable for such a configuration due to its fasci-
nating properties satisfying most trap design requirements. Graphene is attractive not only
due to extremely high electrical and thermal conductive properties, but because graphene
possesses a chemically inert surface, thus contaminants would be less prone to be adsorbed
by it. Since Graphene can be grown in any low RF-loss material substrate, Quartz substrates
can be selected as well, thus the series of steps are alike. Quartz (SiO2) can be etched with
high etching selectivity using inductively coupled plasma, as mentioned before. In order to
reduce additional contaminants, graphene is CVD-grown on thin or thick layers of metal
deposited at an angle using the recipe reported by reference [426]. The metal might be
removed or not by using the proper etchant.

We characterize the quality and the number of layers of graphene as in the previous
chapter. Reference [99] describes the differences between the 514 nm Raman spectra of
graphene and bulk graphite. The two most distinctive features are the G peak at 1580cm−1

and the Gprime band at 2700cm−1, present in graphite samples. In defected graphite,
phonons give rise to a peak at 1350cm−1 known as the D peak. The Gprime peak is also
known as the 2D peak as well. Absence of defects understood when no D peak is observed (D
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Figure 5.7: SEM pictures of Aluminum alloy trap A,B.) trap details C.) Trap as is mounted
on the heater with wirebonds. D.) Aluminum single crystal (100) orientation [440] and XRD-
confirmed.

Figure 5.8: SEM picture of our Alluminum alloy trap. SEM imaging allows us for a quick
way to check for shortcuts, definitely easier than with probes, but less informative since
we need to check for shorts between DC electrodes. Also, the measurement of electrode
resistance is important when designing the proper filters for each electrode

peak is only observed at the edges of the sample). Figure 5.9 shows the significant changes
in shape and intensity of the 2D peak of graphene between surfaces containing graphene and
no-graphene.

However, CVD grown Graphene needs of extra careful characterization since the number
of layers cannot be extracted from contrast between Raman peaks [99] [426]. From reference
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[426] CVD-grown graphene Raman spectrum exhibits lack of long order along the c direction
contrary to highly ordered structure of graphite seen in the Raman spectrum for exfoliated
HOPG layers. Lorentzian fitting on the shape of the 2D band allow to differentiate single-
layers, bilayers and trilayers of graphene in the HOPG samples, where Monolayer graphene
has a single and sharp Lorenztian peak. However, for CVD grown graphene on SiC and metal
surfaces, monolayer, bilayer and trilayer of graphene exhibit a single and sharp Lorentzian-
shaped peak. Due to this, the 2D peak line shape is not enough to identify the number of
layers in CVD grown graphene. Combination of AFM and Raman spectroscopy to show that
the IG/I2D ratio provides a good estimation of the number of layers is used instead. We
determined that our samples consist of 1-3 graphene layers. In order to mask the growth in a
graphene CVD furnace we used stainless steel clamps, so that we have areas with and without
graphene. Due to the high temperatures (1100 C) and the furnace spatial limitations, only
high-melting point materials can be used to mask graphene growth.

Graphene can be grown in ebeam-evaporated copper and platinum surfaces after anneal-
ing have reconfigured the polycrystalline orientation of mentioned surfaces into a (111) face.
Graphene is grown using the recipe for copper film growth or sputtered platinum [427]. This
solution is less expensive due to target costs for sputtering tools. Two traps were fabricated
using these substrates. In figure 5.10 we show a quartz/graphene trap. After removing all
copper from the surface, left with only a dark (absorbing) graphene layer on the substrate.
Figure 5.9 shows an AFM picture of the surface. The step observed step is 2.684 nm thick.
The raman signals from the two regions is noticeable different in its surface roughness. Both
places contain graphene of different quality.

After graphene was grown, a number of defects were recognized as possible experimental
drawbacks. First, all carbon atoms that are not conforming the graphene layer, but are still
on the surface might perturb loading rates and trapping life due to collisions. Also, due to
the high Temperatures required for the growth, sufficient material was evacuated from the
the metallic surface so that surface roughness has increased considerably. Over-pressurizing
the CVD chamber could allow for less metal evacuation and thus not degrade the quality
of the surface, however characterization of such growth is required. Even when you could
remove these two factors, the cleanning methods which are used and seem to work would
need to completely damage the surface of this trap.

5.6 Trap interfacing

As required, the trap is connected to external electronic equipment and controlling systems
through extra careful coupling of electronic systems maximizing signal integrity protection.
A noise spectrometer is used to measure how noisy signals propagate and affect the multiple
electronic systems in the environment. Ultimately located inside a Faraday cage, our trap
is to be completely isolated from its environment and interfaced physically only through
DC and RF wires. A wide array of robust quantum optics tools allow for the controlled
preparation of an ion’s initial state, its manipulation and a high fidelity readout of the final
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Figure 5.9: Raman and AFM characterization of our graphene-based surface electrode ion
trap As expected and presented, the G and 2D peaks are characteristic Raman fingerprint
of graphite materials, AFM thickness measurement and characterization.

Figure 5.10: Graphene on Quartz trap. After removal of the Copper underneath, a sheet of
graphene stays on the substrate. The characteristic absorption and Raman peaks indicate
Graphene signature.

state.
The interconnection occurs depending on the source of the signal and its frequency of

oscillation (RF or DC). The DC voltages are generated by low-noise digital-to-analog con-
verters (AD660), passing through a sixth-order low-pass filter with insertion loss at frequen-
cies above 200 kHz. The last filtering stage resides inside vacuum, and consists of 47µF
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(X7R dielectric) capacitors on the printed circuit board which supports the chip carrier with
the trap, as well as 0.6 nf (X7S dielectric) capacitors, which are wire-bonded on the chip
carrier. The experiment control and counted readout of the detector is done with a field
programmable gate array (FPGA). The entire vacuum system, including the electronics for
the radio-frequency and static trapping potentials resides inside a Faraday cage providing
more than 40 dB of attenuation for electromagnetic fields in the range of frequencies between
200 kHz and 1 MHz, at which we have performed trap noise measurements. Filters allow for
the reduction of noise on bands that are of our interest. Matching of system’s impedances is
necessary to improve coupling requirements. Ground loops are possible and its elimination
is very important in the reduction of noise in the system. Distinguishing the characteristic
noise in the wiring is needed (channels pervaded by 60Hz noise, MHz noise, etc) since it helps
understand the noise in the wiring and keep noisy channels away from clean channels, for
the power line. Figure 5.11 shows the sphere setup. The ion trap is mounted on a rotatable
manipulator as depicted in the figure 5.11b. When the trap is facing the positive y direction,
the trap surface faces a retractable-reentrant viewport with a large NA (∼0.3) objective for
ion fluorescence collection, and the chamber operates as an ion trapping chamber. When
the detection viewport is retracted, the Ar+beam from the ion gun is incident at 45o with
respect to the y axis. The trap can be rotated by any angle around the z axis to adjust the
angle of incidence of the Ar+ions on the trap surface. When the trap chip is rotated to face
in the negative y direction, it faces the Auger/LEED unit, which allows to characterize the
elemental composition of the trap surface. A residual gas analyzer (RGA) with its axis at
45 degrees with respect to y on the yz plane is also present.

5.7 Trapping Experiments

A resistive oven is used to produce a beam of neutral calcium atoms and it is aimed so that
the beam propagates parallel to the surface, along the axis of the trap. The neutral calcium
atoms are photo-ionized with a two-photon process using 375nm and 422nm tuned lasers
from the ground state to the continuum (Ionization limit of 6.1130 eV)

The experiment is conducted by first loading a 40Ca+ ion in the segmented surface trap
using two-stage photo-ionization at 422 nm and 375 nm. The radial trap frequencies are
approximately 2.2 MHz and 3 MHz and the axial trap frequencies between 200 kHz and 980
kHz. To allow for simpler dynamics, each system needs to be tuned to its cleanest state
for interaction, i.e. at its highest Q possible. This can be experimentally achieved using a
resonator interfaced to the RF-signal. Trapping frequencies ∼ ΩT

2π
are amplified to ∼1-2 W

and sent to a helical resonator in a quarter-wave configuration to step up the amplitude to
∼100 V. This is fed to the RF electrodes of the trap, with capacitance at the RF feed-through
of ∼ 20-30 pF.

To control the electronic and motional states of the ion we require of high frequency and
intensity stability of the light mode used, which we achieve using acousto-optical modulators.
The lasers are referenced to an ultra-stable cavity and a PID controller is used to tune the
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Figure 5.11: The sphere A chamber equipped with most of the useful surface science tools for
the study of the surface of our traps. The chamber integrates a surface trap (center) attached
to the filter board on a 180 degree rotational holder, an Auger spectrometer (bottom), a Ar+
gun (Hensinger Scientiffic IS-40C-PC, behind, xy plane, copper), an observation channel
(above), a 300 l/s ion pump (Star Cell, not shown) and a residual gas analyzer (upper
right). The laser direction indicated by the blue arrow has a 7=degree tilt along the axial
direction of the trap. A picture of the mounted Al-Cu trap is shown in the lower right corner.

cavity length for the required ultra-narrow linewidth. Reference [390] provides a good review
of the setup with excellent figures, from which we borrow 5.12, 5.13, and 5.14 detailing the
RF helical resonator, optical setup in another UHV chamber called ”the octagon”. Also
pictured, the PID control of lasers using the Pound-Drever Hall method [441].

DC control electrodes need of RF grounding capacitors and other filters. These are typi-
cally installed on a separate board called ”filter board”, which is under constant calibration
and adjustment. With these components, control electrode voltages can be changed such
that ions can be transported in segmented traps. Routines of its transport an other impor-
tant pulse sequences are controlled through the use of FPGAs and a Graphic User Interface
running python-supported experimental software for the easy management of operations,
calculations, plot display, etc. Only by doing so, the experiments get more complicated as
we perform previous ones with the click of a button. Since time is a big factor in these
experiments, saving time must be practiced.

Internal and Motional Quantum State Manipulation

Motional Quantum State

An ion trapped in a ponderomotive potential (Equation 5.5) can be seen as an ordinary time
independent harmonic oscillator with modifications for laser-cooling [380](J. I. Cirac, 1994).
In the quantum domain, micromotion may be understood as a breathing motion mode (at the
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Figure 5.12: RF signal Setup. A helical resonator is used to amplify the RF signal and
improving its Q. Picture taken from [390].

Figure 5.13: Optical Setup Laser access to the chamber is possible through the glass view
mirrors. Optical fibers are aligned just outside the chamber mounted on a suspended optical
breadboard. Lasers are for Cooling, Detection, Re-pumping and Qubit operations. Picture
taken from [390].

Figure 5.14: Lasers are Intensity stabilized by using the Pound-Hall method. A PID controller
is used to tune the cavity for a high Q. Picture taken from [390].

drive frequency ΩT ) separated spectrally from the secular motion of the ion’s wavefunction
(at frequencies ωx) and ωy) in Eq. 5.5. We will consider only resonant interaction at secular
frequencies (average over motion components at drive frequency ΩT )). Thus, the pseudo-
potential secular motion can be approximated as an oscillator in a static potential.

Motion of a single ion, or a normal mode of its collective motion, is described by the
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Hamiltonian 5.6:

Hosc = ~ωın̂ı (5.6)

where, ı ∈ x, y, z, n̂ı = a†ıaı and a† and aı are the harmonic oscillator raising and lowering
operators, respectively. The operator for the COM motion in the z-direction is given by
z = z0(a + a†), with: z0 =

√
~/2mωz as the spread of the zero-point wavefunction. That

is, z0 =
√
〈0|z2|0〉 , where |n〉 is the nth eigenstate (Fock state) of the Harmonic oscillator.

Pure states of motion can then be written as in Equation 5.7:

Ψmotion =
∞∑
n=0

Cne
−nωıt|n〉 (5.7)

Internal Quantum State

To describe the interaction with two internal levels of an ion, we ensure internal states
are non-degenerate and use resonant excitations to couple only to two levels at a time.
It is a practice, to use the two-level representation of the analogous spin 1/2 magnetic
moment in static magnetic field as equivalent representation [397] [418]. In this equivalent
representation, a ”fictitious” magnetic moment µ = µMS , where S is the spin operator
(S=1/2), is placed in a ”fictitious” magnetic field B = B0ẑ. The Hamiltonian can be written
as 5.8:

Hinternal = ~ω0Sz (5.8)

Here, Sz is the operator for the z component of the spin and ω0 ≡ −µMB0/~. Typically,
internal resonant frequencies are much larger than any motional mode (ω0 � ωz).

We label internal eigenstates as |Mz〉 = | ↑〉 and | ↓〉 representing ”spin-up” and ”spin-
down” respectively, and for convenience, will assume µM < 0 so that the energy of the | ↑〉
state is higher than the | ↓〉 state. A general pure state of the two-level system is then given
by

Ψinternal = c↓e
i
ω0t
2 | ↓〉+ c↑e

−iω0t
2 | ↑〉 (5.9)

where, |c↓|2 + |c↓|2 = 1. In our case, the two-level system is that of the ground state and
a single (for our purposes) excited state of an atomic ion.

The basic Hamiltonian

The basic Hamiltonian of two-level systems interacting with a quantized harmonic oscillator
via laser light is pictured in Figure 5.15. Detailed discussion is found in references [413]
[387].

The Hamiltonian for a trapped single ion interacting with near resonant laser light (taking
into account that only two levels of the ion and one vibrational mode (oriented along the
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Figure 5.15: Energy Level Scheme of single trapped ion in harmonic trap Carrier and Side-
band transitions.

z direction)) under the Lamb-Dicke approximation (valid for cold tightly bound ion strings
η
√
〈(a+ a†)2〉 � 1) is described by equation 5.10:

H = ~Ω{σ+e
−i(∆t−ϕ) +σ−e

i(∆t−ϕ) + iη(σ+e
−i(∆t−ϕ)−σ−ei(∆t−ϕ))(ae−i(ωit) +a†ei(ωit))} (5.10)

Three laser detuning ∆ cases are of particular interest (see Figure 2.15): ∆ = 0and ∆ =
±ωt provided the second rotating wave approximation (RWA) applies (only one transition
is relevant at a time).

In the Hamiltonian describing the carrier transition (∆ = 0), only the electronic states of
the ion are changed. In the Hamiltonian describing the blue sideband transition ∆ = +ωt,
a motional quantum is created and excitation of the electronic state of the ion. Within this
two-level system, Rabi flopping occurs, with frequency described by equation 5.11:

Ωn,n+1 =
√
n+ 1ηΩ,Ω0,1 = ηΩ = Ω+ (5.11)

where, n describes the number of motional quanta (phonons). The blue sideband Rabi
frequency is defined with with 0,1 describing flopping between the |g, 0〉 and the |e, 1〉 state.

In the Hamiltonian describing the red sideband transition ∆ = −ωt, a phonon is de-
stroyed, and excitation of the electronic state with Rabi flopping at the Rabi frequency
5.12:

Ωn,n−1 =
√
nηΩ (5.12)
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Figure 5.16: Laser Detuning for Carrier, Blue and Red sideband transitions. These are
experimental spectrum lines obtained during heating rate studies using the 729nm technique.
Due to drifts in the system, these lines shift as the experiment is taking place, thus a
continuous monitoring is practiced in order to compensate for the effect. Labels are missing
but corresponding to the multiple transitions available, described in reference [444]

Driving sideband transitions as fast as possible during quantum operations is desirable,
however due to Lamd-Dicke factors, the rotating wave approximation is not satisfied for
frequencies Ω ∼ ωt.

Detection of Internal States

To discriminate between two electronic states with detection efficiencies ∼ 1 we use the
”electron shelving technique” [442] [393] [405] [352] [395] [359]. This is done by coupling
the ground state |S〉 to the metastable |D〉 using a weak transition and to the state |P 〉
withan stronger transition. The weak transition is used for coherent manipulations, and the
measurement of the occupation of the |D〉 state is done by driving the strong transition with
a laser. No fluorescence is observed if the atom is in the |D〉 state, while on the |S〉 ↔ |P 〉
photons are scattered. By repeatedly preparing the ion state and measuring fluorescence the
|D〉 state occupation can be determined.

The internal state of the ion is indicated by presence or lack of light scattering correlated
to ion’s internal state. This is accomplished using appropriately polarized laser beams tuned
to a transition which scatters or not photons depending on internal states of the atom.
Efficiency of this ”cycling” transition is studied in [413].

The ion is excited on the S1/2(mj = +1/2) ↔ D5/2(mj = −3/2) transition with a
narrow band laser (see Fig. 5.17) and simultaneously the D level is coupled to the P3/2 level
with a broad band laser at 854 nm. In this way the population of the S1/2(mj = +1/2)
state is effectively coupled to the rapidly decaying P3/2(mj = −3/2,−1/2) levels while the
S1/2(mj = +1/2) level is not touched.
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Figure 5.17: Detection and qubit encoding Cooling, Detection and S-D manifold (Qubit
encoded) Simplified state diagram. Five trapped ions loaded (Screen pictures from our CCD
camera interfaced through a GUI experimental control software). One trapped ion is loaded
for heating rate studies.

The ion does not fluoresce under irradiation of light on the S1/2 → P1/2 and D3/2 → P1/2

transitions if its valence electron is in the D5/2 state. If the electron, however, is in either the
S1/2 , P1/2 or D3/2 state, the ion will scatter approximately 107−108 photons/s. A lens system
collects typically 10−3−10−2 of this fluorescence light such that with a photomultiplier tube
(quantum efficiency ∼ 30%) about 30 photons/ms can be detected.

In Figure 5.18, Rabi oscillations are pictured. Mathematically, we can describe the effect
of resonant radiation inducing such a coupling by a rotation RC(θ, φ) acting on the state
vector α|0〉+ β|1〉 (reference [419]):

RC(θ, φ) = exp(iθ/2(eiφσ+ + e−iφσ−)) = Icos(θ/2) + i(σxcosφ− σy sinφ) sin(θ/2) (5.13)

RC(θ, φ) =

(
cos(θ/2) ieiφ sin(θ/2)

ie−iφ sin(θ/2) cos(θ/2)

)
(5.14)

where, the lowering and raising operators are:

σ+ =

(
0 1
0 0

)
, σ− =

(
0 0
1 0

)
(5.15)

And, the Pauli-spin matrices are:

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
(5.16)
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Figure 5.18: Rabi Oscillations. Experimental Rabi oscillations. A laser field resonant with
the carrier transition of frequency ωqubit drives transitions with Rabi frequency Ωeff where
the motional state is not changed. Initial condition to heating rates studies, zero waiting
time

Relevant control parameters in the ion trap experiments are the pulse area θ = τ (Rabi
frequency, pulse length τ ) and the phase of the laser field φ. These control parameters can be
conveniently controlled with an acousto-optical modulator in double-pass configuration [420]
by phase and amplitude modulation of the Rf field driving the acousto-optical modulator.

The angles θ and φ specify the rotation. The visualization of this evolution is aided by
the use of Bloch sphere with logical |0〉 (energetically higher state) located at the North pole
and the |1〉 (energetically lower state) located at the South pole. In the Bloch picture, the
angle φ denotes the axis of rotation in the equatorial plane and θ the rotation angle, or pulse
area. Any linear combination of σx and σy operations can be implemented with laser pulses.
Rotations around the z axis can be decomposed into rotations around the x and the y axis.
All rotations on the qubit can be shifted by −∆φ to achieve a rotation about the z axis by
∆φ. Far detuned laser beams can shift the relative energy ∆E of the eigenstates (AC-Stark
effect) by ∆E = Ω2/2∆. Thus, after a time t = ~∆φ/∆E the desired phase shift is acquired.

Detection of Motional States

The motional degrees of freedom of the ions serve as the quantum bus among ions. Manip-
ulation of the motion of single ions is described in reference [387]. A single ion coupled to a
single motional mode is studied. If the laser field is detuned by the trap frequency towards
higher energies, the blue sideband is excited, carrying the following operation
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R+(θ, φ) = exp(iθ/2(eiφσ+a
† + e−iφσ−a)) (5.17)

The atomic flip operators, annihilation and creation of a phonon at trapping frequency
ω acting on the motional quantum state, where θ is related to the strength and duration of
the pulse and φ is the relative phase between the optical field and atomic polarization. Here,
the electronic and motional degree of freedom change. Similarly, for the opposite detuning
the red sideband can be excited.

Figure 5.16 shows a spectrum of a single trapped 40Ca+ ion near the qubit transition.
At a detuning of ±1MHz, the red and the blue axial sidebands appear, respectively. At
a detuning of ±5MHz, radial sidebands and higher order sidebands are visible. For the
applied laser power and excitation time, the carrier transition is strongly saturated while
the sidebands are only weakly saturated. This indicates that the sideband transitions are
weaker than the carrier transition as it is expected from Eq. 5.11 and 5.12.

5.8 Heating rates

Ion manipulation above the surface of the trap leads to heating of its motional modes [401].
Cooling steps have been implemented to alleviate this effect during transport [413] [383]
[400] [354] [350]. An increase in heating rates localized at ion loading regions suggests
surface contamination is a possible cause. Smaller traps seem to enhance the sensitivity of
the motional modes.

In our measurements noise induced from outside sources may be reduced by shielding
and proper grounding. Less noise means greater sensitivity (signal to noise ratio, SNR as a
figure of merit). However, there exists a fundamental source of noise which is an intrinsic
result of the thermal jitter of the charge carriers and the quantization of charge, known as
Johnson noise. Additional heating of the ion’s motional modes is provided by a contribution
of factors such as the thermal electronic noise from the metallic fluctuating patch potentials,
and other unknown sources. These sources have heating rates that scale as some power
of the distance between the ion and the electrodes [408] [421]. By testing the scaling of
heating rates according to ion proximity to trapping surface, information on the dynamics
of dominant sources could be retrieved.

Johnson noise heating cause fluctuations in the field at the ion. Heating rates scale as 1
d3

for d � dS. For d � dS, the heating rate should scale as 1/d2 [408] [421] [414]. where d is
the distance from ion to electrode and dS is the skin depth of the electrode metal [421].

Anomalous heating is a source of noise provided by aggregated films or impurity atoms
adsorbed on trap electrodes, metal surfaces and amorphous dielectrics. Chapter 1 describes
its possible influence on ion motional-state heating. It has been measured having high
rates [401] [408] and found 3 orders of magnitude higher than those from Johnson noise
considerations [391] [413].

Reference [428] uses the patch potential model [408] to describe the measured scaling
of 1/d4 if the size of the patches is smaller than d. The electric field noise heating the ion
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Figure 5.19: Rabi oscillations for different heating times. For longer waiting times, deco-
herence starts to kick in. 5-parameter fits to the evolution in solid color. Evolutions are
differentiated by a change in phonons absorbed by the ion, thus increasing its energy

motion is caused by both, large number of randomly fluctuating sources, each scaling with
source-ion separation as an electrical dipole field. The spectral density of this anomalous
heating noise is expected to scale as 1/f with frequency. We can estimate the density of
electrical dipole sources on trap electrode surfaces giving rise to the heating rates reported
in the literature.

In order to measure heating rates, we use laser cooling (near resonant excitation of an
atomic transition) methods to reduce the kinetic energy of the trapped ions. This is because,
out of all methods available to cool a trapped ion, only laser cooling does it down to the
quantum regime. Typically two limiting cases are treated since in the rest frame of the
oscillating ion, the laser frequency appears frequency-modulated with the trap frequency.
Also, the strength of the sidebands depend on the amplitude of the ionic motion.

The first of this two limiting cases applies when the trap frequency ω is small compared to
the decay rate Γ of the atomic transition used for cooling, then the spacing of the sidebands
is smaller than the absorption width of the transition, thus sidebands cannot be resolved.
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Figure 5.20: Heating rates A.) Extracted from the liner increase with heating time. Phonon
number is extracted from the fits in the 4 previous figures. B.) Plot of heating rates in
Copper trap before and after treatment with our cleaning methods. Cleaning methods
improve heating rates

In this regime, the velocity of the ion changes slower compared to the atomic transitions
of the atom (absorption and emission processes) so that we can assume that ion’s momen-
tum changes instantaneously. The trapped ion then behaves like a free-particle seeing a
time-dependent Doppler-shifted laser frequency. This velocity-dependent radiation pressure
provides the so called Doppler cooling. Heating rates are typically measured using Doppler
cooling as is described in reference [410]. In this scheme, the motional energy of the ion is
extracted from the increased Doppler shift on a trapped ion with increased kinetic energy,
reflected as a change in its fluorescence. By allowing the ion to heat up when turning the
Doppler cooling laser off during increasing waiting times τOFF , the record of changes in fluo-
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rescence as the ion cools down after turning the Doppler cooling laser on allows to determine
the energy taken by the ion while in τOFF , and extract the ion heating rate from there. This
method is used in situations with negligible micromotion. If not so, Doppler broadening
has to be taken into account to determine ion energy from changes in fluorescence and ex-
tract the micromotion contribution as done in [422]. One can avoid implicit assumptions
by measuring heating rates for the three motional modes. Doppler cooling of atoms is very
similar to Brownian motion and can be cast into the Fokker-Plank equation. The atom
random-walks in momentum space with a linear drift and a constant diffusion coefficient,
known as Ornstein-Uhlenbeck process. In stationary state, this momentum distribution has
a Gaussian shape, thus a thermal distribution results from the energy level occupation.

The second limiting case applies when the trap frequency ω is large compared to the
decay rate Γ of the atomic transition (and the laser linewidth), then the spacing of the side-
bands is larger than the absorption width of the transition, thus sidebands can be resolved.
In this regime, we can tune our laser to an specific band. If the energy of the absorbed
photons is smaller than the mean energy of the spontaneously emitted photons (tune to
the lower motional sideband of the transition), the kinetic energy of the ion shrinks since
each excitation to an upper level is accompanied by a reduction in the vibrational quantum
number. Depending on the experimental conditions, this cooling method is required as a
second cooling step to complement Doppler cooling to prepare the ion in a pure state of
motion [444]. In this scheme, the S1/2 ↔ D5/2 transition is used for sideband cooling on a
quadrupole transition. The natural lifetime of the D5/2 level is approximately one second,
therefore the upper level has to be quenched by coupling it to the quickly decaying P3/2 level
to have acceptable cooling rates. This quadrupole transition is split using magnetic field
into ten different transitions. A three-level system can be approximated by choosing the
S1/2(m = −1/2)↔ D5/2(m = −5/2) transition for sideband cooling and coupling the upper
level to the S1/2 ↔ P3/2(m = −3/2) level.

Details on the combined use of these two cooling methods and its use in measuring
heating rates is further discussed in reference [444]. We cool the ion to the Doppler limit
on the S1/2 ↔ P1/2 transition with a laser at 397 nm, using an additional laser at 866 nm
to depopulate the metastable D3/2 level. In addition, when the ion heating rate is below
a few hundred quanta/s, we can reliably cool the ion close to the motional ground state
doing sideband cooling on a quadrupole transition at 729 nm. High heating rate values are
obtained with Doppler-cooled ions, and lower heating rate values with sideband-cooled ions.

We use spectroscopy on the S1/2 ↔ D5/2 quadrupole transition to probe motional heating
of the ion. A magnetic field of 2 G is applied perpendicular to the propagation direction
and polarization of the 729 nm beam defines the quantization axis. An optical pumping
pulse from the 729 nm laser prepares the ion in the S1/2(m = −1/2) state. All the lasers
are then switched off for a certain duration, during which the ion heats up due to electric
field noise at the ion. To probe the number of quanta acquired during this period, we drive
Rabi flops between the S1/2 ↔ D5/2(m = −5/2) states. A fit to a model of the two level
ion in a thermal state of motion interacting with the light field yields the average phonon
occupation n̄. By measuring n̄ at different waiting times we extract the motional heating
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rate n̄. Alternatively, as noted above, for low heating rates, sideband cooling is used to drive
the ion to its ground state of motion. The motional quanta is deduced by comparing the
transition strengths of the red and blue sidebands as n̄ = R

R+1
where R is the ratio of the

red to the blue sideband. By inserting a variable waiting time before each measurement of
n̄ we determine ˙̄n.

Figure 5.19 displays the Rabi oscillations of the carrier frequency for 4 waiting times (0ms,
10ms, 20ms, 30ms) used to extract our heating rate measurement of an standard Gold trap
fabricated using our methods. As we can see from the plots, as the waiting time increases
decoherence effects start being noticeable. Initially, we measured the heating rates of the ion
after trap installation and chamber bake-out. Figure 5.20b shows the heating rates obtained
for 7 different axial frequencies, with heating rates in the quanta/s range. The frequency
scaling of these heating rates is ˙̄n ∼ f−2.57(0.2). The noise spectral density corresponding to
this trap is SE ≈ (V/m)/

√
Hz. When ploted as in figure 5.20, ion energy linear increase with

heating time is observed as expected under the assumptions of the model such as negligible
micromotion. This is one data point of the many we extracted on the same trap after several
months of continuous work on filter boards, faraday cages, ground loops, signal integrity
protection, cleaning and dirtying methods to study changes on the surface.

5.9 Argon cleaning and Auger electron Spectra (AES)

Particularly important is our further surface study by taking an AES of the surface before
and after any surface treatment, detailing the exact composition of the surface. Figures and
show the Auger spectrum of the trap surface, taken using 2 keV electrons. The dominant
features are the carbon (LVV) and oxygen (KLL) peaks, while smaller peaks due to copper
(KLL), and a small trace of aluminum (KLL) are visible.

In chapter 1 we mentioned that depth profile of a surface can be extracted by a combina-
tion of AES and sputtering as detailed in [144] [149]. The topography, as well as elemental
composition information of the surface is important to correlate spatial and chemical data.
For surface analytical purposes, Auger spectroscopy can be used to detect any element we
have included in our fabrication steps, as well as any resulting from reaction at the surface or
outgassing from the chamber walls (such as when baking). This can give us a clearer picture
of how our processes change the surface and the environment. Low resolution is enough for
our surface analysis since most elements we use are separated quite well in the spectrum.

Figures 5.21 and 5.22 display the Gold trap and Copper trap Auger spectra results,
respectively, after typical surface treatment processes have been implemented on them. The
starting condition of our trap is assumed clean, unless we sputter from it part of its substrate
in order to trace well how our cleaning methods remove the intended species observed in
previous AES readings.

As can be seen from the spectra, the Gold trap goes through 4 typical cleaning methods
used in ion trapping and from which we are able to derive important conclusions. First, initial
spectra (green) is taken after the initial bakeout is performed, in which high temperature
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Figure 5.21: Auger Electron Spectroscopy (AES) for Gold traps. As observed, Carbon is the
initial contaminant. Cleaning methods employed and subsequent surface residual composi-
tions are pictured.

aids the removal organic materials from all walls through outgassing and further pumping.
As we can see in the AES spectra Carbon is adsorbed by the gold surface and Gold is not
a peak. Then after, we perform UV Oxygen plasma to clean the Carbon from the surface.
The spectra taken indicates that there is an enhanced presence of oxygen in the chamber,
Carbon removal is not efficient, and and seems to be forming carbon based compounds. To
remove these, we emply Argon ion bombardement (sputtering) from which we extract the
Gold peak, since its presence has been promoted by the bombardment. Also, we see there
is even more Oxygen than before, hinting on the possible CO composition of those Carbon
peaks. Further increase in Argon bombardment power removes the oxygen from the surface,
but as well, it damages the surface, from which we extract a very complex composition based
on Gold.

From this measurements on Gold, we are able to extract the main elements present in
our surfaces. Carbon, as seen in the AES remains reactive and a big role player in typical
cleaning methods. From this, we conclude a Graphene trap which has remains of Carbon
on the surface (what we expect to have after CVD) will be extremely difficult to clean. The
remaining Carbon on the surface will make impossible the trapping and the cleaning, since
its removal without burning graphene will be extremely difficult.

In figure 5.22, AES spectra for our Cu-Al trap is shown. As mentioned, before annealing,
the trap surface is mainly Copper, as is clearly shown by the AES spectra. In subsequent
steps, see figure 5.20b and 5.22 we cleaned the trap using energetic Ar+ ions, and measured
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Figure 5.22: Auger Electron Spectroscopy (AES) for Al-Cu traps. Al-Cu traps, mainly a Cu
trap as the surface composition clearly states. Cleaning methods employed and subsequent
surface residual compositions are pictured.

heating rates, as well as Auger spectra from the trap surface. We performed heating rate
measurements 2 days and 40 days after surface cleaning, and we recorded Auger spectra 7
days and 40 days after cleaning. In order to minimize the effect of contamination of the trap
surface from the electron filament on the heating rates, we always recorded heating rates
prior to collecting Auger spectra. The ion energy during cleaning was 300 eV, the angle of
incidence was perpendicular to the trap surface, and the beam fluence was xAr + /cm2 sec.
We carried out one cleaning step for a total of few minutes, resulting in an estimated removal
of few nm of material from the surface. The cleaning was followed by a 40 day wait, during
which the trap was operated on a weekly basis. At the end the 40 days, we recorded the
heating rate measurements shown in Fig. 5.20b and the Auger spectrum shown in Figure
5.22. This was followed by additional few min of Ar+ion cleaning (using same conditions as
before), a heating rate measurement 2 days after cleaning, see Fig. 5.22, and a final Auger
spectrum recorded 7 days after cleaning, see Fig. 5.22.

The cleaning resulted in a reduction of the ion heating rate by a factor between 15 and 200
compared to the uncleaned trap, and a change of the spectral characteristics of the noise in
the frequency range 200 kHz to 1 MHz. The ion heating rates measured 2 days after cleaning
the trap are consistent with the values measured 40 days after cleaning, despite the difference
in carbon and oxygen content of the surface, seen in the Auger spectra. This indicates that
copper surfaces do not need to be atomically clean to achieve the level of noise measured
in our trap. The heating rates in the cleaned trap decrease with frequency for frequencies
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Figure 5.23: Summary of heating rate measurements for Gold trap. Heating rates as
phonon/s versus working frequency. Our Gold traps fell well within the average trend,
even after surface treatment methods.

between 200 kHz and 500 kHz, and at higher frequencies they show a broad maximum
centered around 700 kHz. The initial drop-off with frequency has scaling ˙̄n ∼ f−1.95(0.28).
The peak at higher frequencies is reminiscent of resonant behavior.

In figures 5.23 and 5.24, heating rates are presented as a rate of change of phonons per
second of time. Scaled by the working frequency in a logarithmic scale to extract a linear
relationship. All points in this figure are heating rate measurements on the Gold trap during
the detailed dates. During a period of three months, the heating rate results did not change
considerably, possibly due to noisy electronics of our DC electrodes. Our trap remained
limited within the same region no matter what cleaning methods we used for the Gold trap.

It is instructive to compare the electric field noise measured in this work with noise
measured on other traps. To take into account the generally observed spectral dependence
of the noise SE ∼ f−α, with α ∼ 1, it is useful to plot the product ωSE, where ω is the
frequency at which the noise was measured. In Fig. 5.24 we summarize ωSE versus the
closest ion-electrode distance, for a number of trap noise measurements reported in the
literature. To compare between ion traps with different dimensions, we scale the noise as
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Figure 5.24: Summary of heating rate measurements for our traps compared to the rest
Representative noise spectral densities for different traps found in the literature [422], plotted
versus ion-trap distance d. The ion species, trap electrode material and Temperature (when
different than room temperature) are specified. Our Gold traps fell well within the average
trend, but the Cu-Al trap, after surface treatment methods falls in the limits of Johnson
noise

SE ∼ d−4, which is expected for noise arising from independently fluctuating electrical-
dipole sources of anomalous heating from the surface. The exact scaling includes geometry
dependent prefactors, but the d−4 law serves as an acceptable rough guide, and it allows for
direct comparison between traps with a planar electrode geometry. 1/f noise is attributed to
systems with a Debye-type relaxation, and a distribution of relaxation rates. Details on this
please refer to reference [422]. By plotting in the same way all other noise spectral densities
for traps found in the literature, plotted versus ion-trap distance d we can see that our
noise values measured prior to surface cleaning of our trap are lower than those reported at
room temperature for other traps with similar dimensions. Also, the noise values measured
after surface cleaning are comparable to the lowest heating rates measured at cryogenic
temperatures.
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5.10 Conclusion

We have reviewed relevant information about fundamental mechanisms behind ion-traps.
For a complete description please refer to [413] and [371]. Our review focus on the physics
behind the Hamiltonians for quantization of motion and internal electronic states of the
trapped ion. We associated ion interaction with EM fields, generated and detected with
purposes of driving transitions that change in oscillation frequency according to the Energy
discrete levels. The trapping potential is harmonic and ion motional states spectrum are
treated similar to that of a multidimensional harmonic oscillator. We also have reviewed the
possibility of performing single-qubit rotations and its visualization in the Bloch sphere.

Trapped ion experiments allow us to study the interaction with the trapping surface
by measuring heating rates. Models explaining such sources of noise such as the ”patch
potential” have been reviewed to describe the dependance on ion-surface distance. Heating
rates were measured for different surfaces (Gold, Cu-Al)

Our surface electrode geometry consisting of a metal thin film deposited on a previously
patterned insulating substrate is a clean and promising candidate to achieve large scale
quantum information processing due to the relatively easy procedure to fabricate and adjust
its surface structural properties. Also, the cleanest trap achieved so far (lowest heating rates,
and close to Johnson noise limit)

Electric field noise and charge noise are present in many other systems such as NEMS
[429], single spin detectors [430], single electron transistors [432], Josephson qubits [433],
superconducting coplanar resonators [434], [435] [436], and quantum dots [437] [438]. The
trapping potential could be controlled so that we address the motional state-to-state tran-
sitions using electric fields of appropriate frequency, amplitude, duration, and phase so that
the motion of ions could be controlled adiabatically. Thus, its evolution can be controlled us-
ing FPGA based electronic interfaces, and the system selectively addressing each ion should
be very similar to the one presented in Chapter 4.
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Chapter 6

Conclusion and Perspectives

Sub-wavelength light-matter interactions uses of surface science and engineering to create
novel ways to experience and explain it. In this text, each chapter written was related
to a totally different area with respect to the rest, local conclusions were based on very
narrow scopes but related through the use of the same fundamental relationships, available
mathematical tools used to describe them.

The main lesson learned is that for optical an infrared frequencies, nanostructure design
of the interfaces plays a role in modifying coupling between neighboring films as we reduce
thickness dimensions down to the 2D for flat surfaces. Effective responses, different from
conventional add a different flavor given the reduction in thickness, allowing us to treat
surfaces down to a 1-atom thick surface or interface as another material, different from
its bulk or thin film relative. Possible tuning of electronic conditions allows for real time
control of electronic boundaries and such as in each of the cases treated was feasible for high
frequencies due the reduced impedance, directly related to the permittivity of the metal,
as explained in the introductory chapter and possibly tuned with metamaterials. Not only
light will play a role in nanophotonic integration but as we keep playing with the structure
of interfaces it travels through, will continue to reveal unexpected aspects of its nature.

To complete the experience, Id like to review current reported research in order to try
to make further connections among the research addressed here in order to allow for a per-
spective of the field in the near future. As described in Chapter 2 coupling efficiency was
a challenge due to polarization sensitivity and control on the directionality of the SPPs in
waveguides. In reference [445] polarized surface plasmons are generated in the direction
uniquely defined by the polarization type of the incident light. Near-field interference allows
for unidirectional surface plasmon propagation. The surface wave direction can be switched
with polarization, resulting in the near field unidirectional excitation of guided electromag-
netic modes. Polarization-controlled tunable directional coupling with polarization-invariant
total conversion efficiency and preservation of incident polarization applied to radially con-
vergent and divergent circular structures supporting SPPs [446].

With Metamaterials it is possible to design the interplay between spatial and temporal
medium responses (important in the scattering response). As known, wavelength λ and
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frequency f , are related via the phase velocity v, v = fλ. Near-zero relative permittivity
metamaterials are called Epsilon-Near-Zero (ENZ) metamaterials [447]. Since ε and µ can
be tuned by design, a relaxed dependance linking frequency and wavelength could allow for
high frequencies with long wavelengths. Supercoupling is possible, as wave in one waveguide
efficiently tunnel through an ENZ-spacer to another waveguide, regardless channel’s charac-
teristics and relative orientation among waveguides. The narrower the channel’s height, the
better the tunneling. Because of this intensity enhancement over an extended region, this
effect has been used for nonlinear effects [448] and emitters embedded in ENZ structures
[449] [450], acoustic and matter waves [451], shielding the displacement current [452] [453].
Since the wavelength is increased in ENZ media, random fluctuations of embedded scatter-
ers may lead to decreased incoherence. Near zero refractive index; however, preserved wave
impedance [454] [455] [456].

Despite decoherence gained due to collisions, electrons making up the plasmon wave
carry the quantum bit which was encoded in the photon [457]. This nonclassical information
survives the multiple conversion and can be recovered [458]. It is only matter of time for
plasmons to play a role in nanoscale quantum information processing.

New metamaterials will pose novel quantum experiments, either by inserting artificial
atoms into periodic nanostructures or localizing real atoms into artificial periodic lattices
for new ways for collective light-matter behavior in which fundamental aspects related to
quantum fluctuations could reveal the existence of non-trivial collective phenomena resulting
from hybridization of internal and global states [459]. Quantum metamaterials as an artificial
optical medium could be designed to maintain global quantum coherence over times longer
than the traversal time of an electromagnetic signal and quantum states of can be externally
controlled (quantum control). Possible realizations of a 3D quantum metamaterial based on
a network on current-biased Josephson junctions (phase qubits) as studied [460].
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