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## ABSTRACT OF THE DISSERTATION

# Primal-dual proximal optimization algorithms with Bregman divergences 
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Xin Jiang<br>Doctor of Philosophy in Electrical and Computer Engineering University of California, Los Angeles, 2022<br>Professor Lieven Vandenberghe, Chair

Proximal methods are an important class of algorithms for solving nonsmooth, constrained, large-scale or distributed optimization problems. Because of their flexibility and scalability, they are widely used in current applications in engineering, machine learning, and data science. The key idea of proximal algorithms is the decomposition of a large-scale optimization problem into several smaller, simpler problems, in which the basic operation is the evaluation of the proximal operator of a function. The proximal operator minimizes the function regularized by a squared Euclidean distance, and it generalizes the Euclidean projection onto a closed convex set. Since the cost of the evaluation of proximal operators often dominates the per-iteration complexity in a proximal algorithm, efficient evaluation of proximal operators is critical. To this end, generalized Bregman proximal operators based on non-Euclidean distances have been proposed and incorporated in many algorithms and applications. In the first part of this dissertation, we present primal-dual proximal splitting methods for convex optimization, in which generalized Bregman distances are used to define the primal and dual update steps. The proposed algorithms can be viewed as Bregman extensions of many wellknown proximal methods. For these algorithms, we analyze the theoretical convergence and
develop techniques to improve practical implementation.
In the second part of the dissertation, we apply the Bregman proximal splitting algorithms to the centering problem in large-scale semidefinite programming with sparse coefficient matrices. The logarithmic barrier function for the cone of positive semidefinite completable sparse matrices is used as the distance-generating kernel. For this distance, the complexity of evaluating the Bregman proximal operator is shown to be roughly proportional to the cost of a sparse Cholesky factorization. This is much cheaper than the standard proximal operator with Euclidean distances, which requires an eigenvalue decomposition. Therefore, the proposed Bregman proximal algorithms can handle sparse matrix constraints with sizes that are orders of magnitude larger than the problems solved by standard interior-point methods and proximal methods.

The dissertation of Xin Jiang is approved.

Vwani Roychowdhury<br>Arash A. Amini<br>Wotao Yin<br>Lieven Vandenberghe, Committee Chair

University of California, Los Angeles
2022

To my family
for their unconditional love and support.

## TABLE OF CONTENTS

1 Introduction ..... 1
1.1 Algorithms for large-scale optimization problems ..... 1
1.2 Proximal methods with Bregman distances ..... 4
1.3 Contributions and outline of the dissertation ..... 5
2 Primal-dual proximal splitting methods ..... 8
2.1 Problem formulation ..... 8
2.2 Duality and optimality conditions ..... 9
2.3 Merit functions ..... 11
2.4 Proximal operator ..... 14
2.5 First-order proximal algorithms: survey and connections ..... 15
2.5.1 Condat-Vũ three-operator splitting algorithm ..... 16
2.5.2 Primal-dual three-operator (PD3O) splitting algorithm ..... 20
2.5.3 Primal-dual Davis-Yin (PDDY) splitting algorithm ..... 22
3 Bregman proximal splitting algorithms ..... 24
3.1 Bregman proximal operators ..... 26
3.2 Bregman Condat-Vũ three-operator splitting algorithms ..... 28
3.2.1 Derivation from Bregman proximal point method ..... 30
3.2.2 Convergence analysis ..... 34
3.2.3 Relation to other Bregman proximal splitting algorithms ..... 41
3.3 Bregman dual Condat-Vũ algorithm with line search ..... 44
3.3.1 Algorithm ..... 46
3.3.2 Convergence analysis ..... 47
3.4 Bregman PD3O algorithm ..... 54
3.4.1 Convergence analysis ..... 56
3.4.2 Relation to other Bregman proximal algorithms ..... 59
3.5 Numerical experiment ..... 61
4 Application to sparse semidefinite programming ..... 66
4.1 Sparse semidefinite programming ..... 67
4.2 Primal and dual barriers ..... 71
4.3 The centering problem ..... 72
4.4 Barrier proximal operator for sparse PSD matrix cone ..... 74
4.5 Newton's method for barrier proximal operator ..... 76
4.6 Numerical experiments ..... 79
4.6.1 Maximum cut problem ..... 80
4.6.2 Graph partitioning ..... 84
5 Conclusions ..... 88
References ..... 90

## LIST OF FIGURES

2.1 Proximal methods derived from primal Condat-Vũ algorithm. ..... 17
2.2 Proximal methods derived from dual Condat-Vũ algorithm. ..... 19
2.3 Proximal algorithms derived from PD3O. ..... 20
2.4 Proximal algorithms derived from PDDY. ..... 22
3.1 Proximal algorithms derived from Bregman primal Condat-Vũ algorithm (3.6). ..... 42
3.2 Proximal algorithms derived from Bregman dual Condat-Vũ algorithm (3.7). . . ..... 43
3.3 Acceptable stepsizes in Condat-Vũ algorithms and PD3O. We assume the samematrix norm $\|A\|$ and Lipschitz constant $L$ are used in the analysis of the twoalgorithms. The light gray region under the blue curve is defined by the inequalityfor the Condat-Vũ algorithms in (3.52). The region under the red curve showsthe values allowed by the stepsized conditions for PD3O.55
3.4 Proximal algorithms derived from Bregman PD3O. ..... 60
3.5 The blue and red curves show the boundaries of the stepsize regions for BregmanCondat-Vũ algorithms and Bregman PD3O, respectively. The blue and red pointsindicate the chosen parameters in (3.67) (red for for PD3O, blue for Condat-Vũ).In the Bregman dual Condat-Vũ algorithm with line search, the stepsizes areselected on the dashed straight line. The solid line segment shows the range ofstepsizes that were selected, with dots indicating the largest, median, and smalleststepsizes.63
3.6 Comparison of three algorithms (Bregman primal Condat-Vũ, Bregman dual Condat-Vũ with line search, and Bregman PD3O) in terms of objective values. The top two figures plot the relative error of the function value versus CPU time and number of iterations for one problem instance (3.65), respectively. The bottom two figures correspond to another problem instance.
4.1 Left. The function $\zeta(\nu)=\sum_{i} 1 /\left(\nu+\lambda_{i}\right)$ for $\lambda=(-5,0,5,10)$. We are interested in the solution of $\zeta(\nu)=1$ larger than $-\lambda_{\min }=5$. Right. The function $1 / \zeta(\nu)-1$. 76

## LIST OF TABLES

4.1 Results for four instances of the MAXCUT problem from SDPLIB [Bor99]. Column 3 is the optimal value computed by MOSEK. Column 4 is the difference with the optimal value of the centering problem computed by algorithm (4.20). The last two columns give the primal and dual residuals in the computed solution. 82
4.2 The four MAXCUT problems from SDPLIB plus four larger graphs from the SuiteSparse collection [KAB19]. The last column ("PDHG iterations") gives the number of iterations in the primal-dual algorithm. Columns 3-5 describe the complexity of one iteration of the algorithm. The CPU time is measured in
seconds.
4.3 Results for four graph partitioning problems from SDPLIB. Column 3 is the optimal value computed by MOSEK. Column 4 is the difference with the optimal value of the centering problem computed by algorithm (4.20). The last two columns give the primal and dual residuals in the computed solution.
4.4 The four graph partitioning problems from SDPLIB plus four larger graphs from the SuiteSparse collection. The last column gives the number of iterations in the primal-dual algorithm. Columns 3-5 describe the complexity of one iteration of the algorithm. The CPU time is measured in seconds.

## ACKNOWLEDGMENTS

This dissertation is the culmination of my five years of study and research at UCLA. This could not have been possible without the help and support of so many people.

First and foremost, I would express my sincere gratitude to my advisor, Professor Lieven Vandenberghe, to whom this dissertation owes its existence. In his course on convex optimization, he aroused my initial interest in optimization via his elegant and rigorous exposition. Moreover, he treats his students with meticulous care, provides them with appropriate guidance and motivation, and addresses their questions seriously and carefully. I am forever thankful for the opportunity to work with and to learn from Professor Vandenberghe.

In addition, I would like to thank my committee members. Professor Wotao Yin is an excellent instructor at UCLA, and also a visionary leader at Alibaba. I would like to thank him for all the knowledge I learnt in his class as well as all the help he offered during my internship at Alibaba. I also would like to express my appreciation to Professor Arash A. Amini, in whose class I built a solid foundation in statistics. I am very grateful to Professor Vwani Roychowdhury, for his help and scholarly examples. I also thank the staff in ECE department for their helpful assistance and student-centered service. Special thanks for Ryo Arreola. My graduate student life at UCLA would not have been the same with Ryo. His kindness made all the difference for international students like me.

I would like to thank my colleagues and friends at UCLA for many helpful support and company. I am especially grateful to Martin S. Andersen, Yifan Sun, Cameron Gunn, Suzi Chao, Tianyi Wang, Qiujing Lu, and Huiyu Wang, for the good time we shared with each other. My old friends have also been unforgettable emotional support in my PhD life. Here I would like to give special thanks to Ziyao Chen and Qianwen Yu, for their unwavering confidence on me and forever friendship.

Finally, my parents deserve my deepest gratitude for all their love and encouragement. I shall thank them for being there with me throughout all stages of life.

## VITA

2015 B.Eng., Electronic and Communication Engineering Department of Electrical and Electronic Engineering The University of Hong Kong, Hong Kong, China.

2017 M.S., Electrical and Computer Engineering Department of Electrical and Computer Engineering University of California, Los Angeles (UCLA).

2016-2022 Teaching Assistant
Department of Electrical and Computer Engineering University of California, Los Angeles (UCLA).

2017-2022 Graduate Student Researcher
Department of Electrical and Computer Engineering University of California, Los Angeles (UCLA).

## PUBLICATIONS

Xin Jiang and Lieven Vandenberghe. Bregman three-operator splitting methods. arXiv e-prints, arXiv:2203:00252, 2022.

Xin Jiang and Lieven Vandenberghe. Bregman primal-dual first-order method and applications to sparse semidefinite programming. Computational Optimization and Applications, 81(1):127-159, 2022.

Jiarong Xu, Yizhou Sun, Xin Jiang, Yanhao Wang, Chuping Wang, Jiangang Lu and Yang Yang. Blindfolded attackers still threatening: Strict black-box adversarial attacks on graphs. In Proceedings of the 36th Conference on Artificial Intelligence. 2022.

Jiarong Xu, Yang Yang, Junru Chen, Xin Jiang, Chuping Wang, Jiangang Lu and Yizhou Sun. Unsupervised adversarially robust representation learning on graphs. In Proceedings of the 36th Conference on Artificial Intelligence, 2022.

Ziyuan Jiao, Zeyu Zhang, Xin Jiang, David Han, Song-Chun Zhu, Yixin Zhu and Hangxin Liu. Consolidating kinematic models to promote coordinated mobile manipulations. In IEEE/RSJ International Conference on Intelligent Robots and Systems. 2021

## CHAPTER 1

## Introduction

### 1.1 Algorithms for large-scale optimization problems

The recent development of optimization algorithms is driven by a broad spectrum of applications from engineering, machine learning, and data science. During the 1990s, the focus of research on optimization methods was extending interior-point methods from linear programming to nonlinear, convex optimization problems [NN94, Wri97, NT98, BN01, Ren01, PRT02, BV04, NW06, Gon12]. To this end, a useful canonical form of optimization problems is the conic LP:

$$
\begin{array}{ll}
\operatorname{minimize} & \langle c, x\rangle \\
\text { subject to } & A x=b  \tag{1.1}\\
& x \in \mathcal{K}
\end{array}
$$

where the optimization variable is the vector $x$, and $\mathcal{K}$ is a proper (or regular) convex cone. Examples of conic LPs include many important convex optimization problems, e.g., secondorder cone programs (SOCPs) [AG03], geometric programs (GPs), and semidefinite programs (SDPs) [Tod01]. Due to their broad applicability to conic LPs, interior-point methods serve as the computational backbone for a number of optimization software packages, including many general-purpose solvers (e.g., SeDuMi [Stu99], SDPT3 [TTT02], Gurobi [Gur22], MOSEK [MOS19], CVXOPT [ADV20]) as well as several modeling tools (e.g., CVX [GB14], CVXPY [DB16], CVXR [FNB20]).

However, for modern applications in image processing, machine learning, and data science, the dimensions of the optimization problems grow rapidly [SNW12, BCN18, GR18] and
off-the-shelf interior-point methods are often impractical for such large-scale applications. More specifically, for conic LPs, the per-iteration complexity of interior-point methods is dominated by the formulation and solution of a large set of linear equations. Alternative approaches, especially for large-scale optimization problems, include first-order methods, coordinate descent methods, and decomposition (or splitting) methods. Typical examples of first-order methods include the gradient (subgradient) descent method, its acceleration and extensions [Nes83, Nes88, NW06, Nes18, dST21]. The coordinate descent method and its variations [LT92, Wri15] successively minimize along the coordinate directions. Decomposition (or splitting) methods iteratively decompose a large-scale optimization problem into smaller, simpler problems [GOY17, RY22] and then solve them separately.

In this dissertation, we focus on a canonical form of optimization problems

$$
\begin{equation*}
\operatorname{minimize} \quad f(x)+g(A x)+h(x) \tag{1.2}
\end{equation*}
$$

where $f, g$, and $h$ are convex functions, $h$ is differentiable, and $f, g$ are nonsmooth. This general problem is a useful formulation for studying most first-order and decomposition methods, and it is sufficient to represent many important structures arising from a wide variety of large-scale applications in machine learning, signal and image processing, operations research, control, and other fields [PB14, KP15, CP16a, GOY17, CKC22]. For example, when $f=0$ and $g=0$, problem (1.2) reduces to minimizing a differentiable function, which can be solved by the gradient descent method. As another example, when the, nonsmooth function $f$ is the indicator function of a closed, convex set $\mathcal{C}$

$$
\delta_{\mathcal{C}}(x)= \begin{cases}0 & x \in \mathcal{C} \\ \infty & x \notin \mathcal{C}\end{cases}
$$

problem (1.2) becomes a set-constrained problem

$$
\begin{array}{ll}
\operatorname{minimize} & g(A x)+h(x) \\
\text { subject to } & x \in \mathcal{C} .
\end{array}
$$

When $g=\delta_{\{b\}}$ is the indicator function of a singleton, the problem (1.2) reduces to an equality-constrained problem

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+h(x)  \tag{1.3}\\
\text { subject to } & A x=b
\end{array}
$$

Furthermore, when $f$ is the indicator function of a proper, convex cone $\mathcal{K}$ and $h(x)=\langle c, x\rangle$ is a linear function, problem (1.3) reduces to the conic LP (1.1).

In the general problem (1.2) as well as the special cases, the structure of the nonsmooth function $f$ (and $g$ ) is often exploited via its proximal operator:

$$
\operatorname{prox}_{f}(y)=\underset{x}{\operatorname{argmin}}\left(f(x)+\frac{1}{2}\|x-y\|^{2}\right),
$$

where $\|\cdot\|$ indicates the Euclidean norm. By definition, the proximal operator minimizes the nonsmooth function $f$ regularized by a squared Euclidean distance, and generalizes the Euclidean projection onto a closed, convex set. Evaluation of proximal operators is the basic operation in proximal splitting methods, and thus efficient evaluation is critical in these algorithms. Many convex functions have simple proximal operators; i.e., the proximal operator either has a closed-form formula or can be evaluated efficiently via a simple algorithm. For example, when $f$ is the indicator function of a closed, convex set $\mathcal{C}$, the proximal operator of $f$ is the Euclidean projection onto the set $\mathcal{C}$. Another classical example is the $\ell_{1}$-norm, i.e., $f(x)=\|x\|_{1}$, the proximal operator of $f$ is well-known as the "soft-threshold" operation (see, e.g., [BT09a]):

$$
\operatorname{prox}_{f}(x)_{i}= \begin{cases}x_{i}-1 & x_{i}>1 \\ 0 & \left|x_{i}\right| \leq 1 \\ x_{i}+1 & x_{i}<1\end{cases}
$$

Moreover, convex duality theory have also been used to design more efficient, scalable optimization algorithms. As a result, the development of primal-dual proximal splitting methods has become an active research area. Primal-dual proximal methods solve the
primal and dual problems simultaneously in an intertwined manner, and recent examples of primal-dual proximal methods for the three-term problem (1.2) include the Condat-Vũ algorithm [Con13, Vu13], the primal-dual three-operator (PD3O) algorithm [Yan18], and the primal-dual Davis-Yin (PDDY) algorithm [SCM20]. Algorithms for some special cases of (1.2) are also of interest. These include the Chambolle-Pock algorithm, also known as the primal-dual hybrid gradient (PDHG) method [PCB09, EZC10, CP11a, CP16b] (when $h=0$ ), the alternating direction method of multipliers (ADMM) [GM75, GM76, BPC11] (when $h=0$ ), the Loris-Verhoeven algorithm [LV11, CHZ13, DST15] (when $f=0$ ), the proximal gradient algorithm (when $g=0$ ), the Davis-Yin splitting algorithm [DY17] (when $A=I$ ), and the Douglas-Rachford splitting (DRS) algorithm [LM79]. These methods are closely related to each other. For example, ADMM is known to be equivalent to DRS applied to the dual problem [Gab83]. More details are discussed in Chapter 2.

### 1.2 Proximal methods with Bregman distances

In view of the flexibility and scalability of primal-dual proximal methods for large-scale convex optimization problems, many efforts have been made to further improve the efficiency of proximal algorithms, and in particular, the evaluation of proximal operators. To this end, proximal operators based on generalized distances have been proposed [CZ97] and among different definitions of generalized distances, Bregman divergence (or Bregman distance) [Bre67] is often used in many optimization algorithms [CT93, Eck93, Gul94, BL00, BMN01, BT03, AT06, Tse08, BBT17, BST18, LFN18, Teb18]. For example, the renowned mirror descent method [NY83, BMN01, BT03, Bub15, Bec17] is shown to be the projected subgradient descent method with Bregman distances. The Dykstra's algorithm with Bregman distances [BL00] allows non-Euclidean projections onto the constraint set. Proximal algorithms have also been integrated with Bregman distances, and examples include the proximal point method [CT93, Ha90, CZ92, Eck93, Gul94, Kiw97, AT06], the proximal gra-
dient method [Tse08, BBT17, LFN18, BST18, Teb18, HRX21] and recently, primal-dual proximal methods [CP16b, WX17, YA21].

In general, Bregman distances offer two potential benefits. First, the Bregman distance can help build a more accurate local optimization model around the current iterate. This is often interpreted as a form of preconditioning. For example, diagonal or quadratic preconditioning [PC11, JLL19, LXY21] has been shown to improve the convergence rate of PDHG, as well as the accuracy of the computed solution [ADH21]. As a second benefit, a Bregman proximal operator of a function may be easier to compute than the standard Euclidean proximal operator, and thus reduce the complexity per iteration of an optimization algorithm. The idea of incorporating Bregman distances into optimization algorithms has been exploited in many research areas, including signal processing [CV18], optimal transport [CLM21, CC22], matrix optimization problems [DT08], statistical estimation [TLJ06], and machine learning [Rd20].

### 1.3 Contributions and outline of the dissertation

Despite the advantages offered by the Bregman distances and the numerous applications, extending standard proximal methods and their convergence analysis to Bregman distances is not straightforward because some fundamental properties of the Euclidean proximal operators no longer hold for Bregman proximal operators. An example is the Moreau decomposition [Mor65]; see the definition in Section 2.4. Moreau decomposition relates the (Euclidean) proximal operators of a closed, convex function and its conjugate, and serves as a fundamental pillar for the convergence analysis of most primal-dual proximal splitting methods. Another example is the simple relation between the proximal operators of a function $g$ and the composition with a linear function $g(A x)$ when $A A^{T}$ is a multiple of the identity; see also Section 2.4 for more details. This composition rule is used in [OV20] to establish the equivalence between some well-known primal-dual proximal methods for problem (1.2) with
$A=I$ and with general $A$.
In the first part of the dissertation, we propose several primal-dual proximal methods that incorporate Bregman distances. The presented algorithms include most well-known proximal algorithms as special cases. First, we discuss two variants of the Bregman CondatVũ algorithm, in which generalized Bregman proximal operators are used in both primal and dual updates. We give a new derivation for both algorithms, and based on the interpretation, we provide a unified framework for the convergence analysis. To improve practical implementation, we propose a line search technique for the Bregman dual Condat-Vũ algorithm for equality-constrained problems. Finally, we discuss a Bregman extension to PD3O and establish an ergodic convergence result.

The second part of the dissertation is motivated by the difficulty of exploiting sparsity in large-scale semidefinite programming (SDP). A semidefinite program is the conic LP (1.1) where the cone $\mathcal{K}$ is the positive semidefinite (PSD) matrix cone:

$$
\begin{array}{ll}
\operatorname{minimize} & \operatorname{tr}(C X) \\
\text { subject to } & \operatorname{tr}\left(A_{i} X\right)=b_{i}, \quad i=1, \ldots, m \\
& X \succeq 0,
\end{array}
$$

where the optimization variable is the symmetric matrix $X$, and the generalized inequality constraint $X \succeq 0$ indicates that the matrix $X$ is in the PSD matrix cone. The scalability of interior-point methods is limited by the need to form and solve a set of $m$ linear equations at each iteration. Customization is often difficult, and depends on the structure of the problem. For standard proximal methods, on the other hand, one needs to compute a Euclidean projection onto the PSD matrix cone at each iteration. This involves an eigenvalue decomposition, and thus exploiting sparsity is often difficult for standard proximal methods. Therefore, to improve the efficiency and scalability of proximal algorithms, we apply the proposed Bregman proximal methods to the centering problem in large-scale SDPs with sparse coefficient matrices. We show that if the Bregman distance generated by the barrier function for the cone of PSD completable matrices is used, the generalized projections can
be computed efficiently, with a complexity dominated by the cost of a sparse Cholesky factorization. This is much cheaper than the eigenvalue decomposition needed in every iteration of standard proximal algorithms for SDPs. Hence, while the Bregman proximal method only solves an approximation of the SDP, it can handle problem sizes that are orders of magnitude than the problems solved by standard interior-point methods and proximal methods.

The rest of the dissertation is organized as follows. In Chapter 2 we review some basic results from convex duality theory and present a comprehensive survey for most primal-dual proximal splitting methods. Chapter 3 presents the proposed Bregman primal-dual proximal methods, the convergence analysis, and line search techniques for practical implementation. In Chapter 4 we apply the proposed Bregman proximal methods to the centering problem of sparse SDPs. We describe in detail the Bregman proximal operator designed for sparse SDPs, and also present results of numerical experiments. Chapter 5 concludes this dissertation with some final remarks.

## CHAPTER 2

## Primal-dual proximal splitting methods

The main focus of this dissertation is on primal-dual proximal splitting methods. Thus in this chapter we start by formulating the optimization problem that we study throughout the dissertation, and review some basic results from convex duality theory. In addition, we present a comprehensive survey of the state-of-the-art primal-dual first-order methods and show in details the connections between them.

This chapter is organized as follows. We introduce the problem formulation in Section 2.1, and in Section 2.2 we summarize the facts from convex duality theory that underlie the primal-dual algorithms for the optimization problem. In Section 2.3 we describe in detail the merit functions and give two illustrative examples. Finally, Section 2.5 discusses several proximal methods and their connections.

### 2.1 Problem formulation

We discuss primal-dual proximal splitting methods for optimization problems in the form

$$
\begin{equation*}
\operatorname{minimize} \quad f(x)+g(A x)+h(x) \tag{2.1}
\end{equation*}
$$

where the optimization variable is $x \in \mathbf{R}^{n}$, and $A$ is an $m \times n$ matrix. We assume the functions $f, g$, and $h$ are proper (with nonempty domain), closed, and convex, and $h$ is differentiable with an open convex domain dom $h$. The notation $\langle x, y\rangle=x^{T} y$ is used for the standard inner product of vectors $x$ and $y$, and $\|x\|=\langle x, x\rangle^{1 / 2}$ for the Euclidean norm of a vector $x$.

This general problem covers a wide variety of applications in machine learning, signal and image processing, operations research, control and other fields [CP11b, PB14, KP15, CP16a, CKC22]. An important example of (2.1) is $g=\delta_{\mathcal{C}}$, the indicator function of a closed convex set $\mathcal{C}$. With $g=\delta_{\mathcal{C}}$, the problem is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+h(x) \\
\text { subject to } & A x \in \mathcal{C} .
\end{array}
$$

For $\mathcal{C}=\{b\}$ the constraints are a set of linear equations $A x=b$. This special case actually covers all applications of the more general problem (2.1), since (2.1) can be reformulated as

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+g(y)+h(x) \\
\text { subject to } & A x=y
\end{array}
$$

at the expense of increasing the problem size by introducing a splitting variable $y$.

### 2.2 Duality and optimality conditions

In this section we present the dual problem as well as the primal-dual optimality conditions for the problem (2.1). These basic results play a fundamental role in the analysis of most primal-dual proximal algorithms.

To derive the dual of (2.1), we first reformulate the problem as

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+g(y)+h(x)  \tag{2.2}\\
\text { subject to } & A x=y
\end{array}
$$

with variables $x \in \mathbf{R}^{n}$ and $y \in \mathbf{R}^{m}$. The Lagrangian for the reformulated problem (2.2) is

$$
\tilde{\mathcal{L}}(x, y, z)=f(x)+g(y)+h(x)+\langle z, A x-y\rangle .
$$

Taking the infimum with respect to $y$ yields the convex-concave function

$$
\mathcal{L}(x, z)=f(x)+h(x)+\langle z, A x\rangle-g^{*}(z),
$$

which will be referred to as the Lagrangian of (2.1). We follow the convention that $\mathcal{L}(x, z)=$ $+\infty$ if $x \notin \operatorname{dom}(f+h)$ and $\mathcal{L}(x, z)=-\infty$ if $x \in \operatorname{dom}(f+h)$ and $z \notin \operatorname{dom} g^{*}$. The objective function in (2.1) can be expressed as

$$
\sup _{z} \mathcal{L}(x, z)=f(x)+h(x)+g(A x) .
$$

The dual function is defined as

$$
\inf _{x} \mathcal{L}(x, z)=-(f+h)^{*}\left(-A^{T} z\right)-g^{*}(z),
$$

where $(f+h)^{*}$ and $g^{*}$ are the conjugates of $f+h$ and $g$ :

$$
(f+h)^{*}(w)=\sup _{x}(\langle w, x\rangle-f(x)-h(x)), \quad g^{*}(z)=\sup _{y}(\langle z, y\rangle-g(y)) .
$$

The conjugate $(f+h)^{*}$ is the infimal convolution of $f^{*}$ and $h^{*}$ [Roc70], denoted by $f^{*} \square h^{*}$ :

$$
f^{*} \square h^{*}(z)=\inf _{w}\left(\left(f^{*}(w)+h^{*}(z-w)\right) .\right.
$$

Then the problem of maximizing the dual function is called the dual problem:

$$
\begin{equation*}
\operatorname{maximize} \quad-(f+h)^{*}\left(-A^{T} z\right)-g^{*}(z) \tag{2.3}
\end{equation*}
$$

The primal-dual optimality conditions for (2.1) and (2.3) are

$$
0 \in \partial f(x)+\nabla h(x)+A^{T} z, \quad 0 \in \partial g^{*}(z)-A x
$$

where $\partial f$ and $\partial g^{*}$ are the subdifferentials of $f$ and $g^{*}$. We often write the optimality conditions concisely as

$$
0 \in\left[\begin{array}{cc}
0 & A^{T}  \tag{2.4}\\
-A & 0
\end{array}\right]\left[\begin{array}{l}
x \\
z
\end{array}\right]+\left[\begin{array}{c}
\partial f(x)+\nabla h(x) \\
\partial g^{*}(z)
\end{array}\right]
$$

Throughout the dissertation, we assume that the optimality conditions (2.4) are solvable. Solutions $x^{\star}, z^{\star}$ of the optimality conditions (2.4) form a saddle-point of $\mathcal{L}$, i.e., satisfy

$$
\begin{equation*}
\inf _{x} \sup _{z} \mathcal{L}(x, z)=\sup _{z} \mathcal{L}\left(x^{\star}, z\right)=\mathcal{L}\left(x^{\star}, z^{\star}\right)=\inf _{x} \mathcal{L}\left(x, z^{\star}\right)=\sup _{z} \inf _{x} \mathcal{L}(x, z) . \tag{2.5}
\end{equation*}
$$

In particular, $\mathcal{L}\left(x^{\star}, z^{\star}\right)$ is the optimal value of (2.1) and (2.3).

### 2.3 Merit functions

Most algorithms discussed in this dissertation generate primal and dual iterates and approximate solutions $x, z$ with $x=\operatorname{dom} f \cap \operatorname{dom} h$ and $z \in \operatorname{dom} g^{*}$. The feasibility conditions $A x \in \operatorname{dom} g$ and $-A^{T} z \in \operatorname{dom}(f+h)^{*}$ are not necessarily satisfied. Hence the duality gap

$$
\begin{equation*}
\sup _{z^{\prime}} \mathcal{L}\left(x, z^{\prime}\right)-\inf _{x^{\prime}} \mathcal{L}\left(x^{\prime}, z\right)=f(x)+h(x)+g(A x)+(f+h)^{*}\left(-A^{T} z\right)+g^{*}(z) \tag{2.6}
\end{equation*}
$$

may not always be useful as a merit to measure convergence. In this section, we introduce a merit function that will be used later to express convergence results. The merit function can also be used to design stopping conditions for primal-dual proximal splitting algorithms.

If we add constraints $x^{\prime} \in \mathcal{X}$ and $z^{\prime} \in \mathcal{Z}$ to the optimization problems on the left-hand side of (2.6), where $\mathcal{X}$ and $\mathcal{Z}$ are compact sets, we obtain a function

$$
\begin{equation*}
\eta(x, z)=\sup _{z^{\prime} \in \mathcal{Z}} \mathcal{L}\left(x, z^{\prime}\right)-\inf _{x^{\prime} \in \mathcal{X}} \mathcal{L}\left(x^{\prime}, z\right) \tag{2.7}
\end{equation*}
$$

defined for all $x \in \operatorname{dom}(f+h)$ and $z \in \operatorname{dom} g^{*}$. This follows from the fact that the functions $f+h+\delta_{\mathcal{X}}$ and $g^{*}+\delta_{\mathcal{Z}}$ are closed and co-finite, so their conjugates have full domain [Roc70, Corollary 13.3.1]. If $\eta(x, z)$ is easily computed, and $\eta(x, z) \geq 0$ for all $x \in \operatorname{dom}(f+h)$ and $z \in \operatorname{dom} g^{*}$ with equality only if $x$ and $z$ are optimal, then the function $\eta$ can serve as a merit function in primal-dual algorithms for problem (2.1). In the special case $\mathcal{X}=\left\{x^{\star}\right\}$ and $\mathcal{Z}=\left\{z^{\star}\right\}$, the merit function reduces to

$$
\begin{equation*}
\eta(x, z)=\mathcal{L}\left(x, z^{\star}\right)-\mathcal{L}\left(x^{\star}, z\right) \tag{2.8}
\end{equation*}
$$

and is widely used in the literature [CP11a, Con13, CP16b]. The function (2.8) involves the optimal points $x^{\star}, z^{\star}$, so it is useful in convergence results but not in practical stopping conditions.

If $\operatorname{dom}(f+h)$ and $\operatorname{dom} g^{*}$ are bounded, then $\mathcal{X}$ and $\mathcal{Z}$ can be chosen to contain $\operatorname{dom}(f+$ $h)$ and $\operatorname{dom} g^{*}$. Then the constraints in (2.7) are redundant and $\eta(x, z)$ is the duality gap (2.6). Boundedness of $\operatorname{dom}(f+h)$ and $\operatorname{dom} g^{*}$ or existence of such compact sets $\mathcal{X}$
and $\mathcal{Z}$ is a common assumption in the literature on primal-dual first-order methods [Nem04, JN12a, JN12b, Bub15].

A weaker assumption is that (2.1) and (2.3) have an optimal primal solution $x^{\star} \in \mathcal{X}$ and an optimal dual solution $z^{\star} \in \mathcal{Z}$. If so, we have

$$
\eta(x, z) \geq \mathcal{L}\left(x, z^{\star}\right)-\mathcal{L}\left(x^{\star}, z\right) \geq 0
$$

for all $x \in \operatorname{dom}(f+h)$ and $z \in \operatorname{dom} g^{*}$. The second inequality follows from (2.5) and is an equality only if $x$ and $z$ are optimal. It follows that $\eta(x, z) \geq 0$ with equality only if $x, z$ are optimal.

Whether $\eta(x, z)$ is easy to evaluate depends on the problem and choice of sets $\mathcal{X}$ and $\mathcal{Z}$. A general expression for the first term in (2.7) is

$$
\begin{aligned}
\sup _{z^{\prime} \in \mathcal{Z}} \mathcal{L}\left(x, z^{\prime}\right) & =f(x)+h(x)+\left(g \square \sigma_{\mathcal{Z}}\right)(A x) \\
& =f(x)+h(x)+\inf _{y}\left(g(y)+\sigma_{\mathcal{Z}}(A x-y)\right)
\end{aligned}
$$

where $\sigma_{\mathcal{Z}}(w)=\sup _{z \in \mathcal{Z}}\langle z, w\rangle$ is the support function of $\mathcal{Z}$. The corresponding expression for the second term in (2.7) are

$$
\begin{aligned}
\inf _{x^{\prime} \in \mathcal{X}} \mathcal{L}\left(x^{\prime}, z\right) & =-g^{*}(z)-\left((f+h)^{*} \square \sigma_{\mathcal{X}}\right)\left(-A^{T} z\right) \\
& =-g^{*}(z)-\inf _{w}\left((f+h)^{*}(w)+\sigma_{\mathcal{X}}\left(A^{T} z+w\right)\right) .
\end{aligned}
$$

Consider for example the primal and dual pair

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+h(x) \\
\text { subject to } & A x=b
\end{array}
$$

Here $g=\delta_{\{b\}}$. If we take $\mathcal{Z}=\{z \mid\|z\| \leq \zeta\}$, then $\sigma_{\mathcal{Z}}(y)=\zeta\|y\|$ and the infimal convolution $\left(g \square \sigma_{\mathcal{Z}}\right)(A x)$ is given by

$$
\left(g \square \sigma_{\mathcal{Z}}\right)(A x)=\inf _{y}\left(g(y)+\sigma_{\mathcal{Z}}(A x-y)\right)
$$

$$
\begin{aligned}
& =\sigma_{\mathcal{Z}}(A x-b) \\
& =\sup _{\|z\| \leq \zeta}\langle A x-b, z\rangle \\
& =\zeta\|A x-b\| .
\end{aligned}
$$

The second equality follows from the definition $g=\delta_{\{b\}}$. If in addition $\operatorname{dom}(f+h)$ is bounded and we take $\mathcal{X} \supseteq \operatorname{dom}(f+h)$, then

$$
\eta(x, z)=f(x)+h(x)+\zeta\|A x-b\|+b^{T} z+(f+h)^{*}\left(-A^{T} z\right)
$$

with domain $\operatorname{dom}(f+h) \times \mathbf{R}^{m}$. The first three terms are the primal objective augmented with an exact penalty for the constraint $A x=b$, with a sufficiently large $\zeta$ (i.e., $\zeta>\left\|z^{\star}\right\|$ ).

As another example, consider the pair of primal and dual problems

$$
\begin{array}{llll}
\operatorname{minimize} & \|x\|_{1} & \text { maximize } & b^{T} z \\
\text { subject to } & A x \leq b & \text { subject to } & \left\|A^{T} z\right\|_{\infty} \leq 1 \\
& & z \geq 0
\end{array}
$$

This is an example of (2.1) with $f(x)=\|x\|_{1}, h(x)=0$, and $g$ the indicator function of the set $\{y \mid y \leq b\}$. The domains $\operatorname{dom} f$ and $\operatorname{dom} g^{*}$ are unbounded. If we choose $\mathcal{X}=\left\{x \mid\|x\|_{\infty} \leq \kappa\right\}$ and $\mathcal{Z}=\{z \mid 0 \leq z \leq \lambda \mathbf{1}\}$, then

$$
\sigma_{\mathcal{X}}(w)=\kappa\|w\|_{1}, \quad\left(f^{*} \square \sigma_{\mathcal{X}}\right)(w)=\kappa \sum_{i=1}^{n} \max \left\{0,\left|w_{i}\right|-1\right\}
$$

and

$$
\sigma_{\mathcal{Z}}(y)=\lambda \sum_{i=1}^{m} \max \left\{0, y_{i}\right\}, \quad\left(g \square \sigma_{\mathcal{Z}}\right)(y)=\lambda \sum_{i=1}^{m} \max \left\{0, y_{i}-b_{i}\right\} .
$$

Hence, for this example the merit function (2.7) is

$$
\eta(x, z)=\|x\|_{1}+\lambda \sum_{i=1}^{m} \max \left\{0,(A x-b)_{i}\right\}-b^{T} z+\kappa \sum_{i=1}^{n} \max \left\{0,\left|\left(A^{T} z\right)_{i}\right|-1\right\}
$$

with domain $\mathbf{R}^{n} \times \mathbf{R}_{+}^{m}$. The second term is an exact penalty for the primal constraint $A x \leq b$. The last term is an exact penalty for the dual constraint $\left\|A^{T} z\right\|_{\infty} \leq 1$.

Proof. The support function of the infinity norm ball $\mathcal{X}$ is the scaled 1-norm function $\sigma_{\mathcal{X}}(w)=\kappa\|w\|_{1}$, and the conjugate function of the 1-norm function is the indicator function of the unit infinity norm ball. Then the infimal convolution reduces to

$$
\begin{aligned}
\left(f^{*} \square \sigma_{\mathcal{X}}\right)(w) & =\inf _{x}\left(f^{*}(x)+\sigma_{\mathcal{X}}(w)(w-x)\right) \\
& =\inf _{\|x\|_{\mathrm{inf}} \leq 1} \kappa\|x-w\|_{1} \\
& =\kappa \sum_{i=1}^{n} \max \left\{0,\left|w_{i}\right|-1\right\} .
\end{aligned}
$$

The support function of $\mathcal{Z}$ is

$$
\sigma_{\mathcal{Z}}(y)=\sup _{z \in \mathcal{Z}}\langle z, y\rangle=\lambda \sum_{i=1}^{m} \sup _{0 \leq z_{i} \leq \lambda} y_{i} z_{i}=\lambda \sum_{i=1}^{m} \max \left\{0, y_{i}\right\}
$$

Then the infimal convolution is

$$
\begin{aligned}
\left(g \square \sigma_{\mathcal{Z}}\right)(y) & =\inf _{w}\left(g(w)+\sigma_{\mathcal{Z}}(y-w)\right) \\
& =\lambda \sum_{i=1}^{m} \inf _{w_{i} \leq b_{i}} \max \left\{0, y_{i}-w_{i}\right\} \\
& =\lambda \sum_{i=1}^{m} \max \left\{0, y_{i}-b_{i}\right\} .
\end{aligned}
$$

### 2.4 Proximal operator

The proximal operator or proximal mapping of a closed convex function $f$ is defined as

$$
\begin{equation*}
\operatorname{prox}_{f}(y)=\underset{x}{\operatorname{argmin}}\left(f(x)+\frac{1}{2}\|x-y\|^{2}\right) . \tag{2.9}
\end{equation*}
$$

If $f$ is closed and convex, the minimizer in the definition exists and is unique for all $y$ [Mor65]. We will call (2.9) the standard or the Euclidean proximal operator when we need to distinguish it from Bregman proximal operators defined in Section 3.1. For detailed discussion on the proximal operator as well as the properties, we refer interested readers to
the survey papers [CP11b, PB14], and the books [BC17, Bec17, RY22]. Below we review two important properties of the proximal operator, which will be used later in this dissertation.

The first property is the composition rule with affine mapping. In general, the proximal operator of $f(x)=g(A x+b)$ does not follow from the proximal operator of $g$. However, if $A A^{T}=(1 / \alpha) I$, then the proximal operator of $f$ can be derived easily from that of $g$ :

$$
\begin{align*}
\operatorname{prox}_{f}(x) & =\left(I-\alpha A^{T} A\right) x+\alpha A^{T}\left(\operatorname{prox}_{\alpha^{-1} g}(A x+b)-b\right) \\
& \left.=x-\alpha A^{T}(A x+b)-\operatorname{prox}_{\alpha^{-1} g}(A x+b)\right) . \tag{2.10}
\end{align*}
$$

This property is the cornerstone for the "completion" trick, which shows equivalence between several primal-dual proximal splitting algorithms [OV20]; see also Section 2.5.

Another important property of the proximal operator is called Moreau decomposition or Moreau identity. For any $\lambda>0$ and any $x \in \mathbf{R}^{n}$,

$$
\begin{equation*}
x=\operatorname{prox}_{\lambda f}(x)+\lambda \operatorname{prox}_{\lambda^{-1} f^{*}}(x / \lambda) . \tag{2.11}
\end{equation*}
$$

This property relates the proximal operator of a closed convex function to that of its conjugate, and is widely used in convergence analysis for primal-dual proximal splitting algorithms.

### 2.5 First-order proximal algorithms: survey and connections

Over the past few decades, first-order proximal methods have been rapidly developed and widely applied in various applications in machine learning, signal and image processing, operations research, control, and other fields [CP11b, PB14, KP15, CP16b]. In this section, we review several first-order proximal algorithms and their connections. We start with four three-operator splitting algorithms for problem (2.1): the primal and dual variants of the Condat-Vũ algorithm [Con13, Vu13], the primal-dual three-operator (PD3O) algorithm [Yan18], and the primal-dual Davis-Yin (PDDY) algorithm [SCM20]. For each of the
four algorithms, we make connections with other first-order proximal algorithms, using reduction (i.e., setting some parts in (2.1) to zero) and the "completion" reformulation [OV20]. The key idea in the "completion" trick is to reformulate the problem (2.1) (assuming $h=0$ for simplicity) as

$$
\operatorname{minimize} \quad \tilde{f}(x, y)+\tilde{g}(x, y)
$$

where

$$
\tilde{f}(x, y)=f(x)+\delta_{\{0\}}(y), \quad \tilde{g}(x, y)=g(A x+B y)
$$

The auxiliary matrix $B$ is chosen to satisfy

$$
A A^{T}+B B^{T}=(1 / \alpha) I \quad \text { with } \frac{1}{\alpha} \geq\|A\|_{2}^{2}
$$

Here $\|A\|_{2}$ is the spectral norm of $A$. After simplifications and use of the properties (2.10) and (2.11), the Douglas-Rachford splitting method applied to the reformulated problem will reduce to the iterations of PDHG. Detailed proofs and extensions can be found in [OV20].

The rest of this section is divided into three subsections, and each subsection discusses one primal-dual proximal splitting method. We focus on the formal connections between algorithms, and the presented connections do not necessarily provide the best approach for convergence analysis or the best known convergence results.

### 2.5.1 Condat-V $\tilde{u}$ three-operator splitting algorithm

We start with the (primal) Condat-Vũ three-operator splitting algorithm, which was proposed independently by Condat [Con13] and Vũ [Vu13],

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right)  \tag{2.12a}\\
z^{(k+1)} & =\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{2.12b}
\end{align*}
$$

The stepsizes $\sigma$ and $\tau$ must satisfy

$$
\sigma \tau\|A\|_{2}^{2}+\tau L \leq 1
$$



Figure 2.1: Proximal methods derived from primal Condat-Vũ algorithm.
where $\|A\|_{2}$ is the spectral norm of $A$, and $L$ is the Lipschitz constant of $\nabla h$ with respect to the Euclidean norm. Many other first-order proximal algorithms can be viewed as special cases of (2.12), and their connections are summarized in Figure 2.1. When $h=0$, algorithm (2.12) reduces to the (primal) primal-dual hybrid gradient (PDHG) method [PCB09, CP11a, CP16b], or PDHGMu in [EZC10]:

$$
\begin{align*}
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau A^{T} z^{(k)}\right)  \tag{2.13a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{2.13b}
\end{align*}
$$

When $g=0$ in (2.12) (and assuming $z^{(0)}=0$ ), we apply the Moreau identity (2.11) and obtain the proximal gradient algorithm:

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau \nabla h\left(x^{(k)}\right)\right) . \tag{2.14}
\end{equation*}
$$

When $f=0$, we obtain a variant of the Loris-Verhoeven algorithm [LV11, CHZ13, DST15],

$$
\begin{align*}
& x^{(k+1)}=x^{(k)}-\tau\left(A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right)\right)  \tag{2.15a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(\left(I-\sigma \tau A A^{T}\right) z^{(k)}+\sigma A\left(x^{(k+1)}-\tau \nabla h\left(x^{(k)}\right)\right)\right) . \tag{2.15b}
\end{align*}
$$

We refer to this as the Loris-Verhoeven algorithm with shift, for reasons that will be clarified later. Furthermore, when $A=I$ and $\sigma=1 / \tau$ in PDHG, we obtain the Douglas-Rachford splitting (DRS) algorithm [LM79, EB92, CP07]:

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau z^{(k)}\right)  \tag{2.16a}\\
z^{(k+1)} & =\operatorname{prox}_{\tau^{-1} g^{*}}\left(z^{(k)}+\frac{1}{\tau}\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{2.16b}
\end{align*}
$$

Conversely, the "completion" technique in [OV20] shows that PDHG coincides with DRS applied to a reformulation of the problem. Similarly, when $A=I$ in the primal Condat-V $\tilde{u}$ algorithm (2.12), we obtain a new algorithm and refer to it as the reduced primal Condat-V $\tilde{u}$ algorithm:

$$
\begin{align*}
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right)  \tag{2.17a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{2.17b}
\end{align*}
$$

Conversely, the reduced primal Condat-Vũ algorithm reverts to (2.12) via the "completion" trick. We can also set $f=0$ in the reduced Condat-Vũ algorithm or $A=I$ in (2.15), and obtain the reduced Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& x^{(k+1)}=x^{(k)}-\tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)  \tag{2.18a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left((1-\sigma \tau) z^{(k)}+\sigma\left(x^{(k+1)}-\tau \nabla h\left(x^{(k)}\right)\right) .\right. \tag{2.18b}
\end{align*}
$$

Finally, due to the absence of $f$ in (2.18), it is not clear how to apply the "completion" trick to (2.18) to obtain (2.15).

Condat [Con13] also discusses a variant of (2.12), which we will call the dual Condat-Vũ algorithm:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A x^{(k)}\right)  \tag{2.19a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\nabla h\left(x^{(k)}\right)\right)\right) \tag{2.19b}
\end{align*}
$$

Figure 2.2 summarizes the proximal algorithms derived from (2.19). When $h=0$, algorithm (2.19) reduces to PDHG applied to the dual of (2.1) (with $h=0$ ), which is shown to


Figure 2.2: Proximal methods derived from dual Condat-Vũ algorithm.
be equivalent to linearized ADMM [PB14] (also called Split Inexact Uzawa in [EZC10]):

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A x^{(k)}\right)  \tag{2.20a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)\right)\right) \tag{2.20b}
\end{align*}
$$

Setting $g=0$ in (2.19) yields the proximal gradient algorithm (2.14). When $f=0$, we obtain a new algorithm:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A x^{(k)}\right)  \tag{2.21a}\\
& x^{(k+1)}=x^{(k)}-\tau\left(A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\nabla h\left(x^{(k)}\right)\right) \tag{2.21b}
\end{align*}
$$

Following the previous naming convention, we call it dual Loris-Verhoeven algorithm with shift. Furthermore, setting $A=I$ in (2.19) gives the reduced dual Condat-V $\tilde{u}$ algorithm:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma x^{(k)}\right)  \tag{2.22a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(2 z^{(k+1)}-z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right) \tag{2.22b}
\end{align*}
$$

Conversely, applying the "completion" trick to this reduced algorithm recovers (2.19). Similarly, setting $A=I$ in dual PDHG gives dual DRS:

$$
\begin{equation*}
z^{(k+1)}=\operatorname{prox}_{\tau^{-1} g^{*}}\left(z^{(k)}+\frac{1}{\tau} x^{(k)}\right) \tag{2.23a}
\end{equation*}
$$



Figure 2.3: Proximal algorithms derived from PD3O.

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(2 z^{(k+1)}-z^{(k)}\right)\right) . \tag{2.23b}
\end{equation*}
$$

It is just DRS (2.16) with $f$ and $g$ switched. Conversely, the "completion" trick recovers dual PDHG (2.20) from dual DRS (2.23). We can also set $A=I$ in (2.21) or $f=0$ in the reduced dual Condat-Vũ algorithm, and obtain the reduced dual Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma x^{(k)}\right)  \tag{2.24a}\\
& x^{(k+1)}=x^{(k)}-\tau\left(2 z^{(k+1)}-z^{(k)}+\nabla h\left(x^{(k)}\right)\right) . \tag{2.24b}
\end{align*}
$$

Again, owing to the lack of $f$ in (2.24), it is unclear how to apply the "completion" trick to $(2.24)$ to obtain (2.21).

### 2.5.2 Primal-dual three-operator (PD3O) splitting algorithm

The third diagram, Figure 2.3, starts with the primal-dual three-operator (PD3O) splitting algorithm [Yan18]

$$
\begin{align*}
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right)  \tag{2.25a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A\left(2 x^{(k+1)}-x^{(k)}+\tau \nabla h\left(x^{(k)}\right)-\tau \nabla h\left(x^{(k+1)}\right)\right)\right) . \tag{2.25b}
\end{align*}
$$

Compared with the Condat-Vũ algorithm (2.12), PD3O seems to have slightly more complicated updates and larger complexity per iteration, but the requirement for the stepsizes is
looser: $\sigma \tau\|A\|_{2}^{2} \leq 1$ and $\tau \leq 1 / L$. When $h=0$, (2.25) reduces to the (primal) PDHG (2.13). The classical proximal gradient algorithm (2.14) can be obtained by setting $g=0$. When $f=0$, it reduces to the iterations

$$
\begin{align*}
& x^{(k+1)}=x^{(k)}-\tau\left(A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right)\right)  \tag{2.26a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(\left(I-\sigma \tau A A^{T}\right) z^{(k)}+\sigma A\left(x^{(k+1)}-\tau \nabla h\left(x^{(k+1)}\right)\right)\right) . \tag{2.26b}
\end{align*}
$$

This algorithm was discovered independently as the Loris-Verhoeven algorithm [LV11], the primal-dual fixed point algorithm based on proximity operator $\left(\mathrm{PDFP}^{2} \mathrm{O}\right)$ [CHZ13], and the proximal alternating predictor corrector (PAPC) [DST15]. Comparison with (2.15) reveals a minor difference between these two algorithms: the gradient term in the $z$-update is taken at the newest primal iterate $x^{(k+1)}$ in Loris-Verhoeven (2.26) and at the previous point $x^{(k)}$ in the shifted version. This difference is inherited in the proximal gradient algorithm (2.14) and its shifted version (2.18).

Furthermore, when $A=I$ and $\sigma=1 / \tau$ in PD3O, we recover the well-known Davis-Yin splitting (DYS) algorithm [DY17]:

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right)  \tag{2.27a}\\
z^{(k+1)} & =\operatorname{prox}_{\tau^{-1} g^{*}}\left(z^{(k)}+\frac{1}{\tau}\left(2 x^{(k+1)}-x^{(k)}\right)+\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right) . \tag{2.27b}
\end{align*}
$$

We can also set $A=I$ in (2.26) and obtain the iterations

$$
\begin{align*}
& x^{(k+1)}=x^{(k)}-\tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)  \tag{2.28a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left((1-\sigma \tau) z^{(k)}+\sigma\left(x^{(k+1)}-\tau \nabla h\left(x^{(k+1)}\right)\right) .\right. \tag{2.28b}
\end{align*}
$$

The stepsize conditions require $\sigma \tau \leq 1$ and $\tau \leq 1 / L$. Thus we can set $\sigma=1 / \tau$ and apply Moreau decomposition. The resulting algorithm is exactly the proximal gradient algorithm (2.14). The only difference in the $z$-update between (2.18) and (2.28) is the point at which the gradient of $h$ is taken. The second algorithm uses the most up-to-date iterate $x^{(k+1)}$ when evaluating the gradient of $h$, and this choice allows a larger stepsize $\tau$.


Figure 2.4: Proximal algorithms derived from PDDY.

### 2.5.3 Primal-dual Davis-Yin (PDDY) splitting algorithm

The core algorithm in Figure 2.4 is the primal-dual Davis-Yin (PDDY) splitting algorithm [SCM20]

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A x^{(k)}\right)  \tag{2.29a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)-\tau \nabla h\left(x^{(k)}+\tau A^{T}\left(z^{(k)}-z^{(k+1)}\right)\right)\right) \tag{2.29b}
\end{align*}
$$

The requirement for stepsizes is the same as that in PD3O: $\sigma \tau\|A\|_{2}^{2} \leq 1$ and $\tau \leq 1 / L$. Figure 2.4 is almost identical to Figure 2.3 with the roles of $f$ and $g$ exchanged. When $h=0$, PDDY reduces to the dual PDHG (2.20). In addition, when $A=I$ and $\sigma=1 / \tau$, PDDY reduces to the Davis-Yin algorithm, but with $f$ and $g$ exchanged:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\tau^{-1} g^{*}}\left(z^{(k)}+\frac{1}{\tau} x^{(k)}\right)  \tag{2.30a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}\left(x^{(k)}-\tau\left(2 z^{(k+1)}-z^{(k)}-\nabla h\left(x^{(k)}+\tau\left(z^{(k)}-z^{(k+1)}\right)\right)\right)\right. \tag{2.30b}
\end{align*}
$$

Similarly, when $h=0, A=I$ and $\sigma=1 / \tau$, PDDY reverts to the Douglas-Rachford algorithm with $f$ and $g$ switched (2.23).

We have seen that the middle and right parts of Figure 2.4 are those of Figure 2.3 with $f$ and $g$ switched. However, when one of the functions $f$ or $g$ is absent, the algorithms reduced from PD3O and PDDY are exactly the same. In particular, when $f=0$, PDDY reduces to the Loris-Verhoeven algorithm.

Proof. With a change of variables $u^{(k+1)}=x^{(k)}+\tau A^{T}\left(z^{(k)}-z^{(k+1)}\right)$, (2.29) with $f=0$ becomes

$$
\begin{aligned}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(z^{(k)}+\sigma A x^{(k)}\right) \\
& u^{(k+1)}=x^{(k)}+\tau A^{T}\left(z^{(k)}-z^{(k+1)}\right) \\
& x^{(k+1)}=u^{(k+1)}-\tau A^{T} z^{(k+1)}-\tau \nabla h\left(u^{(k+1)}\right)
\end{aligned}
$$

Eliminating $x$ yields

$$
\begin{aligned}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}\left(\left(1-\sigma \tau A A^{T}\right) z^{(k)}+\sigma A\left(u^{(k)}-\tau \nabla h\left(u^{(k)}\right)\right)\right) \\
& u^{(k+1)}=u^{(k)}-\tau\left(A^{T} z^{(k+1)}+\nabla h\left(u^{(k)}\right)\right),
\end{aligned}
$$

which is Loris-Verhoeven algorithm (2.26) with the order of updates switched.

## CHAPTER 3

## Bregman proximal splitting algorithms

As seen in Chapter 2, primal-dual proximal splitting methods are prevalent in solving largescale convex optimization problems. In these algorithms, the proximal operator is used to capture the structure of the problem, and its evaluation is in general the computational bottleneck in the implementation of proximal methods. To further improve the efficiency of proximal algorithms, proximal operators based on generalized Bregman distances have been proposed and incorporated in many methods [CT93, Eck93, Gul94, AT06, Tse08, BBT17, BST18, LFN18, Teb18]. A Bregman proximal operator of a function may be easier to compute than the standard Euclidean proximal operator, and hence reduce the complexity per iteration of an optimization algorithm. This idea has been exploited in the optimal transport problem [CLM21, CC22], where the relative entropy distance and its variant are chosen as the distance-generating kernel, and then the computation of the corresponding Bregman proximal operator is accelerated. Another example is the optimization problems over nonnegative trigonometric polynomials. In these problems, Itakura-Saito distance is used to formulate the Bregman proximal operator, and then advanced techniques in numerical linear algebra can be utilized in the computation of proximal operators [CV18]. As a second benefit of Bregman proximal operators, the generalized Bregman distance can help build a more accurate local optimization model around the current iterate. This is often interpreted as a form of preconditioning. For example, diagonal or quadratic preconditioning [PC11, JLL19, LXY21] has been shown to improve the convergence rate of PDHG, as well as the accuracy of the computed solution [ADH21].

In view of the two potential benefits of Bregman proximal operators, in this chapter we present new Bregman extensions and convergence results for the Condat-Vũ and PD3O algorithms. Specifically, the Condat-Vũ algorithm exists in a primal and dual variant. We discuss extensions of the two algorithms that use Bregman proximal operators in the primal and dual updates. The Bregman primal Condat-Vũ algorithm first appeared in [CP16b, Algorithm 1], and is also a special case of the algorithm proposed in [YA21] for a more general convex-concave saddle point problem. We give a new derivation of this method and its dual variant, by applying the Bregman proximal point method to the primal-dual optimality conditions. Based on the interpretation, we provide a unified framework for the convergence analysis of the two variants, and show an $O(1 / k)$ ergodic convergence rate, which is consistent with previous results for Euclidean proximal operators in [Con13, Vu13] and Bregman proximal operators in [CP16b]. We also give a convergence result for the primal and dual iterates. Moreover, we propose an easily implemented backtracking line search technique for selecting stepsizes in the Bregman dual Condat-Vũ algorithm for problems with equality constraints. We give a detailed analysis of the algorithm with line search and obtain an $O(1 / k)$ ergodic rate of convergence. Last, we propose a Bregman extension for PD3O and establish an ergodic convergence result.

This chapter is organized as follows. Section 3.1 provides some necessary background on Bregman distances. In Section 3.2 we discuss the Bregman primal and dual Condat-Vũ algorithms and analyze their convergence. The line search technique and its technique and its convergence are discussed in Section 3.3. In Section 3.4 we extend PD3O to a Bregman proximal method and analyze its convergence. Section 3.5 contains results of a numerical experiment. Most content of this chapter is adapted from [JV22b].

### 3.1 Bregman proximal operators

In this section we give the definition of Bregman divergence, Bregman proximal operators, and the basic properties that will be used in the dissertation. Bregman divergence was first introduced in [Bre67], and named by Censor and Lent [CL81]. Later, Bregman divergence has been widely used in first-order proximal methods [CZ92, CT93, Eck93, Gul94, Kiw97, Teb97, BBC03], and some other applications of Bregman divergence arise in statistics and information theory (see, for example, [BGW05] and references therein). We refer interested readers to [CZ97, Bub15] for an in-depth discussion of Bregman divergence, their history, and applications.

Let $\phi$ be a convex function with a domain that has nonempty interior, and assume $\phi$ is continuous on dom $\phi$ and continuously differentiable on $\operatorname{int}(\operatorname{dom} \phi)$. The generalized distance (or Bregman divergence) generated by the kernel function $\phi$ is defined as the function

$$
d(x, y)=\phi(x)-\phi(y)-\langle\nabla \phi(y), x-y\rangle,
$$

with domain $\operatorname{dom} d=\operatorname{dom} \phi \times \operatorname{int}(\operatorname{dom} \phi)$. The distance generated by the kernel $\phi(x)=$ $(1 / 2)\|x\|^{2}$ is the squared Euclidean distance $d(x, y)=(1 / 2)\|x-y\|^{2}$. The best known nonquadratic example is the relative entropy

$$
\begin{equation*}
d(x, y)=\sum_{i=1}^{n}\left(x_{i} \log \left(x_{i} / y_{i}\right)-x_{i}+y_{i}\right), \quad \operatorname{dom} d=\mathbf{R}_{+}^{n} \times \mathbf{R}_{++}^{n} \tag{3.1}
\end{equation*}
$$

This generalized distance is generated by the kernel $\phi(x)=\sum_{i} x_{i} \log x_{i}$.
Generalized distances are not necessarily symmetric $(d(x, y) \neq d(y, x))$, and thus some literature call it Bregman divergence instead of Bregman distance. But they still share some other important properties with the Euclidean distance. An important example is the triangle identity [CT93, Lemma 3.1]

$$
\langle\nabla \phi(y)-\nabla \phi(z), x-y\rangle=d(x, z)-d(x, y)-d(y, z)
$$

which holds for all $x \in \operatorname{dom} \phi$ and $y, z \in \operatorname{int}(\operatorname{dom} \phi)$. This generalizes the identity

$$
\langle y-z, x-y\rangle=\frac{1}{2}\left(\|x-z\|^{2}-\|x-y\|^{2}-\|y-z\|^{2}\right)
$$

Additional assumptions may have to be imposed on the kernel function $\phi$, depending on the application and the algorithm in which the generalized distance is used. For now we only assume convexity, continuity, and continuously differentiability on the interior of the domain. Other properties will be mentioned when needed.

The Bregman proximal operator of a function $f$ is

$$
\begin{align*}
\operatorname{prox}_{f}^{\phi}(y, a) & =\underset{x}{\operatorname{argmin}}(f(x)+\langle a, x\rangle+d(x, y))  \tag{3.2}\\
& =\underset{x}{\operatorname{argmin}}(f(x)+\langle a, x\rangle+\phi(x)-\langle\nabla \phi(y), x\rangle) . \tag{3.3}
\end{align*}
$$

It is assumed that for every $a$ and every $y \in \operatorname{int}(\boldsymbol{\operatorname { d o m }} \phi)$ the minimizer $\hat{x}=\operatorname{prox}_{f}^{\phi}(y, a)$ is unique and in $\operatorname{int}(\operatorname{dom} \phi)$. From the expression (3.3) we see that $\hat{x}=\operatorname{prox}_{f}^{\phi}(y, a)$ satisfies

$$
\nabla \phi(y)-\nabla \phi(\hat{x})-a \in \partial f(\hat{x})
$$

Equivalently, by definition of subgradient,

$$
\begin{align*}
f(x)+\langle a, x\rangle & \geq f(\hat{x})+\langle a, \hat{x}\rangle+\langle\nabla \phi(y)-\nabla \phi(\hat{x}), x-\hat{x}\rangle \\
& =f(\hat{x})+\langle a, \hat{x}\rangle+d(\hat{x}, y)+d(x, \hat{x})-d(x, y) \tag{3.4}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi$.
When $d(x, y)=\frac{1}{2}\|x-y\|^{2}$, the corresponding Bregman proximal operator is the standard proximal operator applied to $y-a$ :

$$
\operatorname{prox}_{f}^{\phi}(y, a)=\operatorname{prox}_{f}(y-a)
$$

For this distance, closedness and convexity of $f$ guarantee that the proximal operator is well defined [Mor65]. The questions of existence and uniqueness are more complicated for general Bregman distances. There are no simple general conditions that guarantee that for every $a$
and every $y \in \operatorname{int}(\operatorname{dom} \phi)$ the generalized proximal operator (3.2) is uniquely defined and in $\operatorname{int}(\operatorname{dom} \phi)$. Some sufficient conditions are provided (see, for example, [Bub15, Section 4.1], [BBT17, Assumption A]), but they may be quite restrictive or difficult to verify in practice. In applications, however, the Bregman proximal operator is used with specific combinations of $f$ and $\phi$, for which the minimization problem in (3.2) is particularly easy to solve. In those applications, existence and uniqueness of the solution follow directly from the closed-form solution or availability of a fast algorithm to compute it. A classical example is the relative entropy distance (3.1) with $f$ given by the indicator function of the hyperplane $\left\{x \mid \mathbf{1}^{T} x=1\right\}$. Problem (3.2) can be written as

$$
\begin{array}{ll}
\operatorname{minimize} & a^{T} x+\sum_{i=1}^{n}\left(x_{i} \log \left(x_{i} / y_{i}\right)-x_{i}\right) \\
\text { subject to } & \mathbf{1}^{T} x=1
\end{array}
$$

For any $a$ and any positive $y$, the solution of (3.2) is unique and equal to the positive vector

$$
\operatorname{prox}_{f}^{d}(y, a)=\frac{1}{\sum_{i=1}^{n} y_{i} e^{-a_{i}}}\left[\begin{array}{c}
y_{1} e^{-a_{1}}  \tag{3.5}\\
\vdots \\
y_{n} e^{-a_{n}}
\end{array}\right]
$$

### 3.2 Bregman Condat-Vũ three-operator splitting algorithms

We now discuss two Bregman three-operator splitting algorithms for the problem (2.1). The algorithms use a generalized distance $d_{\mathrm{p}}$ in the primal space, generated by a kernel $\phi_{\mathrm{p}}$, and a generalized distance $d_{\mathrm{d}}$ in the dual space, generated by a kernel $\phi_{\mathrm{d}}$. The first algorithm is

$$
\begin{align*}
& x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T} z^{(k)}+\tau \nabla h\left(x^{(k)}\right)\right)  \tag{3.6a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A\left(2 x^{(k+1)}-x^{(k)}\right)\right) \tag{3.6b}
\end{align*}
$$

and will be referred to as the Bregman primal Condat-V $\tilde{u}$ algorithm. The second algorithm will be called the Bregman dual Condat-V $\tilde{u}$ algorithm:

$$
\begin{equation*}
z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A x^{(k)}\right) \tag{3.7a}
\end{equation*}
$$

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\tau \nabla h\left(x^{(k)}\right)\right) . \tag{3.7b}
\end{equation*}
$$

The two algorithms need starting points $x^{(0)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right) \cap \operatorname{dom} h$, and $z^{(0)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{d}}\right)$. Conditions on stepsizes $\sigma, \tau$ will be specified later. When Euclidean distances are used for the primal and dual proximal operators, the two algorithms reduce to the primal and dual variants of the Condat-Vũ algorithm (2.12) and (2.19), respectively. Algorithm (3.6) has been proposed in [CP16a]. Here we discuss it together with (3.6) in a unified framework.

In Section 3.2.1 we show that the proposed algorithms can be interpreted as the Bregman proximal point method applied to a monotone inclusion problem. In Section 3.2.2 we analyze their convergence. In Section 3.2.3 we discuss the connections between the two algorithms and other Bregman proximal splitting methods.

Assumptions Throughout Section 3.2 we make the following assumptions. The kernels $\phi_{\mathrm{p}}$ and $\phi_{\mathrm{d}}$ are 1-strongly convex with respect to norms $\|\cdot\|_{\mathrm{p}}$ and $\|\cdot\|_{\mathrm{d}}$, respectively:

$$
\begin{equation*}
d_{\mathrm{p}}\left(x, x^{\prime}\right) \geq \frac{1}{2}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}, \quad d_{\mathrm{d}}\left(z, z^{\prime}\right) \geq \frac{1}{2}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \tag{3.8}
\end{equation*}
$$

for all $\left(x, x^{\prime}\right) \in \operatorname{dom} d_{\mathrm{p}}$ and $\left(z, z^{\prime}\right) \in \operatorname{dom} d_{\mathrm{d}}$. The assumption that the strong convexity constants are equal to one can be made without loss of generality, by scaling the norms (or distances) if needed. We also assume that the function $L \phi_{\mathrm{p}}-h$ is convex for some $L>0$. More precisely, $\operatorname{dom} \phi_{\mathrm{p}} \subseteq \operatorname{dom} h$ and

$$
\begin{equation*}
h(x)-h\left(x^{\prime}\right)-\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \leq L d_{\mathrm{p}}\left(x, x^{\prime}\right) \quad \text { for all }\left(x, x^{\prime}\right) \in \operatorname{dom} d_{\mathrm{p}} . \tag{3.9}
\end{equation*}
$$

Note that this assumption is looser than the one in [CP16a, Equation (4)]. We denote by $\|A\|$ the matrix norm

$$
\begin{equation*}
\|A\|=\sup _{u \neq 0, v \neq 0} \frac{\langle v, A u\rangle}{\|v\|_{\mathrm{d}}\|u\|_{\mathrm{p}}}=\sup _{u \neq 0} \frac{\|A u\|_{\mathrm{d}, *}}{\|u\|_{\mathrm{p}}}=\sup _{v \neq 0} \frac{\left\|A^{T} v\right\|_{\mathrm{p}, *}}{\|v\|_{\mathrm{d}}}, \tag{3.10}
\end{equation*}
$$

where $\|\cdot\|_{\mathrm{p}, *}$ and $\|\cdot\|_{\mathrm{d}, *}$ are the dual norms of $\|\cdot\|_{\mathrm{p}}$ and $\|\cdot\|_{\mathrm{d}}$.
It is also assumed that the primal-dual optimality conditions (2.4) have a solution $\left(x^{\star}, z^{\star}\right)$ with $x^{\star} \in \operatorname{dom} \phi_{\mathrm{p}}$ and $z^{\star} \in \operatorname{dom} \phi_{\mathrm{d}}$.

### 3.2.1 Derivation from Bregman proximal point method

The Bregman Condat-Vũ algorithms (3.6) and (3.7) can be viewed as applications of the Bregman proximal point algorithm to the optimality conditions (2.4). This interpretation extends the derivation of the Bregman PDHG algorithm from the Bregman proximal point algorithm given in [JV22a]. The idea originates with He and Yuan's interpretation of PDHG as a "preconditioned" proximal point algorithm [HY12].

The Bregman proximal point algorithm [Eck93, CZ97, Gul94] is an algorithm for monotone inclusion problems $0 \in F(u)$. The update $u^{(k+1)}$ in one iteration of the algorithm is defined as the solution of the inclusion

$$
\nabla \phi\left(u^{(k)}\right)-\nabla \phi\left(u^{(k+1)}\right) \in F\left(u^{(k+1)}\right)
$$

where $\phi$ is a Bregman kernel function. Applied to (2.4), with a kernel function $\phi_{\mathrm{pd}}$, the algorithm generates a sequence $\left(x^{(k)}, z^{(k)}\right)$ defined by

$$
\nabla \phi_{\mathrm{pd}}\left(x^{(k)}, z^{(k)}\right)-\nabla \phi_{\mathrm{pd}}\left(x^{(k+1)}, z^{(k+1)}\right) \in\left[\begin{array}{c}
A^{T} z^{(k+1)}+\partial f\left(x^{(k+1)}\right)+\nabla h\left(x^{(k+1)}\right)  \tag{3.11}\\
-A x^{(k+1)}+\partial g^{*}\left(z^{(k+1)}\right)
\end{array}\right]
$$

### 3.2.1.1 Primal-dual Bregman distances

We introduce four possible primal-dual kernel functions: the functions

$$
\phi_{+}(x, z)=\frac{1}{\tau} \phi_{\mathrm{p}}(x)+\frac{1}{\sigma} \phi_{\mathrm{d}}(z)+\langle z, A x\rangle, \quad \phi_{-}(x, z)=\frac{1}{\tau} \phi_{\mathrm{p}}(x)+\frac{1}{\sigma} \phi_{\mathrm{d}}(z)-\langle z, A x\rangle,
$$

where $\sigma, \tau>0$, and the functions

$$
\phi_{\mathrm{dcv}}(x, z)=\phi_{+}(x, z)-h(x), \quad \phi_{\mathrm{pcv}}(x, z)=\phi_{-}(x, z)-h(x) .
$$

The subscripts in $\phi_{+}$and $\phi_{-}$refer to the sign of the inner product term $\langle z, A x\rangle$. The subscripts in $\phi_{\mathrm{pcv}}$ and $\phi_{\mathrm{dcv}}$ indicate the algorithm (Bregman primal or dual Condat-Vũ) for which these distances will be relevant. If these kernel functions are convex, they generate
the following Bregman distances. The distances generated by $\phi_{+}$and $\phi_{-}$are

$$
\begin{aligned}
& d_{+}\left(x, z ; x^{\prime}, z^{\prime}\right)=\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)+\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle \\
& d_{-}\left(x, z ; x^{\prime}, z^{\prime}\right)=\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)-\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle,
\end{aligned}
$$

respectively, and the distances generated by $\phi_{\mathrm{dcv}}$ and $\phi_{\mathrm{pcv}}$ are

$$
\begin{aligned}
& d_{\mathrm{dcv}}\left(x, z ; x^{\prime}, z^{\prime}\right)=d_{+}\left(x, z ; x^{\prime}, z^{\prime}\right)-h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \\
& d_{\mathrm{pcv}}\left(x, z ; x^{\prime}, z^{\prime}\right)=d_{-}\left(x, z ; x^{\prime}, z^{\prime}\right)-h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle .
\end{aligned}
$$

We now show that $\phi_{+}$and $\phi_{-}$are convex if

$$
\sigma \tau\|A\|^{2} \leq 1
$$

and strongly convex if $\sigma \tau\|A\|^{2}<1$, and that the functions $\phi_{\mathrm{dcv}}$ and $\phi_{\mathrm{pcv}}$ are convex if

$$
\begin{equation*}
\sigma \tau\|A\|^{2}+\tau L \leq 1 \tag{3.12}
\end{equation*}
$$

and strongly convex if $\sigma \tau\|A\|^{2}+\tau L<1$.

Proof. To show that the kernel functions $\phi_{+}$and $\phi_{-}$are convex, we show that $d_{+}$and $d_{-}$ are nonnegative. Suppose $\sigma \tau\|A\|^{2} \leq \delta^{2}$ with $0<\delta \leq 1$. Then (3.8) and the arithmeticgeometric mean inequality imply that

$$
\begin{align*}
\left|\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle\right| & \leq\|A\|\left\|z-z^{\prime}\right\|_{\mathrm{d}}\left\|x-x^{\prime}\right\|_{\mathrm{p}} \\
& \leq \frac{\delta}{\sqrt{\sigma \tau}}\left\|z-z^{\prime}\right\|_{\mathrm{d}}\left\|x-x^{\prime}\right\|_{\mathrm{p}} \\
& \leq \frac{\delta}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{\delta}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{p}}^{2} \\
& \leq \frac{\delta}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right) \tag{3.13}
\end{align*}
$$

Therefore

$$
d_{+}\left(x, z ; x^{\prime}, z^{\prime}\right)=\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)+\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle
$$

$$
\begin{aligned}
& \geq \frac{1-\delta}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right) \\
& \geq \frac{1-\delta}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{1-\delta}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2}, \\
d_{-}\left(x, z ; x^{\prime}, z^{\prime}\right) & =\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)-\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle \\
& \geq \frac{1-\delta}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right) \\
& \geq \frac{1-\delta}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{1-\delta}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} .
\end{aligned}
$$

With $\delta=1$, this shows convexity of $\phi_{+}$and $\phi_{-} ;$with $\delta<1$, strong convexity.
Similarly, if $\sigma \tau\|A\|^{2} \leq \delta(\delta-\tau L)$, with $0<\delta \leq 1$, then

$$
\begin{aligned}
\left|\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle\right| & \leq \frac{\sqrt{\delta(\delta-\tau L)}}{\sqrt{\sigma \tau}}\left\|z-z^{\prime}\right\|_{\mathrm{d}}\left\|x-x^{\prime}\right\|_{\mathrm{p}} \\
& \leq \frac{\delta-\tau L}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{\delta}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \\
& \leq \frac{\delta-\tau L}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
d_{\mathrm{dcv}}\left(x, z ; x^{\prime}, z^{\prime}\right)= & \frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)+\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle \\
& -h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \\
\geq & \left(\frac{1-\delta}{\tau}+L\right) d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)-h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \\
\geq & \frac{1-\delta}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right), \\
d_{\mathrm{pcv}}\left(x, z ; x^{\prime}, z^{\prime}\right)= & \frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)-\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle \\
& -h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \\
\geq & \left(\frac{1-\delta}{\tau}+L\right) d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)-h(x)+h\left(x^{\prime}\right)+\left\langle\nabla h\left(x^{\prime}\right), x-x^{\prime}\right\rangle \\
\geq & \frac{1-\delta}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1-\delta}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right) .
\end{aligned}
$$

### 3.2.1.2 Bregman Condat-V $\tilde{u}$ algorithms from proximal point method

The Bregman primal Condat-Vũ algorithm (3.6) is the Bregman proximal point method with the kernel function $\phi_{\mathrm{pd}}=\phi_{\mathrm{pcv}}$. If we take $\phi_{\mathrm{pd}}=\phi_{\mathrm{pcv}}$ in (3.11), we obtain two coupled inclusions that determine $x^{(k+1)}, z^{(k+1)}$. The first one is

$$
\begin{aligned}
0 \in & \frac{1}{\tau}\left(\nabla \phi_{\mathrm{p}}\left(x^{(k+1)}\right)-\nabla \phi_{\mathrm{p}}\left(x^{(k)}\right)\right)-A^{T}\left(z^{(k+1)}-z^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)+\nabla h\left(x^{(k)}\right) \\
& +A^{T} z^{(k+1)}+\partial f\left(x^{(k+1)}\right)+\nabla h\left(x^{(k+1)}\right) \\
= & \frac{1}{\tau}\left(\nabla \phi_{\mathrm{p}}\left(x^{(k+1)}\right)-\nabla \phi_{\mathrm{p}}\left(x^{(k)}\right)\right)+A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right)+\partial f\left(x^{(k+1)}\right)
\end{aligned}
$$

This shows that $x^{(k+1)}$ solves the optimization problem

$$
\operatorname{minimize} \quad f(x)+\left\langle A^{T} z^{(k)}+\nabla h\left(x^{(k)}\right), x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right) .
$$

The solution is the $x$-update (3.6a) in the Bregman primal Condat-Vũ method. The second inclusion is

$$
\begin{aligned}
0 & \in \frac{1}{\sigma}\left(\nabla \phi_{\mathrm{d}}\left(z^{(k+1)}\right)-\nabla \phi_{\mathrm{d}}\left(z^{(k)}\right)\right)-A\left(x^{(k+1)}-x^{(k)}\right)-A x^{(k+1)}+\partial g^{*}\left(z^{(k+1)}\right) \\
& =\frac{1}{\sigma}\left(\nabla \phi_{\mathrm{d}}\left(z^{(k+1)}\right)-\nabla \phi_{\mathrm{d}}\left(z^{(k)}\right)\right)-A\left(2 x^{(k+1)}-x^{(k)}\right)+\partial g^{*}\left(z^{(k+1)}\right)
\end{aligned}
$$

This shows that $z^{(k+1)}$ solves the optimization problem

$$
\text { minimize } g^{*}(z)-\left\langle z, A\left(2 x^{(k+1)}-x^{(k)}\right)\right\rangle+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k)}\right)
$$

The solution is the $z$-update (3.6b).
Choosing $\phi_{\mathrm{pd}}=\phi_{\mathrm{dcv}}$ in (3.11) yields the Bregman dual Condat-Vũ algorithm (3.7). Substituting $\phi_{\mathrm{pd}}=\phi_{\mathrm{dcv}}$ in (3.11) gives the inclusions

$$
\begin{aligned}
0 \in & \frac{1}{\tau}\left(\nabla \phi_{\mathrm{p}}\left(x^{(k+1)}\right)-\nabla \phi_{\mathrm{p}}\left(x^{(k)}\right)\right)+A^{T}\left(z^{(k+1)}-z^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)+\nabla h\left(x^{(k)}\right) \\
& +A^{T} z^{(k+1)}+\partial f\left(x^{(k+1)}\right)+\nabla h\left(x^{(k+1)}\right) \\
= & \frac{1}{\tau}\left(\nabla \phi_{\mathrm{p}}\left(x^{(k+1)}\right)-\nabla \phi_{\mathrm{p}}\left(x^{(k)}\right)\right)+A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\nabla h\left(x^{(k)}\right)+\partial f\left(x^{(k+1)}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
0 & \in \frac{1}{\sigma}\left(\nabla \phi_{\mathrm{d}}\left(z^{(k+1)}\right)-\nabla \phi_{\mathrm{d}}\left(z^{(k)}\right)\right)+A\left(x^{(k+1)}-x^{(k)}\right)-A x^{(k+1)}+\partial g^{*}\left(z^{(k+1)}\right) \\
& =\frac{1}{\sigma}\left(\nabla \phi_{\mathrm{d}}\left(z^{(k+1)}\right)-\nabla \phi_{\mathrm{d}}\left(z^{(k)}\right)\right)-A x^{(k)}+\partial g^{*}\left(z^{(k+1)}\right)
\end{aligned}
$$

The second inclusion shows that $z^{(k+1)}$ solves the optimization problem

$$
\text { minimize } g^{*}(z)+\left\langle z, A x^{(k)}\right\rangle+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k)}\right)
$$

The solution is given by the $z$-update (3.7a). Given $z^{(k+1)}$, one can solve the first inclusion for $x^{(k+1)}$, which involves the optimization problem

$$
\operatorname{minimize} \quad f(x)+\left\langle A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\nabla h\left(x^{(k)}\right), x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)
$$

The solution is the $x$-update (3.7b).

### 3.2.2 Convergence analysis

The derivation in Section 3.2.1 allows us to apply existing convergence theory for the Bregman proximal point method for monotone inclusions to the proposed algorithms (3.6) and (3.7). The literature on the Bregman proximal point method for monotone inclusions [Eck93, Gul94, CZ97] focuses on the convergence of iterates, and this generally requires additional assumptions on $\phi_{\mathrm{p}}$ and $\phi_{\mathrm{d}}$ (beyond the assumptions of convexity made in Section 3.2.1). In this section we present a self-contained convergence analysis and give a direct proof of an $O(1 / k)$ rate of ergodic convergence. We also give a self-contained proof of convergence of the iterates $x^{(k)}$ and $z^{(k)}$.

We make the assumptions listed in Section 3.2.1: the strong convexity assumption (3.8) for the primal and dual kernels $\phi_{\mathrm{p}}$ and $\phi_{\mathrm{d}}$, and the relative smoothness property (3.9) of the function $h$. We assume that the stepsizes $\sigma, \tau$ satisfy (3.12), and that the primal-dual optimality condition (2.4) has a solution $\left(x^{\star}, z^{\star}\right) \in \operatorname{dom} \phi_{\mathrm{p}} \times \operatorname{dom} \phi_{\mathrm{d}}$.

For the sake of brevity we combine the analysis of the Bregman primal and the Bregman dual Condat-Vũ algorithms. In the following, $d, \tilde{d}, \tilde{\phi}$ are defined as

$$
d=d_{-}, \quad \tilde{d}=d_{\mathrm{pcv}}, \quad \tilde{\phi}=\phi_{\mathrm{pcv}}
$$

for the Bregman primal Condat-Vũ algorithm (3.6) and as

$$
d=d_{+}, \quad \tilde{d}=d_{\mathrm{dcv}}, \quad \tilde{\phi}=\phi_{\mathrm{dcv}}
$$

for the Bregman dual Condat-Vũ algorithm (3.7).

### 3.2.2.1 One-iteration analysis

We first show that the iterates $x^{(k+1)}, z^{(k+1)}$ generated by the Bregman Condat-V $\tilde{u}$ algorithms (3.6) and (3.7) satisfy

$$
\begin{align*}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \quad \leq d\left(x, z ; x^{(k)}, z^{(k)}\right)-d\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-\tilde{d}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) \tag{3.14}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$. More specifically, for Bregman primal Condat-Vũ algorithm, we have

$$
\begin{aligned}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \quad \leq d_{-}\left(x, z ; x^{(k)}, z^{(k)}\right)-d_{-}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-d_{\mathrm{pcv}}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right)
\end{aligned}
$$

and for Bregman dual Condat-Vũ algorithm,

$$
\begin{aligned}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \quad \leq \quad d_{+}\left(x, z ; x^{(k)}, z^{(k)}\right)-d_{+}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-d_{\mathrm{dcv}}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right)
\end{aligned}
$$

Proof. We write (3.6) and (3.7) in a unified notation as

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau\left(A^{T} \tilde{z}+\nabla h\left(x^{(k)}\right)\right)\right) \tag{3.15a}
\end{equation*}
$$

$$
\begin{equation*}
z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A \tilde{x}\right) \tag{3.15b}
\end{equation*}
$$

where $\tilde{x}$ and $\tilde{z}$ are defined in the following table:

$$
\begin{array}{lll}
\text { Bregman primal Condat-Vũ algorithm } & \tilde{x}=x^{(k+1)}-x^{(k)} & \tilde{z}=z^{(k)} \\
\text { Bregman dual Condat-Vũ algorithm } & \tilde{x}=x^{(k)} & \tilde{z}=2 z^{(k+1)}-z^{(k)} .
\end{array}
$$

The optimality condition (3.4) for the proximal operator evaluation (3.15a) is that

$$
\tau\left(f\left(x^{(k+1)}\right)-f(x)\right) \leq d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)+\tau\left\langle A^{T} \tilde{z}+\nabla h\left(x^{(k)}\right), x-x^{(k+1)}\right\rangle
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$. The optimality condition for (3.15b) is that

$$
\sigma\left(g^{*}\left(z^{(k+1)}\right)-g^{*}(z)\right) \leq d_{\mathrm{d}}\left(z, z^{(k)}\right)-d_{\mathrm{d}}\left(z^{(k+1)}, z^{(k)}\right)-d_{\mathrm{d}}\left(z, z^{(k+1)}\right)-\sigma\left\langle z-z^{(k+1)}, A \tilde{x}\right\rangle
$$

for all $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$. Combining the two inequalities gives

$$
\begin{align*}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
&= f\left(x^{(k+1)}\right)-f(x)+h\left(x^{(k+1)}\right)-h(x)+g^{*}\left(z^{(k+1)}\right)-g^{*}(z)+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle \\
& \leq \frac{1}{\tau}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right) \\
&+\frac{1}{\sigma}\left(d_{\mathrm{d}}\left(z, z^{(k)}\right)-d_{\mathrm{d}}\left(z, z^{(k+1)}\right)-d_{\mathrm{d}}\left(z^{(k+1)}, z^{(k)}\right)\right) \\
&+h\left(x^{(k+1)}\right)-h(x)+\left\langle\nabla h\left(x^{(k)}\right), x-x^{(k+1)}\right\rangle \\
&+\left\langle A^{T} \tilde{z}, x-x^{(k+1)}\right\rangle-\left\langle z-z^{(k+1)}, A \tilde{x}\right\rangle+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle \\
& \leq \frac{1}{\tau}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right) \\
&+\frac{1}{\sigma}\left(d_{\mathrm{d}}\left(z, z^{(k)}\right)-d_{\mathrm{d}}\left(z, z^{(k+1)}\right)-d_{\mathrm{d}}\left(z^{(k+1)}, z^{(k)}\right)\right) \\
&+h\left(x^{(k+1)}\right)-h\left(x^{(k)}\right)+\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle \\
&+\left\langle A^{T} \tilde{z}, x-x^{(k+1)}\right\rangle-\left\langle z-z^{(k+1)}, A \tilde{x}\right\rangle+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle \tag{3.16}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and all $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$. The second inequality follows from convexity of $h$. Substituting the expressions for $\tilde{x}$ and $\tilde{z}$ in the Bregman primal Condat-Vu algorithm (3.6), we obtain on the last line of (3.16)

$$
\left\langle A^{T} \tilde{z}, x-x^{(k+1)}\right\rangle-\left\langle z-z^{(k+1)}, A \tilde{x}\right\rangle+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle
$$

$$
\begin{aligned}
& =\left\langle z^{(k)}, A\left(x-x^{(k+1)}\right)\right\rangle-\left\langle z-z^{(k+1)}, A\left(2 x^{(k+1)}-x^{(k)}\right)\right\rangle+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle \\
& =\left\langle z^{(k)}-z^{(k+1)}, A\left(x-x^{(k+1)}\right)\right\rangle+\left\langle z-z^{(k+1)}, A\left(x^{(k)}-x^{(k+1)}\right)\right\rangle \\
& =-\left\langle z-z^{(k)}, A\left(x-x^{(k)}\right)\right\rangle+\left\langle z-z^{(k+1)}, A\left(x-x^{(k+1)}\right)\right\rangle+\left\langle z^{(k+1)}-z^{(k)}, A\left(x^{(k+1)}-x^{(k)}\right)\right\rangle .
\end{aligned}
$$

Then for Bregman primal Condat-Vũ algorithm, (3.16) implies

$$
\begin{aligned}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \leq \frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k)}\right)-\left\langle z-z^{(k)}, A\left(x-x^{(k)}\right)\right\rangle \\
& -\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k+1)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k+1)}\right)-\left\langle z-z^{(k+1)}, A\left(x-x^{(k+1)}\right)\right\rangle\right) \\
& -\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z^{(k+1)}, z^{(k)}\right)-\left\langle z^{(k+1)}-z^{(k)}, A\left(x^{(k+1)}-x^{(k)}\right)\right\rangle\right) \\
& +h\left(x^{(k+1)}\right)-h\left(x^{(k)}\right)-\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle \\
& =d_{-}\left(x, z ; x^{(k)}, z^{(k)}\right)-d_{-}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-d_{\mathrm{pcv}}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) .
\end{aligned}
$$

Similarly, if we substitute the expressions for $\tilde{x}$ and $\tilde{z}$ in the Bregman dual Condat-V $\tilde{u}$ algorithm, the last line of (3.16) becomes

$$
\begin{aligned}
& \left\langle A^{T} \tilde{z}, x-x^{(k+1)}\right\rangle-\left\langle z-z^{(k+1)}, A \tilde{x}\right\rangle+\left\langle A^{T} z, x^{(k+1)}\right\rangle-\left\langle z^{(k+1)}, A x\right\rangle \\
& \quad=\left\langle A^{T}\left(z-z^{(k)}\right), x-x^{(k)}\right\rangle-\left\langle A^{T}\left(z-z^{(k+1)}\right), x-x^{(k+1)}\right\rangle-\left\langle A^{T}\left(z^{(k+1)}-z^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle
\end{aligned}
$$

and then (3.16) implies that

$$
\begin{aligned}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \leq \frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k)}\right)+\left\langle z-z^{(k)}, A\left(x-x^{(k)}\right)\right\rangle \\
& \quad-\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k+1)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(k+1)}\right)+\left\langle z-z^{(k+1)}, A\left(x-x^{(k+1)}\right)\right\rangle\right) \\
& \quad-\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z^{(k+1)}, z^{(k)}\right)+\left\langle z^{(k+1)}-z^{(k)}, A\left(x^{(k+1)}-x^{(k)}\right)\right\rangle\right) \\
& \quad+h\left(x^{(k+1)}\right)-h\left(x^{(k)}\right)-\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle \\
&= d_{+}\left(x, z ; x^{(k)}, z^{(k)}\right)-d_{+}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-d_{\mathrm{dcv}}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) .
\end{aligned}
$$

### 3.2.2.2 Ergodic convergence

We define averaged iterates

$$
\begin{equation*}
x_{\mathrm{avg}}^{(k)}=\frac{1}{k} \sum_{i=1}^{k} x^{(i)}, \quad z_{\mathrm{avg}}^{(k)}=\frac{1}{k} \sum_{i=1}^{k} z^{(i)} \tag{3.17}
\end{equation*}
$$

for $k \geq 1$. We show that for both algorithms (3.6) and (3.7),

$$
\begin{equation*}
\mathcal{L}\left(x_{\text {avg }}^{(k)}, z\right)-\mathcal{L}\left(x, z_{\text {avg }}^{(k)}\right) \leq \frac{2}{k}\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(0)}\right)\right) \tag{3.18}
\end{equation*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$.

Proof. From (3.14), since $\mathcal{L}(u, v)$ is convex in $u$ and concave in $v$,

$$
\begin{aligned}
\mathcal{L}\left(x_{\text {avg }}^{(k)}, z\right)-\mathcal{L}\left(x, z_{\text {avg }}^{(k)}\right) & \leq \frac{1}{k} \sum_{i=1}^{k}\left(\mathcal{L}\left(x^{(i)}, z\right)-\mathcal{L}\left(x, z^{(i)}\right)\right) \\
& \leq \frac{1}{k}\left(d\left(x, z ; x^{(0)}, z^{(0)}\right)-d\left(x, z ; x^{(k)}, z^{(k)}\right)\right) \\
& \leq \frac{1}{k} d\left(x, z ; x^{(0)}, z^{(0)}\right) \\
& \leq \frac{2}{k}\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(0)}\right)\right)
\end{aligned}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$. The last step follows from (3.13).

Substituting $x=x^{\star}, z=z^{\star}$ in (3.18) gives

$$
\mathcal{L}\left(x_{\text {avg }}^{(k)}, z^{\star}\right)-\mathcal{L}\left(x^{\star}, z_{\text {avg }}^{(k)}\right) \leq \frac{2}{k}\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x^{\star}, x^{(0)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z^{\star}, z^{(0)}\right)\right) .
$$

More generally, if $\mathcal{X} \subseteq \operatorname{dom} \phi_{\mathrm{p}}$ and $\mathcal{Z} \subseteq \operatorname{dom} \phi_{\mathrm{d}}$ are compact sets that contain optimal solutions $x^{\star}, z^{\star}$, respectively, then the merit function $\eta(2.7)$ is upper bounded by

$$
\eta\left(x_{\mathrm{avg}}^{(k)}, z_{\mathrm{avg}}^{(k)}\right) \leq \frac{2}{k}\left(\frac{1}{\tau} \sup _{x \in \mathcal{X}} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{\sigma} \sup _{z \in \mathcal{Z}} d_{\mathrm{d}}\left(z, z^{(0)}\right)\right) .
$$

### 3.2.2.3 Monotonicity properties

For $x=x^{\star}, z=z^{\star}$, the left-hand side of (3.14) is nonnegative and therefore

$$
\begin{equation*}
d\left(x^{\star}, z^{\star} ; x^{(k+1)}, z^{(k+1)}\right) \leq d\left(x^{\star}, z^{\star} ; x^{(k)}, z^{(k)}\right)-\tilde{d}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) \tag{3.19}
\end{equation*}
$$

for $k \geq 0$. Hence $d\left(x^{\star}, z^{\star} ; x^{(k+1)}, z^{(k+1)}\right) \leq d\left(x^{\star}, z^{\star} ; x^{(k)}, z^{(k)}\right)$ and

$$
\begin{equation*}
d\left(x^{\star}, z^{\star} ; x^{(k)}, z^{(k)}\right) \leq d\left(x^{\star}, z^{\star} ; x^{(0)}, z^{(0)}\right) \tag{3.20}
\end{equation*}
$$

The inequality (3.19) also implies that

$$
\sum_{i=0}^{k} \tilde{d}\left(x^{(i+1)}, z^{(i+1)} ; x^{(i)}, z^{(i)}\right) \leq d\left(x^{\star}, z^{\star} ; x^{(0)}, z^{(0)}\right) .
$$

Hence $\tilde{d}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) \rightarrow 0$.

### 3.2.2.4 Convergence of iterates

Convergence of iterates can be shown under additional assumptions about the primal and dual distance functions. The following two assumptions are common in the literature on Bregman distances [CT93, Eck93, Gul94, CZ97].

1. For fixed $x$ and $z$, the sublevel sets

$$
\left\{x^{\prime} \mid d_{\mathrm{p}}\left(x, x^{\prime}\right) \leq \gamma\right\}, \quad \text { and } \quad\left\{z^{\prime} \mid d_{\mathrm{d}}\left(z, z^{\prime}\right) \leq \gamma\right\}
$$

are closed. In other words, the distances $d_{\mathrm{p}}\left(x, x^{\prime}\right)$ and $d_{\mathrm{d}}\left(z, z^{\prime}\right)$ are closed functions of $x^{\prime}$ and $z^{\prime}$, respectively. Since a sum of closed functions is closed, the distance $d\left(x, z ; x^{\prime}, z^{\prime}\right)$ is a closed function of $\left(x^{\prime}, z^{\prime}\right)$, for fixed $(x, z)$.
2. If $\tilde{x}^{(k)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right)$ converges to $x \in \operatorname{dom} \phi_{\mathrm{p}}$, then $d_{\mathrm{p}}\left(x, \tilde{x}^{(k)}\right) \rightarrow 0$. Similarly, if $\tilde{z}^{(k)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{d}}\right)$ converges to $z \in \operatorname{dom} \phi_{\mathrm{d}}$, then $d_{\mathrm{d}}\left(z, \tilde{z}^{(k)}\right) \rightarrow 0$.

We also assume that $\sigma \tau\|A\|^{2}+\tau L<1$. As shown in Section 3.2.1.1 this implies that the kernel functions $\phi_{\mathrm{pcv}}$ and $\phi_{\mathrm{dcv}}$ are strongly convex and that

$$
\begin{equation*}
\tilde{d}\left(x, z ; x^{\prime}, z^{\prime}\right) \geq \frac{\alpha}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{\alpha}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \tag{3.21}
\end{equation*}
$$

for some $\alpha>0$. Similarly, $\sigma \tau\|A\|^{2}<1$ implies that

$$
\begin{equation*}
d\left(x, z ; x^{\prime}, z^{\prime}\right) \geq \frac{\beta}{2 \tau}\left\|x-x^{\prime}\right\|_{\mathrm{p}}^{2}+\frac{\beta}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \tag{3.22}
\end{equation*}
$$

for some $\beta>0$. Recall that $d=d_{-}, \tilde{d}=d_{\mathrm{pcv}}$ for the Bregman primal Condat-Vũ algorithm (3.6), and $d=d_{+}, \tilde{d}=d_{\text {dcv }}$ for the Bregman dual Condat-Vũ algorithm.

Proof. We first note that $\tilde{d}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right) \rightarrow 0$ and (3.21) imply that

$$
x^{(k+1)}-x^{(k)} \rightarrow 0, \quad \text { and } \quad z^{(k+1)}-z^{(k)} \rightarrow 0 .
$$

The inequality (3.20), together with (3.22), implies that the sequence $\left(x^{(k)}, z^{(k)}\right)$ is bounded. Let $\left(x^{\left(k_{i}\right)}, z^{\left(k_{i}\right)}\right)$ be a convergent subsequence of $\left(x^{(k)}, z^{(k)}\right)$ with limit $(\hat{x}, \hat{z})$. Since $x^{\left(k_{i}+1\right)}-$ $x^{\left(k_{i}\right)} \rightarrow 0$ and $z^{\left(k_{i}+1\right)}-z^{\left(k_{i}\right)} \rightarrow 0$, the sequence $\left(x^{\left(k_{i}+1\right)}, z^{\left(k_{i}+1\right)}\right)$ also converges to $(\hat{x}, \hat{z})$. We show that $(\hat{x}, \hat{z})$ satisfies the optimality condition (2.4).

From (3.20), $d\left(x^{\star}, z^{\star} ; x^{\left(k_{i}\right)}, z^{\left(k_{i}\right)}\right)$ is bounded. Since the sublevel sets

$$
\left\{\left(x^{\prime}, z^{\prime}\right) \mid d\left(x^{\star}, z^{\star} ; x^{\prime}, z^{\prime}\right) \leq \gamma\right\}
$$

are closed subsets of $\operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right) \cap \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{d}}\right)$, so is the limit:

$$
(\hat{x}, \hat{z}) \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right) \cap \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{d}}\right) .
$$

The iterates in the subsequence satisfy

$$
\nabla \phi_{\mathrm{pd}}\left(x^{\left(k_{i}\right)}, z^{\left(k_{i}\right)}\right)-\nabla \phi_{\mathrm{pd}}\left(x^{\left(k_{i}+1\right)}, z^{\left(k_{i}+1\right)}\right)+\left[\begin{array}{c}
-A^{T} z^{\left(k_{i}+1\right)}  \tag{3.23}\\
A x^{\left(k_{i}+1\right)}
\end{array}\right] \in\left[\begin{array}{c}
\partial f\left(x^{\left(k_{i}+1\right)}\right)+\nabla h\left(x^{\left(k_{i}+1\right)}\right) \\
\partial g^{*}\left(z^{\left(k_{i}+1\right)}\right)
\end{array}\right]
$$

where $\phi_{\mathrm{pd}}=\phi_{\mathrm{pcv}}$ in the Bregman primal Condat-V $\tilde{\mathrm{u}}$ algorithm and $\phi_{\mathrm{pd}}=\phi_{\mathrm{dcv}}$ in the Bregman dual Condat-Vũ algorithm. The left-hand side of (3.23) converges to ( $-A^{T} \hat{z}, A \hat{x}$ ) because $\nabla \phi_{\mathrm{pd}}$ is continuous on $\operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{pd}}\right)$. Since the operator on right-hand side of (3.23) is maximal monotone the limit point $(\hat{x}, \hat{z})$ satisfies the optimality condition

$$
\left[\begin{array}{c}
-A^{T} \hat{z} \\
A \hat{x}
\end{array}\right] \in\left[\begin{array}{c}
\partial f(\hat{x})+\nabla h(\hat{x}) \\
\partial g^{*}(\hat{z})
\end{array}\right]
$$

(see [Bre73, page 27], [Tse00, Lemma 3.2]).
To show convergence of the entire sequence $\left(x^{(k)}, z^{(k)}\right)$, we substitute $(\hat{x}, \hat{z})$ in (3.14):

$$
\mathcal{L}\left(x^{(k+1)}, \hat{z}\right)-\mathcal{L}\left(\hat{x}, z^{(k+1)}\right) \leq d\left(\hat{x}, \hat{z} ; x^{(k)}, z^{(k)}\right)-d\left(\hat{x}, \hat{z} ; x^{(k+1)}, z^{(k+1)}\right)
$$

Since the left-hand side is nonnegative, we have $d\left(\hat{x}, \hat{z} ; x^{(k)}, z^{(k)}\right) \leq d\left(\hat{x}, \hat{z} ; x^{(k-1)}, z^{(k-1)}\right)$ for all $k \geq 1$. This further implies that

$$
d\left(\hat{x}, \hat{z} ; x^{(k)}, z^{(k)}\right) \leq d\left(\hat{x}, \hat{z} ; x^{\left(k_{i}\right)}, z^{\left(k_{i}\right)}\right)
$$

for all $k \geq k_{i}$. By the second additional assumption mentioned above, the right-hand side converges to zero. Then the left-hand side also converges to zero and, from (3.22) $x^{(k)} \rightarrow \hat{x}$ and $z^{(k)} \rightarrow \hat{z}$.

### 3.2.3 Relation to other Bregman proximal splitting algorithms

Following similar steps as in Section 2.5, we obtain several Bregman proximal splitting methods as special cases of (3.6) and (3.7). The connections are summarized in Figure 3.1 and Figure 3.2. A comparison of Figures 2.1 and 3.1 shows that all the reduction relations $(A=I)$ are still valid. However, it is unclear how to apply the "completion" operation to algorithms based on non-Euclidean Bregman distances.

When $h=0$, (3.6) reduces to Bregman PDHG [CP16b]:

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T} z^{(k)}\right) \tag{3.24a}
\end{equation*}
$$



Figure 3.1: Proximal algorithms derived from Bregman primal Condat-Vũ algorithm (3.6).

$$
\begin{equation*}
z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{3.24b}
\end{equation*}
$$

When $g=0, g^{*}=\delta_{\{0\}}$ (and assuming $z^{(0)}=0$ ), we obtain the Bregman proximal gradient algorithm [BBT17]:

$$
\begin{equation*}
x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau \nabla h\left(x^{(k)}\right)\right) . \tag{3.25}
\end{equation*}
$$

When $f=0$ in (3.6), we obtain the Bregman Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle\nabla h\left(x^{(k)}\right)-A^{T} z^{(k)}, x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right)  \tag{3.26a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{d^{*}}}\left(z^{(k)},-\sigma A\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{3.26b}
\end{align*}
$$

Furthermore, when $A=I$ in (3.6), we recover the reduced Bregman primal Condat-V $\tilde{u}$ algorithm:

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right.  \tag{3.27a}\\
z^{(k+1)} & =\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{3.27b}
\end{align*}
$$

Similarly, setting $A=I$ in Bregman PDHG (3.24) yields the Bregman Douglas-Rachford


Figure 3.2: Proximal algorithms derived from Bregman dual Condat-Vũ algorithm (3.7).
algorithm:

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau z^{(k)}\right)  \tag{3.28a}\\
z^{(k+1)} & =\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma\left(2 x^{(k+1)}-x^{(k)}\right)\right) \tag{3.28b}
\end{align*}
$$

Last, when we set $A=I$ in (3.26), we have the Bregman reduced Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle\nabla h\left(x^{(k)}\right)-z^{(k)}, x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right)  \tag{3.29a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma\left(2 x^{(k+1)}-x^{(k)}\right)\right) . \tag{3.29b}
\end{align*}
$$

Similarly, the Bregman dual Condat-Vũ algorithm (3.7) can be reduced to some other Bregman proximal splitting methods, as summarized in Figure 3.2. When $h=0$, (3.7) reduces to the Bregman dual PDHG:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A x^{(k)}\right)  \tag{3.30a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T}\left(2 z^{(k+1)}-x^{(k)}\right)\right) \tag{3.30b}
\end{align*}
$$

When $g=0, g^{*}=\delta_{\{0\}}$ (and assuming $z^{(0)}=0$ ), we obtain the Bregman proximal gradient algorithm (3.25). When $f=0$ in (3.7), we obtain the Bregman dual Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A x^{(k)}\right)  \tag{3.31a}\\
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle A^{T}\left(2 z^{(k+1)}-z^{(k)}\right)+\nabla h\left(x^{(k)}\right), x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right) . \tag{3.31b}
\end{align*}
$$

Moreover, if we set $A=I$ in the Bregman dual Condat-Vũ algorithm (3.7), we obtain its reduced variant:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma x^{(k)}\right)  \tag{3.32a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau\left(2 z^{(k+1)}-x^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right) \tag{3.32b}
\end{align*}
$$

Similarly setting $A=I$ in (3.31) yields the reduced Bregman Loris-Verhoeven algorithm with shift:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma x^{(k)}\right)  \tag{3.33a}\\
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle 2 z^{(k+1)}-z^{(k)}+\nabla h\left(x^{(k)}\right), x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right), \tag{3.33b}
\end{align*}
$$

and setting $A=I$ in (3.30) gives the Bregman dual Douglas-Rachford algorithm:

$$
\begin{align*}
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma x^{(k)}\right)  \tag{3.34a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau\left(2 z^{(k+1)}-x^{(k)}\right)\right) . \tag{3.34b}
\end{align*}
$$

### 3.3 Bregman dual Condat-Vũ algorithm with line search

The algorithms (3.6) and (3.7) use constant parameters $\sigma$ and $\tau$. The stepsize condition (3.12) involves the matrix norm $\|A\|$ and the Lipschitz constant $L$ in (3.9). Estimating or bounding $\|A\|$ for a large matrix can be difficult. As an added complication, the norms $\|\cdot\|_{\mathrm{p}}$ and $\|\cdot\|_{\mathrm{d}}$ in the definition of the matrix norm (3.10) are assumed to be scaled so that the strong convexity parameters of the primal and dual kernels are equal to one. Close bounds on
the strong convexity parameters may also be difficult to obtain. Using conservative bounds for $\|A\|$ and $L$ results in unnecessarily small values of $\sigma$ and $\tau$, and can dramatically slow down the convergence. Even when the estimates of $\|A\|$ and $L$ are accurate, the requirements for the stepsizes (3.12) are still too strict in most iterations, as observed in [ADH21]. In view of the above arguments, line search techniques for primal-dual proximal methods have recently become an active area of research. Malitsky and Pock [MP18] proposed a line search technique for PDHG and the Condat-Vũ algorithm in the Euclidean case. The algorithm with adaptive parameters in [VMC21] focuses on a special case of (2.1) (i.e., $f=0$ ) and extends the Loris-Verhoeven algorithm (2.26). A Bregman proximal splitting method with line search is discussed in [JV22a] and considers the problem (2.1) with $h=0$ and $g=\delta_{\{b\}}$. In this section, we extend the Bregman dual Condat-Vũ algorithm (3.7) with a varying parameter option, in which the stepsizes are chosen adaptively without requiring any estimates or bounds for $\|A\|$ or the strong convexity parameter of the kernels. The algorithm is restricted to problems in the equality constrained form

$$
\begin{array}{ll}
\operatorname{minimize} & f(x)+h(x)  \tag{3.35}\\
\text { subject to } & A x=b
\end{array}
$$

This is a special case of (2.1) with $g=\delta_{\{b\}}$, the indicator function of the singleton $\{b\}$.
The details of the algorithm are discussed in Section 3.3.1 and a convergence analysis is presented in Section 3.3.2. The main conclusion is an $O(1 / k)$ rate of ergodic convergence, consistent with previous results for related algorithms [MP18, JV22a].

Assumptions We make the same assumptions as in Section 3.2.1, but define

$$
\phi_{\mathrm{d}}(z)=\frac{1}{2}\|z\|^{2}, \quad d_{\mathrm{d}}\left(z, z^{\prime}\right)=\frac{1}{2}\left\|z-z^{\prime}\right\|^{2}, \quad\|z\|_{\mathrm{d}}=\|z\|,
$$

where $\|\cdot\|$ is the Euclidean norm, and define $\|A\|$ accordingly as

$$
\|A\|=\sup _{u \neq 0, v \neq 0} \frac{\langle v, A u\rangle}{\|v\|\|u\|_{\mathrm{p}}}=\sup _{u \neq 0} \frac{\|A u\|}{\|u\|_{\mathrm{p}}}=\sup _{v \neq 0} \frac{\left\|A^{T} v\right\|_{\mathrm{p}, *}}{\|v\|} .
$$

### 3.3.1 Algorithm

The algorithm uses the following iteration, with starting points $x^{(0)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right) \cap \operatorname{dom} h$ and $z^{(-1)}=z^{(0)}$ :

$$
\begin{align*}
& \bar{z}^{(k+1)}=z^{(k)}+\theta_{k}\left(z^{(k)}-z^{(k-1)}\right)  \tag{3.36a}\\
& x^{(k+1)}=\operatorname{prox}_{\tau_{k} f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau_{k}\left(A^{T} \bar{z}^{(k+1)}+\nabla h\left(x^{(k)}\right)\right)\right)  \tag{3.36b}\\
& z^{(k+1)}=z^{(k)}+\sigma_{k}\left(A x^{(k+1)}-b\right) \tag{3.36c}
\end{align*}
$$

With constant parameters $\theta_{k}=1, \sigma_{k}=\sigma, \tau_{k}=\tau$, the algorithm can be simplified as

$$
\begin{aligned}
x^{(k+1)} & \left.=\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T}\left(2 z^{(k)}-z^{(k-1)}\right)+\tau \nabla h\left(x^{(k)}\right)\right)\right) \\
z^{(k+1)} & =z^{(k)}+\sigma\left(A x^{(k+1)}-b\right) .
\end{aligned}
$$

Except for the numbering of the dual iterates, this is the Bregman dual Condat-Vũ algorithm (3.7) applied to (3.35).

In the line search algorithm, the parameters $\theta_{k}, \tau_{k}, \sigma_{k}$ are determined by a backtracking search. At the start of the algorithm, we set $\tau_{-1}$ and $\sigma_{-1}$ to some positive values. To start the search in iteration $k$ we choose $\bar{\theta}_{k} \geq 1$. For $i=0,1,2, \ldots$, we set $\theta_{k}=2^{-i} \bar{\theta}_{k}, \tau_{k}=\theta_{k} \tau_{k-1}$, $\sigma_{k}=\theta_{k} \sigma_{k-1}$, and compute $\bar{z}_{k+1}, x_{k+1}, z_{k+1}$ using (3.36). For some $\delta \in(0,1]$, if

$$
\begin{align*}
& \left\langle z^{(k+1)}-\bar{z}^{(k+1)}, A\left(x^{(k+1)}-x^{(k)}\right)\right\rangle+h\left(x^{(k+1)}\right)-h\left(x^{(k)}\right)-\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle \\
\leq & \frac{\delta^{2}}{\tau_{k}} d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)+\frac{1}{2 \sigma_{k}}\left\|\bar{z}^{(k+1)}-z^{(k+1)}\right\|^{2}, \tag{3.37}
\end{align*}
$$

we accept the computed iterates $\bar{z}^{(k+1)}, x^{(k+1)}, z^{(k+1)}$ and parameters $\theta_{k}, \sigma_{k}, \tau_{k}$, and terminate the backtracking search. If (3.37) does not hold, we increment $i$ and continue the backtracking search.

The backtracking condition (3.37) is similar to the condition in the line search algorithm for PDHG with Euclidean proximal operators [MP18, Algorithm 4], but it is not identical, even in the Euclidean case. The proposed condition is weaker and allows larger stepsizes than the condition in [MP18, Algorithm 4].

### 3.3.2 Convergence analysis

In this section we present the convergence analysis for the line search algorithm (3.36). The main conclusion is an $O(1 / k)$ rate of ergodic convergence, shown in equation (3.45).

### 3.3.2.1 Lower bound on algorithm parameters

We first show that the stepsizes are bounded below by

$$
\begin{equation*}
\tau_{k} \geq \tau_{\min } \triangleq \min \left\{\tau_{-1}, \frac{-L+\sqrt{L^{2}+4 \delta^{2} \beta^{2}\|A\|^{2}}}{2 \beta^{2}\|A\|^{2}}\right\}, \quad \sigma_{k} \geq \sigma_{\min } \triangleq \beta \tau_{\min } \tag{3.38}
\end{equation*}
$$

where $\beta=\sigma_{-1} / \tau_{-1}$. The lower bounds imply that the backtracking eventually terminates with positive stepsizes $\sigma_{k}$ and $\tau_{k}$.

Proof. Applying the result in Section 3.2.1.1, with $\tau=\tau_{k} / \delta^{2}$, $\sigma=\sigma_{k}$, we see that the backtracking condition (3.37) holds at iteration $k$ if

$$
\tau_{k} \sigma_{k}\|A\|^{2}+\tau_{k} L \leq \delta^{2}
$$

Then mathematical induction can be used to prove (3.38). The two lower bounds (3.38) hold at $k=0$ by the definition of $\tau_{\min }$ and $\sigma_{\min }$. Now assume $\tau_{k-1} \geq \tau_{\min }, \sigma_{k-1} \geq \sigma_{\min }$, and consider the $k$ th iteration. The first attempt of $\theta_{k}$ is $\theta_{k}=\bar{\theta}_{k} \geq 1$. If this value is accepted, then

$$
\tau_{k}=\bar{\theta}_{k} \tau_{k-1} \geq \tau_{k-1} \geq \tau_{\min }, \quad \sigma_{k}=\bar{\theta}_{k} \sigma_{k-1} \geq \sigma_{k-1} \geq \sigma_{\min } .
$$

Otherwise, one or more backtracking steps are needed. Denote by $\tilde{\theta}_{k}$ the last rejected value. Then $\tilde{\theta}_{k}^{2} \tau_{k-1}^{2} \beta^{2}\|A\|^{2}+\tilde{\theta}_{k} \tau_{k-1} L>\delta^{2}$ and the accepted $\theta_{k}$ satisfies

$$
\theta_{k}=\frac{\tilde{\theta}_{k}}{2} \geq \frac{-L+\sqrt{L^{2}+4 \delta^{2} \beta^{2}\|A\|^{2}}}{2 \tau_{k-1} \beta^{2}\|A\|^{2}} .
$$

Therefore,

$$
\tau_{k}=\theta_{k} \tau_{k-1}>\frac{-L+\sqrt{L^{2}+4 \delta^{2} \beta^{2}\|A\|^{2}}}{2 \beta^{2}\|A\|^{2}}, \quad \sigma_{k}=\beta \tau_{k} \geq \beta \tau_{\min }
$$

### 3.3.2.2 One-iteration analysis

The iterates $x^{(k+1)}, z^{(k+1)}, \bar{z}^{(k+1)}$ generated by the algorithm (3.36) satisfy

$$
\begin{align*}
\mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, \bar{z}^{(k+1)}\right) \leq & \frac{1}{\tau_{k}}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-\left(1-\delta^{2}\right) d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right) \\
& +\frac{1}{2 \sigma_{k}}\left(\left\|z-z^{(k)}\right\|^{2}-\left\|z-z^{(k+1)}\right\|^{2}-\left\|\bar{z}^{(k+1)}-z^{(k)}\right\|^{2}\right) \tag{3.39}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and all $z$. Here the Lagrangian is given by

$$
\mathcal{L}(x, z)=f(x)+h(x)+\langle z, A x-b\rangle .
$$

Proof. The optimality condition for the primal prox-operator (3.36b) gives

$$
\begin{aligned}
& f\left(x^{(k+1)}\right)-f(x) \\
& \quad \leq \frac{1}{\tau_{k}}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right)+\left\langle A^{T} \bar{z}^{(k+1)}+\nabla h\left(x^{(k)}\right), x-x^{(k+1)}\right\rangle
\end{aligned}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$. Hence

$$
\begin{align*}
& f\left(x^{(k+1)}\right)+h\left(x^{(k+1)}\right)-f(x)-h(x) \\
& \leq \\
& \quad \frac{1}{\tau_{k}}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right)+\left\langle A^{T} \bar{z}_{k+1}, x-x^{(k+1)}\right\rangle \\
& \quad+h\left(x^{(k+1)}\right)-h(x)+\left\langle\nabla h\left(x^{(k)}\right), x-x^{(k+1)}\right\rangle \\
& \leq  \tag{3.40}\\
& \quad \frac{1}{\tau_{k}}\left(d_{\mathrm{p}}\left(x, x^{(k)}\right)-d_{\mathrm{p}}\left(x, x^{(k+1)}\right)-d_{\mathrm{p}}\left(x^{(k+1)}, x^{(k)}\right)\right)+\left\langle A^{T} \bar{z}^{(k+1)}, x-x^{(k+1)}\right\rangle \\
& \quad+h\left(x^{(k+1)}\right)-h\left(x^{(k)}\right)-\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle .
\end{align*}
$$

The second inequality follows from the convexity of $h$ :

$$
h(x) \geq h\left(x^{(k)}\right)+\left\langle\nabla h\left(x^{(k)}\right), x-x^{(k)}\right\rangle .
$$

The dual update (3.36c) implies that

$$
\begin{equation*}
\left\langle z-z^{(k+1)}, A x^{(k+1)}-b\right\rangle=\frac{1}{\sigma_{k}}\left\langle z-z^{(k+1)}, z^{(k+1)}-z^{(k)}\right\rangle \quad \text { for all } z . \tag{3.41}
\end{equation*}
$$

This equality at $k=i-1$ is

$$
\left\langle z-z^{(i)}, A x^{(i)}-b\right\rangle=\frac{1}{\sigma_{i-1}}\left\langle z-z^{(i)}, z^{(i)}-z^{(i-1)}\right\rangle
$$

$$
\begin{equation*}
=\frac{1}{2 \sigma_{i-1}}\left(\left\|z-z^{(i-1)}\right\|^{2}-\left\|z-z^{(i)}\right\|^{2}-\left\|z^{(i)}-z^{(i-1)}\right\|^{2}\right) . \tag{3.42}
\end{equation*}
$$

The equality (3.41) at $k=i-2$ is

$$
\begin{aligned}
\left\langle z-z^{(i-1)}, A x^{(i-1)}-b\right\rangle & =\frac{1}{\sigma_{i-2}}\left\langle z-z^{(i-1)}, z^{(i-1)}-z^{(i-2)}\right\rangle \\
& =\frac{\theta_{i-1}}{\sigma_{i-1}}\left\langle z-z^{(i-1)}, z^{(i-1)}-z^{(i-2)}\right\rangle \\
& =\frac{1}{\sigma_{i-1}}\left\langle z-z^{(i-1)}, \bar{z}^{(i)}-z^{(i-1)}\right\rangle
\end{aligned}
$$

We evaluate this at $z=z^{(i)}$ and add it to the equality at $z=z^{(i-2)}$ multiplied by $\theta_{i-1}$ :

$$
\begin{align*}
\left\langle z^{(i)}-\bar{z}^{(i)}, A x^{(i-1)}-b\right\rangle & =\frac{1}{\sigma_{i-1}}\left\langle z^{(i)}-\bar{z}^{(i)}, \bar{z}^{(i)}-z^{(i-1)}\right\rangle \\
& =\frac{1}{2 \sigma_{i-1}}\left(\left\|z^{(i)}-z^{(i-1)}\right\|^{2}-\left\|z^{(i)}-\bar{z}^{(i)}\right\|^{2}-\left\|\bar{z}^{(i)}-z^{(i-1)}\right\|^{2}\right) . \tag{3.43}
\end{align*}
$$

Now we combine (3.40) for $k=i-1$, with (3.42) and (3.43). For $i \geq 1$,

$$
\begin{aligned}
& \mathcal{L}\left(x^{(i)}, z\right)-\mathcal{L}\left(x, \bar{z}^{(i)}\right) \\
&= f\left(x^{(i)}\right)+h\left(x^{(i)}\right)+\left\langle z, A x^{(i)}-b\right\rangle-f(x)-h(x)-\left\langle\bar{z}^{(i)}, A x-b\right\rangle \\
& \leq \frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)-d_{\mathrm{p}}\left(x^{(i)}, x^{(i-1)}\right)\right)+\left\langle A^{T} \bar{z}^{(i)}, x-x^{(i)}\right\rangle+\left\langle z, A x^{(i)}-b\right\rangle \\
&-\left\langle\bar{z}^{(i)}, A x-b\right\rangle+h\left(x^{(i)}\right)-h\left(x^{(i-1)}\right)-\left\langle\nabla h\left(x^{(i-1)}\right), x^{(i)}-x^{(i-1)}\right\rangle \\
&= \frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)-d_{\mathrm{p}}\left(x^{(i)}, x^{(i-1)}\right)\right)+\left\langle z-\bar{z}^{(i)}, A x^{(i)}-b\right\rangle \\
&+h\left(x^{(i)}\right)-h\left(x^{(i-1)}\right)-\left\langle\nabla h\left(x^{(i-1)}\right), x^{(i)}-x^{(i-1)}\right\rangle \\
&= \frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)-d_{\mathrm{p}}\left(x^{(i)}, x^{(i-1)}\right)\right) \\
&+\left\langle z^{(i)}-\bar{z}^{(i)}, A\left(x^{(i)}-x^{(i-1)}\right)\right\rangle+\left\langle z-z^{(i)}, A x^{(i)}-b\right\rangle+\left\langle z^{(i)}-\bar{z}^{(i)}, A x^{(i-1)}-b\right\rangle \\
&+h\left(x^{(i)}\right)-h\left(x^{(i-1)}\right)-\left\langle\nabla h\left(x^{(i-1)}\right), x^{(i)}-x^{(i-1)}\right\rangle \\
&=\left.\frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)-d_{\mathrm{p}}\left(x^{(i)}, x^{(i-1)}\right)\right)\right) \\
&+\frac{1}{2 \sigma_{i-1}}\left(\left\|z-z^{(i-1)}\right\|^{2}-\left\|z-z^{(i)}\right\|^{2}-\left\|\bar{z}^{(i)}-z^{(i-1)}\right\|^{2}-\left\|\bar{z}^{(i)}-z^{(i)}\right\|^{2}\right) \\
&\left.+\left\langle A^{T}\left(z^{(i)}-\bar{z}^{(i)}\right), x^{(i)}-x^{(i-1)}\right\rangle+h\left(x^{(i)}\right)-h\left(x^{(i-1)}\right)-\left\langle\nabla h\left(x^{(i-1)}\right), x^{(i)}-x^{(i-1)}\right)\right\rangle \\
& \leq \frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)-\left(1-\delta^{2}\right) d_{\mathrm{p}}\left(x^{(i)}, x^{(i-1)}\right)\right)
\end{aligned}
$$

$$
+\frac{1}{2 \sigma_{i-1}}\left(\left\|z-z^{(i-1)}\right\|^{2}-\left\|z-z^{(i)}\right\|^{2}-\left\|\bar{z}^{(i)}-z^{(i-1)}\right\|^{2}\right),
$$

which is the desired result (3.39). The first inequality follows from (3.40). In the second last step we substitute (3.42) and (3.43). The last step uses the line search exit condition (3.37) at $k=i-1$.

### 3.3.2.3 Ergodic convergence

We define the averaged primal and dual sequences

$$
x_{\mathrm{avg}}^{(k)}=\frac{1}{\sum_{i=1}^{k} \tau_{i-1}} \sum_{i=1}^{k} \tau_{i-1} x^{(i)}, \quad \bar{z}_{\mathrm{avg}}^{(k)}=\frac{1}{\sum_{i=1}^{k} \tau_{i-1}} \sum_{i=1}^{k} \tau_{i-1} \bar{z}^{(i)}
$$

for $k \geq 1$. We show that

$$
\begin{align*}
\mathcal{L}\left(x_{\mathrm{avg}}^{(k)}, z\right)-\mathcal{L}\left(x, \bar{z}_{\mathrm{avg}}^{(k)}\right) & \leq \frac{1}{\sum_{i=1}^{k} \tau_{i-1}}\left(d\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left\|z-z^{(0)}\right\|^{2}\right)  \tag{3.44}\\
& \leq \frac{1}{k \tau_{\min }}\left(d\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left\|z-z^{(0)}\right\|^{2}\right) \tag{3.45}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and all $z$. This holds for any choice of $\delta \in(0,1]$ in (3.37). If we compare (3.44) and (3.18), we note that the two left-hand sides involve different dual iterates $\left(\bar{z}_{\text {avg }}^{(k)}\right.$ as opposed to $\left.z_{\text {avg }}^{(k)}\right)$.

Proof. From (3.39),

$$
\mathcal{L}\left(x^{(i)}, z\right)-\mathcal{L}\left(x, \bar{z}^{(i)}\right) \leq \frac{1}{\tau_{i-1}}\left(d_{\mathrm{p}}\left(x, x^{(i-1)}\right)-d_{\mathrm{p}}\left(x, x^{(i)}\right)+\frac{1}{2 \beta}\left\|z-z^{(i-1)}\right\|^{2}-\frac{1}{2 \beta}\left\|z-z^{(i)}\right\|^{2}\right)
$$

Since $\mathcal{L}$ is convex in $x$ and affine in $z$,

$$
\begin{aligned}
& \left(\sum_{i=1}^{k} \tau_{i-1}\right)\left(\mathcal{L}\left(x_{\mathrm{avg}}^{(k)}, z\right)-\mathcal{L}\left(x, \bar{z}_{\mathrm{avg}}^{(k)}\right)\right) \\
& \quad \leq \sum_{i=1}^{k} \tau_{i-1}\left(\mathcal{L}\left(x^{(i)}, z\right)-\mathcal{L}\left(x, \bar{z}^{(i)}\right)\right) \\
& \quad \leq d_{\mathrm{p}}\left(x, x^{(0)}\right)-d_{\mathrm{p}}\left(x, x^{(k)}\right)+\frac{1}{2 \beta}\left(\left\|z-z^{(0)}\right\|^{2}-\left\|z-z^{(k)}\right\|^{2}\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq \quad d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left\|z-z^{(0)}\right\|^{2} . \tag{3.46}
\end{equation*}
$$

Dividing by $\sum_{i=1}^{k} \tau_{i-1}$ and plugging in $x=x^{\star}, z=z^{\star}$ gives (3.44).

If we substitute an optimal $x=x^{\star}$ in (3.46), we obtain that

$$
f\left(x_{\text {avg }}^{(k)}\right)+h\left(x_{\text {avg }}^{(k)}\right)+z^{T}\left(A x_{\text {avg }}^{(k)}-b\right)-f\left(x^{\star}\right) \leq \frac{1}{\sum_{i=1}^{k} \tau_{i-1}}\left(d_{\mathrm{p}}\left(x^{\star}, x^{(0)}\right)+\frac{1}{2 \beta}\left\|z-z^{(0)}\right\|^{2}\right)
$$

for all $z$, since $A x^{\star}=b$. More generally, suppose $\mathcal{X} \subseteq \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ is a compact set containing an optimal solution $x^{\star}$, and $\mathcal{Z}=\{z \mid\|z\| \leq \zeta\}$ contains a dual optimal $z^{\star}$, then the merit function $\eta$ defined in (2.7) satisfies

$$
\begin{aligned}
\eta\left(x_{\mathrm{avg}}^{(k)}, \bar{z}_{\mathrm{avg}}^{(k)}\right) & =f\left(x_{\mathrm{avg}}^{(k)}\right)+h\left(x_{\mathrm{avg}}^{(k)}\right)+\zeta\left\|A x_{\mathrm{avg}}^{(k)}-b\right\|-\inf _{x \in \mathcal{X}}\left(f(x)+h(x)+z^{T}(A x-b)\right) \\
& \leq \frac{1}{\sum_{i=1}^{k} \tau_{i-1}}\left(\sup _{x \in \mathcal{X}} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left(\zeta+\left\|z^{(0)}\right\|\right)^{2}\right) \\
& \leq \frac{1}{k \tau_{\min }}\left(\sup _{x \in \mathcal{X}} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left(\zeta+\left\|z^{(0)}\right\|\right)^{2}\right) .
\end{aligned}
$$

Especially, we have

$$
\begin{aligned}
& f\left(x_{\text {avg }}^{(k)}\right)+h\left(x_{\text {avg }}^{(k)}\right)+\zeta\left\|A x_{\text {avg }}^{(k)}-b\right\|-f\left(x^{\star}\right)-h\left(x^{\star}\right) \\
\leq & \eta\left(x_{\text {avg }}^{(k)}, \bar{z}_{\text {avg }}^{(k)}\right) \\
\leq & \frac{1}{k \tau_{\min }}\left(\sup _{x \in \mathcal{X}} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{2 \beta}\left(\zeta+\left\|z^{(0)}\right\|\right)^{2}\right) .
\end{aligned}
$$

For $\zeta>\left\|z^{\star}\right\|$, the penalty function in the merit function is exact, so

$$
f(x)+h(x)+\zeta\|A x-b\|-f\left(x^{\star}\right)-h\left(x^{\star}\right) \geq 0
$$

with equality only if $x$ is optimal. Therefore, the above inequality the inequality shows that the merit function decreases as $O(1 / k)$.

### 3.3.2.4 Monotonicity properties

For $x=x^{\star}, z=z^{\star}$, the left-hand side of (3.39) is nonnegative and we obtain

$$
d_{\mathrm{p}}\left(x^{\star}, x^{(k+1)}\right)+\frac{1}{2 \beta}\left\|z^{\star}-z^{(k+1)}\right\|^{2}
$$

$$
\begin{align*}
& \leq d_{\mathrm{p}}\left(x^{\star}, x^{(k)}\right)+\frac{1}{2 \beta}\left\|z^{\star}-z^{(k)}\right\|^{2}-\left(\left(1-\delta^{2}\right) d_{\mathrm{p}}\left(x^{\star}, x^{(k)}\right)+\frac{1}{2 \beta}\left\|z^{\star}-z^{(k)}\right\|^{2}\right) \\
& \leq d_{\mathrm{p}}\left(x^{\star}, x^{(k)}\right)+\frac{1}{2 \beta}\left\|z^{\star}-z^{(k)}\right\|^{2} \tag{3.47}
\end{align*}
$$

for $k \geq 0$. Moreover,

$$
\begin{equation*}
\sum_{i=0}^{k}\left(\left(1-\delta^{2}\right)\left(d_{\mathrm{p}}\left(x^{(i+1)}, x^{(i)}\right)+\frac{1}{2 \beta}\left\|\bar{z}^{(i+1)}-z^{(i)}\right\|^{2}\right) \leq d_{\mathrm{p}}\left(x^{\star}, x^{(0)}\right)+\frac{1}{2 \beta}\left\|z^{\star}-\bar{z}^{(0)}\right\|^{2}\right. \tag{3.48}
\end{equation*}
$$

These inequalities hold for any value $\delta \in(0,1]$. In particular, the last inequality implies that $\bar{z}^{(i+1)}-z^{(i)} \rightarrow 0$. When $\delta<1$ it also implies that $d_{\mathrm{p}}\left(x^{(i+1)}, x^{(i)}\right) \rightarrow 0$ and, by the strong convexity assumption on $\phi_{\mathrm{p}}$, that $x^{(i+1)}-x^{(i)} \rightarrow 0$.

### 3.3.2.5 Convergence of iterates

With additional assumptions similar to those in Section 3.2.2.3, one can show the convergence of iterates. More specifically, we make two additional assumptions on the Bregman kernel $\phi_{\mathrm{p}}$.

1. For fixed $x$, the sublevel sets $\left\{x^{\prime} \mid d\left(x, x^{\prime}\right) \leq \gamma\right\}$ are closed. In other words, the distance $d\left(x, x^{\prime}\right)$ is a closed function of $x^{\prime}$.
2. If $\tilde{x}^{(k)} \in \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right)$ converges to $x \in \operatorname{dom} \phi_{\mathrm{p}}$, then $d_{\mathrm{p}}\left(x, \tilde{x}^{(k)}\right) \rightarrow 0$.

Again, these two assumptions are not restrictive and are very common in the literature on Bregman distances [CT93, Eck93, Gul94, CZ97].

We also make the (minor) assumptions that $\delta<1$ in (3.37) and that $\theta_{k}$ is bounded above (which is easily satisfied, since the user chooses $\bar{\theta}_{k}$ ). With these additional assumptions it can be shown that the sequences $x^{(k)}, z^{(k)}$ converge to optimal solutions.

Proof. The inequality (3.47) and strong convexity of $\phi_{\mathrm{p}}$ show that the sequences $x^{(k)}, z^{(k)}$ are bounded. Let $\left(x^{\left(k_{i}\right)}, z^{\left(k_{i}\right)}\right)$ be a convergent subsequence with limit $(\hat{x}, \hat{z})$. With $\delta<1$, (3.48) shows that $d_{\mathrm{p}}\left(x^{\left(k_{i}+1\right)}, x^{\left(k_{i}\right)}\right)$ converges to zero. By strong convexity of the kernel, $x^{\left(k_{i}+1\right)}-$
$x^{\left(k_{i}\right)} \rightarrow 0$ and therefore the subsequence $x^{\left(k_{i}+1\right)}$ also converges to $\hat{x}$. Since $z^{\left(k_{i}+1\right)}-z^{\left(k_{i}\right)} \rightarrow 0$, the subsequence $z^{\left(k_{i}+1\right)}$ converges to $\hat{z}$. Since $\theta_{k}$ is bounded above,

$$
\bar{z}^{\left(k_{i}+1\right)}=z^{\left(k_{i}\right)}+\theta_{k}\left(z^{\left(k_{i}\right)}-z^{\left(k_{i}-1\right)}\right)
$$

also converges to $\hat{z}$.
The dual update (3.36c) can be written as

$$
\begin{equation*}
A x^{\left(k_{i}+1\right)}-b=\frac{1}{\sigma_{k_{i}}}\left(z^{\left(k_{i}+1\right)}-z^{\left(k_{i}\right)}\right) . \tag{3.49}
\end{equation*}
$$

Since $z^{\left(k_{i}+1\right)}-z^{\left(k_{i}\right)} \rightarrow 0$ and $\sigma_{k_{i}} \geq \sigma_{\min }$, the left-hand side converges to zero, so $A \hat{x}=b$.
From (3.47), $d_{\mathrm{p}}\left(x^{\star}, x^{\left(k_{i}\right)}\right)$ is bounded above. Since the sublevel set

$$
\left\{x^{\prime} \mid d_{\mathrm{p}}\left(x^{\star}, x^{\prime}\right) \leq \gamma\right\}
$$

are closed subsets of $\operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right)$, the limit $\hat{x}$ is $\operatorname{in} \operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right)$. The left-hand side of the optimality condition

$$
\begin{equation*}
\frac{1}{\tau_{k_{i}}}\left(\nabla \phi_{\mathrm{p}}\left(x^{\left(k_{i}\right)}\right)-\nabla \phi_{\mathrm{p}}\left(x^{\left(k_{i}+1\right)}\right)\right)-\left(A^{T} \bar{z}^{\left(k_{i}+1\right)}+\nabla h\left(x^{(k)}\right)\right) \in \partial f\left(x^{\left(k_{i}+1\right)}\right) \tag{3.50}
\end{equation*}
$$

converges to $-A^{T} \hat{z}$, because $\tau_{k} \geq \tau_{\min }$ and $\nabla \phi_{\mathrm{p}}$ is continuous on $\operatorname{int}\left(\operatorname{dom} \phi_{\mathrm{p}}\right)$. By maximal monotonicity of $\partial f$, this implies that $-A^{T} \hat{z}-\nabla h(\hat{x}) \in \partial f(\hat{x})$ (see [Bre73, page 27], [Tse00, Lemma 3.2]). We conclude that $\hat{x}, \hat{z}$ satisfy the optimality conditions $A \hat{x}=b$ and $-A^{T} \hat{z} \in$ $\partial f(\hat{x})+\nabla h(\hat{x})$.

To show that the entire sequence converges, we substitute $x=\hat{x}, z=\hat{z}$ in (3.39):

$$
\mathcal{L}\left(x^{(k)}, \hat{z}\right)-\mathcal{L}\left(\hat{x}, \bar{z}^{(k)}\right) \leq \frac{1}{\tau_{k}}\left(d_{\mathrm{p}}\left(\hat{x}, x^{(k)}\right)-d_{\mathrm{p}}\left(\hat{x}, x^{(k+1)}\right)\right)+\frac{1}{2 \sigma_{k}}\left(\left\|\hat{z}-z^{(k)}\right\|^{2}-\left\|\hat{z}-z^{(k+1)}\right\|^{2}\right) .
$$

The left-hand side is nonnegative, and thus

$$
d_{\mathrm{p}}\left(\hat{x}, x^{(k+1)}\right)+\frac{1}{2 \beta}\left\|\hat{z}-z^{(k+1)}\right\|^{2} \leq d_{\mathrm{p}}\left(\hat{x}, x^{(k)}\right)+\frac{1}{2 \beta}\left\|\hat{z}-z^{(k)}\right\|^{2}
$$

for all $k$. This shows that

$$
d_{\mathrm{p}}\left(\hat{x}, x^{(k)}\right)+\frac{1}{2 \beta}\left\|\hat{z}-z^{(k)}\right\|^{2} \leq d_{\mathrm{p}}\left(\hat{x}, x^{\left(k_{i}\right)}\right)+\frac{1}{2 \beta}\left\|\hat{z}-z^{\left(k_{i}\right)}\right\|^{2}
$$

for all $k \geq k_{i}$. By the second additional assumption mentioned above, the right-hand side converges to zero. Therefore $d_{\mathrm{p}}\left(\hat{x}, x^{(k)}\right) \rightarrow 0$ and $z^{(k)} \rightarrow \hat{z}$. If $d_{\mathrm{p}}\left(\hat{x}, x^{(k)}\right) \rightarrow 0$, then the strong convexity property of the kernel implies that $x^{(k)} \rightarrow \hat{x}$.

### 3.4 Bregman PD3O algorithm

In this section we propose the Bregman PD3O algorithm, another Bregman proximal splitting method for the problem (2.1). Bregman PD3O also involves two generalized distances, $d_{\mathrm{p}}$ and $d_{\mathrm{d}}$, generated by $\phi_{\mathrm{p}}$ and $\phi_{\mathrm{d}}$, respectively, and it consists of the iterations

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau A^{T} z^{(k)}+\tau \nabla h\left(x^{(k)}\right)\right)  \tag{3.51a}\\
z^{(k+1)} & =\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A\left(2 x^{(k+1)}-x^{(k)}+\tau\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right)\right)\right) \tag{3.51b}
\end{align*}
$$

The only difference between Bregman PD3O and Bregman primal Condat-Vũ algorithm (3.6) is the additional term $\tau\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right)$. Thus the two algorithms (3.6) and (3.51) reduce to the same method when $h$ is absent from problem (2.1). The additional term allows PD3O to use larger stepsizes than the Condat-Vũ algorithm. If we use the same matrix norm $\|A\|$ and Lipschitz constant $L$ in the analysis for the two methods, then the conditions are

$$
\begin{array}{ll}
\text { Condat-Vũ: } & \sigma \tau\|A\|^{2}+\tau L \leq 1  \tag{3.52}\\
\text { PD3O: } & \sigma \tau\|A\|^{2} \leq 1, \tau \leq 1 / L
\end{array}
$$

The range of possible parameters is illustrated in Figure 3.3.
In Section 3.4.1 we provide the detailed convergence analysis of the Bregman PD3O method. The connections between Bregman PD3O and several other Bregman proximal methods are discussed in Section 3.4.2.

Assumptions Throughout Section 3.4 we make the following assumptions. The kernel functions $\phi_{\mathrm{p}}$ and $\phi_{\mathrm{d}}$ are 1-strongly convex with respect to the Euclidean norm and an arbi-


Figure 3.3: Acceptable stepsizes in Condat-Vũ algorithms and PD3O. We assume the same matrix norm $\|A\|$ and Lipschitz constant $L$ are used in the analysis of the two algorithms. The light gray region under the blue curve is defined by the inequality for the Condat-V $\tilde{u}$ algorithms in (3.52). The region under the red curve shows the values allowed by the stepsized conditions for PD3O.
trary norm $\|\cdot\|_{\mathrm{d}}$, respectively:

$$
\begin{equation*}
d_{\mathrm{p}}\left(x, x^{\prime}\right) \geq \frac{1}{2}\left\|x-x^{\prime}\right\|^{2}, \quad d_{\mathrm{d}}\left(z, z^{\prime}\right) \geq \frac{1}{2}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \tag{3.53}
\end{equation*}
$$

The assumptions that the strong convexity constants are one can be made without loss of generality, by scaling the distances. The definition of $\|A\|$ follows (3.10) and reduces to

$$
\|A\|=\sup _{v \neq 0} \frac{\|A v\|_{\mathrm{d}, *}}{\|v\|} .
$$

We also assume that the gradient of $h$ is $L$-Lipschitz continuous with respect to the Euclidean norm: $\operatorname{dom} h=\mathbf{R}^{n}$ and

$$
\begin{equation*}
h(y)-h(x)-\langle\nabla h(x), y-x\rangle \leq \frac{L}{2}\|y-x\|^{2}, \quad \text { for any } x, y \in \operatorname{dom} h \tag{3.54}
\end{equation*}
$$

The parameters $\tau$ and $\sigma$ must satisfy

$$
\begin{equation*}
\sigma \tau\|A\|^{2} \leq 1, \quad \tau \leq 1 / L \tag{3.55}
\end{equation*}
$$

Finally, we assume that the optimality condition (2.4) has a solution

$$
\left(x^{\star}, z^{\star}\right) \in \operatorname{dom} \phi_{\mathrm{p}} \times \operatorname{dom} \phi_{\mathrm{d}} .
$$

Note that (3.54) is a stronger assumption than (3.9). (Combined with the first inequality in (3.53), it implies (3.9).) We will use the following consequence of (3.54):

$$
\begin{equation*}
h(y)-h(x)-\langle\nabla h(x), y-x\rangle \geq \frac{1}{2 L}\|\nabla h(y)-\nabla h(x)\|^{2} \tag{3.56}
\end{equation*}
$$

for all $x, y[$ Nes18, Theorem 2.1.5].

### 3.4.1 Convergence analysis

In this section we present the convergence analysis for Bregman PD3O. The main result is an $O(1 / k)$ rate of ergodic convergence, given in (3.61).

### 3.4.1.1 A primal-dual Bregman distance

We introduce a primal-dual kernel

$$
\phi_{\mathrm{pd} 3 \mathrm{o}}(x, y, z)=\frac{1}{\tau} \phi_{\mathrm{p}}(x)+\frac{1}{\sigma} \phi_{\mathrm{d}}(z)+\frac{\tau}{2}\|y\|^{2}-\langle y, x\rangle-\langle z, A(x-\tau y)\rangle,
$$

where $\sigma, \tau>0$. If $\phi_{\mathrm{pd} 3 \mathrm{o}}$ is convex, the generated Bregman distance is given by

$$
\begin{align*}
d_{\mathrm{pd} 30} & \left(x, y, z ; x^{\prime}, y^{\prime}, z^{\prime}\right)  \tag{3.57}\\
= & \frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{\prime}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right)+\frac{\tau}{2}\left\|y-y^{\prime}\right\|^{2} \\
& -\left\langle y-y^{\prime}, x-x^{\prime}\right\rangle-\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle+\tau\left\langle z-z^{\prime}, A\left(y-y^{\prime}\right)\right\rangle . \tag{3.58}
\end{align*}
$$

We now show that $\phi_{\mathrm{pd} 3 \mathrm{o}}$ is convex if $\sigma \tau\|A\|^{2} \leq 1$.

Proof. It is sufficient to show that $d_{\mathrm{pd} 3 \mathrm{o}}$ is nonnegative:

$$
\begin{align*}
d_{\mathrm{pd} 30}\left(x, y, z ; x^{\prime}, y^{\prime}, z^{\prime}\right) \geq & \frac{1}{2 \tau}\left\|x-x^{\prime}\right\|^{2}+\frac{\tau}{2}\left\|A^{T}\left(z-z^{\prime}\right)\right\|^{2}+\frac{\tau}{2}\left\|y-y^{\prime}\right\|^{2} \\
& -\left\langle y-y^{\prime}, x-x^{\prime}\right\rangle-\left\langle z-z^{\prime}, A\left(x-x^{\prime}\right)\right\rangle+\tau\left\langle z-z^{\prime}, A\left(y-y^{\prime}\right)\right\rangle \\
= & \frac{1}{2}\left\|\frac{1}{\sqrt{\tau}}\left(x-x^{\prime}\right)-\sqrt{\tau}\left(y-y^{\prime}\right)-\sqrt{\tau} A^{T}\left(z-z^{\prime}\right)\right\|^{2} \\
\geq & 0 \tag{3.59}
\end{align*}
$$

In step 1 we use the strong convexity assumption (3.53), the definition of $\|A\|$ (3.10) with $\|\cdot\|_{\mathrm{p}}=\|\cdot\|$, and the assumption $\sigma \tau\|A\|^{2} \leq 1$. The bound on $d_{\mathrm{d}}\left(z, z^{\prime}\right)$ follows from

$$
\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{\prime}\right) \geq \frac{1}{2 \sigma}\left\|z-z^{\prime}\right\|_{\mathrm{d}}^{2} \geq \frac{\left\|A^{T}\left(z-z^{\prime}\right)\right\|^{2}}{2 \sigma\|A\|^{2}} \geq \frac{\tau}{2}\left\|A^{T}\left(z-z^{\prime}\right)\right\|^{2}
$$

Note that the convexity of $\phi_{\mathrm{pd} 30}$ only requires the first inequality in the stepsize condition (3.55). Although the Bregman PD3O algorithm (3.51) is not the Bregman proximal point method for the Bregman kernel $\phi_{\text {pd3o }}$, the distance $d_{\text {pd3o }}$ will appear in the key inequality (3.60) of the convergence analysis.

### 3.4.1.2 One-iteration analysis

We first show that the iterates $x^{(k+1)}, z^{(k+1)}$ generated by Bregman PD3O (3.51) satisfy

$$
\begin{align*}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \quad \leq \quad d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right)-d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k+1)}, \nabla h\left(x^{(k+1)}\right), z^{(k+1)}\right) \\
& \quad-d_{\mathrm{pd} 3 \mathrm{o}}\left(x^{(k+1)}, \nabla h(x), z^{(k+1)} ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right) \tag{3.60}
\end{align*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$.

Proof. Recall that Bregman PD3O differs from the Bregman primal Condat-Vũ algorithm (3.6) only in an additional term in the dual update. The proof in Section 3.3.2.2 therefore applies up to (3.16), with

$$
\tilde{x}=2 x^{(k+1)}-x^{(k)}+\tau\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right), \quad \tilde{z}=z^{(k)} .
$$

Hence,

$$
\begin{aligned}
& \mathcal{L}\left(x^{(k+1)}, z\right)-\mathcal{L}\left(x, z^{(k+1)}\right) \\
& \quad \leq d_{-}\left(x, z ; x^{(k)}, z^{(k)}\right)-d_{-}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)-d_{-}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\tau\left\langle A^{T}\left(z-z^{(k+1)}\right), \nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right\rangle \\
& -h\left(x^{(k+1)}\right)+h\left(x^{(k)}\right)+\left\langle\nabla h\left(x^{(k)}\right), x^{(k+1)}-x^{(k)}\right\rangle \\
= & d_{-}\left(x, z ; x^{(k)}, z^{(k)}\right)+\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(k)}\right)\right\|^{2} \\
& -\left\langle\left(x-\tau A^{T} z\right)-\left(x^{(k)}-\tau A^{T} z^{(k)}\right), \nabla h(x)-\nabla h\left(x^{(k)}\right)\right\rangle \\
& -\left(d_{-}\left(x, z ; x^{(k+1)}, z^{(k+1)}\right)+\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(k+1)}\right)\right\|^{2}\right. \\
& \left.-\left\langle x-\tau A^{T} z-\left(x^{(k+1)}-\tau A^{T} z^{(k+1)}\right), \nabla h(x)-\nabla h\left(x^{(k+1)}\right)\right\rangle\right) \\
& -\left(d_{-}\left(x^{(k+1)}, z^{(k+1)} ; x^{(k)}, z^{(k)}\right)+\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(k)}\right)\right\|^{2}\right. \\
& \left.-\left\langle\left(x^{(k+1)}-\tau A^{T} z^{(k+1)}\right)-\left(x^{(k)}-\tau A^{T} z^{(k)}\right), \nabla h(x)-\nabla h\left(x^{(k)}\right)\right\rangle\right) \\
& -\left(h(x)-h\left(x^{(k+1)}\right)-\left\langle\nabla h\left(x^{(k+1)}\right), x-x^{(k+1)}\right\rangle-\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(k+1)}\right)\right\|^{2}\right) \\
= & d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right)-d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k+1)}, \nabla h\left(x^{(k+1)}\right), z^{(k+1)}\right) \\
& -d_{\mathrm{pd} 3 \mathrm{o}}\left(x^{(k+1)}, \nabla h(x), z^{(k+1)} ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right) \\
& -\left(h(x)-h\left(x^{(k+1)}\right)-\left\langle\nabla h\left(x^{(k+1)}\right), x-x^{(k+1)}\right\rangle-\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(k+1)}\right)\right\|^{2}\right) \\
\leq & d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right)-d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k+1)}, \nabla h\left(x^{(k+1)}\right), z^{(k+1)}\right) \\
& -d_{\mathrm{pd} 3 \mathrm{o}}\left(x^{(k+1)}, \nabla h(x), z^{(k+1)} ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right) \\
\leq & d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right)-d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k+1)}, \nabla h\left(x^{(k+1)}\right), z^{(k+1)}\right) .
\end{aligned}
$$

Step 3 follows from definition of $d_{\text {pd3o }}$ (3.58). In step 4 we use the Lipschitz condition (3.56) and the second inequality in the stepsize condition (3.55). The last step follows from the fact that $d_{\mathrm{pd} 3 \mathrm{o}}$ is nonnegative (3.59).

### 3.4.1.3 Ergodic convergence

The iterates generated by Bregman PD3O (3.51) satisfy

$$
\begin{equation*}
\mathcal{L}\left(x_{\mathrm{avg}}^{(k)}, z\right)-\mathcal{L}\left(x, z_{\mathrm{avg}}^{(k)}\right) \leq \frac{2}{k}\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(0)}\right)+\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(0)}\right)\right\|^{2}\right), \tag{3.61}
\end{equation*}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and all $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$, where the averaged iterates are defined in (3.17).

Proof. From (3.60), since $\mathcal{L}(u, v)$ is convex in $u$ and concave in $v$,

$$
\begin{aligned}
\mathcal{L} & \left(x_{\mathrm{avg}}^{(k)}, z\right)-\mathcal{L}\left(x, z_{\text {avg }}^{(k)}\right) \\
& \leq \frac{1}{k} \sum_{i=1}^{k}\left(\mathcal{L}\left(x^{(i)}, z\right)-\mathcal{L}\left(x, z^{(i)}\right)\right) \\
& \leq \frac{1}{k}\left(d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(0)}, \nabla h\left(x^{(0)}\right), z^{(0)}\right)-d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(k)}, \nabla h\left(x^{(k)}\right), z^{(k)}\right)\right) \\
& \leq \frac{1}{k} d_{\mathrm{pd} 3 \mathrm{o}}\left(x, \nabla h(x), z ; x^{(0)}, \nabla h\left(x^{(0)}\right), z^{(0)}\right) \\
& \leq \frac{2}{k}\left(\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(0)}\right)+\frac{1}{\sigma} d_{\mathrm{d}}\left(z, z^{(0)}\right)+\frac{\tau}{2}\left\|\nabla h(x)-\nabla h\left(x^{(0)}\right)\right\|^{2}\right)
\end{aligned}
$$

for all $x \in \operatorname{dom} f \cap \operatorname{dom} \phi_{\mathrm{p}}$ and $z \in \operatorname{dom} g^{*} \cap \operatorname{dom} \phi_{\mathrm{d}}$.

### 3.4.2 Relation to other Bregman proximal algorithms

The proposed algorithm (3.51) can be viewed as an extension to PD3O (2.25) using generalized distances, and reduces to several Bregman proximal methods by reduction. These algorithms can also be organized into a diagram similar to Figure 2.3. Figure 3.4 starts from Bregman PD3O (3.51), and summarizes its connection to several Bregman proximal methods. When $h=0$, (3.51) reduces to Bregman PDHG (3.51), and when $g=0$, (3.51) reduces to the Bregman proximal gradient algorithm (3.25). More interestingly, when $f=0$, Bregman PD3O reduces to the Bregman Loris-Verhoeven algorithm

$$
\begin{align*}
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle\nabla h\left(x^{(k)}\right)-A^{T} z^{(k)}, x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right)  \tag{3.62a}\\
& z^{(k+1)}=\operatorname{prox}_{\sigma g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\sigma A\left(2 x^{(k+1)}-x^{(k)}+\tau\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right)\right)\right) . \tag{3.62b}
\end{align*}
$$

Setting $A=I$ (with $\sigma=1 / \tau$ ), we obtain a new variant of Bregman proximal gradient algorithm:

$$
\begin{align*}
& x^{(k+1)}=\underset{x}{\operatorname{argmin}}\left(\left\langle\nabla h\left(x^{(k)}\right)-z^{(k)}, x\right\rangle+\frac{1}{\tau} d_{\mathrm{p}}\left(x, x^{(k)}\right)\right)  \tag{3.63a}\\
& z^{(k+1)}=\operatorname{prox}_{\tau^{-1} g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\frac{1}{\tau} A\left(2 x^{(k+1)}-x^{(k)}\right)-A\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right)\right) . \tag{3.63b}
\end{align*}
$$



Figure 3.4: Proximal algorithms derived from Bregman PD3O.
The difference between (3.63) and (3.29) is the additional term $\tau\left(\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right)$, the same as the difference between (3.6) and (3.51). When the Euclidean proximal operator is used, (3.63) reduces to the proximal gradient method. However, the new algorithm (3.63) does not seem to be equivalent to the Bregman proximal gradient algorithm due to the lack of Moreau decomposition in the generalized case. Nevertheless, the new algorithm (3.63) may still be interesting on its own, especially when the generalized proximal operator of $g^{*}$ is easy to compute while the (Euclidean or generalized) proximal operator of $g$ is computationally expensive. Finally, setting $A=I$ (and $\sigma=1 / \tau$ ) in Bregman PD3O (3.51) gives a Bregman Davis-Yin algorithm:

$$
\begin{align*}
x^{(k+1)} & =\operatorname{prox}_{\tau f}^{\phi_{\mathrm{p}}}\left(x^{(k)}, \tau\left(z^{(k)}+\nabla h\left(x^{(k)}\right)\right)\right.  \tag{3.64a}\\
z^{(k+1)} & =\operatorname{prox}_{\tau^{-1} g^{*}}^{\phi_{\mathrm{d}}}\left(z^{(k)},-\frac{1}{\tau}\left(2 x^{(k+1)}-x^{(k)}\right)+\nabla h\left(x^{(k)}\right)-\nabla h\left(x^{(k+1)}\right)\right) \tag{3.64b}
\end{align*}
$$

### 3.5 Numerical experiment

In this section we evaluate the performance of the Bregman primal Condat-Vũ algorithm (3.6), Bregman dual Condat-Vũ algorithm with line search (3.36), and Bregman PD3O (3.51). The main goal of the example is to validate and illustrate the difference in the stepsize conditions (3.52), and the usefulness of the line search procedure. We consider the convex optimization problem

$$
\begin{array}{ll}
\operatorname{minimize} & \psi(x)=\lambda\|A x\|_{1}+\frac{1}{2}\|C x-b\|^{2}  \tag{3.65}\\
\text { subject to } & \mathbf{1}^{T} x=1, \quad x \succeq 0
\end{array}
$$

where $x \in \mathbf{R}^{n}$ is the optimization variable, $C \in \mathbf{R}^{m \times n}$, and $A \in \mathbf{R}^{(n-1) \times n}$ is the difference matrix

$$
A=\left[\begin{array}{rrrrrr}
-1 & 1 & 0 & \cdots & 0 & 0  \tag{3.66}\\
0 & -1 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -1 & 1
\end{array}\right]
$$

This problem is of the form of (2.1) with

$$
f(x)=\delta_{H}(x), \quad g(y)=\lambda\|y\|_{1}, \quad g^{*}(z)=\left\{\begin{array}{ll}
0 & \|z\|_{\infty} \leq \lambda \\
+\infty & \text { otherwise }
\end{array} \quad h(x)=\frac{1}{2}\|C x-b\|^{2},\right.
$$

and $\delta_{H}$ is the indicator function of the hyperplane $H=\left\{x \in \mathbf{R}^{n} \mid \mathbf{1}^{T} x=1\right\}$. We use the relative entropy distance

$$
d_{\mathrm{p}}(x, y)=\sum_{i=1}^{n}\left(x_{i} \log \left(x_{i} / y_{i}\right)-x_{i}+y_{i}\right), \quad \operatorname{dom} d_{\mathrm{p}}=\mathbf{R}_{+}^{n} \times \mathbf{R}_{++}^{n}
$$

in the primal space. This distance is 1 -strongly convex with respect to $\ell_{1}$-norm [BT09b] (and also $\ell_{2}$-norm). With the relative entropy distance, all the primal iterates $x^{(k)}$ remain feasible. In the dual space we use the Euclidean distance. Thus, the matrix norm (3.10) in the stepsize condition (3.12) for the Bregman Condat-Vũ algorithms is the (1,2)-operator
norm

$$
\|A\|_{1,2}=\sup _{v \neq 0} \frac{\|A v\|}{\|v\|_{1}}=\max _{i=1, \ldots, n}\left\|a_{i}\right\|=\sqrt{2}
$$

where $a_{i}$ is the $i$ th column of $A$. In the Bregman PD3O algorithm, we use the squared Euclidean distance $d_{\mathrm{p}}(x, y)=\frac{1}{2}\|x-y\|^{2}$, and the matrix norm in the stepsize condition (3.55) is the spectral norm $\|A\|_{2}$. For the difference matrix (3.66), $\|A\|_{2}$ is bounded above by 2 , and very close to this upper bound for large $n$.

The Lipschitz constant for $h$ with respect to the $\ell_{1}$-norm is the largest absolute value of the elements in $C^{T} C$, i.e., $L_{1}=\max _{i, j}\left|\left(C^{T} C\right)_{i j}\right|$. This value is used in the stepsize condition (3.12) for the Bregman Condat-Vũ algorithms. The Lipschitz constant with respect to the $\ell_{2}$-norm is $L_{2}=\|C\|_{2}$, which is used in the stepsize condition (3.55) for Bregman PD3O.

The matrix norms and Lipschitz constants are summarized as follows: matrix norm Lipschitz constant

$$
\begin{array}{lcc}
\text { Bregman Condat-Vu} & \|A\|_{1,2}=\sqrt{2} & L_{1}=\max _{i, j}\left|\left(C^{T} C\right)_{i j}\right| \\
\text { Bregman PD3O } & \|A\|_{2} \leq 2 & L_{2}=\|C\|_{2} .
\end{array}
$$

In the example we use the exact values of $L_{1}$ and $L_{2}$,
The Bregman proximal operator of $f$ has a closed-form solution, given in (3.5), and the (Euclidean) proximal operator of $g^{*}$ is the projection onto the infinity norm ball:

$$
\operatorname{prox}_{g^{*}}(z)_{i}= \begin{cases}\lambda & z_{i}>\lambda \\ z_{i} & \left|z_{i}\right| \leq \lambda \\ -\lambda & z_{i}<-\lambda\end{cases}
$$

The experiment is carried out in Python 3.6 on a desktop with an Intel Core i5 2.4 GHz CPU and 8GB RAM. We set $m=500$ and $n=10,000$. The elements in the matrix $C \in \mathbf{R}^{m \times n}$ and $b \in \mathbf{R}^{m}$ are randomly generated from independent standard Gaussian distributions. For the constant stepsize option, we choose

$$
\begin{array}{lll}
\text { Condat-Vũ } & \sigma=L_{1} / 2 \quad \tau=1 /\left(2 L_{1}\right)  \tag{3.67}\\
\text { PD3O } & \sigma=L_{2} / 4 \quad \tau=1 / L_{2} .
\end{array}
$$



Figure 3.5: The blue and red curves show the boundaries of the stepsize regions for Bregman Condat-Vũ algorithms and Bregman PD3O, respectively. The blue and red points indicate the chosen parameters in (3.67) (red for for PD3O, blue for Condat-V u). In the Bregman dual Condat-Vũ algorithm with line search, the stepsizes are selected on the dashed straight line. The solid line segment shows the range of stepsizes that were selected, with dots indicating the largest, median, and smallest stepsizes.

These two choices, as well as the range of possible parameters, are illustrated in Figure 3.5. The two choices are on the blue and red curve, respectively, and satisfy the requirement (3.52) with equality. For the line search algorithm, we set $\bar{\theta}_{k}=1.2$ to encourage more aggressive updates, and $\beta=\sigma_{-1} / \tau_{-1}=L_{1}^{2}$, which is consistent with the choice in (3.67).

Numerical results We solve the problem (3.65) using the Bregman primal Condat-Vũ algorithm (3.6), the Bregman dual Condat-Vũ algorithm with line search (3.36), and Bregman PD3O (3.51). Figure 3.6 reports the relative distance between the function values to the optimal value $\psi^{\star}$, which is computed via CVXPY [DB16]. Comparison between the Bregman primal Condat-Vũ algorithm and Bregman PD3O shows that Bregman PD3O converges faster. Figure 3.6 also compares the performance between the Bregman primal Condat-V $\tilde{u}$ algorithm with constant stepsizes and Bregman dual algorithm with line search. One can see clearly that the line search significantly improves the convergence. On the other hand, the line search does not add much computation overhead, as the plots of the CPU time and


Figure 3.6: Comparison of three algorithms (Bregman primal Condat-Vũ, Bregman dual Condat-Vũ with line search, and Bregman PD3O) in terms of objective values. The top two figures plot the relative error of the function value versus CPU time and number of iterations for one problem instance (3.65), respectively. The bottom two figures correspond to another problem instance.
the number of iterations are roughly identical. In these experiments Bregman PD3O and the Bregman dual Condat-Vũ algorithm with line search have a similar performance, without one algorithm being conclusively better than the other.

## CHAPTER 4

## Application to sparse semidefinite programming

Bregman proximal splitting methods presented in Chapter 3 offer the flexibility of choosing specific Bregman distances for different problems, with the goal of accelerating the evaluation of proximal operators. In this chapter, we apply this idea to the centering problem in sparse semidefinite programming (SDP). It is motivated by the difficulty of exploiting sparsity in large-scale semidefinite programming in general and, for proximal methods, the need for eigenvalue decompositions to compute Euclidean projections on the positive semidefinite matrix cone. In this chapter, the logarithmic barrier function for the cone of positive semidefinite completable sparse matrices is used as the distance-generating kernel. For this distance, the complexity of evaluating the Bregman proximal operator is shown to be roughly proportional to the cost of a sparse Cholesky factorization, and thus Bregman proximal methods in Chapter 3 can be applied to solve large-scale SDP centering problems efficiently.

This chapter is organized as follows. We first introduce sparse semidefinite programming in Section 4.1. Section 4.2 reviews the logarithmic barriers for two sparse matrix cones and in Section 4.3 we describe the centering problem for sparse SDPs. Based on the discussion in Sections 4.2 and 4.3, we present in Section 4.4 the Bregman proximal operator generated by the logarithmic barrier function for the sparse PSD matrix cone. Then in Section 4.5 we describe in detail the Newton's method used to compute the barrier proximal operator. Section 4.6 contains results of numerical experiments. In the experiments, we apply the Bregman dual PDHG with line search presented in Chapter 3 to solve two sets of sparse SDPs. Most content in this chapter is adapted from [JV22a].

### 4.1 Sparse semidefinite programming

We consider semidefinite programs (SDPs) in the standard form

$$
\begin{array}{llll}
\text { primal: } & \text { minimize } & \operatorname{tr}(C X) & \text { dual: } \\
& \text { maximize } & b^{T} y  \tag{4.1}\\
& \text { subject to } & \mathcal{A}(X)=b & \text { subject to } \\
& X \in \mathcal{S}_{+}^{n}(y)+S=C \\
& & S \in \mathbf{S}_{+}^{n},
\end{array}
$$

with primal variable $X \in \mathbf{S}^{n}$ and dual variables $S \in \mathbf{S}^{n}, y \in \mathbf{R}^{m}$, where $\mathbf{S}^{n}$ is the set of symmetric $n \times n$ matrices. The linear operator $\mathcal{A}: \mathbf{S}^{n} \rightarrow \mathbf{R}^{m}$ is defined as

$$
\mathcal{A}(X)=\left(\operatorname{tr}\left(A_{1} X\right), \operatorname{tr}\left(A_{2} X\right), \ldots, \operatorname{tr}\left(A_{m} X\right)\right)
$$

and $\mathcal{A}^{*}(y)=\sum_{i=1}^{m} y_{i} A_{i}$ is its adjoint operator. The coefficients $C, A_{1}, \ldots, A_{m}$ are symmetric $n \times n$ matrices. The notation $\mathbf{S}_{+}^{n}$ is used for the cone of positive semidefinite (PSD) matrices in $\mathbf{S}^{n}$.

In many large-scale applications of semidefinite programming, the coefficient matrices are sparse. The sparsity pattern of a symmetric $n \times n$ matrix can be represented by an undirected graph $G=(V, E)$ with vertex set $V=\{1,2, \ldots, n\}$ and edge set $E$. The set of matrices with sparsity pattern $E$ is then defined as

$$
\mathbf{S}_{E}^{n}=\left\{Y \in \mathbf{S}^{n} \mid Y_{i j}=Y_{j i}=0 \text { if } i \neq j \text { and }\{i, j\} \notin E\right\}
$$

In this chapter, $E$ will denote the common (or aggregate) sparsity pattern of the coefficient matrices in the SDP , i.e., we assume that $C, A_{1}, \ldots, A_{m} \in \mathbf{S}_{E}^{n}$. Note that the sparsity pattern $E$ is not uniquely defined (unless it is dense, i.e., the sparsity graph $G$ is complete): if the coefficients are in $\mathbf{S}_{E}^{n}$ then they are also in $\mathbf{S}_{E^{\prime}}^{n}$ where $E \subset E^{\prime}$. In particular, $E$ can always be extended to make the graph $G=(V, E)$ chordal or triangulated [BP93, VA15]. Without loss of generality, we will assume that this is the case.

Although aggregate sparsity is not always present in large SDPs with sparse coefficients, it appears naturally in applications with an underlying graph structure. The graph structure in the application is often inherited by all the coefficients of the SDP. Examples include
relaxations of combinatorial graph optimization problems [Lov79, Ali95, GW95, GR00] and symmetric eigenvalue optimization problems associated with graphs [BDX04, XB04]. Aggregate sparsity also arises in SDP formulations of Euclidean distance geometry problems with network structure, with applications to network node localization [BY04, BLT06, BLW06, KKW09, DKQ10] and machine learning [WS06, WSZ07]. Another important source of SDPs with aggregate sparsity is given by the semidefinite relaxations of the optimal power flow problem in electricity networks [Jab12, Low14a, Low14b, MKL15, MHL13, Tay15]. When the aggregate sparsity pattern is dense or almost dense, it is sometimes possible to introduce or enhance sparsity via variable transformation [FKM01, Section 6]. Applications of this technique arise in the graph partition problem [FKM01] and the SDP formulation of the maximum variance unfolding problem [WS04].

Sparse semidefinite programming Even when the coefficient matrices in the SDP (4.1) share an aggregate sparsity pattern, the primal variable $X$ generally needs to be dense to be feasible. However, the cost function and the linear equality constraints only depend on the diagonal entries $X_{i i}$ and the off-diagonal entries $X_{i j}=X_{j i}$ for $\{i, j\} \in E$. For the other entries the only requirement is to make the matrix positive semidefinite. In the dual problem, $S \in \mathbf{S}_{E}^{n}$ holds at all dual feasible points. These observations imply that the SDPs (4.1) can be equivalently rewritten as a pair of primal and dual conic linear programs

$$
\begin{array}{llll}
\text { primal: } & \text { minimize } \operatorname{tr}(C X) & \text { dual: } & \text { maximize }
\end{array} b^{T} y
$$

with sparse matrix variables $X, S \in \mathbf{S}_{E}^{n}$, and a vector variable $y \in \mathbf{R}^{m}$. The primal cone $K$ in this problem is the set of matrices in $\mathbf{S}_{E}^{n}$ which have a positive semidefinite completion, i.e., $K=\Pi_{E}\left(\mathbf{S}_{+}^{n}\right)$ where $\Pi_{E}$ stands for projection on $\mathbf{S}_{E}^{n}$. The dual cone $K^{*}$ of $K$ is the set of positive semidefinite matrices with sparsity pattern $E$, i.e., $K^{*}=\mathbf{S}_{+}^{n} \cap \mathbf{S}_{E}^{n}$. The formulation (4.2) is attractive when the aggregate sparsity pattern $E$ is very sparse, in which
case $\mathbf{S}_{E}^{n}$ is a much lower-dimensional space than $\mathbf{S}^{n}$. The nonsymmetric formulation of sparse semidefinite programming was applied in [ADV10, Bur03, SV04, SAV14]; see also [VA15, Section 14.4].

Algorithms for sparse SDPs Sparse structure in semidefinite programming has been extensively explored by many authors and leveraged in many algorithms. The scalability of interior-point methods is limited by the need to form and solve a set of $m$ linear equations in $m$ variables, known as the Schur complement system, at each iteration. This system is usually dense. Sparsity in the coefficients $A_{i}$ can be exploited to reduce the cost of assembling the Schur complement equations. This process is efficient especially in extremely sparse problems, where the coefficients $A_{i}$ may also have low rank. In dual barrier methods, one can also take advantage of sparsity of dual feasible variables $S$. These properties are leveraged in the dual interior-point methods described in [BYZ00, BY08, BGM13, BGP19, BGP21].

In another line of research, techniques based on properties and algorithms for chordal sparsity patterns have been applied to semidefinite programming since the late 1990s [FKN97, FKM01, NFF03, BYZ00, Bur03, KKK08, KKM11, ADV13, ZL21, SAV14, PHA18, SV04]; see [VA15, ZFP21] for recent surveys. An important tool from this literature is the conversion or clique decomposition method proposed by Fukuda et al. [FKM01, NFF03]. It is based on a fundamental result from linear algebra, stating that for a chordal pattern $E$, a matrix $X \in \mathbf{S}_{E}^{n}$ has a positive semidefinite completion if and only if $X_{\gamma_{k} \gamma_{k}} \succeq 0$ for $k=1, \ldots, r$, where $\gamma_{1}, \ldots, \gamma_{r}$ are the maximal cliques in the graph [GJS84]. In the conversion method, the large sparse variable matrix $X$ in (4.2) is replaced with smaller dense matrix variables $X_{k}=X_{\gamma_{k} \gamma_{k}}$. Each of these new variables is constrained to be positive semidefinite. Linear equality constraints need to be added to couple the variables $X_{k}$, as they represent overlapping subblocks of a single matrix $X$. Thus, a large sparse SDP is converted in an equivalent problem with several smaller, dense variables $X_{k}$, and additional sparse equality constraints. This equivalent problem may be considerably easier to solve by interior-point methods than
the original SDP (4.1). Recent examples where the clique decomposition is applied to solve large sparse SDPs can be found in [EDA20, ZL21].

Proximal splitting methods, which are surveyed in Chapter 2, are perhaps the most popular alternatives to interior-point methods in machine learning, image processing, and other applications, involving large-scale convex programming, and typical examples include (accelerated) proximal gradient methods [BT09a, BT09b, Nes18], ADMM [BPC11], and the primal-dual hybrid gradient (PDHG) or Chambolle-Pock method [PCB09, EZC10, CP11a] (see more examples in Chapter 2). When applied to the SDPs (4.1), they require at each iteration a Euclidean projection on the positive semidefinite cone $\mathbf{S}_{+}^{n}$ and hence, a symmetric eigenvalue decomposition of order $n$. This contributes an order $n^{3}$ term to the per-iteration complexity. In the nonsymmetric formulation (4.2) of the sparse SDP, the projections on $K^{*}$ or (equivalently) $K$ cannot be computed directly, and must be handled by introducing splitting variables and alternating projections on $\mathbf{S}_{E}^{n}$, which is trivial, and on $\mathbf{S}_{+}^{n}$, which requires an eigenvalue decomposition. The clique decomposition used in the conversion method described above, which was originally developed for interior-point methods, lends itself naturally to splitting algorithms as well. It allows us to replace the matrix constraint $X \in K$ with several smaller dense inequalities $X_{k} \succeq 0$, one for each maximal clique in the sparsity graph. In a proximal method, this means that projection on the $n \times n$ positive semidefinite cone can be replaced by less expensive projections on lower-dimensional positive semidefinite cones [MKL15, SV15, ZFP17, ZFP20]. This advantage of the conversion method is tempered by the large number of consistency constraints that must be introduced to link the splitting variables $X_{k}$. First-order methods typically do not compute very accurate solutions and if the residual error in the consistency constraints is not small, it may be difficult to convert the computed solution of the decomposed problem back to an accurate solution of the original SDP [EDA20].

### 4.2 Primal and dual barriers

In this section we introduce the logarithmic barrier functions for the pair of primal and dual cones $K$ and $K^{*}$, and later in Section 4.4 the primal barrier will be used as the kernel function to generate the Bregman distance. The logarithmic barrier functions for the cones $K^{*}=\mathbf{S}_{+}^{n} \cap \mathbf{S}_{E}^{n}$ and $K=\Pi_{E}\left(\mathbf{S}_{+}^{n}\right)$ are defined as

$$
\begin{equation*}
\phi_{*}(S)=-\log \operatorname{det} S, \quad \phi(X)=\sup _{S}\left(-\operatorname{tr}(X S)-\phi_{*}(S)\right), \tag{4.3}
\end{equation*}
$$

with domains $\operatorname{dom} \phi_{*}=\operatorname{int} K^{*}$ and $\operatorname{dom} \phi=\operatorname{int} K$, respectively. Note that $\phi(X)$ is the conjugate of $\phi_{*}$ evaluated at $-X$.

In [ADV13, VA15] efficient algorithms are presented for evaluating the two barrier functions, their gradients, and their directional second derivatives, when the sparsity pattern $E$ is chordal. The value of the dual barrier $\phi_{*}(S)=-\log \operatorname{det} S$ is easily computed from the diagonal entries in a sparse Cholesky factor of $S$. More specifically, if a factorization $P S P^{T}=L D L^{T}$ is available, with $P$ a permutation matrix, $D$ positive diagonal and $L$ unit lower-triangular, then $\phi_{*}(S)=-\sum_{i} \log D_{i i}$. The gradient and Hessian are given by

$$
\begin{equation*}
\nabla \phi_{*}(S)=-\Pi_{E}\left(S^{-1}\right), \quad \nabla^{2} \phi_{*}(S)[V]=\frac{d}{d t} \nabla \phi_{*}(S+t V)=\Pi_{E}\left(S^{-1} V S^{-1}\right) \tag{4.4}
\end{equation*}
$$

Given a Cholesky factorization of $S$, these expressions can be evaluated via one or two recursions on the elimination tree [ADV13, VA15], without explicitly computing the entire inverse $S^{-1}$ or the matrix product $S^{-1} V S^{-1}$. The cost of these recursions is roughly the same as the cost of a sparse Cholesky factorization with the sparsity pattern $E$ [ADV13, VA15].

The primal barrier function $\phi$ and its gradient can be evaluated by solving the optimization problem in the definition of $\phi(X)$. The optimal solution $\hat{S}_{X}$ is the matrix in $\mathbf{S}_{++}^{n} \cap \mathbf{S}_{E}^{n}$ that satisfies

$$
\begin{equation*}
\Pi_{E}\left(\hat{S}_{X}^{-1}\right)=X \tag{4.5}
\end{equation*}
$$

Its inverse $\hat{S}_{X}^{-1}$ is also the maximum determinant positive definite completion of $X$, i.e.,
$Z=\hat{S}_{X}^{-1}$ is the solution of

$$
\begin{array}{ll}
\operatorname{maximize} & \log \operatorname{det} Z  \tag{4.6}\\
\text { subject to } & \Pi_{E}(Z)=X
\end{array}
$$

(where we take $\mathbf{S}_{++}^{n}$ as the domain of the cost function). The solution $Z$ is also called the maximum entropy completion of $X$, since it maximizes the entropy of the normal distribution $\mathcal{N}(0, Z)$, which is given by

$$
\frac{1}{2}(\log \operatorname{det} Z+n \log (2 \pi)+n)
$$

subject to the constraint $\Pi_{E}(Z)=X$; see [Dem72]. From $\hat{S}_{X}$, one obtains

$$
\begin{equation*}
\phi(X)=\log \operatorname{det} \hat{S}_{X}-n, \quad \nabla \phi(X)=-\hat{S}_{X}, \quad \nabla^{2} \phi(X)=\nabla^{2} \phi_{*}\left(\hat{S}_{X}\right)^{-1} \tag{4.7}
\end{equation*}
$$

Comparing the expressions for the gradients of $\phi$ and $\phi_{*}$ in (4.7) and (4.4), and using (4.5), we see that $\nabla \phi$ and $\nabla \phi_{*}$ are inverse mappings, up to a change in sign:

$$
\nabla \phi(X)=-\hat{S}_{X}=-\left(\nabla \phi_{*}\right)^{-1}(-X), \quad \nabla \phi_{*}(S)=-(\nabla \phi)^{-1}(-S)
$$

For general sparsity patterns, the determinant maximization problem (4.6) or the convex optimization problem in the definition of $\phi$ must be solved by an iterative optimization algorithm. If the pattern is chordal, these optimization problems can be solved by finite recursive algorithms, again at a cost that is comparable with the cost of a sparse Cholesky factorization for the same pattern [ADV13, VA15].

### 4.3 The centering problem

To apply Bregman proximal methods discussed in Chapter 3, we consider the centering problem for the sparse SDP (4.2)

$$
\begin{array}{ll}
\operatorname{minimize} & \operatorname{tr}(C X)+\mu \phi(X)  \tag{4.8}\\
\text { subject to } & \mathcal{A}(X)=b,
\end{array}
$$

where $\phi$ is the logarithmic barrier function for the cone $K$, given in (4.3). The centering parameter $\mu>0$ controls the duality gap at the solution. Since the barrier function $\phi$ is $n$-logarithmically homogeneous (see [VA15]), the optimal solution of the centering problem is a ( $\mu n$ )-suboptimal solution for the original SDP (4.2). The centering problem (4.8) is useful as an approximation to the original problem, because it yields more easily computed suboptimal solutions, with an accuracy that can be controlled by the choice of the barrier parameter $\mu$. The centering problem is also a key component of barrier methods, in which a sequence of centering problems with decreasing values of the barrier parameter are solved. Traditionally, the centering problem in interior-point methods is solved by the Newton's method, possibly accelerated via the preconditioned conjugate gradient method [BGP19, VB95], but recent work has started to examine the use of proximal methods such as the alternating direction method of multipliers (ADMM) or the proximal method of multipliers for this purpose [LMY21, PG21, PG22].

We will assume that the equality constraints in (4.2) include a constraint $\operatorname{tr}(N X)=1$, where $N \in \mathbf{S}_{++}^{n} \cap \mathbf{S}_{E}^{n}$. To make this explicit we write the centering problem (4.2) as

$$
\begin{array}{ll}
\text { minimize } & \operatorname{tr}(C X)+\mu \phi(X) \\
\text { subject to } & \mathcal{A}(X)=b,  \tag{4.9}\\
& \operatorname{tr}(N X)=1
\end{array}
$$

For $N=I$, the normalized cone $\{X \in K \mid \operatorname{tr}(N X)=1\}$ is a matrix extension of the probability simplex $\left\{x \succeq 0 \mid \mathbf{1}^{T} x=1\right\}$, sometimes referred to as the spectraplex. With minor changes, the techniques we discuss extend to a normalization in the inequality form $\operatorname{tr}(N X) \leq 1$, with $N \in \mathbf{S}_{++}^{n} \cap \mathbf{S}_{E}^{n}$. Here we will discuss (4.9) to retain the standard form of the centering problem.

The constraints $\operatorname{tr}(N X)=1$ and $\operatorname{tr}(N X) \leq 1$ guarantee the boundedness of the primal feasible set, a common assumption in first-order methods. The added constraint does not diminish the generality of our approach. In many applications an equality $\operatorname{tr}(N X)=1$ is implied by the contraints $\mathcal{A}(X)=b$ and easily derived from the problem data (see Section 4.6
for two typical examples). When an equality constraint of this form is not readily available, one can add a bounding inequality $\operatorname{tr}(N X) \leq 1$ with $N$ sufficiently small to ensure that the optimal solution is not modified.

To apply first-order proximal methods, we view the problem (4.9) as a linearly constrained optimization problem

$$
\begin{array}{ll}
\text { minimize } & f(X)  \tag{4.10}\\
\text { subject to } & \mathcal{A}(X)=b,
\end{array}
$$

where $f$ is defined as

$$
\begin{equation*}
f(X)=\operatorname{tr}(C X)+\mu \phi(X)+\delta_{\mathcal{H}}(X), \quad \mathcal{H}=\left\{X \in \mathbf{S}_{E}^{n} \mid \operatorname{tr}(N X)=1\right\} \tag{4.11}
\end{equation*}
$$

and $\delta_{\mathcal{H}}$ is the indicator function of the hyperplane $\mathcal{H}$. Therefore problem (4.10) is in the canonical form (2.1) with $g=\delta_{\{b\}}$ and $h=0$.

### 4.4 Barrier proximal operator for sparse PSD matrix cone

The reformulated problem (4.10) can be solved by Bregman proximal splitting methods presented in Chapter 3. Here the primal kernel is chosen as the barrier function $\phi$ (4.3) for the cone $K$, and the dual kernel is the squared Euclidean kernel. The primal kernel $\phi$ satisfies the assumptions listed in Section 3.1, i.e., it is convex, continuous, continuously differentiable on the interior of the cone, and strongly convex on $\operatorname{int} K \cap\{X \mid \operatorname{tr}(N X)=1\}$. It generates the Bregman divergence

$$
\begin{aligned}
d(X, Y) & =\phi(X)-\phi(Y)-\operatorname{tr}(\nabla \phi(Y)(X-Y)) \\
& =\phi(X)-\log \operatorname{det} \hat{S}_{Y}+n+\operatorname{tr}\left(\hat{S}_{Y}(X-Y)\right) \\
& =\phi(X)-\log \operatorname{det} \hat{S}_{Y}+\operatorname{tr}\left(\hat{S}_{Y} X\right)
\end{aligned}
$$

On line 2 we used the properties (4.7) to express $\phi(Y)$ and $\nabla \phi(Y)$. The Bregman proximal operator (3.2) for the function $f$ defined in (4.11) then becomes

$$
\hat{X}=\operatorname{prox}_{f}^{\phi}(Y, A)
$$

$$
\begin{aligned}
& =\underset{\operatorname{tr}(N X)=1}{\operatorname{argmin}}(\operatorname{tr}(C X)+\mu \phi(X)+\operatorname{tr}(A X)+d(X, Y)) \\
& =\underset{\operatorname{tr}(N X)=1}{\operatorname{argmin}}(\operatorname{tr}((C+A-\nabla \phi(Y)) X)+(\mu+1) \phi(X)) \\
& =\underset{\operatorname{tr}(N X)=1}{\operatorname{argmin}}(\operatorname{tr}(B X)+\phi(X))
\end{aligned}
$$

where

$$
B=\frac{1}{1+\mu}\left(C+A+\hat{S}_{Y}\right)
$$

To compute $\hat{X}$ we therefore need to solve an optimization problem

$$
\begin{array}{ll}
\text { minimize } & \operatorname{tr}(B X)+\phi(X)  \tag{4.12}\\
\text { subject to } & \operatorname{tr}(N X)=1
\end{array}
$$

where $B \in \mathbf{S}_{E}^{n}$ and $N \in \mathbf{S}_{++}^{n} \cap \mathbf{S}_{E}^{n}$. If we introduce a Lagrange multiplier $\nu$ for the equality constraint in (4.12), the optimality condition can be written as

$$
\nabla \phi(X)+B+\nu N=0, \quad \operatorname{tr}(N X)=1
$$

Equivalently, since $\nabla \phi_{*}(S)=-(\nabla \phi)^{-1}(-S)$,

$$
X=-\nabla \phi_{*}(B+\nu N)=\Pi_{E}\left((B+\nu N)^{-1}\right), \quad \operatorname{tr}(N X)=1
$$

Eliminating $X$ we obtain a nonlinear equation in $\nu$ :

$$
\begin{equation*}
\operatorname{tr}\left(N(B+\nu N)^{-1}\right)=1 \tag{4.13}
\end{equation*}
$$

(The projection in $\operatorname{tr}\left(N \Pi_{E}\left((B+\nu N)^{-1}\right)\right)$ can be omitted because the matrix $N$ has the sparsity pattern $E$.) The unique solution $\nu$ that satisfies $B+\nu N \succ 0$ defines the solution $X=\Pi_{E}\left((B+\nu N)^{-1}\right)$ of (4.12).

The equation (4.13) is also the optimality condition for the Lagrange dual of (4.12), which is a smooth unconstrained convex optimization problem in the scalar variable $\nu$ :

$$
\begin{equation*}
\operatorname{maximize} \quad-\phi_{*}(B+\nu N)-\nu \tag{4.14}
\end{equation*}
$$



Figure 4.1: Left. The function $\zeta(\nu)=\sum_{i} 1 /\left(\nu+\lambda_{i}\right)$ for $\lambda=(-5,0,5,10)$. We are interested in the solution of $\zeta(\nu)=1$ larger than $-\lambda_{\min }=5$. Right. The function $1 / \zeta(\nu)-1$.

### 4.5 Newton's method for barrier proximal operator

In this section we discuss in detail Newton's method applied to the dual problem (4.14) and the equivalent nonlinear equation (4.13). We write the equation as $\zeta(\nu)=1$ where

$$
\begin{equation*}
\zeta(\nu)=\operatorname{tr}\left(N(B+\nu N)^{-1}\right), \quad \zeta^{\prime}(\nu)=-\operatorname{tr}\left(N(B+\nu N)^{-1} N(B+\nu N)^{-1}\right) \tag{4.15}
\end{equation*}
$$

The function $\zeta$ and its derivative can be expressed in terms of the generalized eigenvalues $\lambda_{i}$ of $(B, N)$ as

$$
\begin{equation*}
\zeta(\nu)=\sum_{i=1}^{n} \frac{1}{\nu+\lambda_{i}}, \quad \zeta^{\prime}(\nu)=-\sum_{i=1}^{n} \frac{1}{\left(\nu+\lambda_{i}\right)^{2}} \tag{4.16}
\end{equation*}
$$

Figure 4.1 shows an example with $n=4, N=I$, and eigenvalues $10,5,0,-5$.
We are interested in computing the solution of $\zeta(\nu)=1$ that satisfies $B+\nu N \succ 0$, i.e., $\nu>-\lambda_{\min }$, where $\lambda_{\min }=\min _{i} \lambda_{i}$ is the smallest generalized eigenvalue of $(B, N)$. We denote this interval by $J=\left(-\lambda_{\min }, \infty\right)$. The equation $\zeta(\nu)=1$ is guaranteed to have a unique solution in $J$ because $\zeta$ is monotonic and continuous on this interval, with

$$
\lim _{\nu \rightarrow-\lambda_{\min }} \zeta(\nu)=\infty, \quad \lim _{\nu \rightarrow \infty} \zeta(\nu)=0
$$

Furthermore, on the interval $J$, the function $\zeta$ and its derivative can be expressed as

$$
\zeta(\nu)=-\operatorname{tr}\left(N \nabla \phi_{*}(B+\nu N)\right), \quad \zeta^{\prime}(\nu)=-\operatorname{tr}\left(N\left(\nabla^{2} \phi_{*}(B+\nu N)[N]\right)\right) .
$$

Therefore $\zeta(\nu)$ and $\zeta^{\prime}(\nu)$ can be evaluated by taking the inner product of $N$ with

$$
\begin{aligned}
\nabla \phi_{*}(B+\nu N) & =-\Pi_{E}\left((B+\nu N)^{-1}\right) \\
\nabla^{2} \phi_{*}(B+\nu N)[N] & =-\Pi_{E}\left((B+\nu N)^{-1} N(B+\nu N)^{-1}\right) .
\end{aligned}
$$

Since $B, N \in \mathbf{S}_{E}^{n}$, these quantities can be computed by the efficient algorithms for computing the gradient and directional second derivative of $\phi_{*}$ described in [ADV13, VA15].

We note a few other properties of $\zeta$. First, the expressions in (4.16) show that $\zeta$ is convex, decreasing, and positive on $J$. Second, if $\nu \in J$, then $\tilde{\nu} \in J$ for all $\tilde{\nu}$ that satisfy

$$
\begin{equation*}
\tilde{\nu}>\nu-\frac{1}{\sqrt{\left|\zeta^{\prime}(\nu)\right|}} . \tag{4.17}
\end{equation*}
$$

This follows from

$$
\left|\zeta^{\prime}(\nu)\right|=\sum_{i=1}^{n} \frac{1}{\left(\nu+\lambda_{i}\right)^{2}} \geq \frac{1}{\left(\nu+\lambda_{\min }\right)^{2}},
$$

and is also a simple consequence of the Dikin ellipsoid theorem for self-concordant functions [NN94, Theorem 2.1.1.b].

The Newton iteration for the equation $\zeta(\nu)-1=0$ is

$$
\begin{equation*}
\nu^{+}=\nu+\alpha \frac{1-\zeta(\nu)}{\zeta^{\prime}(\nu)} \tag{4.18}
\end{equation*}
$$

where $\alpha$ is a step size. The same iteration can be interpreted as a damped Newton method for the unconstrained problem (4.14). If $\nu^{+} \in J$ for a unit step $\alpha=1$, then

$$
\zeta\left(\nu^{+}\right)>\zeta(\nu)+\zeta^{\prime}(\nu)\left(\nu^{+}-\nu\right)=1,
$$

from strict convexity of $\zeta$. Hence after one full Newton step, the Newton iteration with unit steps approaches the solution monotonically from the left. If $\zeta(\nu)<1$ then in general
a non-unit step size must be taken to keep the iterates in $J$. From the Dikin ellipsoid inequality (4.17), we see that $\nu^{+} \in J$ for all positive $\alpha$ that satisfy

$$
\alpha<\frac{\sqrt{\left|\zeta^{\prime}(\nu)\right|}}{1-\zeta(\nu)}
$$

The theory of self-concordant functions provides a step size rule that satisfies this condition and guarantees convergence:

$$
\alpha=\frac{\sqrt{\left|\zeta^{\prime}(\nu)\right|}}{\sqrt{\left|\zeta^{\prime}(\nu)\right|}+1-\zeta(\nu)} \quad \text { if } \quad \frac{1-\zeta(\nu)}{\sqrt{\left|\zeta^{\prime}(\nu)\right|}}<\eta, \quad \alpha=1 \quad \text { otherwise }
$$

where $\eta$ is a constant in $(0,1)$. As an alternative to this fixed step size rule, a standard backtracking line search can be used to determine a suitable step size $\alpha$ in (4.18). Checking whether $\nu^{+} \in J$ can be done by attempting a sparse Cholesky factorization of $B+\nu^{+} N$.

Figure 4.1 shows that the function $\zeta$ can be quite nonlinear around the solution of the equation if the solution is near $-\lambda_{\min }$. Instead of applying Newton's method directly to (4.15), it is useful to rewrite the nonlinear equation as $\psi(\nu)=0$ where

$$
\begin{equation*}
\psi(\nu)=\frac{1}{\zeta(\nu)}-1 . \tag{4.19}
\end{equation*}
$$

The negative smallest eigenvalue $-\lambda_{\min }$ is a pole of $\zeta(\nu)$, but a zero of $1 / \zeta(\nu)$. Also the derivative of $\psi$ changes slowly near this zero point; in Figure 4.1, the function $\psi$ is almost linear in the region of interest. This implies that Newton's method applied to (4.19), i.e.,

$$
\nu^{+}=\nu+\beta \frac{\psi(\nu)}{\psi^{\prime}(\nu)}=\nu+\beta \frac{\zeta(\nu)(1-\zeta(\nu))}{\zeta^{\prime}(\nu)},
$$

should be extremely efficient in this case. Starting the line search at $\beta=1$ is equivalent to starting at $\alpha=\zeta(\nu)$ in (4.18). This often requires fewer backtracking steps than starting at $\alpha=1$.

Newton's method requires a feasible initial point $\nu_{0} \in J$. Suppose we know a positive lower bound $\gamma$ on the smallest eigenvalue of $N$. Then $\hat{\nu}_{0} \in J$ where

$$
\hat{\nu}_{0}>\max \left\{0, \frac{-\lambda_{\min }(B)}{\gamma}\right\} .
$$

A lower bound on $\lambda_{\min }(B)$ can be obtained from the Gershgorin circle theorem, which states that the eigenvalues of $B$ are contained in the disks

$$
\left\{s\left|\left|s-B_{i i}\right| \leq \sum_{j \neq i}\right| B_{i j} \mid\right\}, \quad i=1, \ldots, n
$$

Thus, $\lambda_{\min }(B) \geq \min _{i}\left(B_{i i}-\sum_{j \neq i}\left|B_{i j}\right|\right)$. Apart from the above initialization, we find another practically useful initial point $\tilde{\nu}_{0}=n-\operatorname{tr} B / \operatorname{tr} N$, which is the solution for $\operatorname{tr}(N(B+$ $\nu N)^{-1}$ ) $=1$ when $B$ happens to be a multiple of $N$. This choice is efficient in many practical examples but, unfortunately, not guaranteed to be feasible. Thus, in the implementation, we use $\tilde{\nu}_{0}$ if it is feasible and $\hat{\nu}_{0}$ otherwise.

### 4.6 Numerical experiments

In this section we evaluate the performance of Bregman PDHG with line search, i.e. (3.36) with $h=0$, applied to the centering problem (4.10). For clarity we rewrite the algorithm here in matrix notation:

$$
\begin{align*}
\bar{z}^{(k+1)} & =z^{(k)}+\theta_{k}\left(z^{(k)}-z^{(k-1)}\right)  \tag{4.20a}\\
X^{(k+1)} & =\underset{x}{\operatorname{argmin}}\left(f(X)+\left\langle\bar{z}^{(k+1)}, \mathcal{A}(X)\right\rangle+\frac{1}{\tau_{k}} d\left(X, X^{(k)}\right)\right)  \tag{4.20b}\\
z^{(k+1)} & =z^{(k)}+\sigma_{k}\left(\mathcal{A}\left(X^{(k+1)}\right)-b\right), \tag{4.20c}
\end{align*}
$$

where $d$ is the Bregman distance generated by the barrier function $\phi$ (4.3). The numerical results illustrate that the cost for evaluating the Bregman proximal operator (4.12) is comparable to the cost of a sparse Cholesky factorization with sparsity pattern $E$. This prox-evaluation dominates the computational cost in each iteration of (4.20), since $\mathcal{A}$ and $\mathcal{A}^{*}$ are usually easy to evaluate for large-scale problems with sparse or other types of structure. In particular, the proposed method does not need to solve linear equations involving $\mathcal{A}$ or $\mathcal{A}^{*}$, an important advantage over ADMM and interior-point methods.

In this section we consider the centering problem for two sets of sparse SDPs, the maximum cut problem and the graph partitioning problem. The experiments are carried out
in Python 3.6 on a laptop with an Intel Core i5 2.4 GHz CPU and 8GB RAM. The Python library for chordal matrix computations CHOMPACK [AV15] is used to compute chordal extensions (with the AMD reordering [ADD96]), sparse Cholesky factorizations, the primal barrier $\phi$, and the gradient and directional second derivative of the dual barrier $\phi_{*}$. Other sparse matrix computations are implemented using CVXOPT [ADV20].

In the experiments, we terminate the iteration (4.20) when the relative primal and dual residuals are less than $10^{-6}$. These two stopping conditions are sufficient for our algorithm, as suggested by the convergence proof, in particular, equations (3.49) and (3.50). The two residuals are defined as

$$
\text { primal residual }=\frac{\left\|z_{k}-z_{k-1}\right\|_{2}}{\sigma_{k} \max \left\{1,\left\|z_{k}\right\|_{\infty}\right\}}, \quad \text { dual residual }=\frac{\left\|\nabla \phi\left(X_{k}\right)-\nabla \phi\left(X_{k-1}\right)\right\|_{2}}{\tau_{k} \max \left\{1,\left\|X_{k}\right\|_{\max }\right\}},
$$

where $\|Y\|_{\max }=\max _{i, j}\left|Y_{i j}\right|$.

### 4.6.1 Maximum cut problem

Given an undirected graph $G=(V, E)$, the maximum cut problem is to partition the set of vertices into two sets in order to maximize the total number of edges between the two sets. (If every edge $\{i, j\} \in E$ is associated with a nonnegative weight $w_{i j}$, then the maximum cut problem is to maximize the total weight of the edges between the two sets.) One can show that the maximum cut problem can be represented as a binary quadratic optimization problem

$$
\begin{array}{ll}
\operatorname{maximize} & (1 / 4) x^{T} L x \\
\text { subject to } & x \in\{ \pm 1\}^{n}
\end{array}
$$

where $L \in \mathbf{S}^{n}$ is the Laplacian of an undirected graph $G=(V, E)$ with vertices $V=$ $\{1,2, \ldots, n\}$. The SDP relaxation of the maximum cut problem is

$$
\begin{array}{ll}
\operatorname{maximize} & (1 / 4) \operatorname{tr}(L X) \\
\text { subject to } & \operatorname{diag}(X)=\mathbf{1}  \tag{4.21}\\
& X \succeq 0,
\end{array}
$$

with variable $X \in \mathbf{S}^{n}$. The operator diag: $\mathbf{S}^{n} \rightarrow \mathbf{R}^{n}$ returns the diagonal elements of the input matrix as a vector: $\operatorname{diag}(X)=\left(X_{11}, X_{22}, \ldots, X_{n n}\right)$. If moderate accuracy is allowed, we can solve the centering problem of the SDP relaxation

$$
\begin{array}{ll}
\operatorname{minimize} & -(1 / 4) \operatorname{tr}(L X)+\mu \phi(X) \\
\text { subject to } & \operatorname{diag}(X)=\mathbf{1}  \tag{4.22}\\
& X \in \Pi_{E^{\prime}}\left(\mathbf{S}_{+}^{n}\right)
\end{array}
$$

with optimization variable $X \in \mathbf{S}_{E^{\prime}}^{n}$ where $E^{\prime}$ is a chordal extension of $E$. Note that $\operatorname{tr}(X)=$ $n$ for all feasible $X$. The centering problem has the form of (4.10) with

$$
C=-\frac{1}{4} L, \quad N=\frac{1}{n} I, \quad \mathcal{A}(X)=\operatorname{diag}(X) .
$$

The Lagrangian of (4.22) is given by

$$
\mathcal{L}(X, z)=f(X)+\langle z, \mathcal{A}(X)-b\rangle
$$

where $f$ is defined in (4.11), and $z$ is the Lagrange multiplier associated with the equality constraint $\operatorname{diag}(X)=1$. Thus we have

$$
\begin{equation*}
\frac{1}{4} \operatorname{tr}\left(L X^{\star}\right) \leq p_{\mathrm{sdp}}^{\star} \leq \mathbf{1}^{T} z^{\star}, \quad-\frac{1}{4} \operatorname{tr}\left(L X^{\star}\right)+\mathbf{1}^{T} z^{\star}=\mu n \tag{4.23}
\end{equation*}
$$

where $X^{\star}$ and $z^{\star}$ are the primal and dual optimal solutions of the centering problem (4.22), and $p_{\text {sdp }}^{\star}$ is the optimal value of the SDP (4.21).

Numerical results We first collect four MAXCUT problems of moderate size from SDPLIB [Bor99]. The SDP relaxation (4.21) is solved using MOSEK [MOS19] and the optimal value computed by MOSEK is denoted by $p_{\text {sdp }}^{\star}$. (Note that the source file for the graph maxcutG55 was incorrectly converted into SDPA sparse format. Thus the objective value for the maxG55 problem obtained from the original data file is $1.1039 \times 10^{4}$ instead of $9.9992 \times 10^{3}$ as reported in SDPLIB.)

In (4.22), we set $\mu=0.001 / n$, and report in column 4 of Table 4.1 the difference between $p_{\text {sdp }}^{\star}$ and the cost function $(1 / 4) \operatorname{tr}(L X)$ at the suboptimal solution returned by the

|  | $n$ | $p_{\mathrm{sdp}}^{\star}$ | $p_{\mathrm{sdp}}^{\star}-\frac{1}{4} \operatorname{tr}(L X)$ | primal <br> residual | dual <br> residual |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{maxG51}$ | 1000 | $4.0039 \times 10^{3}$ | $3.12 \times 10^{-4}$ | $2.24 \times 10^{-7}$ | $6.43 \times 10^{-8}$ |
| $\operatorname{maxG32}$ | 2000 | $1.5676 \times 10^{3}$ | $6.95 \times 10^{-4}$ | $6.48 \times 10^{-7}$ | $2.23 \times 10^{-7}$ |
| $\operatorname{maxG55}$ | 5000 | $1.1039 \times 10^{4}$ | $1.02 \times 10^{-4}$ | $5.32 \times 10^{-7}$ | $7.13 \times 10^{-7}$ |
| $\operatorname{maxG60}$ | 7000 | $1.5222 \times 10^{4}$ | $9.91 \times 10^{-5}$ | $1.21 \times 10^{-7}$ | $2.33 \times 10^{-7}$ |

Table 4.1: Results for four instances of the MAXCUT problem from SDPLIB [Bor99]. Column 3 is the optimal value computed by MOSEK. Column 4 is the difference with the optimal value of the centering problem computed by algorithm (4.20). The last two columns give the primal and dual residuals in the computed solution.
algorithm. The last two columns of Table 4.1 give the relative primal and dual residuals. These results show that the proposed algorithm is able to solve the centering SDP (4.22) with the desired accuracy. A comparison of the third and fourth columns of Table 4.1 confirms (4.23), i.e., the objective value of the SDP at $X$ is within $\mu n=10^{-3}$ of the optimal value. Considering the values of $p_{\mathrm{sdp}}^{\star}$, we see that the computed points on the central path are close to the optimal solutions of the SDPs.

To test the scalability of algorithm (4.20), we add four larger graphs from the SuiteSparse collection [KAB19]. In Table 4.2 we report the time per Cholesky factorization, the number of Newton steps per iteration, the time per PDHG iteration, and the number of iterations in Bregman PDHG for the eight test problems. As can be seen from the table, the number of Newton iterations per prox-evaluation remains small even when the size of the problem increases. Also, we observe that the time per PDHG iteration is roughly the cost of a sparse Cholesky factorization times the number of Newton steps. This means that the backtracking in Newton's method does not cause a significant overhead. Since the evaluations of $\mathcal{A}$ and $\mathcal{A}^{*}$ in this problem are very cheap, the cost per prox-evaluation is the dominant term in the per-iteration complexity.

|  | $n$ | time per Cholesky <br> factorization | Newton steps <br> per iteration | time per PDHG <br> iteration | PDHG <br> iterations |
| :--- | :---: | :---: | :---: | :---: | :---: |
| maxG51 | 1000 | 0.05 | 2.45 | 0.12 | 267 |
| maxG32 | 2000 | 0.12 | 1.56 | 0.18 | 240 |
| maxG55 | 5000 | 0.29 | 2.10 | 0.58 | 249 |
| maxG60 | 7000 | 0.60 | 2.55 | 1.22 | 279 |
| barth4 | 6019 | 0.42 | 3.57 | 1.55 | 346 |
| tuma2 | 12992 | 0.48 | 4.36 | 1.89 | 375 |
| biplane-9 | 21701 | 0.95 | 2.58 | 2.12 | 287 |
| c-67 | 57975 | 0.76 | 3.58 | 3.56 | 378 |

Table 4.2: The four MAXCUT problems from SDPLIB plus four larger graphs from the SuiteSparse collection [KAB19]. The last column ("PDHG iterations") gives the number of iterations in the primal-dual algorithm. Columns 3-5 describe the complexity of one iteration of the algorithm. The CPU time is measured in seconds.

### 4.6.2 Graph partitioning

The problem of partitioning the vertices of a graph $G=(V, E)$ in two subsets of equal size (here we assume an even number of vertices), while minimizing the number of edges between the two subsets, can be expressed as

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 4) x^{T} L x \\
\text { subject to } & \mathbf{1}^{T} x=0 \\
& x \in\{-1,1\}^{n},
\end{array}
$$

where $L$ is the graph Laplacian. The $i$ th entry of the $n$-vector $x$ indicates the set that vertex $i$ is assigned to. To obtain an SDP relaxation we introduce a matrix variable $Y=x x^{T}$ and write the problem in the equivalent form

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 4) \operatorname{tr}(L Y) \\
\text { subject to } & \mathbf{1}^{T} Y \mathbf{1}=0 \\
& \operatorname{diag}(Y)=\mathbf{1} \\
& Y=x x^{T},
\end{array}
$$

and then relax the constraint $Y=x x^{T}$ as $Y \succeq 0$. This gives the SDP

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 4) \operatorname{tr}(L Y) \\
\text { subject to } & \mathbf{1}^{T} Y \mathbf{1}=0  \tag{4.24}\\
& \operatorname{diag}(Y)=\mathbf{1} \\
& Y \succeq 0 .
\end{array}
$$

The dual SDP is

$$
\begin{array}{ll}
\operatorname{maximize} & \mathbf{1}^{T} z \\
\text { subject to } & \operatorname{diag}(z)+\xi \mathbf{1 1}^{T} \preceq(1 / 4) L
\end{array}
$$

with variables $\xi \in \mathbf{R}$ and $z \in \mathbf{R}^{n}$.
The aggregate sparsity pattern of the SDP (4.24) is completely dense, because the equality constraint $\mathbf{1}^{T} Y \mathbf{1}=0$ has a coefficient matrix of all ones. We therefore eliminate the dense
constraint using the technique described in [FKM01, page 668]. Let $P$ be the $n \times(n-1)$ matrix

$$
P=\left[\begin{array}{rrrrr}
1 & 0 & \cdots & 0 & 0 \\
-1 & 1 & \cdots & 0 & 0 \\
0 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & -1 & 1 \\
0 & 0 & \cdots & 0 & -1
\end{array}\right]
$$

The columns of $P$ form a sparse basis for the orthogonal complement of the multiples of the vector 1. Suppose $Y$ is feasible in (4.24) and define

$$
\left[\begin{array}{ll}
X & u  \tag{4.25}\\
u^{T} & v
\end{array}\right]=\left[\begin{array}{ll}
P & \mathbf{1}
\end{array}\right]^{-1} Y\left[\begin{array}{ll}
P & \mathbf{1}
\end{array}\right]^{-T}
$$

From $\mathbf{1}^{T} Y \mathbf{1}=0$, we see that

$$
0=\mathbf{1}^{T} Y \mathbf{1}=\mathbf{1}^{T}\left[\begin{array}{ll}
P & \mathbf{1}
\end{array}\right]\left[\begin{array}{ll}
X & u \\
u^{T} & v
\end{array}\right]\left[\begin{array}{ll}
P & \mathbf{1}
\end{array}\right]^{T} \mathbf{1}=n^{2} v
$$

and therefore $v=0$. Since the matrix (4.25) is positive semidefinite, we also have $u=0$. Hence every feasible $Y$ can be expressed as $Y=P X P^{T}$, with $X \succeq 0$. If we make this substitution in (4.24) we obtain

$$
\begin{array}{ll}
\text { minimize } & (1 / 4) \operatorname{tr}\left(P^{T} L P X\right) \\
\text { subject to } & \operatorname{diag}\left(P X P^{T}\right)=\mathbf{1} \\
& X \succeq 0 .
\end{array}
$$

The $(n-1) \times(n-1)$ matrix $P^{T} L P$ has elements

$$
\left(P^{T} L P\right)_{i j}= \begin{cases}L_{i i}-2 L_{i, i+1}+L_{i+1, i+1} & i=j \\ L_{i j}-L_{i+1, j}-L_{i, j+1}+L_{i+1, j+1} & i \neq j\end{cases}
$$

|  | $n$ | $p_{\text {sdp }}^{\star}$ | $p_{\text {sdp }}^{\star}-\frac{1}{4} \operatorname{tr}\left(P^{T} L P X\right)$ | primal <br> residual | dual <br> residual |
| :--- | :---: | :---: | :---: | :---: | :---: |
| gpp100 | 100 | -44.943551 | $3.78 \times 10^{-4}$ | $3.24 \times 10^{-7}$ | $8.34 \times 10^{-7}$ |
| gpp124-1 | 124 | -7.3430761 | $4.02 \times 10^{-4}$ | $3.86 \times 10^{-8}$ | $7.45 \times 10^{-8}$ |
| gpp250-1 | 250 | -45.444917 | $8.23 \times 10^{-4}$ | $1.28 \times 10^{-7}$ | $8.39 \times 10^{-7}$ |
| gpp500-1 | 500 | -25.320544 | $5.17 \times 10^{-4}$ | $7.42 \times 10^{-8}$ | $7.12 \times 10^{-7}$ |

Table 4.3: Results for four graph partitioning problems from SDPLIB. Column 3 is the optimal value computed by MOSEK. Column 4 is the difference with the optimal value of the centering problem computed by algorithm (4.20). The last two columns give the primal and dual residuals in the computed solution.

Thus the sparsity pattern $E^{\prime}$ of the matrix $P^{T} L P$ is denser than $E$, i.e., $E \subseteq E^{\prime}$. The $n$ constraints $\operatorname{diag}\left(P X P^{T}\right)=1$ reduce to

$$
X_{11}=1, \quad X_{i-1, i-1}+X_{i i}-2 X_{i, i-1}=1, \quad i=2, \ldots, n-1, \quad X_{n-1, n-1}=1 .
$$

To apply algorithm (4.20), we first rewrite the graph partitioning problem as

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 4) \operatorname{tr}\left(P^{T} L P X\right) \\
\text { subject to } & \operatorname{diag}\left(P X P^{T}\right)=\mathbf{1}  \tag{4.26}\\
& X \in \Pi_{E^{\prime \prime}}\left(\mathbf{S}_{+}^{n-1}\right)
\end{array}
$$

where $E^{\prime \prime}$ is a chordal extension of the aggregate sparsity pattern $E^{\prime}$. Note that $\operatorname{tr}\left(P^{T} P X\right)=$ $n-1$ for all feasible $X$. The centering problem for this sparse SDP is of the form (4.10) with

$$
C=\frac{1}{4} P^{T} L P, \quad N=\frac{1}{n-1} P^{T} P, \quad \mathcal{A}(X)=\operatorname{diag}\left(P X P^{T}\right), \quad \mathcal{A}^{*}(y)=P^{T} \operatorname{diag}(y) P .
$$

Numerical results Table 4.3 shows the numerical results for four problems from SDPLIB[Bor99]. The SDP relaxation (4.24) is solved by MOSEK and its optimal value is denoted by $p_{\mathrm{sdp}}^{\star}$. In solving (4.26), we set $\mu=0.001 / n$, and report in Table 4.3 the value ( $1 / 4) \boldsymbol{\operatorname { t r }}\left(P^{T} L P X\right)$,

|  | $n$ | time per Cholesky <br> factorization | Newton steps <br> per iteration | time per PDHG <br> iteration | PDHG <br> iterations |
| :--- | :---: | :---: | :---: | :---: | :---: |
| gpp100 | 100 | 0.01 | 2.43 | 0.02 | 305 |
| gpp124-1 | 124 | 0.01 | 2.00 | 0.02 | 392 |
| gpp250-1 | 250 | 0.01 | 2.65 | 0.03 | 365 |
| gpp500-1 | 500 | 0.02 | 3.01 | 0.07 | 394 |
| delaunay_n10 | 1024 | 0.37 | 4.36 | 1.76 | 403 |
| delaunay_n11 | 2048 | 0.48 | 4.70 | 2.54 | 420 |
| delaunay_n12 | 4096 | 0.60 | 4.43 | 3.05 | 367 |
| delaunay_n13 | 8192 | 1.02 | 4.42 | 4.98 | 375 |

Table 4.4: The four graph partitioning problems from SDPLIB plus four larger graphs from the SuiteSparse collection. The last column gives the number of iterations in the primal-dual algorithm. Columns 3-5 describe the complexity of one iteration of the algorithm. The CPU time is measured in seconds.
where $X$ is the solution returned by the algorithm (4.20). As in the first experiment, the numerical results show that the algorithm is able to solve the centering $\operatorname{SDP}$ (4.26) with desired accuracy.

In addition, we test the algorithm for four additional graphs from the SuiteSparse collection [KAB19]. Table 4.4 reports the time per Cholesky factorization, the number of Newton steps per iteration, the time per PDHG iteration, and the number of iterations in the primaldual algorithm. The same observations as in Section 4.6.1 apply: the number of Newton steps remains moderate as the size of the problem increases, and the cost per iteration is roughly linear in the cost of a Cholesky factorization.

## CHAPTER 5

## Conclusions

In the first part of the dissertation we presented two variants of Bregman Condat-V $\tilde{u}$ algorithms, in which generalized Bregman proximal operators are used in both primal and dual updates. The proposed algorithms extend the Condat-Vũ three-operator splitting algorithm [Con13, Vu13] for convex optimization, and include most well-known proximal splitting methods as special cases. We gave a new derivation for both methods, by applying the Bregman proximal point method to the primal-dual optimality conditions. Based on the interpretation, we provided a unified framework for the convergence analysis. Moreover, we introduced a line search technique for the Bregman dual Condat-Vũ algorithm for equality-constrained problems, and proposed a Bregman extension to PD3O [Yan18].

In the second part of the dissertation, we applied the proposed Bregman proximal splitting algorithms to the centering problem in large-scale semidefinite programming with sparse coefficient matrices. The Bregman distance used in the proximal operator is generated by the logarithmic barrier function for the cone of sparse matrices with a positive semidefinite completion. With this choice of Bregman distance, the per-iteration complexity of the Bregman proximal algorithm is dominated by the cost of a Cholesky factorization with the aggregate (or common) sparsity pattern of the semidefinite program, plus the cost of evaluating the linear mapping in the constraints and its adjoint. Therefore, when applied to the centering problem of SDP, Bregman proximal methods obviate the expensive eigenvalue decomposition needed for standard proximal methods, and are able to handle sparse matrix constraints with sizes that are orders of magnitude larger than the problems solved by general-purpose
solvers.
Many open research directions remain. First, there are still some theoretical questions on how to incorporate Bregman distances into primal-dual proximal methods. For example, it is unclear how to use Bregman distances in PDDY [SCM20]. The derivation of PD3O and other Bregman proximal methods from the Bregman proximal point algorithm is unknown. The Bregman version of the accelerated proximal methods [AT06, CP16b, Teb18] is largely unexplored. Developing Bregman proximal methods for nonconvex optimization problems is also interesting. To further improve the efficiency of practical implementation, it would be useful to conduct a plane search for the two parameters $\tau$ and $\sigma$,

In addition to the above theoretical questions, we believe that the results in the dissertation will lead to new efficient algorithms for convex optimization applications in control, signal processing, machine learning, and data science, in which domain knowledge is used to formulate specialized Bregman proximal operators that reduce the cost per iteration. Further developing the sparse SDP methods from the results in Chapter 4 is also important.
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