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Abstract

Discrete Element Modeling of Impact Damage on Thermal Barrier Coatings

by

Peter Michel Minor

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Tarek I. Zohdi, Co-chair

Professor Paul K. Wright, Co-chair

Natural gas turbines have become an increasingly important part of the energy landscape
in the United States, currently accounting for 19% of all electricity production. E↵orts to
increase thermal e�ciency in gas turbines has led to the adoption of highly porous ceramic
thermal barrier coatings (TBCs), which are susceptible to erosion and foreign object impact
damage. Despite significant investment to improve the design of TBCs, few numerical tools
exist which are capable of both accurately capturing the specific failure mechanisms inherent
to TBCs and iterating design parameters without the requirement for coupled experimental
data.

To overcome these limitations, a discrete element model (DEM) was created to simulate
the microstructure of a TBC using a large-scale assembly of bonded particles. Acting as
Lagrangian nodes, the particles can be combined to create accurate representations of TBC
geometry and porosity. The inclusion of collision-driven particle dynamics and bonds de-
rived from displacement-dependent force functions endow the microstructure model with the
ability to deform and reproduce damage in a highly physical manner. Typical TBC damage
mechanisms such as compaction, fracture and spallation occur automatically, without having
to tune the model based on experimental observation. Therefore, the first order performance
of novel TBC designs and materials can be determined numerically, greatly decreasing the
cost of development.

To verify the utility and e↵ectiveness of the proposed damage model framework, a nanoin-
dentation materials test simulation was developed to serve as a test case. By varying model
parameters, such as the porosity of the TBC and maximum applied indenter force, nanoin-
dentation data from more than one hundred distinct permutations was gathered and an-
alyzed. This data was used to calculate the elastic modulus (E) and hardness (H) of the
simulated microstructure, which could then be compared to known experimental material
property values. A good correlation was found between the predicted properties calculated
by the model and those found through experimental nanoindentation tests. Furthermore,
conforming to the benefits of DEM, the model was able to accurately recreate the same ma-
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terial damage characteristics observed in literature, such as the onset of inelastic deformation
from fracture.
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Chapter 1

Introduction and Problem Statement

1.1 Introduction to Gas Turbines

Natural gas turbines are an increasingly important contributor to the global energy land-
scape. Due to their cost e↵ectiveness and relative cleanliness, gas turbines now account for
19% of electricity production in the US, for a total of 987 billion kWh every year [28].

As with all heat engines, gas turbines generate electricity by converting thermal energy
into mechanical work. Compressed air is fed into a combustor, where it is mixed with
natural gas and ignited. The resulting high-temperature and high-velocity gases are injected
through several rows of turbine blades, causing the turbine shaft to spin. The rotating shaft
is connected to an electric generator, converting mechanical energy into electric energy. A
diagram outlining the di↵erent stages of a gas turbine is shown in Figure 1.1.4/16/13 10:35 AM

Page 1 of 1file:///Users/Peter/Dropbox/PhD%20Dissertation/Figures/GasTurbineDiagram.svg

Figure 1.1: Simplified diagram of a gas turbine, illustrating the di↵erent operational stages.
Damage from foreign object impacts are most problematic in the ‘hot section’, where high
temperature combustion gases are injected through rows of turbine blades [1].

True of any heat engines, the maximum e�ciency of gas turbines is described by the
Carnot e�ciency in Equation 1.1.
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As seen in Equation 1.1, one of the simplest methods for improving the e�ciency of a gas
turbine is by raising the output temperature from the combustor. Accordingly, manufactur-
ers have adopted new technologies which have allowed operating temperatures to increase
by more than 60% over the last five decades [50]. Modern turbines operate at temperatures
up to 1400�C, which is more than 100�C above the melting point of the metal substructure.

1.2 Motivation

The bulk of the e�ciency improvements can be credited to the introduction of thermal
barrier coatings. Due to their extremely low thermal conductivity, these coatings are able to
lower the temperature experienced by turbine components, allowing for a higher maximum
operating temperature. The primary mechanism for reducing the conductivity of thermal
barrier coatings is through the addition of porosity. More advanced coating systems can be
designed with more than 30% porosity, by volume.
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Figure 1.2: Relationship between the sti↵ness of air plasma sprayed thermal barrier coatings
and porosity, added as a percentage of volume [23, 43].

The drive towards greater thermal e�ciency has also led to reduced structural strength.
As can be seen in Figure 1.2, increasing the porosity tends to reduce the sti↵ness of thermal
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barrier coatings. This trend leaves gas turbines more susceptible to impact damage from
various foreign objects, such as particulates. Multiple impacts can lead to significant removal
of the coating, putting the turbine at risk.

1.3 Statement of Purpose

With modern high performance computing capabilities, an opportunity exists to utilize
numerical analysis to inform the design of new thermal barrier coating architectures and
materials that do not exhibit the trade-o↵ shown in Figure 1.2. Unfortunately, most impact
damage models to date have used continuum mechanics to describe the material dynamics,
even though they are ill-suited for the task of simulating highly porous ceramics. Treating
thermal barrier coatings like a homogeneous solid ignores the microstructure that provides
its low conductivity characteristics. In the same manner, the microstructure is also what
defines crack propagation and the extent of inelastic deformation. Therefore, in order to
continue contributing to the vision of higher gas turbine e�ciency in the future, a better
understanding of thermal barrier coating durability and failure will be required.

To address this need, the aim of this dissertation is to develop a damage model that more
accurately reflects the mechanical behavior of thermal barrier coatings. This can be done
by utilizing the discrete element method to numerically define the microstructure. Thus,
the coatings will be modeled using arrays of bonded particles, which include the pores and
cracks found in the actual materials. By mimicking a more authentic coating structure, it
will be possible to recreate an accurate physical representation of impact damage. Once
developed, the damage model will be validated using nanoindentation, which is a standard
materials test often applied to thermal barrier coatings. If the nanoindentation simulation
is able to match the damage characteristics and material properties found in experimental
nanoindentation tests, it would suggest that the model is able to successfully capture the
mechanical behavior of thermal barrier coatings.
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Chapter 2

Thermal Barrier Coatings

2.1 System of Materials

Thermal barrier coatings (TBC) are an advanced material system, comprised of multiple
functional layers working in parallel to create a durable barrier to high temperature gases.
They’re applied to hot sections of gas turbines, most notably the blades. Thermal barrier
coatings have a very low thermal conductivity, which reduces the temperature experienced
by the turbine components significantly. This extends the life of the components, creates a
safer operating environment, and maximizes thermal e�ciency.

Thermal barrier coatings typically consist of four distinct layers: a superalloy substrate,
a metallic bond coat, a thermally-grown oxide, and a ceramic top coat. The main role of
the superalloy is to provide structural strength and high-temperature creep resistance. A
bond coat is used to help correct the thermal expansion mismatch between the superalloy
and ceramic layer. Thermally-grown oxides slow the process of oxidation. And finally, the
ceramic topcoat is the main temperature resistant component, protecting the structure from
extreme temperature environments.

2.2 Coating Design

2.2.1 Nickel-Based Superalloy

Due to its high temperature strength and resistance to inelastic deformation, nickel-
based superalloys are widely used for structural components of high temperature turbine
sections. A gas turbine blade constructed of single crystal nickel-based superalloy is shown
in Figure 2.2. No other commercially available alloy provides a more suitable combination
of sti↵ness, high-temperature creep resistance, and protection from oxidation and fatigue.
These properties do not begin to degrade until 850�C, and nickel-based superalloys can
survive temperatures as high as 1200�C for a short time [32].
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Figure 2.1: Experimental and illustrated images showing the di↵erent material layers that
constitute a thermal barrier coating system [12].

Figure 2.2: Gas turbine blade constructed of single-crystalline Ni-based superalloy [45].

Some turbine components are fabricated using fully crystalline superalloys because grain
boundaries are sites for damage accumulation at high temperatures. Removing the grain
boundaries also reduces creep, eliminating a primary mechanism for inelastic deformation.
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Table 2.1: Typical properties of nickel-based superalloys [32].

Property Typical Values

Density: 7.7� 9.0 g/cm3

Melting Temperature: 1320� 1450�C

Elastic Modulus: Room temp: 210 GPa

800�C: 160 GPa

Thermal Expansion: 8� 18⇥ 10�6/�C

Thermal Conductivity: Room temp: 11 W/m-K

800�C: 22 W/m-K

2.2.2 Metallic bond coat (NiCrAlY)

For durability reasons, the ceramic top coat cannot be applied directly onto the superalloy
turbine structure. Significant di↵erences in composition prevent the two materials from
forming a su�ciently robust linkage to counteract delamination. Therefore, an intermediate
layer is added that contains elements of both materials, creating bonding sites on both sides.
This layer is deposited on top of the superalloy, and is called the metallic bond coat.

Air plasma sprayed coatings typically employ a MCrAlY bond coat, where the M can
stand for any number of metals. But since nickel is the primary functional element of the
base metal, a NiCrAlY formulation would be used to promote chemical bonding with the
superalloy. NiCrAlY coatings also contain up to 1 wt% yttria to enhance adherence to the
topcoat, which is composed on yttria-stabilized zirconia. Finally, the bond coat is ductile
at high temperatures and has a coe�cient of thermal expansion in-between the topcoat and
superalloy, helping to mitigate the formation of stresses at the interface rising from thermal
expansion mismatch between the two layers.

Table 2.2: Typical properties of NiCrAlY bond coats [33].

Property Typical Values

Density: 8.0 g/cm3

Elastic Modulus: Room temp: 140� 230 GPa

1000�C: 60� 130 GPa

Thermal Expansion: 13� 16⇥ 10�6/�C
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2.2.3 Thermally Grown Oxide (TGO)

Even though nickel-based superalloys are already resistant to corrosion, prolonged ex-
posure to hot gases necessitates additional protection. Hence, a thin layer of encapsulation
called the thermally grown oxide is formed from the metal bond coat to further insulate
the superalloy from the harsh environment. High aluminum content in the NiCrAlY bond
coat leads to the formation of a stable Al2O3 oxide on the surface exposed to oxygen. This
alumina layer prevents further oxidation of the bond coat, and consequently, also protects
the superalloy.

2.2.4 Ceramic Top Coat

The ceramic topcoat is the main temperature resistant component of the thermal barrier
coating system. The most commonly utilized top coat material is yttria-stabilized zirconia
(YSZ), due to its low thermal conductivity and superior mechanical properties. Additionally,
compared to other choices of thermal barrier coating materials shown in Figure 2.3, the
thermal conductivity of yttria-stabilized zirconia remains low over a wider temperature range.
Beyond conductivity, yttria-stabilized zirconia also has a high thermal expansion coe�cient,
which better matches with values of the underlying layers.

LITERATURE  REVIEW  

14  

of  NiCoCrAlY  bond  coats,  because   the   volume   fraction  of  -phase  gets   lower  and   thus   the  
plasticity  at  low  temperatures  is  decreased.    
At  low  temperatures  NiCoCrAlY  bond  coats  have  high  yield  strength,  frequently  higher,  than  
the  value  of  many  superalloys.  Above  500°C  the  strength  of  bond  coat  decreases  dramatically  
[54].   At   higher   temperatures   yield   strength   and   fracture   strain   of   NiCoCrAlY   bond   coats  
strongly  depend  on  the  deformation  rate.    
Above  the  DBTT  time  dependent  deformation  processes,  e.g.  creep,  become  of  major  concern  
in  NiCoCrAlY  bond  coats.  The  bond  coat  ductile  deformation  leads  to  partial  strain  separation  
between  the  base  material  and  TBC  [55].  There  are  no  data  available  in  literature  with  respect  
to   the   systematic   analysis   of   creep   properties   of   NiCoCrAlY   bond   coats,   deposited   on   the  
substrate  matrix.  However  experiments  with  free-standing  NiCoCrAlY  bond  coats  show  very  
high  creep  rate  of  about  10-3s-1  at  850°C  and  100  MPa  [56].      

2.1.4  Ceramic  top  coat  

In   order   to   withstand   high   thermal   and   mechanical   loading   during   service   thermal   barrier  
ceramic   coatings   must   posses   low   thermal   conductivity,   high   temperature   resistance,  
appropriate   thermal  expansion  coefficient,   strain   tolerance,  chemical   stability,   corrosion   and  
oxidation  resistance.      

  
Figure  2.12  -  The  thermal  conductivity  of  several  ceramic  materials,  including  ZrO2  [10]  

ZrO2  has  a  low  thermal  conductivity  at  elevated  temperature  (Fig.  2.12).  In  combination  with  

a  high  thermal-expansion  coefficient  -  9·∙10-6  …11.5·∙10-6  K-1   [56],  which   is  not  too  far   to  the  

Figure 2.3: Thermal conductivity of yttria-stabilized zirconia, compared to other potential
thermal barrier coating materials, as a function of operating temperature of the gas turbine
[33].
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Zirconia is stabilized with yttria in order to keep the material in a cubic phase. As
shown by the diagram in Figure 2.4, cooling zirconia without any additives will cause a
transition from a tetragonal to a fully monoclinic phase. This can be problematic because
the conversion to the monoclinic phase activates a significant volume expansion, on the order
of 4-6% [11]. Since thermal expansion mismatch between layers is already an area of concern,
repeated thermal cycles could cause the thermal barrier coating to fatigue. By adding a small
percentage of yttria (Y2O3), the phase becomes partially stabilized and the volume change is
reduced. An addition of 3-10% by weight is common for yttria-stabilized zirconia in thermal
barrier coatings.

Figure 2.4: Phase diagram for yttria-stabilized zirconia, varying the volume fraction of yttria.
The addition of yttria is intended to weaken the transition from cubic to monoclinic phase
[40].

On its own, bulk yttria-stabilized zirconia has a thermal conductivity in the range of
2.0 W/m-K, which is lower than stainless steel by a factor of ten. To reduce the thermal
conductivity even further, the ceramic topcoat can be produced with up to 35% porosity.
Since air has a thermal conductivity of 0.02 W/m-K, the overall conductivity of the porous
coating layer is reduced by more than half.
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Table 2.3: Typical properties of a yttria-stabilized zirconia topcoat [32].

Property Typical Values

Density (bulk): 6.05 g/cm3

Thickness: 200� 500 µm

Porosity: 5� 35% by vol

Elastic Modulus (bulk): 25� 150 GPa

Thermal Expansion: 10� 12⇥ 10�6 1/K

Thermal Conductivity (bulk): 0.8 W/m-K

2.2.5 Manufacturing Techniques

The most common method for depositing yttria-stabilized zirconia is by air plasma spray-
ing (APS). Other techniques are sometimes used as well, such as electron beam physical vapor
deposition (EB-PVD). However, they are typically reserved for specific applications, since
air plasma sprayed coatings can be made with a lower thermal conductivity and are more
economical to produce.

2.2.5.1 Air Plasma Spray

The characteristically low thermal conductivity of coatings produced by this technique
is a consequence of how materials are deposited. As portrayed in Figure 2.5, air plasma
spraying operates by injecting a powder material into a hot plasma jet. The powder is quickly
heated to a temperature approaching 10,000K, resulting in a stream of molten droplets flying
towards the substrate. Upon impact, the droplets are flattened into a pancake-like splat,
measuring 1-10 microns in thickness and 200-400 microns in diameter. Coatings are built
up to the desired thickness by layering these splats on top of each other.

The end result is a coating with the lamellar morphology shown in Figure 2.6. The
splats land on the substrate in a random pattern and immediately solidify on contact. The
lack of resolidification among neighboring splats leaves a network of inter-splat boundaries,
pores and cracks between individual splats. The ubiquitous and arbitrary nature of these
voids provides an ideal form of insulation, as the number of unbroken heat conduction paths
through the coating thickness is diminished. To magnify this e↵ect, the air plasma spray
parameters can be optimized to provide a user-defined volume fraction of porosity, which
can be as high as 35% for advanced thermal barrier coatings.



CHAPTER 2. THERMAL BARRIER COATINGS 10

Figure 2.5: Illustration of the air plasma spray process, showing relevant components [10].

Figure 2.6: Thermal barrier coating morphology produced by air plasma spraying. The left
image a top view of the coating, and the right is a view from the side. [33].

2.3 Failure mechanisms

As mentioned in Section 1.1, the reliability of thermal barrier coatings is critical to the
survival of gas turbines, as operating temperatures are routinely above the yield point of the
superalloy structure. Any type of damage leading to significant removal of the coating can
put the turbine at risk. The odds of this happening are non-trivial, as the interior section
of a gas turbine is an extremely harsh environment. Thermal barrier coatings must be
able to withstand numerous types of physical attack, including high energy impact, erosion,
thermal fatigue, residual stress buildup between layers, oxidation and chemical corrosion.
The mechanisms of each damage response, and the numerical methods required to model
them, are all highly specific. Therefore, this work will focus on the e↵ects of high energy
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impact, although many of the principles will apply to erosion as well.

2.3.1 Impact by Foreign Objects

Impact damage occurs when foreign objects are introduced into the flow stream of a gas
turbine, and come into contact with one of the many components shielded by thermal barrier
coatings. Fitting with their name, the precise origin and composition of these foreign objects
are not well understood. They are believed to be constructed of either ceramic or metal, and
take on a variety of shapes, including spherical, cylindrical and cubic. The critical dimension
(i.e. diameter in a sphere) can be as large as half an inch. Impact velocity is thought to vary
significantly, up to a maximum of 175 m/s.

2.3.2 Impact Damage

Upon impact, a foreign object exerts a great amount of stress on the thermal barrier
coating microstructure. The subsequent damage can manifest itself in diverse forms. In
all cases, the foreign object will penetrate the surface, leaving a crater at the impact site.
The region surrounding the crater will undergo inelastic deformation, often manifested as
compaction in regions with high porosity. The propagation of stress waves from the impact
will also cause fracture damage, with crack surfaces expanding into the coating. The extent
of the fracture damage will depend heavily on the microstructure of the thermal barrier
coating. However, if cracking is extensive enough to cause several cracks to coalesce across a
section of the coating, large pieces of material can be ejected in a process called spallation.
Figure 2.7 displays a turbine blade where much of the thermal barrier coating has been
removed due to repeated spallation.

As was the case with thermal conductivity, the morphology of thermal barrier coatings is
a critical component to the damage processes caused by impact. The pathways for fracture
and deformation will inevitably be defined by the microstructure shown previously in Figure
2.6. Cracks will more readily propagate through weak splat interfaces, where fewer material
bonds exist to impede its progression. Thus, one coating sample could conceivably be more
liable to spall than another sample with an equal amount of porosity, if its microstructural
arrangement happens to have a greater concentration of contiguous crack surfaces. More
generally, di↵erences in the microstructure alone are su�cient to cause a measurable change
in the material damage response, and as a consequence, the material properties too.
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Figure 2.7: Gas turbine blade showing significant removal of its thermal barrier coating due
to foreign object impact damage [44]
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Chapter 3

Review of Numerical Methods

3.1 Classical Models of Elastic Deformation and
Fracture Mechanics

While much of classical mechanics does not apply directly to thermal barrier coatings,
an understanding of the theoretical basis on which it is derived is of paramount importance.
Any newly proposed damage model must be rooted in the same physical principles, such as
thermodynamic equilibrium, in order to produce meaningful results. Therefore, this section
will include a select treatment of classical models of deformation and fracture, for the purpose
of discussing both the shortcomings of the current form with respect to impact damage on
thermal barrier coatings, and drawing inspiration for ways to make improvements.

3.1.1 Von Mises Yield Criterion

The von Mises yield criterion is a common method for determining the onset of yielding in
a material subject to external stresses. It can be used to determine the size of the yield zone
in front of a crack, as shown in Figure 3.1, which is indicative of potential crack elongation.
It can also be used to estimate the amount of total deformation caused by an external load,
such as an impact.

The von Mises criterion is based on the accumulation of strain energy, often measured
as a density, since it tends to occur in a localized region. When a material is subject to an
external force, work is done to cause the deformation that follows. Strain energy density
is the potential energy per unit volume that is stored in the form of deformation. In the
case of elastic deformation, the total strain energy will be fully recovered when the force is
removed from the body. The strain energy density can be decomposed into two components:
dilatational strain energy density is due to change in volume, and distortional strain energy
density is responsible for change in shape.

According to the von Mises criterion, a material will begin to yield when its distortional
energy density passes a critical value. Thus, the distortional energy can be expressed as a
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Figure 3.1: Yield zone developed on a plate due to von Mises stresses at the tip of a crack,
length c. The onset of yield is caused by the application of an external yield stress �

Y

function of the von Mises stress, which is derived using the relationship for critical stress in
a uniaxial tensile test. The product is the von Mises yield criterion shown in Equation 3.1.

�2
Y

=
1

2

⇥
(�11 � �22)

2 + (�22 � �33)
2 + (�33 � �11)

2 + 6
�
�2
23 + �2

31 + �2
12

�⇤
(3.1)

From this equation, �
Y

is the applied yield stress, �11, �22, �33 are the normal stresses in
the 1,2,3 directions acting at the crack tip, and �12, �23, �31 are the shear stresses acting at
the crack tip.

Since von Mises assumes failure due to distortional energy, it only holds when considering
ductile materials, such as metals. It is not an accurate failure criterion for brittle ceramics.
However, when dealing with ductile materials, the von Mises yield criterion can be applied
successfully to calculate the deformation due to impact [4].

3.1.2 Inglis Equation

Some of the early treatments of fracture mechanics were the Inglis equations [19], which
provided insight into the microstructural mechanics of crack propagation. It was the first
analysis to show that the local stress at a sharp crack tip was many times greater than the
externally applied stress, e↵ectively being concentrated by the crack geometry. Furthermore,
in contrast to the assumption of an infinitely sharp crack tip by von Mises, Inglis approxi-
mated the crack as a narrow ellipse. With this simple modification, the specific local stress
could be numerically defined as a function of the crack dimensions.

To illustrate this result, Figure 3.2 shows a plate with an elliptical crack of length c and
a crack tip with radius of curvature equal to ⇢. An external stress �

a

is applied to the plate.
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Figure 3.2: Elliptical crack contained by a two-dimensional plate, with length 2c and a radius
of curvature at the crack tip equal to ⇢. An external stress �

a

is applied to the boundary.

If the dimensions of the crack are assumed to be small compared to the plate and Hooke’s
Law is valid everywhere, linear elasticity theory can be used to derive Equation 3.2, relating
the stress at the crack tip �

c

to the external stress �
a

.

�
c

�
a

= 2

✓
c

⇢

◆1

2 (3.2)

From this, we see that if the crack tip is small compared the the length of the crack,
the stress at the crack tip can be magnified by several orders of magnitude. This is also an
important result because the stress at the crack tip can be related to the stress required for
crack extension. As shown in the next section, it is then possible to establish a criterion for
the applied stress which will cause the onset of fracture.

3.1.3 Gri�th Theory

Most materials tend to experience fracture damage when stressed beyond a critical point.
Gri�th was able to rationalize this concept by connecting it back to a critical fracture stress,
which activates the extension of a preexisting flaw. To accomplish this, he considered the
thermodynamics of crack propagation.

Using Figure 3.3 as an example, Gri�th theory suggests that cracks exist in a state of
thermodynamic equilibrium. Energy is split into a mechanical component, which includes
the bonds holding a material together and any external stresses leading to crack growth,
and a surface component, which is free energy consumed by new damage surfaces created by
crack growth. Assuming the crack acts reversibly, the sum of these energies is conserved.
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Figure 3.3: Opening of crack surface of length c due to the application of a critical failure
stress �

F

When a crack is extended, due to rupture of the material bonds, mechanical energy is
converted to surface energy. This conversion manifests itself physically with a reduction in
the number of remaining bonds and a larger crack surface. Returning to the example of
a cracked plate constructed of some known material, it is possible to relate the bonding
component of the mechanical energy to the plate’s elastic modulus E, the external potential
acting on the plate to a critical failure stress �

F

, and the surface component to the surface
energy � of the plate material. The end result is Equation 3.3.

�
F

=

✓
2E�

⇡c

◆1

2 (3.3)

Using this equation, the conditions for critical stress can be determined as a function of
the material and preexisting flaw size. It also shows that stresses under the critical value �

F

will not lead to unstable growth of the crack. Thus, the Gri�th crack equation can be used
to determine a function for the e↵ective bonding strength of a material microstructure.

3.1.4 Current Methods of Simulating Impact Damage on TBCs

The majority of numerical methods related to damage and fracture mechanics were de-
signed to be used with traditional engineering materials, such as metal or plastics. There-
fore, making the assumption that all materials can be considered homogeneous and generally
isotropic was perfectly reasonable. However, these assumptions do not hold in the case of
highly porous ceramics.
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To overcome this challenge, most researchers have attempted to adapt the standard
continuum-based methods to include thermal barrier coatings, using techniques like e↵ective
properties, modified constitutive equations and fitting models to experimental observations.
However, as is made obvious by Figure 2.6, thermal barrier coatings are anything but con-
tinuous. While some of these modifications have been successful at generating material
properties that match experimental testing, they all require the use of specialized heuristics
which do not conform with actual damage processes for thermal barrier coatings.

The normalized size of the densification zone, RD(t)/
D , the normalized penetration depth, d(t)/D , the
dimensionless pile-up, dP(t)/D , the dimensionless con-
tact diameter, w (t)/D , as well as the normalized foreign
object speed n(t)/n0 are functions of the same variable
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Finite plastic deformation and strains are involved in
the impact process. Recent studies of static indentation
and of dynamic impact of homogeneous materials [15]
have indicated that, whenever the plastic deformations
appreciably exceed those caused by elastic (Hertzian)
contact, the geometric output variables (such as d , dP
and w ), as well as the residual stresses, when properly
normalized, are independent of the elastic modulus.
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Inspired by the above observations for a cylinder,

diameter D , with kinetic energy/length U , it is con-
venient to define dimensionless quantities for plane
strain TBC impact as:
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The inference that the stress history and the geometric
output variables would be essentially independent of otbc

Y

and rp/rtbc is verified in the next section. It will also be
affirmed that the parameter D /htbc has a secondary role
when the maximum penetration is considerably less than
the TBC thickness. Consequently, the primary depen-
dency of the stresses in thick TBC layer (where dmax/
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and the residual stresses are:

Fig. 2. Schematic illustrating the different impact zones.

X. Chen et al. / Materials Science and Engineering A352 (2003) 221"/231224

Figure 3.4: Examples of the experimental observations often included in numerical analyses
of impact damage on thermal barrier coatings based on continuum approaches [7].

The first of these adaptions to classical continuum methods is the addition of e↵ective
properties. A continuous solid cannot include microstructural flaws, so porosity and cracks
are resolved by proportionally reducing the e↵ective material properties. As an example,
Equation 3.4 gives the method for determining the e↵ective elastic modulus E⇤ as a function
of porosity ✓ and the Poisson’s ratio µ [37]. However, this approach completely ignores
any e↵ects of the microstructure. As explained in Section 2.3.2, thermal barrier coating
microstructure heavily influences the extent of fracture damage due to an impact. Given the
right microstructure pathways, crack propagation from a large impact can lead to spallation,
where fragments of the material are ejected from the body. The subsequent volumetric
damage will not be energetically consistent with the deformation of a homogeneous material,
even with reduced e↵ective material properties.

E⇤ =
E(1� ✓)2

(1 + 3µ✓)
(3.4)

Since the need to account for fracture has been made clear, it is sometimes accomplished
by post-processing the data from continuum models. As before, the thermal barrier coating
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is treated as an elastic-perfectly plastic material with e↵ective properties, meaning that the
von Mises yield criterion can be applied. However, when the stress extends beyond the
critical value for the onset of fracture, a crack surface is assumed to open in that region. The
critical value for fracture can be determined using the Gri�th criterion in Equation 3.3. This
technique can be e↵ective for describing cases when fracture occurs in a predictable fashion,
such as with kink bands created by high shear stresses (shown in Figure 3.5). However,
crack propagation in thermal barrier coatings is rarely so predictable. So while this adapted
model will be able to predict fracture, it will not be able to do so in a realistic manner.

the order of 10!3 ns in the present analysis) and a very
small fraction of D /ntbc. It is assumed that the particles
remain intact (do not fragment). It is believed that the
fragmentation that occurs in practice happens after the
penetration phase of the impact is complete, indicative
of a second order effect on the response of the TBC.

To make connection with the experiments involving
elongated particles, plane"/strain deformation is as-
sumed with x#/(x1, x2). The rigid contact surface option
simulates a cylindrical particle with diameter D , and the
option for finite deformation and strain is employed.

The size of the layered system is taken to be sufficiently
large compared with the final impact crater such that it
may be considered infinite in x1, and semi-infinite in x2.
A typical mesh for the 2D impact problem comprises
more than 54 000, four-node elements (with reduced
integration). All of the materials (the superalloy, bond
coat, and TBC) are taken to be elastic-perfectly plastic,
with a Von Mises yield surface. The inertia and the wave
effects are all included in the explicit analysis. Coulomb
friction is invoked in the calculations, where the friction
coefficient is taken to be 0.1 (almost frictionless). This

Fig. 4. FIB cross-section showing the kink band in the TBC beneath the impact site. Cracks extend along the kink band from the densified zone to
the TGO layer. (a) SE image; (b) BSE image of the same site, the top bright layer is the platinum protective coating deposited under the microscope;
(c) BSE image of the kink band (marked by dashed lines) and cracks. Section plane is 388 to the electron beam.

X. Chen et al. / Materials Science and Engineering A352 (2003) 221"/231226

Figure 3.5: Kink bands caused by shear stress are one type of fracture damage that can be
predicted using continuum methods. However, the majority of fracture damage in thermal
barrier coatings is rarely as predictable. [7].

To improve the accuracy of fracture mechanics in continuum-based models, another mod-
ification is to use experimental data to tune the results. If specific types of damage processes
are noted in the sample through experimental testing, the constitutive equations governing
deformation in the model can be modified to match the observed damage. For example, the
expression for modulus can made to degrade with accumulated damage [36]. Or to account
for densification at the impact site, a constitutive model can be added to dynamically adapt
the stress due to compaction in porous materials [7]. While these new models often predict
damage much more accurately, they defeat the purpose of numerical analysis. Since thermal
barrier coatings will vary between samples, the simulations will only be accurate when cou-
pled with experiments for every substantially di↵erent sample. Therefore, the model cannot
be used to predict the performance of new coating designs.
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3.2 Introduction to the Discrete Element Method

Since continuum models are not able to adequately capture the microstructural dynamics
that lead to fracture, alternative numerical methods need to be considered. One potential
alternative is the discrete element method, which was first generalized by Cundall and Strack
to solve problems in geomechanics [8]. The authors determined that the behavior of granular
media could be modeled realistically using assemblies of spherical particles subject to contact
forces. It has since been expanded to a variety of additional fields, including astrophysics,
computer graphics, materials processing and damage mechanics.

The discrete element method is a meshless numerical method where dynamic particles
serve as functional elements. The particles are purely a numerical construct, and act as
Lagrangian nodes rather than something physical like a section of material. Nonetheless,
each can be assigned any number of di↵erent physical parameters, such as radius or elastic
modulus. Particles are the smallest functional unit of a discrete element model, and are
used as building blocks to create more detailed geometry. Using Figure 3.6 as an example,
an accurate representation of a chess piece can be recreated using simply ordered particles.
Additionally, Figure 3.6 also shows that the accuracy and detail of the chess piece scales
with the inverse of particle size.

Figure 3.6: Chess pieces constructed entirely using particles as the basic building block,
depicting how accuracy and detail are related to particle size [17].

Once a geometry is defined, dynamic interaction can be achieved by applying the proper
constitutive equations and binding laws between the particles. One common interaction
is collision, since the large number of particles makes contact situations an almost cer-
tainty. Other potential constitutive relationships include bonding functions, electromagnetic
coupling and gravity. Once the forces acting on each particle have been determined, new
positions and velocities are obtained by numerical integration of Newton’s Second Law of
Motion. As shown in Figure 3.7, this process is repeated to step the simulation forward in
time.

Specifically for the case of impact damage, the discrete element method is able to produce
more physically accurate results because each simulation constitutes a virtual experiment.
It explicitly describes the dynamics of particle assemblies and mechanical interactions at
the grain scale, where all the action occurs during deformation. In fact, the evolution of
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Figure 3.7: Process for setting up and solving a general discrete element model.

the material state during failure and large-scale deformation is entirely determined through
simple particle-to-particle interactions. And since the microstructure is built from particles,
any material heterogeneity from pores and cracks can be integrated into the solution.

As with any numerical scheme, the discrete element method has a few weaknesses. Pri-
marily, it can be computationally expensive. A detailed simulation can have hundreds of
thousands of particles, where each must be tracked for motion and contact at every time
step. There are some mathematical techniques that help reduce this necessity, but stepping
the simulation forward inevitably requires significant computational resources. Another chal-
lenge relates to particle assembly. The benefits of using detailed particle models of thermal
barrier coatings have been made clear. However, actually constructing realistic particle as-
semblies can be di�cult. A thorough understanding of the material microstructure and
an algorithmic procedure for assembling an accurate representation using particle building
blocks are both required.
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Chapter 4

Simulation Design

4.1 Building a Thermal Barrier Coating with
Particles

Using the concepts for the discrete element method established in the last chapter, a
damage model can be developed specifically suited to impacts on thermal barrier coatings.
The next several sections will walk through the steps needed to set up and solve the model.

4.1.1 Particle Properties

To create a discrete element model, the first step was to define the properties of the
particles. Each was programmed with several physical parameters consistent with the type
of material being represented, including the elastic modulus and surface energy. A com-
plete list of particle properties included in the model is provided in Table 4.2. The values
correspond with bulk properties of the given material, since particles are treated as contin-
uous solids. As described in Section 3.2, all characteristics that lead to diminished material
properties were created through the assembly of particles. An equilibrium bond length was
also defined, which varies depending on the given material. This bond length designates the
amount of separation maintained between particles when initially assembled into a model
microstructure. Lastly, particle size was scaled automatically based on the total number of
particles and the size of the domain. So for a fixed domain volume, increasing the detail of
the model was as simple as adding more particles.

As mentioned in Section 2.2, thermal barrier coatings are made up of several functional
layers, each serving a separate function. However, to simplify the model, only the ceramic
topcoat was considered here. Therefore, all microstructure particles in this work were given
properties representative of yttria-stabilized zirconia. But it should be noted that the model
is capable of handling multiple layers of di↵erent materials. It would involve programming
four separate groups of particles with the material properties corresponding to that layer.
Several additional features would need to be added, such as special handing of bonding at
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material interfaces, adding additional complexity. This is all possible, just not in the scope
of this work.

4.1.2 Microstructure Assembly

The next step was forming the particles within a defined domain, the precursor to creating
an assembly representative of a microstructure. The geometry of the domain was structured
as a right rectangular prism for simplicity, but could have been replaced with a di↵erent
geometry. For example, many samples used in experimental impact testing of thermal barrier
coatings have the shape of a thin circular plate (radius � thickness). The dimensions of the
domain were adjusted based on the type of impact, with the primary motivation of reducing
edge e↵ects. The two edges of the top face (X,Y) were given the same length, typically equal
to three or more times the diameter of the impacting foreign object. Ideally, the thickness
would be on the order of hundreds of microns, equivalent to the thickness of actual thermal
barrier coatings. However, the number of particles needed to fill a domain of this size would
be computationally prohibitive. Therefore, the thickness was typically sized at two or three
times the diameter of the foreign object.

Figure 4.1: Assemblies are created by adding particles into a rectangular prism-shaped
domain using the pattern shown. This initial assembly is a precursor to a microstructure,
since porosity has not yet been added.

Once the domain was established, particles were added in the primitive cubic pattern
shown in Figure 4.1. A densely populated domain is representative of a homogeneous mate-
rial, similar to a thermal barrier coating produced without porosity. It should be noted that
the particle pattern in Figure 4.1 will exhibit some anisotropy. Anisotropy was not exam-
ined in the work presented here, since all impacts with the microstructure were conducted
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with the same 90� orientation (perpendicular to the surface). However, this would pose a
problem if the study were extended to include impacts at an angle. The topic is covered in
more detail in the conclusion (Section 7.1).

Finally, the particle assembly was fixed on all sides, with the top and bottom faces kept
free. A rigid boundary condition was applied to be consistent with experimental impact
testing, where samples are firmly attached to the testing equipment for stability.

4.1.3 Addition of Porosity

Beginning with a fully dense set of particles, porosity and defects were added to the
material through the selective deletion of particles. This was a critical step in the develop-
ment of the damage model, because this was the point where all the microstructural details
were added to the assembly. Selection could either be conducted randomly, or in a con-
trolled manner to achieve a desired microstructure geometry. In the current model, selection
was entirely random for the purpose of simplicity. An illustration of this process is shown
in Figure 4.2. The choice of random deletion restricted the model to air plasma sprayed
thermal barrier coatings, as the resulting microstructure is not an accurate representation
of other manufacturing methods. Thus, if the eventual goal is to validate an entirely new
process for fabricating thermal barrier coatings, a more sophisticated means of defining the
microstructure geometry will be required.

Figure 4.2: Illustration of the process employed to create a randomized thermal barrier
coating microstructure. 1) Start with an ordered set of particles, representing a completely
homogeneous material. 2) Particles are selected randomly, corresponding to a set volume
fraction defined by the porosity. 3) Selected particles are deleted to create porosity and
defects.

The amount of porosity added to the particle assembly was kept as a user-defined variable
of the model. Specified as a percentage of the volume, the given porosity was used to define
the number of random particles to be selected for deletion. Porosity emerged as one of the
more important variables of the model, as it heavily influences the properties of the resulting
microstructure. Figure 4.3 gives an example of a particle assembly that has been modified
to include porosity and defects.
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Figure 4.3: Microstructure assembly after porosity and defects have been added by the
selective deletion of particles. This example includes 30% porosity, distributed randomly.

4.1.4 Particle Bonding

With particles in place, the final step to produce a functional model of thermal barrier
coating material was to bond them all together. Each particle was connected to all adjacent
neighbors, excluding those deleted to create porosity. A two dimensional representation of
the bonding configuration is shown in Figure 4.4. Each particle could have a maximum of
twenty-six bonds, each acting independently.

Figure 4.4: Particles are bonded with all adjacent neighbors in the configuration shown here.
When expanded into all three dimensions, it equates to 26 potential bonding locations.

During the assembly process described in Section 4.1.2, particles were separated from
adjacent neighbors by a length corresponding to the equilibrium distance of the bond (more



CHAPTER 4. SIMULATION DESIGN 25

detail on this in Section 4.2.2). This ensured that each bond started in a relaxed state. How-
ever, as shown in Figure 4.4, the equilibrium length varied depending on particle positions.

Once completed, a fully bonded particle assembly represents the final form of the damage
model. Shown in the first image in Figure 4.5, fracture can be recreated by particle motion
and breaking bonds. The second image gives an example of how a group of particles can
simulate spallation by separating from the rest due to selective bond rupture. Similarly,
densification of the microstructure will occur as particle bonds compress, and particles are
forced into pore regions.

Figure 4.5: Examples of bonded particles simulating common forms of impact damage. In
the first image (left), crack propagation is created by breaking bonds. In the second (right),
a group of particles spalls o↵ from the rest of the assembly.

4.1.5 Foreign Objects

With the damage model completed, foreign objects were needed to serve as impact pro-
jectiles. As with the rest of the model, the geometry of the foreign object was approximated
as a spherical particle. If the cylindrical or cubic shape were preferable instead, either could
have been assembled using particles as building blocks. Much like the particles themselves,
the properties of the foreign object were parameters that could be altered to produce a
di↵erent simulation outcomes. Radius, density, impact angle and initial velocity were all
user-defined variables. A list of the most common parameter values is shown in Table 4.1.
Figure 4.6 gives an example of a foreign object before undergoing a 90 � impact with the
microstructure.

4.2 Constitutive Relations for Particle Forces

All particles in the system, including the foreign object, were subject to a variety of
contact forces. These forces stemmed from the physical interactions that occurred at the
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Figure 4.6: Example of a simulated foreign object set to impact the surface of a thermal
barrier coating particle assembly.

Table 4.1: Commonly used parameters for defining the impacting foreign object.

Shape Density Radius Angle Velocity

Spherical 8000 kg/m3 (steel) 1
4 inch 90� 100 m/s

particle level, and include collision, bonding, and damping forces, such as friction. The
particle dynamics that emerged from the influence of these forces literally shaped the ensuing
damage formation within the material.

Expressed in the form of an equation, the total force experienced by each particle was
defined as the sum of the individual contact forces acting upon it. The expression for the
net force acting on each particle is defined by Equation 4.1.

F
P

=
X

F
C

+
X

F
B

+ F
D

(4.1)

From Equation 4.1,
P

F
C

is the sum of contact forces caused by collisions with the foreign
object or other particles,

P
F
B

is the net restorative force exerted by all intact bonds, and
F
D

is a damping force representative of non-conservative interactions such as friction. A
more detailed treatment of the constitutive relations for each force will follow in subsequent
subsections.
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4.2.1 Contact Mechanics

As with any study of impact damage, contact mechanics were a major contributor to the
forces which drove particle dynamics in this model. Collisions occurred between particles
in many forms: between the impacting foreign object (which is itself modeled as a parti-
cle) and the particle microstructure, between bonded particles that were forced together by
compression, and collisions between spalled particles and other segments of the microstruc-
ture. The framework used to handle collisions was Hertz contact theory, which describes
the stresses induced by two elastic solids in contact. Hertz’s theory was originally intended
for quasi-static compression, where strains are kept small. However, since the derivation of
Hertz contact theory starts with contact between two spheres, it was extended to handle
particle impacts in a discrete element model with the addition of few simple assumptions.

The first assumption dealt with the discrepancy between the definitions of contact and
impact. The impact of a foreign object into a thermal barrier coating is highly dynamic,
and does not conform well to the concept of Hertzian contact, which should occur quasi-
statically. However, for the case of impact between elastic bodies traveling at moderate
velocities, elastic contact and elastic impact are similar enough to be treated as equivalent
[9],[26]. Although foreign objects travel at high speeds, a su�ciently small time step was
used to ensure the displacement still falls into the category of “moderate”.

The next hurdle was the vibration caused by an impact, which cannot be resolved by
Hertzian contact theory. Previous investigations have shown that the duration of impact
between two spheres is long compared to the period of lowest mode of vibration of the
spheres [48]. Therefore, vibrations e↵ects due to impact can be neglected and Hertzian
force-displacement laws for static conditions can be applied [52].

Finally, Hertz’s simplification allows for the forces due to local deformations to be cal-
culated by assuming each body can be regarded as an elastic half-space loaded over a small
elliptical region of its surface [21]. This simplification is justifiable given three basic condi-
tions:

1. Dimensions of contact are small compared to the dimensions of each body: a ⌧ R

2. Dimensions of contact are small compared to the radius of curvature of body surfaces:
a ⌧ R, a ⌧ l

3. Surfaces in contact are perfectly smooth: F
friction

= 0

with a representing the radius of the circle describing the contact area, R the radius of
the contacting bodies, and l the significant dimension of the bodies in depth.

The purpose of the first two conditions is to minimize the edge e↵ects seen by the stress
field and enforce a su�ciently small contact region to allow the outside surface to seem
relatively planar. These make the approximation of two spheres as half-spaces far more
tractable. Additionally, the second condition ensures that contact strains remain su�ciently
small to validate the use of linear elasticity. Both these conditions were met by enforcing a
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very small time step, which regulated the size of all contact dimensions. The third condition
restricts the forces transmitted between bodies to the normal direction, to conform with
the idealization of linear elasticity. This condition was met by treating particles as having
smooth surfaces, allowing friction between particle bodies to be neglected. Friction was
included in the form of a damping force instead.

With all the above conditions satisfied, the Hertz contact force between particles in a
discrete element model could be derived. Starting with Equation 4.2, Hertz was able to
characterize the pressure distribution across the contact surface between two general curved
surfaces as a function of the maximum pressure p0 [18]. The contact surface takes the form
of a circle with maximum radius a. The pressure p reaches a maximum at the center of the
contact (r = 0) and decreases to zero at the outer circumference of the circle (r = a).

p = p0


1�

⇣r
a

⌘2
�1/2

(4.2)

Taking the normal displacements resulting from the contact pressure, and applying
boundary conditions for elastic displacement, the expression for the contact radius shown in
Equation 4.3 can be developed into a function of the maximum pressure (see Johnson 1987
for full derivation) [21].

a =
⇡p0R

2E⇤ (4.3)

with E⇤ representing the relative modulus and R representing the relative radius, given
by
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where ⌫1, E1, R1 are the Poisson ratio, modulus and radius for the first body and ⌫2, E2,
R2 are for the second body.

To calculate the total force P applied to both contacting bodies, Equation 4.4 sums the
pressure acting over the contact area and relates it to the maximum pressure and contact
radius.

P =

Z
a

0

p(r)2⇡r dr =
2

3
p0⇡a

2 (4.4)

Combining Equations 4.3 and 4.4, the contact depth � can be found as a function of
the contact radius. As shown in Figure 4.7, the contact depth � is the amount of overlap
between the contacting spheres, describing the amount of compression that has occurred on
each body as a result of the impact.
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Figure 4.7: Impact of two particles, detailing the properties that are important to Hertz
contact theory. � is the contact depth related to particle overlap, R is the radius of each
particle and E is the elastic modulus of each particle. The amount of overlap is exaggerated
to highlight the displacement.
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Finally, solving for P gives a relationship between the the amount of compression caused
by the impact, and the restorative force which is generated on both bodies as a result.

P =
4

3
R1/2E⇤�3/2 (4.6)

Rewriting P as F
C

, Equation 4.6 gives the component of the total force due to contact,
outlined in Equation 4.1.

4.2.2 Particle Bonding Force

As a first order approximation, the forces which hold a material together can be modeled
as non-linear springs. Just as with a spring, these inter-atomic bonds provide a restorative
force when displaced away from their equilibrium position. However, if extended beyond
some critical threshold, the bond will break, leading to the creation of a new damage surface.
This concept was also used to bond particles together in the discrete element model. By
constructing the particle bonds using classical fracture mechanics concepts, it was shown
that the resulting force functions satisfy the law of conservation of energy.

Derived from the balance between attractive and repulsive inter-atomic forces, the stress-
separation plot in Figure 4.8 describes the stress �

B

required to displace bonded particles
away from their equilibrium bond length, designated as b0 on the plot. This displacement
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is labeled u, and defined in Equation 4.7 as the distance between the particles with the
equilibrium bond length subtracted. As the bond is stretched away from the equilibrium
length, the restorative stress applied by the bond increases until reaching a maximum limiting
stress �⇤. Extending beyond this point leads to destruction of the bond, which occurs when
the displacement passes the bond rupture separation distance �. The total energy that is
released when the bond is broken can be approximated from a material’s surface energy [31].
Therefore, the area under the curve is defined as the surface energy �

B

.

u = x� b0 (4.7)

A mathematical expression for the stress-separation function was derived by approxi-
mating its shape as a half-sine curve [24] (shown in Figure 4.8), defined by the equilibrium
distance b0, the theoretical limiting stress for bond rupture �⇤ and the bond rupture sepa-
ration distance �. The result is Equation 4.8, which is valid only for 0  u  �.

�
B

= �⇤ sin
⇣⇡u

�

⌘
(4.8)

Figure 4.8: Plot of the stress-separation function derived from the balance between attractive
and repulsive inter-atomic forces. It describes the stress response �

B

following any displace-
ment of bonded particles away from their equilibrium bond length b0, up to the maximum
limiting stress �⇤. Once the displacement extends beyond the rupture distance �, the bond
is broken.

Although the limiting stress and rupture distance are properties of the material, they are
not easily measured. Luckily, both quantities can be expressed in terms of known properties.
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For a small displacement, the elastic modulus can be estimated from the slope of the
stress-separation curve using Hooke’s Law. This gave an expression relating the limiting
stress �⇤ to the elastic modulus E and rupture distance �, the two unknowns.

E = b0
d�

B

du
=

✓
⇡b0
�

◆
�⇤ (4.9)

Next, the surface energy of the broken bond is equal to the area under the curve. This
gave a second equation that contained the elastic modulus E and rupture distance �.
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Now with two equations for the two unknowns, Equations 4.9 and 4.10 were combined
into two new expressions for the elastic modulus and intrinsic surface energy. These new
expressions are given by Equations 4.11 and 4.12, and are defined entirely by known or easily
measurable properties.
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Plugging these two expressions back into Equation 4.8, the result was a function relating
the bond stress to displacement distance.
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Since stress is just force per unit area, Equation 4.13 was converted to an expression for
the bond force instead by multiplying both sides by the bond area A

B

. The bond area is
defined as the interfacial area between the two surfaces bonded together. In the case of the
model, it was calculated as the square of the particle diameter, since the particle represents
a general unit of material rather than a spherical volume. Thus, the bond area served as
a scaling parameter, which adjusted the magnitude of the force in accordance with the size
of the particle. That way, if the particles were made smaller to capture more detail in the
microstructure, the material didn’t become artificially stronger due to the greater number
of bonds.

The final result is given by Equation 4.14, which defines the bonding component of the
total force outlined in Equation 4.1. A plot of the force exerted by a single bond, as a
function of displacement away from its equilibrium positions is shown in Figure 4.9.
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Figure 4.9: Plot of the restorative force exerted by a single bond, as a function of displacement
away from its equilibrium position.

4.2.2.1 Validation of Bonding Force

The validity of the bond function derived from the stress-separation relationship was
established using classical fracture mechanics. Starting with the Inglis equation for the
stress at a crack tip, Equation 3.2 defines the stress concentration at a crack tip of known
geometry due to an externally applied load [19].

�
c

�
a

= 2

✓
c

⇢

◆1

2 (4.15)

where �
c

is the stress at the crack tip, �
a

is a uniform stress applied externally, c is the
length of the preexisting crack and ⇢ is the radius of curvature of the crack tip. A diagram
of the crack geometry for the Inglis equation is shown in Figure 3.2.
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Considering the case where a su�cient external load is applied to initiate crack extension,
�
a

becomes �
F

. Solving for that variable, we have the following expression.

�
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=
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2
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⇣⇢
c

⌘1
2 (4.16)

Since crack extension severs inter-atomic bonds previously connecting the new damage
surface, the stress at the crack tip �

c

during extension must be equal to the maximum
limiting stress �⇤ shown in Figure 4.8 [24]. Plugging in Equation 4.11 as the stress at the
crack tip results in Equation 4.17.
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Equation 4.17 has the same form as the Gri�th strength equation, which details the
conditions for when material failure occurs. If ⇢ = 16b0

⇡

, then the two match exactly. This, of
course, is not a fortuitous coincidence. The concept of Gri�th energy-balance at a crack-tip
was “integrated” into the derivation of the force function. Conforming to the Gri�th equa-
tion ensured that the bond force function satisfied thermodynamic equilibrium. Therefore,
the force function in Equation 4.14 also satisfied the law of conservation of energy.

4.2.2.2 Remark on the Lennard-Jones Potential

When describing material bonds, the Lennard-Jones potential is commonly chosen as
the initial starting point. As can be seen in Figure 4.10, it describes the potential energy
generated by attractive and repulsive weak forces acting between molecules. In this work,
the bond force function from Equation 4.17 was used instead, because it intersects with clas-
sical theory. However, comparing the derivative of the Lennard-Jones potential with Figure
4.8, it becomes obvious that the two functions actually describe identical force-separation
phenomenon. The mathematical dissimilarity arises from the application of di↵erent curve
fitting methods.

The Lennard-Jones potential could have been used as a replacement for the bond force
derived from the force-separation approximation in Equation 4.8. However, the end result
would have been quite similar and the parallels to Gri�th energy balance concepts would
have been lost.

4.2.3 Damping Forces

Since the damage model presented is highly dynamic, with thousands of moving particles
subject to forces from all directions, the system could potentially drift into uncontrollable
oscillation. This could prevent the particles from settling into a final position. While the
situation is common in numerical simulations, this is problematic because it would be impos-
sible to extract any meaningful information from a system not in equilibrium. The solution
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Figure 4.10: Example plot showing the Lennard-Jones potential, as a function of displace-
ment [34].

was to introduce a damping force to dissipate kinetic energy. From a physical perspective,
this type of damping is equivalent to non-conservative phenomenon such as friction and
elastic wave scattering.

Since damping would occur at every time step, the damping force needed a form that was
independent of the number of steps in the simulation. If defined only by static properties of
the material, like in the case of friction, then the amount of damping applied in total would
increase with smaller time steps. A better method was to scale the damping in proportion
to the net force applied to each particle from bonding and contact. Thus, the total damping
would remain constant with a diminishing time step, as the net force per time step would
also be reduced. An expression for a damping force that includes this feature is shown in
Equation 4.18, and was applied independently to each vector direction for every particle.

F
D

= �↵sign(V )|F | (4.18)

From the equation, |F | is the magnitude of the net force, sign(V ) is the sign (positive or
negative) of the particle velocity in that vector direction and ↵ is the damping coe�cient.
Including a term for the sign of the velocity guarantees that the damping force always
acted to reduce the kinetic energy of the system. The damping coe�cient is used to scale
the amount of damping and is typically estimated depending on the model conditions. A
damping coe�cient of 0.7 is common for bonded particle models of material systems, as
heavy damping is necessary to approximate quasi-static conditions [35].
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4.3 Numerical Formulation

With the forces acting on each particle established, the next step was to employ a time
discretization scheme to translate the forces into motion. From Newton’s second law, the
sum of the forces on each particle

P
F
P

could be related to the acceleration ẍ.

mẍ = F
P

(4.19)

Equation 4.1 provided an expression for the net force on a particle. Substituting that in
for

P
F
P

resulted in a second-order ordinary di↵erential equation.
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B
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D

(4.20)

Since the goal was to solve for new particle positions, Equation 4.20 was rewritten as a
coupled set of first order equations by setting x1 = x and x2 = ẋ1. This is shown in Equation
4.21, which gave expressions for the velocity and acceleration of a particle in a form that
was ready to be numerically integrated.

ẋ1 = x2

ẋ2 =

P
F
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+
P

F
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m
(4.21)

4.3.1 Runge-Kutta Method

The Runge-Kutta method is an iterative numerical scheme for finding the approximate
solution to ordinary di↵erential equations. Runge-Kutta uses a weighted average of the
function slope evaluated at multiple points. While this requires additional computation
compared to simpler techniques, it returns a result with lower truncation error.

A fourth-order Runge-Kutta method evaluates the slope of the function at four separate
points, as shown in the example in Figure 4.11. When defined explicitly, each slope can be
found directly from Equation 4.22 using just the function f (t
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Using a weighted average of the four slopes, an updated value of x
n

can be calculated
with respect to the initial conditions from the current time step.
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Summary So Far

➣ Euler’s method evaluates slope at beginning of the step

➣ Midpoint method evaluates slope at beginning and at midpoint of the step

➣ Heun’s method evaluates slope at beginning and at end of step

Can we continue to get more accurate schemes by evaluating the slope at more points in
the interval? Yes, but there is a limit beyond which additional evaluations of the slope
increase in cost (increased flops) faster than the improve the accuracy.

NMM: Integration of ODEs page 32

Runge-Kutta Methods

Generalize the idea embodied in Heun’s method. Use a weighted average of the slope
evaluated at multiple in the step

yj+1 = yj + h
X

�mkm

where �m are weighting coe�cients and km are slopes evaluated at points in the interval
tj � t � tj+1

In general, X
�m = 1

NMM: Integration of ODEs page 33

Fourth Order Runge-Kutta

Compute slope at four places within each step
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Figure 4.11: Example of how the Runge-Kutta method reduces truncation error by evaluating
the slope of a function at multiple points. The slope is found four di↵erent times in this
case, since the graphic is presenting the fourth-order method [38].
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6
(k1 + 2k2 + 2k3 + k4) (4.23)

Therefore, when applied in the context of the impact simulation, Equation 4.23 was used
to calculate the updated position and velocity for every particle at each time step. The
slopes from Equation 4.22 were evaluated using the function defined in Equation 4.21 and
the current position and velocity of each particle.

One of the benefits of the explicit Runge-Kutta method was that each stage of evaluation
could be solved directly. That meant the position of a particle was updated after computing
only five expressions, using known data. If an implicit method was used instead, the compu-
tation required to progress forward at each time step would have been much higher. Since
the paths of all particles are coupled due to influence of collision, position updates for each
time step would need to be solved for the entire particle system simultaneously.

The downside to using an explicit method was the requirement for very small time steps
to guarantee numerical stability. This increased the total number of iterations required to
complete the simulation, which also added to the computational cost. However, the need for
a small time step was a sunk cost when dealing with impact. In order to fully capture the
progression of elastic deformation during an impact, a time step must be significantly less
than the time required for an elastic wave to span the smallest dimension of the domain.
For a porous thermal barrier coating with a length on the order of microns, an elastic wave
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would cross the domain in approximately 10�1 nanoseconds. Therefore, a time step less
than 10�3 nanoseconds was used for every simulation.

4.4 Results of Impact Simulation

To gain a first order assessment of the damage model described in this chapter, a basic
simulation of impact damage by a foreign object was created. The parameters used in the
simulation are listed in Table 4.2.

The properties in Table 4.2 were chosen to best represent the physical conditions of an
actual impact scenario on a thermal barrier coating. As mentioned previously, the number
of particles included was maximized to enhance microstructural detail. That maximum
was often limited to 100,000 particles to ensure a reasonable computational time, which
corresponded to a particle radius R of 58 nanometers for the given domain size. The elastic
modulus E of the particles was set at 200 GPa, corresponding to the modulus of yttria-
stabilized zirconia at high temperature. The surface energy � was set to the value for yttria-
stabilized zirconia at 1300�C [49]. The bond length � was defined by the lattice constant of
yttria-stabilized zirconia [22]. The density ⇢ and Poisson’s ratio ⌫ are taken from the values
for bulk yttria-stabilized zirconia. These values were used for all simulations performed
through the course of this work.

Table 4.2: Commonly used particle parameters for defining the microstructure in an impact
simulation [49, 16, 22].

Radius R
Elastic
Modulus
E

Surface
Energy �

Bond
Length �

Density ⇢
Poisson
Ratio ⌫

58 nm 200 GPa 1.4 J/m2 0.52 nm 6060 kg/m3 0.25

From these figures, it was possible to observe how the damage model handles impact
damage. The response of the particle microstructure matched the characteristics of an
experimental impact test. When the foreign object pierces the surface in Figure 4.12, a large
depression resulting from deformation is clearly visible surrounding the point of impact.
Furthermore, Figure 4.13 shows clear signs of cratering, which describes the lip that forms
from evacuated material around the point of impact.

While these results fit the description of a foreign object impact, observation does not
constitute a su�cient form of validation. To gain a more quantitative understanding of the
model performance, the next chapter covers the development of a nanoindentation simulation
that uses the damage model to calculate material properties.
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Figure 4.12: Impact of foreign object into simulated microstructure

Figure 4.13: Impact of foreign object into simulated microstructure, which completely pen-
etrates through the material
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Chapter 5

Nanoindentation

One method for validating the damage model is to incorporate a standard materials test
directly into the numerical model. Materials tests are an extremely common method for
determining the properties and characteristics of a material. They involve the controlled
deformation of an instrumented material sample, as data relating to the applied stresses
and strains are recorded. The exact same methodology can be applied within a numerical
simulation, where an indenter is used to deform the thermal barrier coating model, and the
applied force and indenter depth are logged at every time step. That data can then be used
to calculate the material properties exhibited by the thermal barrier coating model. If the
material properties and characteristics generated by the nanoindentation simulation mirror
those found from experimental testing in literature, it would suggest that the damage model
developed for this research is indeed capable of accurately representing the damage processes
inherent to thermal barrier coatings.

Although there are several materials tests that would serve the purpose of gathering
comparable data, nanoindentation is uniquely suited for several reasons. For thermal bar-
rier coatings, indentation tests are the most common method for determining the elastic
modulus and hardness. Therefore, a greater volume of experimental data will be available
for comparison. Beyond material property values, the indentation process produces unique
damage characteristics, that vary with the material being tested. Hence, it is possible to
correlate how the model results react to a changing parameter, such as an increasing applied
force, compared to the known response. Nanoindentation also translates well to simulation.
There are many aspects of experimental nanoindentation that require precision treatment,
such as the starting position of the indenter, the closed-loop control of the applied force, and
the continuous measurement of the indenter depth. However, each of these are simple to im-
plement numerically. Finally, nanoindentation limits the required size of the computational
domain, as the feature size of the experiment is very small.
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5.1 Introduction to Nanoindentation

Indentation testing is a method of determining the properties and characteristics of a
material sample through instrumented deformation, using an object with known proper-
ties. By measuring the protrusion of the object into the material of interest due to the
application of force, accurate measurement of material properties is possible. The di↵erenti-
ation of nanoindentation is entirely related to scale: depths of penetration are measured in
nanometers, compared to millimeters for conventional indentation tests.

The mechanics of nanoindentation testing are relatively simple. A material sample is
rigidly attached to the stage of a nanoindentation testing device, which is depicted by the
diagram in Figure 5.1. An indenter with known properties and geometry is placed in contact
with the surface of the material, carefully avoiding any initial penetration. A more detailed
discussion of indenters is given in Section 5.1.2. A steadily increasing load is then applied
to the indenter, typically in set increments, until a predefined maximum force is reached.
Alternatively, the indenter can be depth-controlled, where a maximum depth is specified
instead. However, this method is less common and is hardware dependent. In either case,
both the load and indenter depth are recorded at each increment. Before advancing to the
next level of force, the indenter is held at the current state for a short period to allow the
instrument to stabilize. The hold period is extended once the maximum load is reached, for
the purpose of stabilizing the final depth and measuring creep within the material specimen.
Finally, the indenter force is incrementally reduced back to zero, while capturing load and
depth data the entire way.

peak loads in the 0.5–1 N range. From these tests it was evident
that the residual imprint left at the surface during preloading could
affect the parabolic fit of the P–h curve. If the P–h curves were
measured from the point where the indenter first contacted the
specimen, n was closer to 2.

VI. Surface Displacement at the Contact Perimeter

An important phenomenon studied was the occurrence of
pile-up or sink-in of the material at the contact perimeter (Fig. 1).
The importance of such surface deformation modes in the contact
problem was first recognized in connection with hardness mea-
surements.14 In this sense, calculation of contact area, A, from
maximum depth of penetration implies a knowledge of the value of
! in Eq. (2). It is noted that a purely elastic contact produces the
maximum sinking-in, ! " 0.40, while hardening of material and
pressure sensitivity promote contact, ! # 1, increasing the value of
C according to Eq. (4). Irrespective of the work hardening
behavior, sinking-in predominates in ceramics as a result of their
smaller values of E/H and hr/hmax (Fig. 5) as compared with
metals.24
From the concavity of the imprint shapes in zirconia ceramics it

is evident that sinking-in occurs in these materials, whereas
bulging around nickel indents indicates piling-up.14 This is in good
agreement with the general conception that materials with low

strain-hardening coefficients such as nickel undergo piling-up,
whereas ceramics develop sinking-in. An exception has to be made
in the case of nickel indented at low loads (P $ 10 N) where the
anisotropy of slip among grains seems to restrain bulging (see
arrow in Fig. 3(a)). This effect increases Vickers hardness at low

Fig. 4. Schematic of the indentation devices.

Fig. 5. Load–depth of penetration curves with the Vickers indenter.

Fig. 6. Comparison of the P–h curves in Y-TZP with the Vickers indenter
in a specimen previously clamped against the stage and without any
clamping.

Fig. 7. Vickers indentation up to a load of 30 N. Experimental results
(continuous lines), and fitting of the P–h curves to P % h2 (discontinuous
lines).

August 2000 Instrumented Micro-indentation of Zirconia Ceramics 1981

Figure 5.1: Diagram of a typical nanoindenter testing setup [3]
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The size of the material specimen can vary widely, but the location of indentation must be
separated from any edges or other indentations by a distance equal to at least 3-5 times the
diameter of the resulting impression, in order to eliminate boundary e↵ects [13]. Thus, the
minimum size will be dictated by the size of the indenter. Similarly, the thickness should be
enough to ensure that the depth of penetration does not exceed 20% of the total. Since the
maximum depth generally remains on the order of hundreds of nanometers, nanoindentation
can successfully accommodate thin films such as thermal barrier coatings.

The choice of the maximum applied force can be somewhat arbitrary. Applying too
great a force will cause the rapid onset of fracture damage, which will e↵ect the measured
material properties. It is di�cult to estimate amount of force where this transition occurs,
as it depends on the material, sample thickness, indenter shape, and existence of preexisting
flaws. Hence, the typical route to determining the ideal maximum force is through trial and
error. The force is increased iteratively, until samples begin to fracture regularly. At that
point, the threshold has been crossed, and the maximum force is set to some value below
that value.

5.1.1 The P-h Curve

Nanoindentation enables the simultaneous in-situ measurement of load (P ) and depth of
penetration (h) by an indenter on small volumes of material. The three-dimensional stress
state beneath the indenter makes the resulting P-h curves representative of the average
mechanical response of that specific material in di↵erent directions. Hence, the analysis of
P-h curves serve as a fundamental tool in the evaluation of the mechanical properties such
as the elastic modulus and hardness.

The P-h curve is created by plotting the indenter load and depth data gathered during
nanoindentation testing. An example displaying the characteristic shape and important
parameters of the curve is shown in Figure 5.2.

Since loading has a non-linear e↵ect on the indenter depth, the first important parameter
is the maximum depth h

max

, which corresponds to the maximum applied force P
max

. The
relationship between h

max

and P
max

will vary between materials, and is indicative of its
resistance to deformation and overall plasticity. However, as the load is reversed, a certain
amount of deformation will recover elastically. The final depth is labeled as h

f

and represents
the amount of inelastic deformation that remains.

The overall shape of the P-h curve can also be used to understand the material being
tested. For example, pushing the indenter force beyond the material threshold can cause the
rapid onset of inelastic deformation due to fracture. As seen in Figure 5.3, this phenomenon
is visualized on the P-h curve as a sudden flattening of the curve. The value of this threshold
can act as a proxy for the fracture strength, and will be higher for materials with a higher
critical stress intensity factor.
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spheres in the limit of small displacements, and m = 1.5
for paraboloids of revolution.

Modeling indentation contact in a way that includes
plasticity is a much more complex problem. Since the
constitutive equations are nonlinear and a number of ma-
terial parameters must be included to describe material
behavior (e.g., yield strength and work hardening coeffi-
cient), analytical solutions are not easily obtained.15 As
a result, much of our understanding of the importance of
plasticity in indenter contact problems has been derived
through experimentation and finite element simulation.

The earliest experiments in which load and displace-
ment sensing indentation methods were used to mea-
sure mechanical properties were performed by Tabor,18

who studied the indentation of a number of metals
deformed by hardened spherical indenters. A similar
study was subsequently undertaken by Stillwell and
Tabor to examine the behavior of conical indenters.19

One particularly important observation resulting from
these studies concerns the shape of the hardness im-
pression after the indenter is unloaded and the material
elastically recovers. The experiments revealed that, at
least in metals, the impression formed by a spherical
indenter is still spherical with a slightly larger radius
than the indenter, and the impression formed by a
conical indenter is still conical with a larger included
tip angle. The importance of these experiments is that
since elastic contact solutions exist for each of these
geometries (i.e., a spherical indenter in a spherical hole
and a conical indenter in a conical hole), the ways
in which plasticity affects the interpretation of elastic
unloading data can be dealt with by taking into account
the shape of the perturbed surface in the elastic analysis.
Tabor used these results to show that the shape of the
entire unloading curve and the total amount of recovered
displacement can be accurately related to the elastic
modulus and the size of the contact impression for
both spherical and conical indenters. Other important
observations resulting from these studies include (1)
the diameter of the contact impression in the surface
formed by conical indenters does not recover during
unloading—only the depth recovers; (2) the indentation
must be loaded and unloaded a few times before the load-
displacement behavior becomes perfectly reversible; i.e.,
a limited amount of plasticity sometimes occurs in each
of the first few loadings and unloadings; and (3) effects
of non-rigid indenters on the load-displacement behavior
can be effectively accounted for by defining a reduced
modulus, Er, through the equation

1
E~r E (2)

Interest in load and displacement sensing indentation
testing as an experimental tool for measuring elastic
modulus began in the early 1970's with the work of
Bulychev, Alekhin, Shorshorov, and co-workers.20"24

These investigators used instrumented microhardness
testing machines to obtain indentation load-displacement
data like that shown schematically in Fig. 1 which was
then analyzed according to the equation

(3)

Here, S — dP/dh is the experimentally measured
stiffness of the upper portion of the unloading data, Er

is the reduced modulus (previously defined), and A is
the projected area of the elastic contact. By measuring
the initial unloading stiffness and assuming that the
contact area is equal to the optically measured area of the
hardness impression, the modulus can thus be derived.

Equation (3) has its origins in elastic contact the-
ory. While originally derived for a conical indenter,
Buylchev et al. showed that Eq. (3) holds equally well
for spherical and cylindrical indenters and speculated
that Eq. (3) may apply to other geometries as well.21

Pharr, Oliver, and Brotzen have subsequently shown that
Eq. (3) applies to any indenter that can be described as
a body of revolution of a smooth function.25 Bulychev
et al. also argued that significant deviations from the
behavior predicted by Eq. (3) should not occur for

Q

g

where E and v are Young's modulus and Poisson's ratio
for the specimen and Et and vi are the same parameters
for the indenter.

DISPLACEMENT, h
FIG. 1. A schematic representation of load versus indenter displace-
ment data for an indentation experiment. The quantities shown are
Pm a x: the peak indentation load; hm.dX: the indenter displacement at
peak load; hf. the final depth of the contact impression after unloading;
and S: the initial unloading stiffness.

J. Mater. Res., Vol. 7, No. 6, Jun 1992 1565

Figure 5.2: Representative plot of the load versus indenter displacement data from a nanoin-
dentation experiment [30]. The plot is used to calculate material properties and describe
material characteristics. The variables shown correspond to the following quantities - P

max

:
peak indenter force, h

max

: the indenter depth at peak force, h
f

: depth of contact impression
remaining after force is removed, S: initial unloading sti↵ness.

5.1.2 Types of Indenters

Based on the type of material being tested and the preferred deformation response, a
variety of indenter geometries are available. The most common geometries are shown in
Figure 5.4, and can be separated into two categories: blunt or sharp.

From the first cases of indentation testing, spherical indenters (illustrated in Figure 5.4a)
have been the de facto choice for blunt geometries [46]. Since the initial contact force is
distributed over a larger area, spherical indenters provide a smooth transition from elastic
to inelastic deformation. This characteristic makes them ideal for testing soft materials,
or materials which are prone to fracture damage. The clearly defined elastic region of the
resulting P-h curve provides a more accurate representation of material properties, such as
the elastic modulus. An example of the impression left by a spherical indenter is shown in
the left image of Figure 5.5.

Sharp indenters are characterized by a pyramidal geometry with a pointed tip, and are
widely utilized in indentation testing. The most common are Vickers and Berkovich inden-
ters, depicted in Figures 5.4c and 5.4d respectively. In contrast to their blunt counterparts,
the pointed tips of sharp indenters induce plastic deformation soon after the commencement
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Figure 5.3: Example of a P-h curve showing the onset of rapid deformation caused by
fracture, visualized by a sudden flattening of the curve [13]. ��

6SKHULFDO� LQGHQWHUV� DUH� ILQGLQJ� LQFUHDVLQJ� SRSXODULW\�� DV� WKLV� W\SH� RI� LQGHQWHU�
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VXLWDEOH�IRU�PHDVXULQJ�VRIW�PDWHULDOV�DQG�IRU�UHSOLFDWLQJ�FRQWDFW�GDPDJH�LQ�LQ�VHU�
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Figure 5.4: Comparison of common indenter geometries used in nanoindentation (not to
scale) [13]. From left to right, the names of each are: (a) spherical, (b) conical, (c) Vickers,
(d) Berkovich. The variables shown are the relevant geometric parameters of each indenter.

of contact [3]. This is useful for harder materials, or when probing for material properties
related to plasticity. However, sharp indenters can be problematic in the case of nanoinden-
tation, where the small tip size may induce inelastic deformation at extremely small loads,
making it di�cult to probe the elastic regime accurately [2]. An example of the impression
created by a Berkovich indenter is shown in the right image of Figure 5.5.

To limit the measurement inaccuracy caused by deformation in the indenter tip, indenters
are made from hard materials, typically diamond or sapphire. Indenter tip sizes range from
hundreds of nanometers to a couple microns, with spherical indenters occupying the upper
range.
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depth between 0 and 250 nm. For higher penetration depths, the measured
mechanical properties appear to depend on intercolumnar deformation mechanisms
(sinking-in). In the case of the spherical indenter, with respect to the contact area
involved during the indentation (see figure 6a), this depth range becomes between 0
and 11 nm. In this depth range, taking into account that the CSM amplitude is 2 nm
and the roughness of the surface is 4 nm inside the column, it is difficult to determine
a proper value of the Young’s modulus. So, it can be assumed that in the case of
spherical indentation, since the first stages of deformation (at least for penetration
depth higher than 11 nm), the stresses at the columns boundaries are sufficient
to cause the sinking-in of the indented column. The indenter directly probes the
adhesion between the columns, explaining the very low values of Young’s modulus
encountered between 0 and 300 nm. This is supported by the fact that the loading–
unloading curves have not shown pure elastic regime as could be expected in the case
of spherical indentations in single crystal ceramics [14].

Figure 7 shows the AFM images obtained around an indentation performed at
a maximum load of 400mN (for a maximum penetration depth of 900 nm), leading
to a residual penetration of 300 nm. One can observe that the surrounding
deformation around the residual imprint is mainly characterized by the sinking-in
of all the adjacent columns. The sinking-in of the columns represents about 50% of
the total residual deformation (150 nm of sinking-in for a residual deformation
of 300 nm). The sinking-in of surrounding columns has been also observed
around sharp indentation for indentation depth higher than 1500 nm. This regime
of deformation corresponds to the extension of the initial imprint where the plastic
deformation is accommodated by the sinking-in of the columns. It is also
independent of the indenter shape and may correspond to the extension of a
pyramidal, as well as that of a spherical imprint, and this is the reason for the

Figure 7. AFM images of a spherical indentation performed at 400mN and leading to a
residual penetration depth of 300 nm.
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PXVW�EH�DFFRXQWHG�IRU�LQ�WKH�DQDO\VLV��$GGLWLRQDO�FRUUHFWLRQV�DUH�UHTXLUHG�WR�DFFRXQW�
IRU�LUUHJXODULWLHV�LQ�WKH�VKDSH�RI�WKH�LQGHQWHU��GHIOHFWLRQ�RI�WKH�ORDGLQJ�IUDPH��DQG�
SLOLQJ�XS�RI�PDWHULDO�DURXQG�WKH�LQGHQWHU��VHH�)LJ��������7KHVH�HIIHFWV�FRQWULEXWH�WR�
HUURUV�LQ�WKH�UHFRUGHG�GHSWKV�DQG��VXEVHTXHQWO\��WKH�KDUGQHVV�DQG�PRGXOXV�GHWHUPL�
QDWLRQV��)XUWKHUPRUH��WKH�VFDOH�RI�GHIRUPDWLRQ�LQ�D�QDQRLQGHQWDWLRQ�WHVW�EHFRPHV�
FRPSDUDEOH�WR�WKH�VL]H�RI�PDWHULDO�GHIHFWV�VXFK�DV�GLVORFDWLRQV�DQG�JUDLQ�VL]HV��DQG�
WKH�FRQWLQXXP�DSSUR[LPDWLRQ�XVHG�LQ�WKH�DQDO\VLV�FDQ�EHFRPH�OHVV�YDOLG�

7KH� QDQRLQGHQWDWLRQ� WHVW� UHVXOWV� SURYLGH� LQIRUPDWLRQ� RQ� WKH� HODVWLF�PRGXOXV��
KDUGQHVV��VWUDLQ�KDUGHQLQJ��FUDFNLQJ��SKDVH�WUDQVIRUPDWLRQV��FUHHS��DQG�HQHUJ\�DE�
VRUSWLRQ��7KH�VSHFLPHQ�VL]H�LV�YHU\�VPDOO�DQG�WKH�WHVW�FDQ�LQ�PDQ\�FDVHV�EH�FRQVLG�
HUHG�QRQ�GHVWUXFWLYH��6SHFLPHQ�SUHSDUDWLRQ� LV� VWUDLJKWIRUZDUG��%HFDXVH� WKH�VFDOH�
RI�GHIRUPDWLRQ�LV�YHU\�VPDOO��WKH�WHFKQLTXH�LV�DSSOLFDEOH�WR�WKLQ�VXUIDFH�ILOPV�DQG�
VXUIDFH�PRGLILHG�OD\HUV��,Q�PDQ\�FDVHV��WKH�PLFURVWUXFWXUDO�IHDWXUHV�RI�D�WKLQ�ILOP�
RU�FRDWLQJ�GLIIHUV�PDUNHGO\�IURP�WKDW�RI� WKH�EXON�PDWHULDO�RZLQJ�WR� WKH�SUHVHQFH�
RI�UHVLGXDO�VWUHVVHV��SUHIHUUHG�RULHQWDWLRQV�RI�FU\VWDOORJUDSKLF�SODQHV��DQG�WKH�PRU�
SKRORJ\�RI� WKH�PLFURVWUXFWXUH��7KH�DSSOLFDWLRQV�RI� WKH� WHFKQLTXH� WKHUHIRUH�FRYHU�
WHFKQRORJLHV� VXFK� DV� FDWKRGLF� DUF� GHSRVLWLRQ�� SK\VLFDO� YDSRU� GHSRVLWLRQ� �39'���
DQG�FKHPLFDO�YDSRU�GHSRVLWLRQ��&9'��DV�ZHOO�DV�LRQ�LPSODQWDWLRQ�DQG�IXQFWLRQDOO\�
JUDGHG�PDWHULDOV��1DQRLQGHQWDWLRQ� LQVWUXPHQWV� DUH� W\SLFDOO\� HDV\� WR� XVH�� RSHUDWH�
XQGHU�FRPSXWHU�FRQWURO��DQG�UHTXLUH�QR�YDFXXP�FKDPEHUV�RU�RWKHU�H[SHQVLYH�ODER�
UDWRU\�LQIUDVWUXFWXUH�

7KH�WHFKQLTXH�UHOLHV�RQ�D�FRQWLQXRXV�PHDVXUHPHQW�RI�GHSWK�RI�SHQHWUDWLRQ�ZLWK�
LQFUHDVLQJ� ORDG�� 6XFK� PHDVXUHPHQWV� DW� WKH� PLFURQ� VFDOH� ZHUH� GHPRQVWUDWHG� E\�
)U|KOLFK��*UDX�DQG�*UHOOPDQQ�>��@�LQ������ZKR�DQDO\]HG�WKH�ORDGLQJ�DQG�XQORDG�
LQJ�FXUYHV�IRU�D�YDULHW\�RI�PDWHULDOV�DQG�IRUHVKDGRZHG�WKH�XVH�RI�WKH�WHFKQLTXH�IRU�
WKH�PHDVXUHPHQW�RI�VXUIDFH�SURSHUWLHV�RI�PDWHULDOV��3HWKLFD�>��@��LQ�������DSSOLHG�
WKH�PHWKRG�WR�WKH�PHDVXUHPHQW�RI�WKH�PHFKDQLFDO�SURSHUWLHV�RI�LRQ�LPSODQWHG�PHWDO�
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Figure 5.5: Left - AFM image of impression left by a spherical indenter on YSZ, following
an indentation test [14], Right - AFM image of impression left by a Berkovich indenter,
following an indentation test [13]

5.2 Determination of Material Properties

5.2.1 Calculation of Elastic Modulus

The elastic modulus is a common metric for measuring the sti↵ness of an engineering
material, due to its universal comparability and simple testing methods. It represents a
measure of a material’s tendency to deform elastically when a force is applied. As such, it
is relevant to the durability of thermal barrier coatings and its ability to withstand residual
stresses from thermal expansion, which occur between coating layers.

Nanoindentation tests were designed for the purpose of measuring the elastic modulus
from thin layers of material, such as a thermal barrier coatings. Due to the small size of
nanoindenters, the material domain is significantly larger than the final size of the indentation
impression. Thus, the material surface can be considered an elastic half-space. Furthermore,
once the load is relieved following the application of maximum force, the initial stage of un-
loading is a completely elastic process. This is an important component of nanoindentation,
as purely elastic deformation data is needed to calculate the elastic modulus.

To derive an equation for the elastic modulus, we begin with the assumption of elastic
contact. From the theory of elasticity, the load from the indenter, which is distributed over
the surface of the material, can be related to the resulting vertical displacement by the
relationship shown in Equation 5.1 [6].

P = E⇤dh (5.1)

where P is the force applied by the indenter, E⇤ is the relative modulus described by
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Equation 4.2.1, d is the diameter of the indenter, and h is vertical displacement caused by
deformation.

By taking the derivative of the load P with respect to the vertical displacement h, the
result is an expression for the the sti↵ness S of the material. When put into the context of
a P-h curve, like the one shown in Figure 5.2, the sti↵ness S also describes the slope of the
curve dP

dh

.

S =
dP

dh
= E⇤d (5.2)

In the case of nanoindentation, the diameter of the indenter is not a suitable metric for
the contact area, since the area will become a function of the indenter displacement h once
deformation begins to occur. Thus, using Equation 5.3, the diameter of the indenter d can
be related to the projected contact area A.

A =
⇡

4
d2 ) d =

2p
⇡

p
A (5.3)

And substituting into Equation 5.2,

S =
dP

dh
=

2p
⇡
E⇤

p
A (5.4)

Finally, solving Equation 5.4 for the relative modulus gives an expression for the elastic
modulus as a function of the slope of the P-h curve.

E⇤ =
1

2

p
⇡p
A

dP

dh
(5.5)

This result allows for the elastic modulus of the sample material to be calculated using
the force and depth data gathered for the P-h curve. As mentioned previously, the region
of the curve immediately following unloading of the indenter depicts elastic rebound of the
material. Therefore, the sti↵ness S can be determined by fitting a line to the first few data
points following unloading of the indenter and calculating the slope dP

dh

. This is demonstrated
in Figure 5.2, shown with the label S.

Thus, coupled with a measure of the indenter area, Equation 5.5 can be used to compute
the elastic modulus from data generated by nanoindentation testing.

5.2.2 Calculation of Hardness

Hardness is another standard material property commonly applied to thermal barrier
coatings. It describes a materials ability to resist deformation when subject to a compres-
sive force. A large value of hardness is preferable for thermal barrier coatings, to provide
resistance to impact damage and erosion.

The measured hardness is equivalent to the average pressure exerted by the indenter on
the material, per unit of indented area created. Thus, as shown in Equation 5.6, the hardness
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is calculated by dividing the maximum applied force P
max

by the projected indentation area
A.

H =
P
max

A
(5.6)

If the nanoindentation test is force controlled, P
max

is simply the largest force applied
during the experiment. If the test is depth controlled instead, P

max

occurs at the maximum
indenter depth h

max

and must be measured. In both cases, P
max

occurs immediately prior
to the indenter unloading, as shown in Figure 5.2. Similarly, the indentation area A is
calculated at the maximum indenter depth h

max

.

5.2.3 Determination of Indenter Area

In both the derivations for elastic modulus and hardness, the contact area A was intro-
duced into the final result to characterize the deformation caused by the indenter. While
the purpose of the substitution is to create more generalized expressions, the determination
of the contact area is not trivial.

Since the size of the residual impression left by nanoindentation is so small, it cannot
be easily determined using traditional techniques. Instead, the contact area is traditionally
estimated using the geometry of the indenter and final depth of penetration h

max

, both known
or measurable quantities. Based on the geometries specified in Figure 5.6, an expression for
the contact area can be formed [13].

A = ⇡
�
2R

i

h
c

� h2
c

�
⇡ 2⇡R

i

h
c

(5.7)

From Equation 5.7, R
i

is the radius of the indenter and h
c

is the contact depth, defined
as the distance from the point where the indenter just contacts the material to the maximum
depth. Again, the contact depth h

c

is not known a priori and is di�cult to measure. However,
it can be determined using distances which are already known or can be approximated.

Returning again to Figure 5.6, the indenter depth (h
max

at full displacement) can be split
into two separate terms: the contact depth h

c

and h
a

, the distance from the contact point
to the original material surface.

h
max

= h
c

+ h
a

(5.8)

The maximum depth h
max

is a known quantity, measured during the nanoindentation
process. Similarly, h

a

can be ascertained from the load displacement data, using the rela-
tionship shown in Equation 5.9.

h
a

= ✓
P

S
(5.9)

Derived from the geometry of surface deflection caused by an elastic displacement [30], P
is the load derived from the indenter, S is the sti↵ness of the purely elastic region following
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Figure 5.6: Diagram of contact between a spherical indenter and a material surface, showing
relevant geometries [13]. The maximum depth of penetration is h

max

, the contact depth h
c

describes the distance from the bottom to the perimeter of contact, and h
a

is the distance
from the perimeter of contact to the material surface.

unloading (found for the elastic modulus above), and ✓ is a geometric constant for the
indenter shape (equal to 0.75 for a spherical indenter).

Solving Equation 5.8 for h
c

and substituting Equation 5.9 for h
a

, the result is an expres-
sion for h

c

in terms of all known properties. Since we’re interested in the contact area at at
the peak indenter force, P is set to P

max

.

h
c

= h
max

� ✓
P
max

S
(5.10)

Now that a fully defined expression for h
c

has been found, Equation 5.10 can be substi-
tuted into Equation 5.7 to solve for the contact area A.

A = ⇡R
i

✓
h
max

� ✓
P
max

S

◆
(5.11)

By simply updating the parameters of the experiment, such as indenter geometry constant
and indenter load, Equation 5.11 can be used to solve for the contact area for any type of
indenter and a variety of nanoindentation testing parameters.

5.3 Integration into Simulation

The process of nanoindentation is surprisingly well suited to numerical treatment. Many
of the challenges faced during experimental nanoindentation testing are related to precise
control and measurement of the indenter, as it presses against the sample. The same process
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was comparatively simple to integrate into a simulation, because control and measurement
of every component can be defined or calculated directly. To give an example, it is often
impossible to initially place the indenter in contact with the material surface without causing
some deformation, as required by the standard nanoindentation procedure described in Sec-
tion 5.1. As a result, multiple empirical correction factors have been developed to account
for this initial damage. By comparison, the initial position of the indenter was defined al-
gorithmically in the simulation, to guarantee that contact would be made without applying
any initial stress on the material.

To build the nanoindentation simulation, the procedure described in Section 5.1 was
adapted almost literally into code. The indenter was force-controlled, meaning that the
force applied by indenter was gradually increased up to a predefined maximum value. The
indenter depth was recorded at every time step, which coupled with the known indenter
force, was used to generate the P-h curves necessary to calculate material properties. Since
the particle assembly in the nanoindentation simulation was still representative of a thermal
barrier coating sample, the same particle parameters shown in Table 4.2 were applied.

Consistent with the rest of the model, a spherical indenter geometry was chosen for the
nanoindentation simulation. However, in this case, the choice was not only motivated by
simplicity. When testing materials that are particularly prone to the development of micro-
cracks, such as plasma-sprayed ceramics, damage accumulation caused by a sharp indenter
can e↵ect the measurement of elastic modulus [3]. As explained in Section 5.1.2, sharp
indenters can induce the onset of plastic deformation almost immediately on contact with
brittle materials. Thus, the choice of a spherical indenter was motivated by the desire for a
smooth transition from elastic to inelastic deformation, so that accurate material properties
could be measured. Furthermore, data produced by spherical indenters has been shown to be
in good agreement with results from the more famous Berkovich geometry [5]. The physical
parameters assigned to the indenter are given in Table 5.1.

Table 5.1: Physical parameters for the indenter used for nanoindentation simulations.

Shape Density Radius Angle

Spherical 3980 kg/m3

(sapphire)
500 nm 90�

Since the thermal barrier coating samples used for nanoindentation testing are similar to
those used in impact testing, the same particle damage model described in Sections 4.1 and
4.2 was carried over for the nanoindentation simulation. Although the size of the domain
remained unchanged, a rigid boundary condition was added to the bottom of the particle
assembly, in addition to the existing boundaries on the sides. Compared to impact tests,
where the projectile can sometimes penetrate through the entire thickness of the material
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sample, nanoindentation tests are designed to only leave a small impression. Thus, samples
are mounted onto a horizontal plate, and e↵ectively confined on five sides. The additional
boundary condition was added to mirror this di↵erence.
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Chapter 6

Results and Discussion

Numerical models provide the best results when utilized to inform the direction of design
decisions, rather than to generate actionable data. This is especially true in the case of
thermal barrier coatings, where variability in the microstructure makes the determination
of an exact solution nearly impossible. Therefore, the performance of the damage model
presented in this work will be measured both qualitatively and quantitatively, since matching
specific material property values is not a realistic expectation.

The motivation for building a damage model using the discrete element method was the
potential to capture realistic representations of physical damage processes on thermal barrier
coatings. Thus, the best way to qualitatively assess the functionality of the model is by
inspecting whether the damage characteristics of experimental nanoindentation tests are also
present in simulation results. If the same trends are identified during the nanoindentation
process, especially when varying parameters such as the porosity or indenter force, it would
serve as a strong qualitative argument that the damage model is indeed depicting physically
accurate results.

Of course, a quantitative performance characterization is still an important component
of validating any model. Its not enough to look the part, if the numerical result do not
conform to expected values. Therefore, material properties generated from the nanoinden-
tation simulation were compared to experimental results found in literature. However, due
to the inevitable variability of thermal barrier coating samples, experimental material prop-
erty values were collected from multiple authors, in order to create meaningful range for
comparison.

To gather the numerical data required for the analysis described above, a large number
of nanoindentation simulations were computed, like the one shown in Figure 6.1. Output
data were recorded in the form of P-h curves, and post-processed to determine the material
properties from each of the modeled thermal barrier coating samples.
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Figure 6.1: Example image of nanoindentation simulation

6.1 Nanoindentation Results

The results of each nanoindentation simulation were visualized by animating the changing
positions of all particles in the system as time was stepped forward. To give an example
of how the particle assembly reacted when subject to the applied indenter force, Figure 6.2
shows a storyboard of the entire nanoindentation process. Starting on the first frame, the
indenter is placed just above the material and subject to a steadily increasing force. Upon
contact, the force applied by the indenter causes the material surface to buckle, but stay
coherent. Even as the load is increased up to the maximum force, the particle bonds are able
to remain intact and apply a stabilizing counter-force, bringing the indenter to equilibrium.
This outcome is consistent with an elastic response to deformation. This conclusion is
further reinforced when the applied force is removed. The indenter returns to almost its
initial position, signifying that little to no permanent damage remains.

Typically, thermal barrier coatings don’t undergo plastic deformation. Ceramics tran-
sition from elasticity directly into brittle failure. To expose the evolution of this type of
damage formed by the model, Figure 6.3 shows another nanoindentation simulation depict-
ing a very di↵erent response. As before, the material initially responds elastically, shown by
the coherent buckling of the surface in the second frame. However, once the elastic threshold
is crossed, the material experiences rapid deformation leading to the indenter penetrating
more deeply than in the elastic case. The cause of this shift is the onset of fracture, as
particle bonds begin to break. A cascading rupture of bonds opens new damage surfaces,
which can’t be closed again. Even when the indenter force is removed, a depression persists,
showing permanent damage to the material structure.

From the two storyboards, the damage model appears to exhibit the proper transition
from elastic to inelastic damage distinctive to brittle ceramics. To dive deeper into the
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Figure 6.2: Storyboard showing model of indentation on a thermal barrier coating, in the
case of a mostly elastic response
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Figure 6.3: Storyboard showing model of indentation on a thermal barrier coating, in the
case where the material begins to fracture, leading to visible inelastic deformation.



CHAPTER 6. RESULTS AND DISCUSSION 54

analysis of whether the model is accurately reproducing the damage characteristics found
in thermal barrier coatings, the next step is to consider the P-h curves generated by the
nanoindentation simulations. Figure 6.4 plots the force-displacement data from the mostly
elastic case, shown in Figure 6.2.
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Figure 6.4: P-h curve for 100k particles, indenter force of 5mN and a porosity of 15%

The shape of the P-h curve from the elastic nanoindentation simulation fits the description
given in Section 5.1.1 and is a good match to the example shown in Figure 5.2. The loading
path is non-linear, requiring an increasing amount of force to push the indenter deeper. Once
the maximum force is reached, the depth of the indenter recovers elastically as the indenter
is unloaded. Since a small amount of inelastic deformation occurred, the unloading curve
does not follow an identical path to the loading curve.

Moving on to the inelastic case, Figure 6.5 plots the P-h curve created from the nanoin-
dentation simulation illustrated in Figure 6.3.

Comparing this result to the example shown in Figure 5.3, which depicts inelastic defor-
mation in an experimental nanoindentation test, the similarities are immediately obvious.
In both plots, the onset of inelastic deformation is marked by a horizontal detour from the
expected path. This deformation remains permanently, illustrated in both examples by the
incomplete recovery of the microstructure once the load is finally removed. Perhaps the most
interesting observation, however, is the horizontal line itself. As detailed in Section 5.1.1,
this rapid onset of inelastic deformation is characteristic of fracture damage. In the simula-
tion result, this same e↵ect occurs automatically, without the requirement for a subroutine



CHAPTER 6. RESULTS AND DISCUSSION 55

0 100 200 300 400 500
0

1

2

3

4

5

Depth (nm)

A
pp

lie
d 

Fo
rc

e 
(m

N
)

Figure 6.5: P-h curve showing an example of the rapid onset of inelastic deformation, illus-
trated by the horizontal divergence from the expected path. The horizontal part of the curve
is indicative of fracture damage, and is commonly documented in experimental nanoinden-
tation tests.

to initiate the process artificially. It simply corresponds to the point where su�cient stress
is applied to cause particle bonds to break, just like in the real material.

6.1.1 E↵ects of Microstructure on Nanoindentation

Despite the two very di↵erent damage responses shown in Figures 6.4 and 6.5, both
examples were produced using the same nanoindentation simulation parameters. The only
di↵erence was the selection of which particles to delete in order to create the microstructure.
As will be shown subsequently, the material microstructure was one of the main factors that
contributed to the material property response. This fact is illustrated in Figure 6.6.

Even though all six graphs in Figure 6.6 were created using the same model conditions
and properties, the resulting indentation characteristics are quite di↵erent due to variations
in the distribution of porosity. As explained in Section 4.1.3, porosity in the thermal barrier
coating was created through the random deletion of particles. Thus, the propagation of
deformation and broken bonds was di↵erent for each permutation of the simulation.

Since the microstructure had such a strong influence on material response to nanoin-
dentation, it was logical to assume that the material properties would be equally a↵ected.
This was indeed the case, confirmed by Figure 6.7 for the elastic modulus and Figure 6.8 for
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Figure 6.6: Showing di↵erent P-h curve variations and results, even for the same model
conditions, due to di↵erences in the microstructure arrangement.



CHAPTER 6. RESULTS AND DISCUSSION 57

the hardness. Both properties fluctuate significantly despite being generated using the same
simulation parameters, save for the microstructural distribution.
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Figure 6.7: The elastic modulus data points which make up the average value for an applied
force of 5mN and a porosity of 15%

To compensate for the material property uncertainty introduced by the microstructure,
all values provided for the elastic modulus and hardness were averaged over a large number
of simulation results. This provided values that accounted for a larger range of potential
microstructure permutations, and could therefore be compared.

6.2 Analysis of Free Parameter Trends

Beyond the random placement of pores in the microstructure, the two other variables
incorporated into the model were the maximum indenter force and the amount of the porosity,
by volume percent. These two quantities were treated as free parameters, which could be
adjusted to vary the outcome of the nanoindentation simulation. With the exception of
microstructure distribution, which can’t be modified when the coating is constructed using
air plasma spraying, the volume percent of porosity is the single greatest influence on thermal
barrier coating performance. Both in terms of thermal insulation and durability. By varying
the maximum force applied by the indenter, it is possible to probe the transition between
elastic and inelastic deformation. This transition has a characteristic shape, which depends
on the indenter geometry, making it a good metric for comparison.
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Figure 6.8: The hardness data points which make up the average value for an applied force
of 5mN and a porosity of 15%

To determine whether the model could match the trends identified from experimental
nanoindentation testing, both the indenter force and porosity were each independently varied
while the other was held constant.

6.2.1 Varying Indenter Force

To explore the e↵ects of increasing the applied force, simulations with the same variables
and microstructure pore placement were run with increasing indenter forces. An example
is shown in Figure 6.9, which depicts P-h curves for an indenter force of 1mN, 3mN and
5mN, applied to an identical microstructure with 10% porosity. The deformation depicted
by all three curves remains primarily in the elastic regime, leading to maximum depths
and curve “sizes” corresponding roughly proportional to the applied force. For the loading
component of the curves, the paths line up very closely, even though the max applied force is
di↵erent. In fact, the visible deviation may be an artifact of the simulation method, since a
set number of time steps were used irrespective of the load. Thus, the amount of increase in
the indenter force per step will be much smaller for the 1mN example compared to 5mN. This
congruency demonstrates the reversibility of elastic deformation in the microstructure model,
shown specifically in the case of indentation, and is consistent with findings in experimental
nanoindentation tests [2], [39]. As expected, the unloading portions follows a di↵erent path
in accordance with the amount of inelastic deformation induced at maximum load.
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Figure 6.9: P-h curve for increasing indenter force, showing the fully elastic case. As they
should, curves closely line up during loading.

Whereas the curves in Figure 6.9 remained primarily in the elastic regime, over the
entire range of applied force, Figure 6.10 shows a simulation where the thermal barrier
coating begins to fracture once an indenter force of 5mN is applied. As in the elastic case,
the curves line up during the initial phase of loading. However, starting at just over 2mN,
several examples of indenter “pop-in” begin to occur, indicative of permanent deformation.
These events continue to increase in frequency and duration as the indenter force ramps up,
until sustained fracture is reached. Sustained fracture is identified by the flattened section
of the P-h curve, which means an increasing amount of deformation is caused by the same
applied force. The outcome, compared to the 5mN curve shown in Figure 6.9, is a notably
greater maximum depth and significantly more permanent deformation.

This di↵erence was instructive for several reasons. First, it showed that the onset of
fracture happens at a critical point, after a build-up of elastic deformation. This is consistent
with the concept of a critical point for the onset of fracture described by the Gri�th crack
criteria in Section 3.1.3, suggesting that the model was properly exhibiting the failure modes
described by fracture mechanics. Secondly, the di↵erences between the plots, despite being
generated using the same applied force and amount of porosity, highlights the factors which
lead to the onset of fracture. Microstructure and the placement of the bonded particles
clearly had a significant role, confirming the supposition that a bonded particle model allows
for damage to propagate in the direction of areas of weakness. Finally, it was observed that
the transition from elastic deformation to fracture damage occurs near the 5mN threshold.
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Figure 6.10: P-h curve for increasing indenter force, showing onset of fracture damage. As
they should, curves closely line up during loading.

A deeper look into the data from additional permutations of the same simulation confirmed
this. Knowledge of this threshold was useful when calculating material properties, such as
the elastic modulus.

Next, to determine how the material properties of a thermal barrier coating were influ-
enced by the indenter force, the elastic modulus (E) and the hardness (H) were computed
with an increasing applied force. The resulting values are plotted against the indenter force
in Figures 6.11 and 6.12.

Perhaps the most important observation regarding Figures 6.11 and 6.12 was that both
E an H increase with indenter force, up to 5mN. This result was in conflict with the trends
found from most experimental nanoindentation tests [51],[14],[42], which overwhelmingly
used sharp indenters. These tests described the material properties dropping initially and
leveling o↵ at a steady value. However, the plots perfectly matched the results found from
experiments conducted with a spherical indenter instead [53],[27]. The di↵erence lies in
how the indenter interacts with the material surface. As explained in Section 5.1.2, a sharp
indenter will induce inelastic deformation in a brittle ceramic material at a very small applied
force, breaking the bonds holding the material together and eroding its ability to resist
the penetration of the indenter. Hence, the observed material properties will decrease. A
spherical indenter, which was used in these simulations, elastically deforms the surface on
initial contact. Elastic compression causes densification of the material, boosting its ability
to resist the indenter, and as a consequence, its measured strength too. Thus, the results
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Figure 6.11: Plot of Elastic modulus as indenter force is increased
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Figure 6.12: Plot of hardness as indenter force is increased

found in Figures 6.11 and 6.12 were in agreement with the expected result.
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6.2.2 Varying Amount of Porosity

Similarly, increasing the porosity while keeping the indenter force constant had a recog-
nizable e↵ect on the resulting P-h curve. Since a reduced amount of material and bonding
structure is present to withstand the force of the indenter, the indenter is able to penetrate
more deeply at higher amounts of porosity. E↵ectively, increasing the porosity causes the
P-h curve to extend to the right.

To visualize this shift, and determine whether the same phenomenon could be recreated
by the damage model, the nanoindentation simulation was run with an increasing level of
porosity. A constant indenter force of 3mN was applied, in order to prevent the onset of
inelastic deformation, which would skew the resulting plots. A set particle arrangement (non-
random particle deletion) was also maintained for all model runs, to ensure microstructural
variations did not influence the outcome. The result can be seen in Figure 6.13, which closely
follows the results found in experimental literature [20].
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Figure 6.13: P-h curves for indenter tests with increasing porosity

From a physical materials perspective, increasing the porosity should undoubtedly lead
to reduced material properties. A larger number of gaps and and cracks between splats in
the microstructure will compromise interface adhesion and reduce available bonding sites.
This same scenario was mirrored by the damage model. As more particles were deleted with
a higher volume of porosity, the number of bonds was also reduced. Thus, less capacity
was available in the system to store potential energy from bond compression and resist
deformation. The expected outcome was material properties that decrease linearly with
porosity, which is consistent with findings from experimental testing in literature [23, 29].



CHAPTER 6. RESULTS AND DISCUSSION 63

Based on the observations made regarding Figure 6.13, a reduction in material properties
was a given. If an indenter is able to penetrate more deeply at the same applied force, leading
to a greater indenter area, Equations 5.5 and 5.6 dictate that both the elastic modulus and
the hardness will be diminished. To confirm this hypothesis, the modulus and hardness were
plotted in Figures 6.14 and 6.15, while increasing the amount of porosity in the microstruc-
ture. As expected, a near linear decrease was observed for both properties, conforming with
experimental results.
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Figure 6.14: Plot showing the change in average elastic modulus (E) with increasing porosity

6.3 Comparison with Experimental Data

Having shown that the damage model could accurately mimic the physical characteristics
of nanoindentation, the next step was to reveal whether those characteristics actually led to a
realistic measure of the material itself. The simplest way to reach a conclusion was to simulate
nanoindentation using similar parameters to those found in an experimental nanoindentation
test, and observe whether material properties match up within some acceptable margin of
error. Unfortunately, while material property data from experimental nanoindentation tests
was readily available in literature, many of the testing parameters were omitted. For example,
the porosity of the thermal barrier coating sample under examination was rarely reported.
Without specific knowledge of the sample size, porosity and indenter dimensions, building
an equivalent numerical simulation was impossible. Furthermore, the inherent di↵erences in
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Figure 6.15: Plot showing the change in average hardness (H) with increasing porosity

microstructure geometry of every sample guaranteed that the prospect of matching material
properties of a single experimental example was unrealistic.

To account for the aspects of the experimental data that could not be controlled, ma-
terial properties measured by several authors were grouped together to establish a range
of valid results for thermal barrier coatings. The properties generated by nanoindentation
simulations could then be evaluated based on how well they fit within this range. Although
this methodology did not confirm whether the damage model was able to recreate the exact
outcome from any specific experimental test, it was still possible to validate the model’s
e↵ectiveness with respect to the original design criterion: If the nanoindentation simulation
could produce a range of material properties which fell within the acceptable bounds estab-
lished from literature, it would suggest that the damage model was capable of serving as a
numerical optimization tool to evaluate the performance of new microstructure designs.

For an initial comparison, Table 6.1 lists the range of material properties calculated by
varying porosity in the nanoindentation simulation, along with several sets of experimental
properties taken from literature. The experimental data is listed by author, with a range
reported if multiple data points were provided. Comparing both the elastic modulus and
hardness, the results found by the nanoindentation simulation conformed well with the ex-
perimental data, when taken as a whole. Some of the experimental data points extended
beyond the predicted range, but di↵erences in testing procedures and microstructure made
this type of variability unavoidable.

Next, to inspect the correlation in elastic modulus, Figure 6.16 plots the values from
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Table 6.1: Comparison of the material properties found in this study with experimental
results taken from literature

References Properties

Elastic Modulus (GPa) Hardness (GPa)

This Study 62 - 100 4.1 - 11.4

Ghasemi (2013) [15] 106 5.87

Leigh (1997) [25] 33 - 106 2.69 - 6.34

Rico (2009) [39] 93 7.1

Shang (2013) [41] 104.13 - 149.63 3.97 - 10.39

Singh (1997) [42] 13.4 - 68.4 1.8 - 6.1

Thompson (2001) [47] 144.5 8.7

Wellman (2004) [51] 157 6.2

Zotov (2009) [53] 126 6.2

each author as a separate data set. The groups are arranged by the average of the points
included in the set. The results produced by the nanoindentation simulation are colored in
red. Each of the simulation data points corresponds to a di↵erent porosity, ranging from
5-30%, and is the average of multiple iterations of the same parameters to account for the
random microstructure. Averages for the experimental and numerical data sets are plotted
as horizontal lines.

The red points corresponding to the nanoindentation simulation fit directly in the center
of the range of values for elastic modulus that were identified from literature. The clustering
of the points is more precise than the experimental set, because they’re averaged over many
di↵erent potential microstructures. The correlation of the results can be evaluated using the
averages plotted on Figure 6.16. The average modulus of the experimental set is only 18%
greater than found by the simulation. This represents a good fit, considering the percent
di↵erence of highest value from the experimental data set to the lowest is 1072%.

Conducting the same analysis for the hardness, Figure 6.17 combines experimental and
numerical values onto a single plot. Again, the results produced by the nanoindentation
simulation are colored in red. Each of the simulation data points corresponds to a di↵erent
porosity, and is the average of multiple iterations of the same parameters. Averages for the
experimental and numerical data sets are plotted as horizontal lines.

Compared to Figure 6.16, the hardness values produced by the nanoindentation simula-
tion do not exhibit the same precision. The simulation results span almost the same range
as the experimental data, instead of fitting within the center of the range. Furthermore, the
points representing lower amounts of porosity represent the two highest values of the entire
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Figure 6.16: Range of values for elastic modulus (E) from experimental nanoindentation
tests found in literature, each plotted as a separate data set. The red data set corresponds
to values calculated from the simulation described in this work.
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Figure 6.17: Range of values for hardness (H) from experimental nanoindentation tests found
in literature, each plotted as a separate data set. The red data set corresponds to values
calculated from the simulation described in this work.
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set. The variance between averages is also greater, with the average experimental hardness
lying 24.9% lower than found by the simulation. While still a good fit compared to the 477%
spread in the range of experimental data, the above observations suggest that the damage
model provides a slightly exaggerated amount of deformation resistance.

To explore this possibility further, Figure 6.18 graphs the same set of data with respect to
both the elastic modulus and hardness. Keeping the two material properties coupled provides
a more complete view of overall material performance, and thus, the damage model’s ability
to reproduce the relationship between the elastic modulus and hardness.
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Figure 6.18: Plot comparing model results to experimental indentation data, showing the
relationship between the elastic modulus and hardness

Despite the di↵erent testing conditions used by each author to produce the experimental
data shown, a clear linear relationship between the elastic modulus and hardness can be
seen. While the material properties generated by the damage model also exhibit a linear
relationship, it has a lower gradient and does not follow the same path. Again, this suggests
that the damage model was overestimating the material hardness to some extent.

6.3.1 Discussion of Overestimated Material Hardness

One potential explanation for inflated values of hardness observed in Figures 6.17 and 6.18
relates back to the method employed for microstructure assembly. Recalling Section 4.1.2,
the microstructure details of the material were created by the random deletion of particles.



CHAPTER 6. RESULTS AND DISCUSSION 68

The intent was to reconstruct the pores and defects which exist between the yttria-stabilized
zirconia splats produced by the air plasma spray process.

However, the random selection of pore location may not have provided a good enough
approximation of an actual thermal barrier coating. Looking at the two images shown
in Figure 6.19, a direct comparison can be made between the model’s treatment of the
microstructure and that of an actual thermal barrier coating [15].

Figure 6.19: On the left, an example of a numerical microstructure generated by random
deletion of particles. On the right is a contrasting image of an actual thermal barrier coating
microstructure [15], which is characterized by weakly-connected splats. While the former is
designed to be a recreation of the later, a visual comparison suggests that the attempt does
not seem to be entirely successful.

Looking at the physical coating, the morphology is disconnected with pores and micro-
cracks separating relatively homogeneous yttria-stabilized zirconia splats. Again, this is a
result of the air plasma spray process. Molten droplets recrystallize on contact with the
substrate, but form only weak connections with surrounding droplets that have already
solidified. Those weak interfaces allow for significantly more deformation when subject to
impact stresses than if the splats were fully bonded together.

The same description cannot be applied to the numerically defined microstructure in
Figure 4.3. Although the amount of porosity was equivalent, randomly deleting particles
allowed for a fully connected network of bonds to persist across the material domain. Thus,
the “semi-crystalline” nature of the numerical microstructure may have provided an artificial
increase in the material hardness, since the lack of weak interfaces made it more resistant to
deformation. However, this imbalance can be rectified in future work by incorporating a more
sophisticated method for particle assembly, which replicates the concept of weakly-connected
splats.
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Chapter 7

Conclusions

The goal of this research was to show that physical discrete element models have the
potential to accurately simulate impact damage on a thermal barrier coating. This was
demonstrated using multiple forms of validation, beginning with a basic simulation of impact
damage by a foreign object. The observed sequence of damage corresponded with images
of experimental impact tests. Characteristic impact damage phenomena, such as cratering
and the formation of a large depression due to inelastic deformation, were present in the
simulation. While not su�cient on its own, having the correct “look” can be a powerful
form of confirmation in the field of computational mechanics.

The capabilities of the damage model were further validated by simulations of nanoinden-
tation tests. The P-h curves generated by the simulation were a good match to the charac-
teristic curves of thermal barrier coatings. Furthermore, the P-h curves showed instances of
fracture damage and inelastic deformation that exactly matched experimental observations
from literature. Most importantly, these damage modes were a natural consequence of the
model behavior, strongly suggesting that it is accurately reproducing the physical processes
that are caused by nanoindentation. When compared to the range of values for elastic mod-
ulus and hardness established by experimental data, the material properties exhibited by the
damage model fit nearly in the center. Since the model values were averaged over dozens of
di↵erent microstructure possibilities, matching the average of the reported numbers is the
best possible outcome.

In conclusion, the damage model presented here has been demonstrated as a scientific
tool to investigate the micro-mechanisms that combine to produce complex macroscopic
behaviors in thermal barrier coatings. Eventually, the goal is to transform this model into an
engineering tool to predict these macroscopic behaviors. While more work is certainly needed
before the model can start to be used for “production-ready” design decisions, the results
from this work have established that discrete element models can be used to accurately
evaluate the performance and durability of porous ceramics, entirely through numerical
methods.
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7.1 Areas for Improvement

Although the results found from the damage model were quite promising, and matched
well with experimental data, there is still ample room for improvement. The two aspects
of the model that require the most reconsideration are both features chosen for sake of
simplicity: the particle assembly pattern and the boundary conditions applied to the assem-
bly. While the current methods did not significantly influence the outcome, a more careful
treatment of both assumptions would lead to better accuracy and improved capabilities.

As mentioned in Section 4.1.2, any repeated pattern used to assemble particles will in-
evitably introduce anisotropy into the microstructure. While it wasn’t a problem for this
work, as all impact tests were conducted with an orientation of 90� with respect to the sur-
face, it prevents the possibility of expanding the study to include angled impact trajectories.
Since foreign objects undoubtedly strike from every conceivable direction, angled impact
scenarios are a worthwhile area of study. Therefore, the capabilities of the model would
be expanded by substituting a particle assembly algorithm that resulted in an isotropic mi-
crostructure. One potential method would be to imitate the air plasma spray process by
shooting clusters of particles at random locations on a substrate. After the particles have
dispersed following impact, bonds could be formed with near neighbors. This process could
be repeated until an assembly of desired thickness was created. Since the placement of par-
ticles and bonds would be randomized by this process, the resulting assembly would lack
any directional response to deformation.

Improvements can also be made to the boundary condition applied to the particle assem-
bly. The current decision to use a rigid boundary was motivated by experimental impact
testing, which utilize stationary fixtures to secure material samples. If not handled prop-
erly though, a rigid boundary can skew the results from the model by applying additional
resistance. This e↵ect was neglected in the model, with the reasoning that a su�ciently
large domain will marginalize these types of edge e↵ects. However, substituting a viscoelas-
tic boundary condition instead would diminish the risk of edge e↵ects even further. The
artificial resistance would be reduced, potentially providing more accurate results. As an
added benefit, a viscoelastic boundary condition would also provide additional damping of
oscillations caused by impact and help the system reach equilibrium more quickly.

7.2 Future Applications

As a final note, the real potential for physical discrete element models becomes apparent
when considering the possibility of direct microstructure design. Thermal barrier coatings
are vulnerable to impact damage because current deposition technology cannot add a high
volume fraction of porosity without sacrificing material strength. The two are unavoidably
linked, as long as a coating is created by the random accumulation of droplets. However,
the unfavorable coupling between thermal performance and durability could potentially be
severed when material deposition can be controlled at a granular level. Once the technology
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exists to customize a microstructure, rapid design iteration powered by physically-accurate
discrete element models will enable the creation of new classes of materials. Microstructure
designs could be tuned for specific applications, identified entirely through numerical opti-
mization. At the current rate of advancements in the areas of additive manufacturing and
computational materials, it will not be long before these capabilities become a reality.
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