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As semiconductor technology advances in the ultra deep sub-micron era,

on-chip global interconnections have been an ever-greater barrier to achieving high-

performance and low-power for the increasingly larger system-on-chip (SoC) de-

signs. Various on-chip interconnection schemes are proposed to tackle the scaling

issue of global wires by manipulating the wire operation regions, changing signal-

ing methods, and applying different equalization techniques. Optimization frame-

works are also proposed to aid the transmitter-wire-receiver co-design based on

user-defined constraints.

For the six representative global interconnection schemes, we investigate

their performance metrics with technology scaling by performing optimizations us-

ing the proposed SQP-based framework. A set of simple models is also developed to

enable early-stage system-level analysis. Performance of different interconnection

schemes are predicted and compared over several technology nodes.

We further perform studies on the pipelined RC interconnection by ex-

ploring its performance metrics with voltage and technology scaling based on dif-

ferent design objectives. A performance evaluation flow is developed to generate

the optimal designs for given objectives. Also, impacts of pipelining depth, voltage

and technology scaling are illustrated.
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Finally, we propose an energy-efficient high-speed on-chip global inter-

connection by employing continuous-time active equalization. Modeling and de-

sign of transmitter and receiver circuits are discussed. Analytical formula of re-

ceived eye-opening is derived for system-level design planning. We further perform

transmitter-receiver co-design through an optimization framework and explore the

design space to generate design based on best energy-throughput tradeoff.
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I

Introduction

I.1 Roadmap on VLSI interconnects

Interconnects on the VLSI chips are used to distribute the clock and

other signals to the functional blocks of whole system as well as provide the power

supply and ground connections. Modern logic chips (MPUs and ASICs) adopt a

hierarchical scaling methodology to build the on-chip interconnect structure, as

show in Fig.I.1.

With the technology scaling, the dimensions of local wires (Metal 1 and

intermediate layers), also scale down, resulting in the increasing RC product1.

But, considering the scaling length of local wires, the RC delay for such wires

actually shows only a moderate increase. On the other hand, global intercon-

nects do not enjoy the benefit of reduced wire length. Typically, the interconnect

length in global wiring levels is fixed, determined by the chip size. As a result,

the increasing RC delay for global interconnects becomes a critical issue for high

performance VLSI chips. Interconnects also consume more power as the technol-

ogy scaling, and gradually become dominant in the total power consumption, due

1More precisely, the resistance per unit length is increasing quadratically and capacitance per
unit length is assumed to be constant if not considering the changes of resistivity and dielectric
constant.

1
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Figure I.1: Cross-section of hierarchical scaling for MPU devices [60].

Table I.1: Delay and power scaling data of global wires [60].

Year of Production 2010 2011 2012 2013 2014

Conductor effective resistivity (µΩ-cm) 3.10 3.22 3.34 3.52 3.73
Capacitance per unit length (pF/cm) 2.0 2.0 2.0 2.0 2.0
RC delay (ps) for 1 mm global wire 542 713 846 1129 1562
Power index (W/GHz-cm2) 1.8 2.0 1.8 2.0 2.3

to the increasing wire coupling capacitance and chip opearting frequency (supply

voltage drops slowly in the prediction). To take a close look at the scaling trend

of global interconnects from a quantitative perspective, we list some scaling data

based on ITRS roadmap [60] in Table I.1.

It is noted that shrinking of wire width and thickness results in larger

effective resistivity due to the scattering effect. Even with the improvement of

dielectric constant, an increasing per-unit-length RC delay is observed as technol-

ogy scales shown in the forth row of Table I.1. In the year 2014, the 1 mm wire

delay could be 1562 ps, which is about 3 times of the number in the year 2010.

Considering the logic gate delay, the 10 level fanout of 4 (FO4) delay of minimum



3

Figure I.2: Scaling trends of interconnect and gate delay [80].

sized inverter is only 145 ps at the 45 nm node (year 2010), whereas the RC delay

of 1 mm-long, minimum pitch global wire is 542 ps at the same node. Given the

fact that length of global wires keeps constant, the global wire delay will dominate

and directly determine the system performance as technology advances. The delay

scaling trends of interconnects and logic gates are also illustrated in Fig.I.2. It

is seen that performance gap between global wire and logic gates will continue to

increase as technology scales even with repeater inserted. To push the system for

higher operating frequency, the low-latency global interconnects and corresponding

design strategies remain a challenge in the near future.

In terms of power consumption, global wires also make a considerable

contribution to the total dynamic power. Based on the power index numbers

shown in Table I.1, the power index will reach up to 2.3 W/GHz-cm2 in the year

2014. Suppose chip local clock frequency will be 7.5 GHz in 2014 (whereas the

value is about 5 GHz nowadays), and chip area will remain 1 cm2, then the power

consumption of global wires could be 17.25 W, which is about two times of the

value nowadays. Considering the high performance microprocessor today, which
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Figure I.3: Scaling trends of interconnect and gate energy [80].

consumes about 100 W, it is clear to see that global wires will become an important

factor to determine the total power consumption. Some recent research works [47]

[67] [76] also reveal the same observations. Fig.I.3 shows the predicted scaling

trends of energy consumption for both interconnects and gate [80]. There exists

about one order of magnitude difference between energy consumed by global wires

and logic gates. In [47], it is shown that interconnect power accounted for half the

total dynamic power in a 0.13 µm microprocessor designed for power efficiency.

Therefore, power reduction on the global interconnects should become a key issue

in the following generations.

In summary, VLSI interconnects, especially the global ones, have formed

an invisible “interconnect wall” that blocks chip designers from achieving the per-

formance requirements of ever increasingly larger system-on-chip (SoC) designs.
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I.2 Current research efforts

To break the “interconnect wall” caused by the scaling of global wires,

many approaches have been proposed to hasten on-chip global communication

from different perspectives. Repeater insertion reduces the delay of global wire

but brings in more power overhead. Transmission-line effects of global wires are

utilized to achieve low-power signaling with consuming more chip area. To further

improve interconnect throughput, either pipelining or equalization techniques can

be applied based on different wire types and signaling methods.

The repeater insertion method introduced in [4] is firstly proposed to re-

duce the delay of global wires by breaking the long wire into segments and adding

buffers. The repeater insertion method reduces total wire delay at the cost of

additional power overhead. To reduce the power overhead, some works [6] [12]

focus on power optimization of repeater insertion, with satisfying certain delay or

bandwidth constraints. Furthermore, accurate global wire modeling approaches,

such as considering inductance effects [32] [5] [72], have been taken into account

when deriving the closed-form expressions [54] for various repeater insertion crite-

ria. Tons of repeater insertion algorithms [1] [14] [45] are also proposed to foster

the quick insertion of buffer chain in chip implementation with the minimum ad-

ditional area or power cost. Noise, thermal, and other possible reliability issues

during buffer insertion are also considered in some recent works [41] [11]. To better

understand the trade-offs among different design metrics of repeated RC intercon-

nect, [80] performs a set of numerical experiments to optimize buffer insertion with

wire re-sizing for different metrics, and also summarizes the impacts of technology

scaling on those metrics. In [50], buffer insertion methodology is described and

reviewed from RTL to physical design to demonstrate how it is considered within

the design flow of VLSI products.

Most conventional repeater insertion works focus on delay or power op-

timization, which cannot satisfy the stringent throughput requirement from in-
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creasing capacity demand in emerging parallel computing architectures. As a

s result, throughput-centric interconnect designs [61], like Networks-on-Chip

(NoC) [34], have become necessary and hold more research attention. As the ba-

sic building block of NoCs, longer wires are pipelined through flip-flop insertion

to meet the required clock period. Concurrent flip-flop and repeater insertion

methods [46] [13] [44] are proposed to optimize the placement of flip-flops and

repeaters to satisfy both latency and throughput requirements. [28] and [27] per-

form a power analysis on on-chip network and point out that deeper pipelining

not only improves the overall throughput but also saves power by providing addi-

tional timing slack. As another pipelining method, wave-pipelined interconnects

have been proposed [74] [81] [75] to implement the pipelining only using repeaters.

However, special data synchronization needs to be handled in such structures as

discussed in [16]. Noise and other reliability issues also need to be resolved [68]

before wave-pipelining can be utilized in NoCs.

Recently, as another alternative approach, uninterrupted wire configura-

tions [58] such as on-chip transmission-lines (T-lines) have been intensively studied

to tackle the global communication issues. Compared with the repeated global

wires, T-lines deliver signals with speed of light in the medium and consume much

less power as well since the wave propagation eliminates the full-swing charge and

discharge on the wire and gate capacitance. To better understand the performance

and scaling trends of on-chip T-lines, some works [25] [24] study the throughput

of different wire lengths for scaling technologies and compare the data with re-

peated RC wires. Latency and energy advantage of T-lines are also shown in [33].

However, the inter-symbol interference (ISI) could be the barrier for achieving high

data rate for T-lines. [3] and [22] propose to add termination resistance at the wire-

end to reduce the signal distortion and derive the formula of optimal resistance

value. Similarly, signal distortion reduction by adding shunt resistance between

differential T-lines is also demonstrated in [30] [10] [26].

Borrowed from the off-chip IO interconnect design, equalization tech-
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niques have been used for on-chip T-lines to reduce ISI and improve through-

put. [63] [42] [43] use various passive networks to build equalizer to compensate

off-chip/on-chip T-line loss, and show the very low power consumption. However,

larger chip area, possible static current, and sensitivity to process variations, limit

the usage of passive equalization. On the other hand, active filters [38] [79] [51]

have been adopted to build equalized interconnect schemes for high-throughput

on-chip global communications. For the state-of-the-art active-equalized on-chip

interconnect design using 90 nm CMOS process [39], silicon measurement results

show about 2 Gbps/µm throughput density while consuming 0.7 pJ energy per

single bit transmission over a 10 mm uninterrupted on-chip global wire. As the

throughput demand increases, lots of equalizer schemes used in off-chip IO may find

their applications for on-chip communication. As one category of off-chip equaliz-

ers, continuous-time transmitter or receiver structures, such as current-mode logic

(CML) driver [69] [29] and continuous-time linear equalizer (CTLE) [82] [7], have

gradually been used for on-chip global signaling due to the reduced cost of clocking

and synchronization.

I.3 Dissertation outline

Chapter II reviews background of on-chip transmission-line which in-

cludes basic theory, T-line modeling and simulation approaches. Also, we briefly

introduce a worst-case eye-diagram prediction algorithm, which is adopted all

through this dissertation to estimate T-line eye-opening during optimization.

Chapter III gives an overview on six current on-chip global interconnect

structures and develop simple performance models which can be used for early-

stage system-level analysis. A general design framework is also proposed to design

and optimize one category of global interconnects based on on-chip T-line technol-

ogy. A group of experiments is performed to study and compare latency, energy

per bit, throughput, area, and signal integrity of six global interconnect structures
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over several technology nodes.

Chapter IV extends the pipelined RC structure discussed in Chapter III,

and explores the performance of flip-flop-based pipelined global interconnects with

considering voltage and technology scaling for different design applications. We

propose a general evaluation flow to study the impacts of pipelining depth, voltage

scaling, and different processes on the performance of pipelined interconnects and

show the potential overall performance improvement through voltage scaling.

In Chapter V, we propose an equalized global link architecture for energy-

efficient high-speed on-chip communication by utilizing current-mode logic (CML)

driver and continuous-time linear equalizer (CTLE). Performance of the proposed

global link is modeled and analyzed through linear system method, and the closed-

form expression for receiver eye-opening is derived to provide high-level design

guidelines. We also propose an energy-efficient driver-receiver co-design flow by

adopting Sequential Quadratic Programming (SQP) non-linear optimization and

apply it to explore the design space of equalized global link.

Chapter VI concludes the dissertation by summarizing the main contri-

butions and discussing several future research directions.



II

Background of On-Chip

Transmission-Line

In this chapter, we review background knowledge of on-chip transmission-

line, including electromagnetic analysis, parameter extraction, and SPICE simu-

lation using a synthesized compact circuit model. Also, a worst-case eye-diagram

prediction algorithm, which is adopted all through this dissertation for estimating

the T-line signal integrity, is briefly introduced.

II.1 Basic theory

On-chip T-Line is very lossy due to the miniaturization of the wire cross

section. Given different operating frequencies and wire dimensions, the wire can

operate in either RC or LC region [35].

In RC region, the frequency is low, which makes ωL ≪ R. Generally

G ≈ 0 for on-chip wires, then the propagation constant can be written as

γ =

√
ωRC

2
+ j

√
ωRC

2
. (II.1)

It is noted that both the attenuation and phase velocity depend on frequency in

RC region.

9
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The condition of ωL ≪ R is usually satisfied up to 10 GHz for on-chip

global wires. If the frequency increases such that ωL ≫ R, the wire will operate

in LC region and the propagation constant becomes

γ =
R

2
√
L/C

+ jω
√
LC. (II.2)

Therefore the attenuation constant is

α =
R

2
√

L/C
=

R

2Z0

(II.3)

where Z0 is the characteristic impedance of T-line, and the phase velocity becomes

v =
ω

β
=

1√
LC

=
c0√
ϵr

(II.4)

where c0 is the speed of light in free space and ϵr is the dielectric constant. In

LC region, both the attenuation and phase velocity are independent of frequency.

Therefore, ideally the signal will travel over the T-line at the speed of light with

the certain constant attenuation.

Two parameters need to be considered when deciding which region the

wires are operating in. The critical wire length distinguishes lumped-element re-

gion and distributive-element region, which can be computed as follows [35]:

Lcritical =

∣∣∣∣∣ 0.25√
(R + jωL)(jωC)

∣∣∣∣∣ . (II.5)

The other is the corner frequency fLC between RC region and LC region, which

is defined as:

fLC =
1

2π

RDC

L
(II.6)

where RDC is the DC resistance of the wire.

Based on (II.5) and (II.6), on-chip wires need to be modeled as distribu-

tive T-lines when the wire length is larger than critical length and the signal fre-

quency is higher than corner frequency. For the high-speed global signaling (L ≥1

mm and f ≥10 GHz) studied in this dissertation, normally the above conditions

are met.
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Figure II.1: 3D parameter extraction model of on-chip T-lines considering

adjacent and sub-adjacent layers.

II.2 Modeling and simulation

In order to perform transient simulations of on-chip T-line in SPICE,

parameter extraction and macro modeling approach are developed to generate

SPICE-compatible T-line model. Proper templates need to be used during extrac-

tion to cover the full-spectrum frequency characteristics of on-chip T-line. Fur-

thermore, extracted data are synthesized into high-quality macro models which

can accurately mimic frequency response of T-line with certain physical meanings.

As shown in Fig.II.1, a complete 3D R(f)L(f)C extraction1 model needs

to include vias (green wires), adjacent and sub-adjacent layers. To build well-

controlled on-chip T-line structure, power and ground shielding (red wires) are

inserted around signal wires (blue lines) to serve as the current return-paths for

controlling the T-line inductance. The adjacent orthogonal loadings only affect the

capacitance extraction and will introduce large run-time due to the non-uniform

structure. In [20], it is shown that 2D capacitance extraction by replacing or-

thogonal layers with ground plane only slightly overestimates the value but is still

1Resistance and inductance of on-chip T-line are frequency-dependent due to the skin effect
and proximity effect when frequency goes high. Because of the high resistivity of on-chip T-lines,
dielectric loss is normally neglected and capacitance is nearly frequency independent.
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Figure II.2: 2D inductance extraction model of on-chip T-lines considering

sub-adjacent layers.

acceptable when loading density and wire-to-wire coupling are high. As a result,

2D R(f)L(f)C extraction is typically performed to study the characteristics of

on-chip T-line [17].

For 2D extraction, capacitance is extracted based on a template which

includes the studied signal lines, power/ground shielding located on the same layer,

and ground reference planes above or below, representing the heavy-loaded adja-

cent orthogonal layers. For inductance extraction, more power/ground shieldings

located on the same layer or sub-adjacent layers (in the parallel direction) need

to be considered in order to capture the wide-band characteristic of wire induc-

tance [20]. A typical 2D inductance extraction template is shown in Fig.II.2.

Based on the proper extraction templates, field solvers can be applied to

extract the RLC parameters of on-chip T-line for given list of sample frequencies.

The sample points of extraction frequency should be large enough to capture all

the wide-band effects. Typically, extraction frequency ranges from DC to the point

which is ten times larger than the signal frequency, and 3-5 points per decade are

evenly chosen along the logarithm scale. In this dissertation, we use CZ2D of EIP

tool suite from IBM [31] to perform 2D R(f)L(f)C extraction. After extraction,

frequency-dependent tabular models (such as W-element) are generated, and can
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Line 1 Z11(f) V12 V13
Line 2 Z22(f) V22 V23
Line 3 Z33(f) V31 V32

+ -- + --
+ -- + --
+ -- + --

I1
I2
I3
C10/2
C20/2
C30/2

C10/2
C20/2C30/2

C12/2
C23/2

C13/2 C12/2
C23/2

C13/2

Figure II.3: One segment of three-line network using compact circuit model

introduced in [17].

be directly used for SPICE simulation. However, due to the stability and accuracy

issues of tabular models, we actually adopt a stable compact circuit model [17]

synthesized from extracted tabular data to simulate on-chip T-line in this work.

Basically, the compact circuit model is a multi-line network which models

each signal line as a frequency-dependent impedance Z(f) in series with a bunch

of current-controlled voltage sources (CCVSs) used for modeling the mutual terms

of T-line impedance. To better illustrate this model, we take one segment of

the three-line network shown in Fig.II.3 as an example. Zii(f) indicates the self

impedance of each signal line i and Vij indicates the current-controlled voltage

source, which can be written as ZijIj where Zij indicates the mutual impedance

term and Ij is the current flowing into signal line j. Then the voltage drop across

each line becomes

Vi =
3∑

j=1

ZijIj. (II.7)

Frequency-independent self and mutual capacitance are also added in the network

according to extracted Ci0 and Cij values. To synthesize the frequency-dependent

impedance Zii and Zij into a finite RL network, we adopt the approach in [40],
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Figure II.4: A n-pole foster RL filter representation of frequency-dependent

impedance.

and write this series impedance (self or mutual) as

Zs(ω) = R(ω) + jωL(ω) = Rdc + jωL∞ +Rs(ω) + jωLs(ω). (II.8)

DC resistance Rdc and high-frequency inductance L∞ are subtracted from approx-

imation, and a so-called foster filter topology is used to synthesize the frequency-

dependent part Rs(ω) + jωLs(ω) as described below.

Fig.II.4 shows the structure of foster filter composed of a series connection

of parallel RL elements. The impedance of this foster form network is

Z(s) =
n∑

i=1

Ris

s+ pi
(II.9)

where pi = Ri/Li is the pole contributed by each parallel RL segment. Therefore,

it is clear to visualize the contribution of various elements to the total frequency-

dependent impedance in the foster filter. Now we need to solve the poles (pi) and

residues (Ri) to achieve a good fit to the given impedance Zs(ω). A general fitting

approach is to follow the way of model order reduction (MoR) by re-writing (II.9)

as a rational polynomial representation

Z(s) =

s

n−1∑
i=0

ais
i

sn +
n−1∑
i=0

bisi

(II.10)

where ai and bi are unknown coefficients replacing Ri and pi in (II.9). By multi-

plying the denominator and substituting known impedance values (from extracted
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tabular model) at sampled frequency point (ωk), one can get the following set of

linear equations[
(jωk)

n +
n−1∑
i=0

bi(jωk)
i

]
[R(ωk) + jωkL(ωk)] = (jωk)

n−1∑
i=0

ai(jωk)
i. (II.11)

The above equations can be solved for the coefficients ai and bi, then poles

pi can be determined by calculating the roots of denominator polynomial in (II.10)

and residues Ri can be found by partial fraction expansion or an additional linear

least squares fit as discussed in [40]. The details of algorithm are omitted here due

to page limit. In practical application, the above foster filter synthesis has been

implemented in AQUAIA [21], which is part of EIP tool suite and integrated with

the field solver to generate fitted T-line model right after extraction. To model

the typical on-chip global wires (≥1 mm), the number of poles n ≤10 and number

of segments (number of cascaded multi-line networks shown in Fig.II.3) N ≤20

are enough to provide sufficient accuracy. In this work, we adjust n between 5

and 8 and use 2 segments per mm length for all the T-line modeling. Also, a perl

script is developed to convert the compact circuit model generated by AQUAIA

to a sub-circuit definition which can be directly used for HSPICE simulation.

II.3 Worst-case eye-diagram prediction

Eye-diagram is widely used to study the signal integrity of high-speed

signaling system. A typical eye-diagram observed at the end of on-chip T-line is

shown in Fig.II.5. It is created by overlapping the received time domain signal

at a time window of certain multiple bit periods (Two bit periods in Fig.II.5).

The diagram is so called because the pattern looks like a series of eyes between

a pair of rails. To quantify the received signal quality, some metrics are defined

based on eye-diagram. Eye-opening, which is the vertical distance between the

lowest voltage level of received logic high signal (bit ‘1’) and the highest voltage

level of received logic low signal (bit ‘0’), is used to measure the impact of noise
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Veye=171mV
Jitter=7.7ps

Figure II.5: A typical eye-diagram observed at the end of on-chip T-line.

or other interference on the received signal amplitude. Timing Jitter, which is

the horizontal distance between the fastest and slowest time at which the received

signal crosses the threshold voltage (normally defined as mid-point of high and low

voltage level), is used to measure the impact of noise on the timing synchronization.

For instance, in the eye-diagram shown in Fig.II.5, eye-opening and timing jitter

are 171 mV and 7.7 ps, respectively.

Conventionally, to simulate the eye-diagram of on-chip T-line scheme, a

pseudo-random bit sequence (PRBS) is adopted as input stimulus in the SPICE

simulation. Usually the run contains thousands of clock cycles, which is very time-

consuming. Also, due to the limited length of input sequence, worst-case scenario

is not guaranteed to be captured in the simulation. Some research works [9] [2]

are done to provide more efficient eye-diagram analysis methods which can predict

accurate eye-opening and timing jitter values without PRBS simulation. In this

dissertation, we adopt the prediction algorithm proposed in [62], which estimates

the worst-case eye-diagram efficiently based on step-response of T-line.

The algorithm first assumes the transmitted signal can be treated as a
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binary stream of zeros and ones

x(t) =
N∑
i=1

xr(t− kr
i T )−

N∑
i=1

xf (t− kf
i T ) (II.12)

where xr(t) indicates the zero-one transition for given rise time and xf (t) indicates

the one-zero transition for given fall time. T is the time interval of each bit.

Coefficients kr
i and kf

i are the slot numbers that the i-th zero-one and one-zero

transition happen. If the whole signaling system is linear time-invariant (LTI), the

output signal y(t) can be modeled as the superposition of step responses

y(t) =
N∑
i=1

sr(t− kr
i T )−

N∑
i=1

sf (t− kf
i T ) (II.13)

where sr(t) is the step response of xr(t) and sf (t) is the step response of xf (t).

To analyze the worst-case eye-diagram, 8 pivot points are defined for

given observed time point t0 (0 ≤ t0 ≤ T ) to characterize the eye-diagram. They

represent the maximum and minimum voltage bounds for 4 different transition

situations including zero-one, hold-one, one-zero, and hold-zero. It is shown that

each voltage bound can be expressed as the maximum or minimum of a combination

of sr(t) and sf (t) similar to (II.13). To calculate all these voltage bounds, the

problem is formulated as

Given: two arrays A and B

A = {sr(t0 + T ), sr(t0 + 2T ), ..., sr(t0 + kmT )}

B = {sf (t0 + T ), sf (t0 + 2T ), ..., sf (t0 + kmT )}

where at time (t0 + kmT ) the step response becomes saturated.

Objective:

min or max
∑
i

A[i]−
∑
i

B[i]

Constraints:

The starting transition must be selected from A;

The transitions must be selected from A and B alternatively.

The above problem is solved by dynamic programming in [62] and proved to be the

worst-case. After all the 8 voltage bounds are solved, the worst-case eye-opening
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can be readily calculated based on its definition

Veye = min (elower01(T ), elower11(T ))−max (eupper10(T ), eupper00(T )) (II.14)

where elower01(T ) indicates the voltage lower bound of transition zero-one at ob-

served time T , similar denotation adopted for elower11(T ), eupper10(T ), eupper00(T ).

For timing jitter, according to the definition, it can be written as

Tjitter = Tjright − Tjleft = max(Tjr1, Tjr2)−min(Tjl1, Tjl2) (II.15)

where Tjright indicates the time at which the latest zero-one transition (Tjr1) or

one-zero transition (Tjr2) crosses the threshold voltage, and vice versa for Tjleft. In

the algorithm implementation, simple binary search could be applied to find the

Tjr1, Tjr2, Tjl1, and Tjl2.

The worst-case eye-diagram predication algorithm has been implemented

in MATLAB and C. Over 20% prediction accuracy and 2000x run-time improve-

ment have been demonstrated [62] using this method compared with the traditional

10000-bit PRBS SPICE simulation. Therefore, in this dissertation, we widely use

this approach to estimate the signal integrity of on-chip T-line interconnections and

incorporate it with our optimization flow to improve the accuracy and efficiency.



III

Comparison of High-Performance

On-Chip Global Interconnections

In this chapter, we review six current on-chip global interconnect struc-

tures and develop simple models to analyze their architecture-level performance.

We propose a general framework to design and optimize a new category of global

interconnects based on on-chip transmission line (T-line). We perform a group of

experiments to predict and compare the performance of different interconnections

in terms of latency, energy per bit, throughput, area, and signal integrity over

several technology nodes.

III.1 On-chip global interconnects

III.1.A Overview

On-chip global interconnect schemes can be divided into categories based

on the operating region of wires, the signaling method, and other factors, as shown

in Figure III.1. The widely-used repeated RC wire approach (referred as R-RC

in this paper) belongs to the first category, which uses RC-mode dominant wires.

To improve the bandwidth of repeated RC wires, the R-RC structure may be
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UT-TL T-TL UE-TL

PE-TL

R-RC

P-RC

Figure III.1: The organization of on-chip global interconnect structures.

pipelined by breaking optimized R-RC wire into segments and inserting flip-flops.

This pipelined RC wire strategy is subsequently denoted P-RC . The other main

category utilizing T-line effects of on-chip wires is comprised of two configura-

tions, namely single-ended and differential pair, based on their respective signaling

methods. For the single-ended configuration, capacitive or resistive loading (un-

terminated or terminated T-line, referred as UT-TL or T-TL) can be used at

the wire end depending upon the throughput requirement [83]. For the differential

pair configuration, conventional design mainly focuses on the optimization of T-

line transceivers without adopting any equalization (referred as UE-TL). Passive

networks [78] [84] are used in some recent research to equalize on-chip T-line (re-

ferred asPE-TL) whereas other on-chip equalization implementations using active

circuits or even hybrid structures could be potential future research directions.

Multi-dimensional design tradeoffs, which are normally related to the

latency, energy dissipation, throughput, area/cost, and reliability (noise), should

be considered while designing an on-chip global interconnect scheme. For the

six different structures mentioned above, we use a 45 nm CMOS process as an

example to illustrate the tradeoff relations along multiple performance dimensions

in Figure III.2. By observing this figure, designers can easily identify complex

design tradeoffs and make determinations based on given specific applications. By
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Figure III.2: The multi-dimensional design tradeoffs of different global

interconnect structures.

using 45 nm CMOS, RC wire has advantages in throughput density (using P -RC)

and area/cost (for both R-RC and P -RC) because of their small wire dimensions.

On the other hand, single-ended T-lines (UT -TL and T -TL) could be used for

low-latency application by utilizing wave propagation. In terms of low energy and

noise, differential T-lines (UE-TL and PE-TL) should be better candidates due to

their larger wire input impedance, low-power transceiver circuitry, and differential

configuration. In order to identify these complex tradeoff relations at the early-

stage and also from the architecture-level, we have developed simple performance

models to help designers to do approximate but trend-following estimation, which

will be discussed later in Subsection III.1.D.

III.1.B Interconnect schemes

We show the detailed structure for each global interconnection scheme

mentioned above and briefly introduce the features of these schemes as follows.

RC wires are composed of RC segments and inserted buffers, and flip-flops can
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Figure III.3: One stage of pipelined repeated RC wire (P -RC structure).

be further added along the RC wires to improve the bandwidth. Inverter chains

are utilized in single-ended T-lines to transmit and receive full-swing signals. For

differential T-lines, low-swing signals are generated by differential driver, and re-

covered back to full-swing using sense-amplifier at the end.

For repeated RC wires (R-RC), the long wire is divided by repeaters

into several RC segments. The strength of repeater (size of inverter) and length

of wire segments could be optimized according to different design objectives for

a given wire geometry. To further improve the bandwidth, P -RC is proposed as

shown in Figure III.3. Assuming the R-RC wire between two flip-flops is already

optimized based on one specific objective (minimum latency in this study), the

only variable for P -RC wire optimization is the number of flip-flops inserted (a.k.a.

pipelining depth). By utilizing pipeline, bandwidth of the R-RC wire is improved

with overhead of energy and latency, therefore, the best pipelining depth can be

decided in terms of the lowest energy over bandwidth ratio (conceptually simi-

lar to the energy-delay product, refer to the Appendix A for the mathematical

derivation). In practice, there is an upper-bound for the maximum pipelining

depth, so in the following experiments, P -RC is optimized based on the lowest

energy/bandwidth with the maximum pipelining depth constraint.

For the single-ended T-line schemes (UT -TL and T -TL) which are shown

in Figure III.4, tapered or non-tapered inverter chain is adopted as the driver

and receiver, depending on different termination scenarios. Compared with un-

terminated scheme (as shown in Figure III.4(a)), resistive termination improves
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Figure III.4: Single-ended T-line schemes for on-chip global interconnect.

the bandwidth by alleviating the ISI, but lowers the swing of output signal and

burns extra power on the termination. As a result, a non-tapered inverter chain

(as shown in Figure III.4(b)) is devised to amplify the received signal and recover

it back to digital level. In this kind of single-ended schemes, driver impedance

(and terminated resistance, if any), first inverter size, and number of stages in the

inverter chain are the variables to be optimized during the design.

d

d

L

Removed for UE-TL

DD

Figure III.5: Differential T-line schemes for on-chip global interconnect.
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For the differential T-line schemes (UE-TL and PE-TL, shown in Fig-

ure III.5), the tapered differential drivers1 could be used to provide the low driver

impedance, whereas at the receiver side, a sense-amplifier (SA) [57] is adopted

to amplify the attenuated signal. The following inverter chains further increase

the slew rate to improve signal quality. Circuit design of T-line receiver has been

discussed in the previous work [84]. In this work, we improve the design there to

facilitate the SA bandwidth by using more sophisticated transistor-sizing strategy,

which improves the bandwidth by about 2x compared with the one in [84]. Since

the receiver is designed and optimized for each given technology individually, noise

and sensitivity performance (capability of recovering 50 mV voltage difference) of

receiver is guaranteed even for smaller technology node by automated transistor-

sizing. As a result, real performance change of receiver circuit as technology scaling

is modeled and considered during the study of T-line schemes in this work. For the

equalization approach, the passive-equalized scheme adopts a parallel RC network

at the driver side to flatten the overall frequency response by utilizing the high-pass

transfer characteristic. In this scheme, driver impedance, resistance and capaci-

tance value in the passive equalizer, and terminated resistance are optimized with

the constraint that enough eye-opening should be observed at the end of T-line in

order to be safely captured by the receiver.

III.1.C Global wire modeling

We model on-chip global wires using different approaches based on oper-

ating frequency and wire geometry. Global RC wires in scheme R-RC are normally

represented by distributed Π model composed of wire resistance and capacitance.

Following [76], 2D closed-from equations in [65] are utilized to calculate wire ca-

pacitance. The wire geometry and other design parameters for R-RC structure

1Drivers could be CML or other types, but in following optimization and experiments, differ-
ential T-line drivers are assumed to be voltage sources with output resistance Rs to simplify the
analysis and optimization.
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Table III.1: Design parameters for global R-RC and P -RC wires based on ITRS

Roadmap 2007 and SPICE simulation

Tech Node/nm 90 65 45 32 22

supply voltage/(V) 1.2 1.1 1.0 0.9 0.8
dielectric constant ϵr 3.1 2.9 2.6 2.4 2.1
ρCu/(µΩ·cm) 2.53 2.73 3.10 3.52 3.93
min global pitch/(nm) 300 210 135 96 75
aspect ratio (A/R) 2.2 2.3 2.4 2.5 2.6

min-inv FO4 delay∗/(ps) 11.9 8.4 4.6 2.8 1.6

flip-flop T∗
c−q/(ps) 34 24 13 8 4

flip-flop T∗
setup/(ps) 22 15 10 6 3

flip-flop C∗
DFF/(fF) 34.3 23.8 17.0 9.0 4.3

∗Data are obtained by simulation using a predictive model [70].

are listed in Table III.1, based on the predictions of the 2007 ITRS roadmap [59].

For P -RC structure, flip-flop parameters including the clock-to-q time, setup time,

and effective capacitance are derived by SPICE simulation using a predictive device

model, as listed in the last three rows of Table III.1.

For other T-line schemes, we adopt single-ended or differential strip-line

configurations to model global wires, as shown in Figure III.6. For single-ended

scenarios, we insert power/ground (P/G) lines every three wires (shown in Figure

III.6(a), following the typical wiring and power arrangement for global wide data

bus [66]) to provide current return paths in order to form well-controlled on-chip

T-line structures. The adjacent orthogonal layers could be replaced by the ground

planes if performing 2D capacitance extraction. Considering orthogonal loading,

the capacitance obtained by a 2D extraction is slightly overestimated compared

with the 3D value [20], but still acceptable with the assumption that on-chip

loading density and lateral wire-to-wire coupling are very high. The dimensions of

this single-ended T-line structure are listed in Table III.2, following the settings

in [83]. Fat and unscaled wires implemented on the top-layer are utilized to reduce

the resistive loss in this scenario, first proposed in [56], to alleviate the increasing
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(b) The cross section of differential stripline used in UE-TL and

PE-TL schemes.

Figure III.6: The wire configurations for on-chip T-line schemes.
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Table III.2: Parameters of on-chip global T-line used in UT -TL/T -TL schemes

W S H T R Z0 f ∗
LC

(µm) (µm) (µm) (µm) (Ω/mm) (Ω) (GHz)

1.6 1.6 3.2 2.4 6.0 40 1.79
∗fLC indicates the corner frequency of RC and LC region.

Table III.3: Design parameters for UE-TL/PE-TL schemes (Wire Length = 5

mm)

Tech Node/nm 90 65 45 32 22

SA bandwidth/(GHz) 12.5 20.0 40.0 66.7 125
UE-TL wire width/(µm) 0.350 0.350 0.400 0.448 0.504
PE-TL wire width/(µm) 0.300 0.315 0.375 0.400 0.444

H=T=S=2W for T-lines used in UE-TL and PE-TL.

RC delay of scaled on-chip wires. With the improvement of device speed, the

transmission-line effect does kick in and cannot be neglected while modeling such

fat global wires; on the other hand, it has been verified by previous research works

[17] [83] [20] that on-chip bus configuration comprising a low-impedance driver and

uninterrupted fat wire outperforms repeated wire structures in high-performance

applications (e.g., high-end processors [66]) due to the T-line effect. As a result,

we adopt the configuration comprising a low-impedance driver and uninterrupted

fat wire and assume the utilized wire geometry shown in Table III.2 maintains as

technology scales. As shown in the last column of Table III.2, LC-mode behavior is

dominant for this wire geometry, which speeds up the signal transmission through

wave propagation.

We also devise a similar coplanar configuration for differential T-lines as

shown in Figure III.6(b). Here, only one pair of wires is placed in a P/G bay

in order to reduce the crosstalk noise. Wire dimensions of such configuration are

determined by the resistive loss at given signal frequency, which is changing with

the technology. Considering the differential T-line schemes discussed in this work,

the overall signal bandwidth is limited by the SA in transceiver, as listed in Table
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III.3 at each technology node. We derive the minimum wire widths of differen-

tial T-lines that satisfy the eye-opening constraint by binary search and SPICE

simulations, as shown in the third and forth row of Table III.3.2 By comparison,

it can be seen that equalization helps to improve the data density by supporting

narrower wires at the same bit rate.

The modeling and simulation of on-chip T-lines generally incorporate two

steps. First, we extract the frequency-dependent RLGC parameters for the given

wire structure using field solvers. For on-chip wires, since dielectric loss can be

ignored and wire capacitance is basically frequency independent, R(f)L(f)C ex-

traction is generally performed [17]. The frequency-dependent impedance extrac-

tion requires a group of P/G wires located in signal layer and sub-adjacent layers

(parallel to the signal layer) to serve as return paths in order to capture the wide-

band characteristic of wire inductance [20]. As a result, parameter extraction can

generate the tabular model or other kinds of SPICE-compatible macro-model. In

the second step, SPICE simulations can be performed to study transient character-

istics and signal integrity. In this work, we evaluate performance metrics of all the

T-line schemes based on the tabular model generated by 2D-R(f)L(f)C extrac-

tion. As a more practical modeling approach, a stable compact circuit model [40]

synthesized from 2D-R(f)L(f)C extraction is used to study the signal integrity of

global T-line schemes, as discussed in Section III.4.

The above discussed T-line structures can be implemented using CMOS

process. For single-ended schemes, T-lines are implemented on the top-layers of

copper stacking with well designed power/ground arrangement to control the T-line

effect, as shown in the bus design for high-end processors [66]. Differential T-lines

also have been implemented recently for global clock distribution [73]. Similar

configuration can be borrowed here to implement global differential data bus [77].

2The wire width values in this table are different from the previous work [85] because of the
improved wire width optimization subroutine in this work. It is shown that narrower T-lines can
be utilized to satisfy the eye-opening constraint, resulting in higher throughput density in the
following results and also affecting other metrics.
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There is no any further specific layout style required for such T-line configuration,

however, to improve the signal integrity (e.g., crosstalk), twisted structure might

be used for the real chip designs [73] [58].

III.1.D Performance analysis

An approximate high-level analysis is performed here to reveal how ar-

chitecture level performance metrics of different global interconnects behave with

technology scaling under the min-d (minimum delay) objective3. As a result, we

derive simple linear models, which can be used for designers to approximately es-

timate the performance of different interconnect structures at the early stage. In

the following analysis, basic technology-determined parameters, including supply

voltage VDD, dielectric constant ϵr, min-sized inverter FO4 delay τ , as well as the

total wire length L, are chosen to be the variables to build such models.

3P -RC scheme is optimized based on min-energy/bandwidth w/ maximum pipelining depth
constraint, as discussed in Section III.1.B.
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Latency

For the latency evaluation, we define the normalized delay as:

delayn =
propagation delay

wire length
(III.1)

where the propagation delay includes both the wire delay and the gate delay (re-

peaters and flip-flops in RC wires or transceivers in other T-line schemes).

For R-RC structure, it can be shown that [76]

delayR−RC
n ∝

√
r0cnmosrwcw ∝

√
ϵr/τ (III.2)

with the assumption that the output resistance of a min-sized inverter r0 is roughly

constant across different technologies, and FO4 delay τ reduces with the same scal-

ing factor as the feature size. For P -RC structure, additional delay is introduced

by the inserted flip-flops and is linearly proportional to the pipelining depth and

FO4 delay τ . For long global RC wires (≥5 mm) and advanced technologies (be-

yond 45 nm), the experimental results show that the maximum pipelining depth is

chosen to reduce the overall energy over bandwidth ratio. Therefore, in our simple

models, latency overhead of P -RC wire is assumed to be a linear function of FO4

delay τ only.4

For other T-line schemes, total latency can be expressed as the sum of

wire delay and transceiver delay. For LC-mode dominant T-lines, normalized wire

delay is proportional to
√
ϵr. The transceiver delay could be simply represented

by the FO4 delay τ linearly.

Considering the total wire length in our delay models, the final results

are shown in the second row of Table III.4, where coefficients K1 and K2 reflect the

different process technologies. It can be seen that if
√

ϵr/τ item is dominant in the

normalized delay expression for the R-RC and P -RC structures, the trend is an

4This assumption also holds for the following analysis of P -RC wire. Regarding the perfor-
mance analysis of ideal P -RC structure without maximum pipelining depth constraint, refer to
Appendix A.
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increase in the normalized delay of RC wires as technology scales. The same table

shows the opposite trend for the T-line schemes, where normalized delay decreases

with the reduction of dielectric constant and scaling of transistors.

The most significant sources of error in our proposed delay model come

from the simple modeling of transistor gate capacitance and the approximation of

the P -RC scheme in the short wire-length range. As technology scales, the gate

capacitance per unit width actually reduces instead of being constant5, resulting

in the decreasing cnmos in (III.2), which partly cancels out the RC-wire slowing

caused by the wire scaling. Modeling error of the P -RC scheme in the short wire-

length range (L≤3 mm) is due to the neglect of optimal pipelining depth changing

in the delay model. As discussed in Appendix A, the optimal pipelining depth in

terms of lowest energy-bandwidth ratio reduces as the wire length decreases, and is

proportional to the wire length. Therefore, for the cases with short wire length, the

τ/L item in the delay model of P -RC structure approaches τ , causing relatively

larger errors. This type of error source also applies to energy and throughput

modeling of P -RC structure, as shown below.

Energy per Bit

The normalized energy per bit is used to evaluate the energy dissipa-

tion of global interconnect, which is defined as follows:

energyn =
energy per bit

wire length
=

power

bit rate× wire length
. (III.3)

The bit rate for RC wires is assumed to be the inverse of propagation delay over

the total wire length for R-RC structure (not pipelined), or the inverse of delay

between two flip-flops for P -RC structure (pipelined).

5CMOS gate capacitance per unit width (Cg) equals to ϵoxL/tox, where L is the channel
length, and tox indicates the oxide thickness. For long channel devices, L/tox is roughly constant
due to the same scaling factor along different dimensions of transistor, whereas for short channel
devices, oxide thickness cannot scale as fast as transistor width and length due to leakage and
process considerations. Therefore, gate capacitance per unit width decreases as technology scales.
In our study, Cg is 1.5 fF/µm at 90 nm node and 0.8 fF/µm at 22 nm node.
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As discussed in [76], the normalized energy per bit for R-RC structure

satisfies that

energyR−RC
n ∝ cwV

2
DD ∝ ϵrV

2
DD. (III.4)

For the P -RC structure, additional energy consumed by inserted flip-flops is rep-

resented by CFFV
2
DD, which is approximately proportional to τV 2

DD. Similar to

the delay modeling shown above, linear models are built by combining energy

consumed on wire and gate together, shown in the third row of Table III.4.

For T-line schemes, we consider the power dissipation on the wire and

transceiver individually. The power consumed on T-lines is basically proportional

to V 2
DD if assuming wire input impedance remains constant across technologies.

Transceiver dynamic power is linearly proportional to fCV 2
DD, where f is the

clock frequency and C represents the total gate capacitance of the transceiver.

Combining these two factors together,

energyTL
n ∝ TCV

2
DD/L ∝ τV 2

DD/L (III.5)

with the assumption that cycle time TC and gate capacitance C scale by the same

rate as τ . Linear models based on the analysis are shown in Table III.4. As

shown in (III.4), compared with RC wires, if ϵrV
2
DD item is dominant in the total

normalized energy expression, T-lines will consume less energy as technology scales

since τ shrinks more rapidly than ϵr does.

For energy modeling, the largest errors in R-RC/P -RC modeling come

from the same sources as discussed in previous subsection. Errors in the modeling

of T-lines may relate to the neglect of wire input impedance variations across

different technologies.

Throughput

The normalized throughput (or throughput density) is defined as:

throughputn =
bit rate

wire pitch
(III.6)
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which is adopted to compare the amount of data can be transmitted for a given

cross area in a given time interval.

From (III.2) and assuming that wire pitch also scales down as FO4 delay

τ , for an R-RC structure,

throughputR−RC
n ∝ 1/(

√
ϵrτL). (III.7)

Regarding a P -RC structure, normalized throughput can be derived from the

normalized delay expression. The flip-flop delay should account for the τ 2 item

in the denominator of normalized throughput expression. The general throughput

model for RC wires is summarized in the third row of Table III.4.

Unlike the RC-dominated structures, the bit rate of T-line schemes is

usually limited by the bandwidth of transceivers (except for UT -TL, which is

determined by the wire itself). As a result, assuming the transceiver bandwidth

is inversely proportional to τ , the bit rate of T -TL/UE-TL/PE-TL structures is

inversely proportional to τ . For UT -TL, the bit rate is constant as technology

scales, but is approximately inversely proportional to wire length L. Therefore, a

general model of bit rate of T-lines can be represented by,

Bit Rate = C11/τ + C21/L (III.8)

where C1, C2 are fitting coefficients. Considering wire pitch, for single-ended T-

lines, wire pitch does not change with technology and wire length. However, for

differential T-lines, larger wire pitch is required as technology scales or wire be-

comes longer. An approximate relation is shown below based on simple modeling

of wire resistance considering DC and AC components separately,6

Wire Pitch = C1

√
L+ C2L/

√
τ (III.9)

6In (III.9), the
√
L value comes from the DC component of wire resistance, whereas L/

√
τ

item comes from the AC component of wire resistance, caused by the skin effect.
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where C1, C2 are fitting coefficients. In deriving this equation, we neglect the minor

change of supply voltage VDD as technology scales, and assume the most important

frequency component of T-line skin effect for each technology is also proportional

to 1/τ . Combining (III.8) and (III.9), we derive the throughput models for each

T-line scheme in Table III.4.

For most transceiver-limited T-line structures, even when considering the

increasing wire pitch as technology scales, the throughput density will still exceed

that of an R-RC structure due to the rapid improvement of transceiver bandwidth.

The proposed model may have a larger error for T -TL scheme at the most

advanced technology node (22 nm) as wire length increases (≥7 mm) because the

bandwidth of the overall structure becomes wire-limited and does not improve as

technology scales.

Area

Chip area consumed by different interconnect structures comprises two

parts: wire area and circuit area. Wire area is the wire pitch multiplied by the

total wire length L. The pitch scaling trend has been discussed in the previous

section. Circuit area will reduce quadratically as technology scales, approximately

proportionally to τ 2. Based on the analysis in previous subsections, the area model

for each interconnection scheme is shown in the forth row of Table III.4.

Typically, wire area dominates total chip area. As a result, RC wires

consume less area compared to T-line structures, and RC wire area decreases more

quickly as technology scales compared to T-line structures. The area of differential

T-lines actually increases as technology scales due to increasing wire pitch.

Area model of RC wires may show a substantial error due to the reasons

cited in the subsection of delay modeling.
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III.2 Design methodology

In this section, methodologies to design and optimize the six global in-

terconnection structures are discussed. As previously mentioned, for the R-RC

scheme, we adopt the optimization framework in [76], which is based on analytical

formulae and numerical experiments to study the performance metrics under dif-

ferent design goals across multiple technology nodes. In terms of the P -RC struc-

ture, we develop a simple MATLAB flow to optimize the pipeline depth based on

the lowest energy/bandwidth ratio, with the assumption that R-RC wire between

flip-flops are optimized and the maximum pipeline depth is given. A detailed flow

description is omitted here for the sake of brevity. For more information regard-

ing performance analysis of ideal pipelined repeated RC wires (w/o maximum

pipelining depth limit), the basis of our pipelined RC wire flow, please refer to the

Appendix A.

This section focuses on the design of on-chip T-line schemes. Here, we

propose a general framework by modeling on-chip T-line and transceiver circuitry

separately and utilizing well-behaved optimization routines to generate the optimal

design for given design specification, as illustrated in Figure III.7. We will intro-

duce the application of this design framework on the single-ended T-line schemes

(including UT -TL/T -TL) and differential T-line schemes (including UE-TL/PE-

TL) respectively in the following.

III.2.A Single-ended T-lines

The methodology to optimize single-ended T-line structures is proposed

and discussed in [83]. We summarize this methodology according to the general de-

sign framework shown in Figure III.7. Corresponding to the proposed framework,

on-chip wire is modeled using the frequency dependent tabular model generated

by the field solver, and the characteristic of the transceiver circuit is obtained by

SPICE simulation. Also, we use SPICE to evaluate the performance metrics of
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Synthesized model

Design Variables:
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TX Parameters.

Optimal Design Variables,
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Design Objective, etc.

Wire Configuration, TX structure

Xtalk Simulation, etc.

Equation-/

Simulation models

Figure III.7: The design framework for on-chip global T-line structures

(UT -TL/T -TL/UE-TL/PE-TL).
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whole structure. Since wire dimensions are well defined, design variables of inter-

est relate only to the transceiver circuit (the inverter chain), including the first

inverter size S1 and number of stages N . For the terminated scheme (T -TL),

termination resistance RL also needs to be optimized for achieving high through-

put. The optimization routine for this kind of scheme is comprised of two phases,

namely determining the optimal clock rate and choosing the optimal variables in

terms of the given objective. Finally, signal integrity is studied by SPICE simu-

lation and the framework outputs the optimal design variables and corresponding

performance metrics.

III.2.B Differential T-lines

For differential T-line schemes, the adopted methodology is based on

the constrained non-linear programming formulation [78] and sequential quadratic

programming (SQP) approach [8]. The flow begins with modeling of wires and

transceivers using different means. For on-chip wires, 2D-R(f)L(f)C tabular

model is still utilized. For the transceiver circuit, though, we adopt a closed-form

equation-based model, which is generated by fitting SPICE simulation data.7 To

evaluate the performance metrics of the whole structure, we combine the models of

wire and transceiver together, and then utilize the approach in [62] to estimate the

wire-end eye-opening. The optimization routine for differential schemes initially

tries to find the smallest wire dimension that satisfies the eye-opening constraint

by using binary search (which generates the data in Table III.3), and then calls

the SQP subroutine to optimize the design variables for the given design objective.

The design variables include driver impedance Rs, passive equalizer parameters

Rd, Cd (for PE-TL structure), and termination resistance Rl. The key element in

formulating the differential schemes is the eye-opening constraint. In this work,

7The details of these models can be referred to [78]. In this work, we adopt the same closed-
form equations but re-calculate the coefficients based on the newer receiver circuit design gener-
ated. As shown in [78], these equation-based models can achieve less than 2% and 5% relative
error for the delay and power fitting, respectively.
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we choose the method used in [78] to consider this constraint by adding an expo-

nential item to the cost function. After optimization, we check the signal integrity

and finally output the system performance metrics.

III.3 Performance prediction and comparison

Applying the design methodologies discussed in Section III.2, we perform

the experiments in this section to study the performance metrics of six different

global interconnect structures under the min-d design objective across technology

nodes, from 90 nm down to 22 nm.

III.3.A Experimental settings

For parameter extraction of on-chip lossy T-lines, we use the 2D field

solver CZ2D of the EIP tool suite from IBM [31] to build T-line structures shown

in Figure III.6, and extract the frequency-dependent tabular model for SPICE

simulation. For circuit design and modeling, we adopt a predictive transistor

model [70], which is a Synopsys level3 MOSFET model with the parameters tuned

following the ITRS roadmap.

For system simulation and optimization, HSPICE is used to simulate

the transient response of wires, evaluate the performance of circuit and the entire

interconnection structure. Linear and non-linear regression methods and SQP

optimization routine implemented in MATLAB are adopted to build circuit models

and perform optimization.

In our study, we set the maximum pipeline depth to 20, and choose 5

mm as the wire length (which represents typical critical length for on-chip global

interconnect) to evaluate and compare the performance metrics of different struc-

tures. We also extend each experiment to different wire lengths (0.5 mm, 1 mm, 3

mm, 7 mm, 9 mm) to study the wire length crossing points for some representative
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Figure III.8: The normalized delay of different global interconnection structures

under min-d objective.

structure pairs in terms of different performance metrics, as shown in Subsection

III.3.D.

III.3.B Latency

A comparison of the normalized delays of various global interconnect

structures under the min-d objective is shown in Figure III.8. The trends of nor-

malized latency with technology scaling verify our previous analysis in Subsection

III.1.D. Normalized delay of R-RC structure increases due to the dominant effect

of
√

ϵr/τ on the total latency, whereas latency of P -RC decreases as the flip-flops

dominate the total delay. Therefore, the latency penalty of pipelining RC wires is

alleviated as technology scales.

On the other hand, due to the opposite scaling trend, all T-line structures

outperform R-RC in terms of latency beyond the 90 nm node. The single-ended

T-lines achieve lowest delay across all the five technology nodes. At 22 nm node, all

the T-line structures show a similar delay around 8 ps/mm, whereas this number
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Figure III.9: The normalized energy per bit of different global interconnection

structures under min-d objective.

is 60 ps/mm for R-RC and around 90 ps/mm for P -RC. Therefore, a delay

reduction of at least 87% could be obtained by replacing global RC wires with

T-line structures in this scenario.

III.3.C Other metrics

Under the min-d objective, every interconnection scheme shows a de-

creasing trend in energy dissipation as technology scales (Figure III.9), verifying

our previous analysis in Subsection III.1.D. RC wires consume the largest energy

among all six interconnection structures. Pipelining increases the energy of R-

RC further due to the additional energy consumed by flip-flops, but this overhead

decreases as technology scales because of the scaling of flip-flop capacitance. On

the other hand, T-line structures consume less energy at each technology node.

Beyond the 65 nm node, differential T-lines (UE-TL/PE-TL) consume the least

energy due to power efficient SA-based receivers and the higher bit rate achieved

by reducing signal swing at the wire-end. Further, the energy per bit could be
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Figure III.10: The throughput density of different global interconnection

structures under min-d objective.
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reduced by nearly 40% using a passive equalizer. At the 22 nm node, differential

T-line schemes will reduce the energy per bit by two orders of magnitude compared

with RC wires.

The throughput density of different schemes under the min-d objective is

shown in Figure III.10. As discussed in Subsection III.1.D, this metric is improved

for all the schemes as technology scales (except for UT -TL, which throughput den-

sity is constant, limited by the wire itself). P -RC achieves the highest throughput

density across all the technologies by increasing the R-RC bandwidth using the

smallest wire pitch. For T-line schemes, differential T-lines have larger throughput

density compared with single-ended ones because of the higher achievable bit rate

by utilizing SA-based receiver. Furthermore, the introduction of passive equaliza-

tion makes the utilization of narrower wires possible, increasing the density even

further. Beyond 45 nm node, differential T-lines will finally outperform R-RC in

terms of throughput density.

The chip areas consumed by the various interconnect structures are com-

pared in Figure III.11. According to the analysis performed in Subsection III.1.D,

assuming wire area is dominant in total area consumption, RC wire area will de-

crease exponentially as technology scales, whereas area of other T-line schemes will

remain the same (single-ended T-lines) or even increase (differential T-lines), as

shown in Figure III.11.

III.3.D Critical length

A critical length study is also performed by running the optimization flow

in several different wire lengths, from 0.5 mm to 9 mm. The results are summarized

in Figure III.12. In this figure, a dashed line and dotted line located on the upper

and lower sides indicate the upper-bound and lower-bound of wire length for on-

chip global interconnects, corresponding to 10 mm and 0.5 mm, respectively. We

chose eight representative interconnect structure pairs, and show the scaling trend
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Figure III.12: Critical length of several chosen interconnect structure pairs in

terms of different performance metrics under min-d objective.

of their critical lengths in terms of four different performance metrics. As an

illustration, for “Delay:PE-TL vs R-RC” case, which corresponds to the solid line

with upper triangle marker, the critical length at 90 nm node is about 2.5 mm,

which means that when the wire length is larger than 2.5 mm at this node, PE-TL

will outperform R-RC in terms of normalized delay. Based on this illustration to

understand Figure III.12, we make the following general observations:

1) As technology scales (beyond the 45 nm node), T-line schemes will

outperform RC wires in terms of normalized delay and energy within the entire

length range of on-chip global wires;

2) In terms of throughput, at the 22 nm node, PE-TL will outperform

R-RC while wire length is larger than 1 mm, and UT -TL will be replaced by T -TL

within the entire length range; and

3) Single-ended T-lines will consume less chip area compared with differ-

ential counterparts for longer wire lengths. At the 22 nm node, T -TL occupies less

area than PE-TL and UE-TL when the wire length is longer than 5.4 mm and
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Figure III.13: The wire configurations and worst case switching patterns of T-line

structures for testing crosstalk effects. (a) single-ended; (b) differential.

4.5 mm, respectively.

III.4 Signal integrity

In this section, we discuss the signal integrity issues of different inter-

connection structures, with the focus on the T-line schemes. Basically, we will

study signal integrity by simulating the maximum crosstalk noise at the wire-end

of quiet lines and the eye-height with and without crosstalk effects. For the maxi-

mum noise simulation, based on the previous work [19] and SPICE simulations, the

worst case switching patterns of single-ended and differential T-lines are given in

Figure III.13. In terms of eye-height simulation, HSPICE transient simulations for

500 cycle times are performed using one or several different PRBS input patterns.

All the experimental results are summarized as follows.

III.4.A Single-ended T-lines

Single-Ended structures tend to be more sensitive to noise. For the un-

terminated scheme (UT -TL), simulation shows that the maximum peak noise will

be 380 mV at 45 nm node (1 V supply voltage)8, and this situation could be more

8Here we follow the crosstalk simulation method in [18] and focus on the far-end noise (FEN).
[18] also provides a more comprehensive study on the frequency-dependent crosstalk effects of
on-chip single-ended un-terminated data bus.
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Table III.5: Crosstalk effects on the T -TL structure

Tech Node/nm 90 65 45 32 22

Cycle Time/(ps) 90 70 40 25 15
Max Xtalk Noise/(mV) 212 188 170 137 78

Eye Height w/o Xtalk/(mV) 1002 851 769 574 405
Eye Height w/ Xtalk/(mV) 750 740 706 539 383

Supply Voltage/V 1.2 1.1 1.0 0.9 0.8

Table III.6: Maximum crosstalk peak noise (mV) of differential T-line structures

Tech Node/nm 90 65 45 32 22

UE-TL 7 8 10 11 13
PE-TL 2 6 8 10 13

severe as the technology scales since the supply voltage drops. Therefore, consid-

ering the crosstalk, full-swing signals cannot be guaranteed at the wire-end, which

makes this conventional on-chip bus structure less reliable at advanced technology

nodes in spite of its high-performance.

In comparison, T -TL provides improved noise performance as well as

higher bandwidth. Since the cycle time of this structure changes as technology

scales, we perform the simulation at different nodes and summarize results in

Table III.5. The peak crosstalk noise reduces with technology scaling due to the

reduced termination resistance and supply voltage (can be derived based on the

formula presented in [71]). At the 45 nm node, the noise is only 170 mV, less than

half that of UT -TL. Eye-heights also reduce because of the increasing bit rate.

However, an eye around 380 mV could still be achieved at the 22 nm node even

with the impact of crosstalk noise.

III.4.B Differential T-lines

Differential T-lines enjoy greater immunity to crosstalk due to the ter-

mination resistance and the impact of common-mode noise rejection [48]. Similar
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crosstalk peak noise simulations are performed using the switching pattern de-

scribed in Figure III.13(b) for UE-TL and PE-TL structures, and the results are

listed in Table III.6. The table shows that peak noise is far lower in differential

T-lines than that of single-ended T-lines. Even with the higher inductive coupling

as the bit rate increases, the peak noise in the differential T-line is only around

the 10 mV range.

Eye-heights with and without crosstalk effects for two differential T-line

structures are simulated and illustrated in Figure III.14. For UE-TL structure,

the optimal eye-height reduces as technology scales due to the increased bit rate.

Considering the crosstalk, it will be harder for this scheme to meet the 50 mV

eye constraint at advanced technology nodes (see the violation at 22 nm node).

In comparison, by using passive equalization, PE-TL can achieve larger than a

70 mV eye across all technologies even in the presence of crosstalk. Therefore,

equalization improves signal integrity by boosting the eye-heights at higher bit

rates.
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III.5 Summary and discussion

III.5.A Discussion

In this work, latency was chosen to be the design objective for differ-

ent interconnect schemes specifically designed for global wires (e.g., wide bus) in

conventional high-end processors. To meet the increasing demand for comput-

ing capacity as process technology scales, throughput-centric interconnect design

has become a hot research topic. New computing architectures have appeared,

such as multi-cores and Networks-on-Chips (NoCs) [34]. New design metrics have

also been proposed to balance throughput, energy, and chip area during the inter-

connect planning stage for different applications, as shown in [15]. Conventional

repeater insertion with min-d optimization cannot satisfy the increasing bandwidth

requirement for global interconnect. To enhance signal bandwidth, pipelining and

other similar concepts (e.g., wave-pipelining [74]) are utilized to compensate for

this performance gap. Since the purpose of our paper is to explore the poten-

tial of different interconnect options in high-performance applications, we did

not include much optimization freedom during the preliminary study of the P -RC

scheme. By adopting voltage scaling, buffer and wire sizing, the performance of

P -RC scheme can be more fully studied, and the energy gap between RC wire and

T-lines could perhaps be reduced. This would be further discussed in Chapter IV.

Some research has been done recently regarding chip-level CMOS im-

plementation of novel global interconnect (e.g., uninterrupted RC wire, equalized

on-chip interconnect, etc) [58] [39]. For the state-of-the-art equalized on-chip inter-

connect design using a 90 nm process [39], measured throughput density is similar

to our prediction for differential T-line scheme (about 2 Gbps/µm), and energy per

bit is about 1/2 of the passive equalized T-line scheme (about 700 fJ/b). Another

possible option for global interconnect is low-swing signaling on RC wire, according

to a recent study [52]. Although the energy dissipated using such a scheme can be
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very low (similar or even lower than T-line schemes based on 0.13 µm simulation

results), its latency is very large (2-4x of repeated RC wires). Therefore, we did

not include reduced-swing RC signaling in this study.

III.5.B Summary

In this chapter, we compare six different global interconnect structures

in terms of latency, energy per bit, throughput, chip area, and signal integrity,

across technology nodes ranging from 90 nm down to 22 nm. A set of simple

linear models is provided to link the architecture-friendly performance metrics of

these interconnect structures with technology-defined parameters, and is verified

by experimental results. A general design framework is introduced to optimize and

evaluate the performance metrics of on-chip T-line interconnects.

Several observations based on the performance trends observed with tech-

nology scaling are summarized as follows: 1) T-line structures have the potential

to replace RC wires at future technology nodes due to improved delay, energy per

bit, throughput density (compared with R-RC), and reliability (crosstalk noise),

but such schemes consume greater chip area; 2) Differential T-lines are better

for high-throughput, low-power, and low-noise application compared with single-

ended counterparts; and 3) Equalization approaches (such as passive equalization)

can be utilized for on-chip global interconnects to improve throughput density and

reduce energy dissipation.

Chapter III includes the content of one accepted journal paper, “Predic-

tion and Comparison of High-Performance On-Chip Global Interconnection”, by

Y. Zhang, X. Hu, A. Deutsch, A. E. Engin, J. F. Buckwalter, C. K. Cheng, which

will appear in IEEE Transaction on VLSI Systems. The dissertation author was

the primary investigator and author of the paper.
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Pipelined Global Interconnects

with Voltage Scaling

In this chapter, we explore the performance of flip-flop-based pipelined

global interconnects with more design freedoms under voltage and technology scal-

ing for different applications in this chapter. Using the derived accurate voltage-

scaled models of pipelined interconnects, we propose a general evaluation flow

using numerical experiments to study how the pipelining depth, voltage scaling,

and different processes affect the performance of pipelined interconnects under four

different design objectives.

IV.1 Pipelined global interconnects

In this section, we firstly give an overview of pipelined on-chip global

interconnects on their structure and configuration. Then variables and parameters

related to such design are presented and summarized to make the following analysis

clear. Finally, we talk about the performance modeling of pipelined interconnects

based on the listed assumptions.

50
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Figure IV.1: Structure of pipelined global interconnect studied in this work.

IV.1.A Overview

Following work of Heo et al. [28], we adopted the pipelined global in-

terconnect structure as shown in Fig.IV.1.1 The long global wire is divided into

multiple pipelined stages by flip-flops to meet the throughput requirement. For

each stage (shown in Fig.IV.1(a)), repeaters are inserted to break the wire into

several segments to reduce the wire latency. The size and interval of repeaters

are optimized for given wire geometries (wire width, wire pitch) based on specific

design objectives.

In terms of flip-flop, we adopt the common-used two-stage latch-based

D flip-flop (shown in Fig.IV.1(b)) to implement the pipelining. To simplify the

pipelined interconnect design, we assume a fix size for flip-flop (which is optimized

1As another pipelining method, wave-pipelined interconnects have been proposed [74] to im-
plement the pipelining only using repeaters. However, data synchronization becomes an issue
in such structures. Some special clock routing or local clock generation may be needed to latch
the data in the receiver side [16], which makes the wave-pipelined not compatible with common
SoC/NoC designs. To make the analysis here more general, we still choose the flip-flop based
pipelining implementation in this work.
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Table IV.1: Design parameters for global pipelined interconnect based on ITRS

Roadmap 2008 and predictive SPICE models.

Year 2007 2010 2013 2016

Technology node (nm) 65 45 32 22
Target clock freq. (GHz) 5.06 5.88 7.34 9.18
Supply voltage (V) 1.1 1.0 0.9 0.8
Interlayer dielectric constant 2.9 2.6 2.4 2.1
Copper resistivity1 (µΩ·cm) 2.73 3.10 3.52 3.93
Min global pitch (nm) 210 135 96 75
Aspect ratio (A/R) 2.3 2.4 2.5 2.6
Resistance r0 of min-repeater2 (kΩ) 19.3 16.2 23.6 37.5
Leakage current at 100◦C2,3 (nA/nm) 0.22 0.085 0.18 0.38
Flip-flop capacitance2 (fF) 16.4 10.2 6.94 4.78
Flip-flop delay2,3 (ps) 90.3 63.2 58.4 57.3

1 The copper resistivity includes scattering and barrier effect.

2 Data are obtained by simulation using predictive models [70].

3 Data are measured under nominal supply voltages.

for a 50x repeater loading), and use such configuration to characterize the timing

and power dissipation of flip-flop in SPICE simulation as described in the following.

Generally speaking, for the pipelined global interconnects studied in this

work, we manipulate the pipelining depth and scalable supply voltage on top of

the optimization of wire geometries and repeater insertion to explore the best

configuration (with target clock period met) in terms of different applications.

IV.1.B Glossary

To clarify the following analysis, we define all the parameters, variables,

and expressions used in the pipelined interconnect study here. Most of them

follow the work [76]. Overall pipelined interconnect design should meet target

clock frequency (fclock) for given wire length (l). Two knobs, pipelining depth

(N) and supply voltage (Vdd), can be tuned according to different objectives. For
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Table IV.2: Symbols used for variables and parameters of pipelined global

interconnects.

fclock Target clock frequency [60]
l Total wire length
N Number of pipelined stages
Vdd Supply voltage
w Wire width
pitch Wire pitch
sinv The scaled size of the repeater
linv The repeater interval
t Wire thickness
h Dielectric height
ρ The copper resistivity
rw Wire resistance per unit length
cw Wire capacitance per unit length
r0 Output resistance of a min-sized repeater
cnmos Min-sized NMOS gate capacitance
Ileak The leakage current for one min-sized repeater
ηleak The ratio between leakage and dynamic power
CFF Effective capacitance of a flip-flop
dFF Delay of a flip-flop at nominal Vdd

g=1.34 P/N ratio of transistor width
f The diffusion to gate capacitance ratio
a=0.4,b=0.7 Constants related to transistor switching model [4]
dseg The delay of each repeater-wire segment
eseg The energy dissipation of each repeater-wire segment
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each configuration (N and Vdd), physical variables of interconnect (wire width w

and pitch pitch) and repeaters (repeater size sinv and interval linv) are optimized

accordingly.

Physical characteristics of interconnects and performance of CMOS cir-

cuits (repeaters and flip-flops) are defined as parameters, which can be obtained

from technology data or based on SPICE characterization. Wire resistance (rw)

and capacitance (cw), which are utilized for building distributed Π model for global

interconnects, are calculated using 2D closed-from equations in [65]. Some other

parameters used for characterizing pipelined global interconnects are listed in Ta-

ble IV.1, based on the prediction of ITRS roadmap 2008 [60] and SPICE simulation

using predictive technology models [70]. Resistance (r0) and capacitance (cnmos)

of repeaters, capacitance (CFF ) and delay (dFF )
2 of flip-flops, are also derived by

SPICE timing and power characterizations. In this work, leakage power is consid-

ered in the whole performance evaluation by introducing a ratio (ηleak) of leakage

power over dynamic power. Some design constants (a,b,f ,g) are pre-defined, and

basically follow the ones in [76].

Finally, we define dseg and eseg as the delay and energy dissipation of one

repeater-wire segment, and will derive their expressions in the following text. All

the parameters and variables discussed above are summarized and symbolized in

Table IV.2.

IV.1.C Assumptions and modeling

To simplify our analysis in this work, we use the following assumptions:

• While searching optimal sinv, linv, wire pitch varies from the minimum global

wire pitch to the user-defined upper-bound, and wire width varies from the

feature size3 to the corresponding wire pitch.

2Delay of a flip-flop is defined as the sum of setup time and clock-to-q time.
3Feature size is defined as the metal 1 half pitch according to the ITRS roadmap.
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• All the inserted repeaters or flip-flops have the same size, and number of

total repeaters is even to avoid the signal inversion at the wire-end.

• Flip-flops are inserted at equal intervals into wires, and repeaters are inserted

evenly between flip-flops.

• The size of flip-flop is fixed and flip-flop delay is characterized by loading an

average-sized repeater.

Based on above assumptions, we derive the models of delay and power of

pipelined global interconnects, as follows.

Delay and power modeling

Elmore delay model is used to derive the delay of repeated wire between

flip-flops, as discussed in [36]. The wire delay for one repeater-wire segment (dseg)

is expressed as:

dseg = b(1 + f)(1 + g)r0cnmos + arwcwl
2
inv

+br0cwlinv/sinv + b(1 + g)rwcnmoslinvsinv. (IV.1)

Power consumed by repeated wires is expressed as the sum of dynamic

power (including capacitance charging/dis-charging and short-circuit power) and

static power. Following the approach in [76] to model each component, the energy

dissipation of a repeater-wire segment (eseg) becomes:

eseg = αswCeffV
2
dd (IV.2)

where αsw is the switching factor reflecting the data activity, and effective capaci-

tance Ceff is:

Ceff = cwlinv + (1.1 + ηleak)(1 + f)(1 + g)cnmossinv. (IV.3)

Considering the pipelining effect, delay and power overhead of inserted

flip-flops should be included in the performance modeling. Introducing the effective
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capacitance CFF and based on the previous assumptions, total delay and energy

dissipation of pipelined global interconnects become:

dtotal = (l/linv)dseg +NdFF , (IV.4)

etotal = (l/linv)eseg +NαswCFFV
2
dd. (IV.5)

As a result, throughput of such pipelined interconnects is:

fbw = N/dtotal =
1

(l/N)(dseg/linv) + dFF

. (IV.6)

Eq.(IV.6) shows that, the throughput of pipelined interconnects can be

improved by gradually adding more flip-flops to reduce the wire latency in each

pipelined stage. However, more pipelined stages also bring extra delay and energy

overhead based on (IV.4) and (IV.5) generally. Therefore, pipelining is not a free

technique that can be used without any constraint. The good thing is, from prac-

tical point of view, required target clock frequency limits the number of pipelined

stages, and by utilizing voltage scaling or other tunable knobs, the extra cost of

adding flip-flops is minimized.

Voltage scaling modeling

In order to incorporate the voltage scaling in the pipelined interconnect

study, we model the voltage scaling as below. In terms of repeater models, output

resistance r0 and leakage factor ηleak need to be remodeled as a function of supply

voltage Vdd to capture the delay and energy change due to the voltage scaling.

In the voltage range [0.7 V, 1.3 V] considered in this work, we use SPICE to

characterize the leakage current and output resistance of CMOS repeater, and fit

the data using specific curve regressions, as shown in Fig.IV.2.

To fit the leakage current Ileak of a repeater, we use an exponential func-

tion [55]:

Ileak(Vdd) = K1e
K2Vdd . (IV.7)



57

0.6 0.8 1 1.2 1.4
0

5

10

15

20

25
Normalized leakage current vs. supply voltage

V
DD

 (V)

N
or

m
al

iz
ed

 le
ak

ag
e 

cu
rr

en
t

 

 

65nm: SPICE
65nm: Fitting
45nm: SPICE
45nm: Fitting
32nm: SPICE
32nm: Fitting
22nm: SPICE
22nm: Fitting

(a) Modeling leakage current with voltage scaling.

0.6 0.8 1 1.2 1.4
0.5

1

1.5

2
Normalized repeater resistance vs. supply voltage

V
DD

 (V)

N
or

m
al

iz
ed

 r
ep

ea
te

r 
re

si
st

an
ce

 

 

65nm: SPICE
65nm: Fitting
45nm: SPICE
45nm: Fitting
32nm: SPICE
32nm: Fitting
22nm: SPICE
22nm: Fitting

(b) Modeling repeater resistance with voltage scaling.

Figure IV.2: Voltage scaled models built by using HSPICE simulation and curve

regression.
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For output resistance r0 of repeater, based on the α-power current law, following

function is adopted [55]:

r0(Vdd) = K1
Vdd

(Vdd − Vth)K2
(IV.8)

where Vth is the threshold voltages (around 0.4-0.5 V for predictive models). K1,K2

in (IV.7) and (IV.8) are the fitting coefficients, and are solved using Matlab Curve

Fitting Toolbox [49]. Fitted coefficient K2 (α in the α-power current law) in

(IV.8) is around 1-1.2, which is reasonable for short-channel models. In this work,

we define normalized Ileak and r0 by normalizing to the values measured at the

nominal Vdd of each process. Fig.IV.2(a) and Fig.IV.2(b) show the accuracy of the

proposed models versus SPICE simulations for normalized Ileak and r0. Generally,

less than 4% and 2% maximum relative errors can be achieved for resistance and

leakage modeling, respectively. Based on the normalized Ileak, normalized leakage

factor (ηleak) can be computed as:

ηnleak(Vdd) =
ηleak(Vdd)

ηleak(V nom
dd )

=
V nom
dd

Vdd

Inleak(Vdd) (IV.9)

where ηnleak and Inleak indicate the normalized ηleak and Ileak, and V nom
dd indicates

the nominal Vdd for given process. The following evaluation flow will take function

ηnleak and rn0 (normalized r0) to calculate ηleak and r0 at each Vdd point, using:

ηleak(Vdd) = ηnleak(Vdd)× ηleak(V
nom
dd ), (IV.10)

and

r0(Vdd) = rn0 (Vdd)× r0(V
nom
dd ). (IV.11)

The obtained results are later fed into (IV.1)-(IV.2) to evaluate the performance

of repeated-wire at given Vdd.

For voltage-scaled modeling of flip-flops, following the same idea as mod-

eling repeater resistance, we fit the flip-flop delay dFF using (IV.8), and replace

parameter dFF with a scaled function dFF (Vdd) in the flow after modeling.
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Finally, after taking all the voltage-scaled models into account, perfor-

mance of pipelined global interconnects, including dtotal(N, Vdd), etotal(N, Vdd), and

fbw(N, Vdd) are remodeled using (IV.4)-(IV.6) and treated as functions of pipelining

depth N and supply voltage Vdd.

IV.2 Design objectives and metrics

Different objectives are studied for the pipelined global interconnects here

in order to deal with different applications, also several metrics are defined to eval-

uate the overall performance. We briefly discuss and summarize all the objectives

and metrics used in this work as follows.

IV.2.A Design objectives

Conventional repeated global wire design tries to optimize the total la-

tency of interconnects (like in the traditional high-end processor design), and if

based on this objective to optimize pipelined global wire, we will end up with

adding few flip-flops but larger repeaters and wider wire, to bring much more

energy overhead. We label this design objective as Min-Latency in this work.

For the new design paradigm that considers throughput as the dominant

performance measure of on-chip interconnects, with taking the energy and area

overhead into account, several new design objectives are proposed to optimize

pipelined global interconnects, following the work [15].

Max-TPE is introduced to optimize the global interconnects for low-

power applications. Metric TPE is defined as the throughput-per-bit-energy of a

single pipelined wire, which is maximized to reduce the total energy of parallel

wires under the total throughput constraint [15].

Max-TPA is utilized for optimizing global interconnects in high perfor-

mance applications, which only focus on the area reduction with satisfying the
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throughput constraint. Therefore, TPA is defined as the throughput-per-area for

a single pipelined wire, and in terms of area, we consider both interconnect area

consumed by wires and silicon area by the repeaters/flip-flops, but in most cases,

wire area will be dominant. To make this metric more physically clear, we use the

effective wire pitch (total area over the wire length) to represent the area in TPA

definition. In this scenario, maximizing TPA correlates to the throughput density

increase.

To balance the throughput, energy dissipation, and also area, like in [15],

metric TPEA is defined and optimized during the design of pipelined global inter-

connects for some moderate-performance/moderate-cost applications. Generally,

TPEA is defined as the throughput-per-energy-area of a single pipelined wire. The

metric is maximized to reduce the total power-delay product of a set of parallel

wires [15] for a given total throughput constraint. Therefore, Max-TPEA is the

objective that balances the tradeoffs of all the metrics we are looking into.

In this work, we will study the pipelined global interconnects under these

four objectives, but with more attention focusing on the Max-TPEA design, which

provides a better balanced point in the design space.

IV.2.B Performance metrics

Metrics used for evaluating pipelined global interconnects are defined as

follows:

1. Throughput. Throughput is defined as the maximum clock frequency allowed

for pipelined interconnects.

2. Latency. We define the normalized latency (unit: ps/mm) as

latencyn =
total latency

wire length
(IV.12)

to evaluate the delay performance of pipelined interconnects.
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3. Energy per Bit. We define the normalized energy per bit (unit: pJ/mm) as

energyn =
energy per bit

wire length
=

total power

throughput× wire length
(IV.13)

to evaluate the energy dissipation of pipelined interconnects.

4. TPEA. The TPEA (Throughput-per-energy-area, unit: Gbps/µm/pJ) is de-

fined as

TPEA =
throughput

energy per bit× effective pitch
(IV.14)

to evaluate the overall performance of pipelined interconnects.

In the following text, if there is no specific clarification, the throughput,

latency, and energy per bit metrics follow the definitions here.

IV.3 Performance evaluation flow

We develop the evaluation flow to derive the optimal pipelined intercon-

nect designs that satisfy given target clock frequency constraint under different

design objectives as discussed above. The flow can also dump out the performance

metrics defined in Section IV.2.B based on the optimized designs as a reference.

Due to the complexity of multi-variable optimization like this problem, we adopt

the idea in [53] to build the flow. Instead of using complex nonlinear programming

method, we simplify the problem by limiting the range of wire geometry (w, pitch)

and discretize the variables by defining the minimum resolution. The general top-

level algorithm (Algorithm 1) for optimizing pipelined global interconnects under

given technology and objective is described below.

At the beginning of algorithm, some necessary global parameters, includ-

ing the technology data, are defined for later usage. Design objective (objective)

is defined to guide the following optimization. In the most outer for-loop, Vdd is

swept from minimum to maximum in the predefined range. For each Vdd point,

delay and energy parameters (ηleak, r0, dFF ) of repeaters/flip-flops are computed
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Algorithm 1 Pipelined Wire Optimization Algorithm

1: Define global and technology parameters

2: Define design objective

3: for Vdd = V min
dd to V max

dd do

4: Compute ηleak, r0, dFF

5: N ← 1

6: repeat

7: for pitch = pitchmin to pitchmax do

8: for w = wmin to pitch do

9: Compute rw(pitch,w), cw(pitch,w)

10: sinv, linv= fminsearch(objective, rw, cw)

11: Compute cost function f

12: end for

13: end for

14: Search minimum cost f(N)

15: Estimate throughput(N), delay(N), and energy(N)

16: N ← N + 1

17: until Throughput reaches the target frequency

18: end for

19: return Optimal design variables: pitch, w, sinv, linv

performance: f(Vdd, N), delay(Vdd, N), energy(Vdd, N)
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based on scaled models derived in Section IV.1.B. To satisfy the target clock fre-

quency with the minimum extra cost, we try to change the number of flip-flops N

incrementally until the throughput constraint is met. For any given N , we build a

matrix, which takes wire geometries pitch, w as the indices, to store the estimated

performance metrics and cost function f . Repeater design parameters sinv, linv are

optimized based on wire geometries and design objective, by using the MATLAB

built-in optimization engine fminsearch. After the execution of the two inner

for-loops, we are able to compute the cost function f for pipelining depth N by

searching the minimum (or maximum) element in the f(pitch, w) matrix. With

the obtained indices (pitch, w), performance metrics for pipelining depth N are

also derived based on corresponding matrix. If the throughput does not meet the

requirement, the loop will continue by adding one flip-flop. Finally, after opti-

mization for each Vdd point, the algorithm dumps out the optimal design variables

pitch, w, sinv, linv, and performance metrics in the matrix form which uses Vdd and

N as indices. With these information, it is easy to study how the pipelining and

voltage scaling affect the performance of pipelined interconnects, as shown in the

following section.

IV.4 Experimental results

Applying the evaluation flow developed in Section IV.3, we perform the

experiments in this section to study the performance scaling of pipelined global

interconnects under different design objectives across technology nodes from 65

nm down to 22 nm.

IV.4.A Experimental settings

For the transistor models, we use the predictive technology models from

Arizona State University [70], and the models are Level 54 BSIM3v3 models, which



64

are used broadly to predict performance scaling of CMOS circuits. HSPICE is

utilized to characterize the delay and energy of repeaters and flip-flops to build the

scaled models used in the optimization. We use MATLAB to do curve regression

and implement the performance evaluation flow as discussed in Section IV.3.

In our following study, we set the wire length l=10 mm, and switching

factor αsw=0.2, to represent the typical on-chip global wire scenario. During the

performance evaluation, the upper limit of wire pitch is set to be 1 µm for all

technologies. In terms of voltage scaling, we sweep Vdd from 0.7 V to 1.3 V incre-

menting by 50 mV. As the current technology node, we choose 45 nm process to

study the impact of pipelining and voltage scaling on the performance of pipelined

interconnects. We repeat the experiments for 65 nm, 32 nm, and 22 nm to discuss

the technology scaling.

IV.4.B Pipelining effect

We study the impact of pipelining on the interconnect performance using

45 nm process under the nominal Vdd (1 V) voltage, as shown in Fig.IV.3.

Fig.IV.3(a) shows that overall throughput is improved as pipelining goes

deeper, and as described in Section IV.3, our flow stops adding flip-flops when the

throughput reaches the target clock frequency, which is 5.88 GHz indicated by the

dash line. Compared with Min-Latency, other objectives (Max-TPE/TPA/TPEA),

which try to take area/energy into account, actually tend to use more flip-flops,

to alleviate the timing slack and enforce more power/area reduction of repeated

wires. As a result, Max-TPEA will need two times of number of flip-flops (14 vs.

6) compared with Min-Latency to reach the target clock frequency.

Fig.IV.3(b) and Fig.IV.3(c) show that latency and energy per bit increase

with the pipelining depth N due to the delay and energy overhead brought by

the flip-flops. For latency comparison, Min-Latency achieves the lowest latency

compared with other objectives, because of the latency-target optimization and
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Figure IV.3: Impact of the number of pipelining stages on the performance of

pipelined global interconnects using 45 nm CMOS process under different design

objectives.
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smaller N . Latency increases as objective is switched from Max-TPE, Max-TPA,

to Max-TPEA. The latency overhead due to pipelining is around 50% for all the

objectives. To reach the same clock frequency, 2.6x increase on the latency of Max-

TPEA design is observed compared with the Min-Latency design. On the other

hand, Min-Latency design does consume much more energy compared with other

options (4.1x energy overhead compared with Max-TPEA design). It is noted that

the energy overhead due to pipelining is very small, which is only 10% increase for

all the objectives, mainly due to the dominance of wire and repeater capacitance.

IV.4.C Voltage scaling effect

Effects of voltage scaling on the pipelined global interconnects are ex-

plored in Fig.IV.4. Still, we use 45 nm process and assume pipelining depth N is

chosen accordingly to satisfy the throughput constraint for different objectives.

Fig.IV.4(a) and Fig.IV.4(b) show the scaling trends of latency and energy

per bit within given supply voltage range. Latency decreases as supply voltage Vdd

increases, but tends to be saturated as Vdd is larger than nominal value (1 V for 45

nm process). As Vdd drops to very low values (≤ 0.8 V), the latency performance

deteriorates very quickly for Min-Latency/Max-TPA designs, which exclude energy

in the repeated wire optimization. This example helps to illustrate the stability

of Max-TPE/TPEA designs under the voltage scaling. Also, we can verify this

conjecture from the energy perspective. From Fig.IV.4(b), it is clear to see, as

Vdd increases, the energy per bit of Min-Latency/Max-TPA designs increase much

more quickly than the Max-TPE/TPEA designs. As a result, in the studied Vdd

range, the difference of energy overhead due to voltage scaling for Max-TPEA and

Min-Latency design is large (0.024 pJ/mm vs. 0.078 pJ/mm).

To evaluate how the overall performance of pipelined interconnects be-

haves with voltage scaling, we compare the TPEA metric for different objectives

in Fig.IV.4(c). It is obvious that Max-TPEA design achieves the maximum TPEA
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Figure IV.4: Impact of supply voltage scaling on the performance of pipelined

global interconnects using 45 nm CMOS process under different design objectives.
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values compared with other options. TPEA of Min-Latency design is about one

order of magnitude lower than that of Max-TPEA one. Furthermore, due to the

throughput-energy tradeoff, there exists an optimal Vdd point in terms of maximum

TPEA values for throughput-centric pipelined interconnect designs. For this case,

the optimal Vdd values for Max-TPE/TPA/TPEA design are 0.9 V, 0.75 V, and 0.8

V, respectively. All these optimal Vdd values are below the nominal Vdd (1 V), show-

ing the benefit of reducing Vdd to improve overall performance of pipelined global

interconnects. Compared with nominal Vdd designs, TPEA values can be improved

as much as 20%, 54%, and 25% using optimal Vdd for Max-TPE/TPA/TPEA, re-

spectively.

IV.4.D Technology scaling

Performance scaling trends of pipelined global interconnects are studied

using four different processes, and nominal Vdd with target throughput constraint

is assumed in this part. Results are shown in Fig.IV.5.

As technology scales, latency of pipelined interconnects increases approx-

imately exponentially, around 1.2-1.4x per generation (Fig.IV.5(a)). The latency

drop while scaling from 65 nm to 45 nm is mainly due to the improvement of CMOS

process, that high-k/metal-gate and stress effect are incorporated in the newly re-

leased 45-22 nm PTM models [70]. Without such process breakthroughs, latency

increases gradually because of the larger wire resistance, higher wire coupling, and

especially deeper pipelining in the smaller feature size. Energy per bit, by contrast,

decreases as technology scales, by about 30% per generation (Fig.IV.5(b)). The

energy reduction is mainly due to the decrease of supply voltage and circuit gate

capacitance. At 22 nm node, if choosing Max-TPEA design, latency can reach 456

ps/mm, whereas energy per bit is about 0.0125 pJ/mm.

TPEA is also improved as technology scales, as shown in Fig.IV.5(c).

For throughput-centric designs, TPEA metric is improved exponentially, about
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Figure IV.5: Impact of technology scaling on the performance of pipelined global

interconnects under different design objectives.
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2.4x per generation, whereas for Min-Latency design, the increasing slope is much

lower, only 1.5x per generation. As a result, at 22 nm node, there will be a huge

performance gap in terms of TPEA between Max-TPEA and Min-latency designs

(982 Gbps/µm/pJ vs. 18 Gbps/µm/pJ). The benefit of switching to throughput-

centric design becomes more promising in the future nodes.

IV.4.E Design example
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Finally, we give two 45 nm design examples of pipelined global intercon-

nects that are optimized using the proposed flow, and compare design variables

and performance metrics of those two designs. All the results are summarized in

Table IV.3. To make the comparison more meaningful, we choose the Min-Latency

using nominal Vdd as the reference design, and choose Max-TPEA with optimal

Vdd to be compared to explore these two different design styles.

It is seen that instead of using very wide wire and strong repeaters to

improve the latency in Min-Latency design, Max-TPEA tends to choose narrower

wire (93% width reduction) and weak repeaters (90% size reduction) to reduce

the energy and also area. In order to satisfy the throughput constraint, deeper

pipelining is adopted in Max-TPEA design. Freedom of scaling Vdd also helps to

reduce the energy further and improve the overall performance. As a result, in

terms of performance metrics, Max-TPEA design does scarify some latency (4.4x

increase), however, it can achieve lower energy (86% reduction), higher throughput

density (3.6x increase), and finally have up to 25x improvement on the TPEA

metric over the Min-Latency design.

IV.5 Summary

In this chapter, we study the performance scaling trends of pipelined

global interconnects with voltage scaling as technology nodes advances from 65 nm

to 22 nm. Simple but accurate voltage-scaled models are derived to capture the

performance/energy degradation of repeaters/flip-flops, and used in the proposed

optimization flow. Three design objectives (Max-TPE/Max-TPA/Max-TPEA) are

introduced for throughput-centric pipelined global interconnect design and com-

pared against conventional Min-Latency design. Some observations regarding the

scaling of performance metrics of different objectives are summarized as follows: 1)

deeper pipelining is utilized for throughput-centric designs to alleviate timing slack

and reduce energy/area, 2) 20% to 50% overall performance improvement can be
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obtained by reducing the nominal Vdd to optimal values, and 3) Max-TPEA design

with voltage scaling can improve performance of Min-Latency design by 25x with

only 4x latency overhead, and also shows more promising trends as technology

scales.

Chapter IV includes the content of one published conference paper, “Per-

formance Prediction of Throughput-Centric Pipelined Global Interconnects with

Voltage Scaling”, by Y. Zhang, J. F. Buckwalter, C. K. Cheng, in Proceedings of

2010 IEEE International Workshop on System Level Interconnect Prediction. The

dissertation author was the primary investigator and author of the paper.
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Energy-Efficient Equalized Global

Interconnects

In this chapter, we propose an equalized global link architecture for ultra-

high-speed and low-energy on-chip communication by utilizing active continuous-

time linear equalizer (CTLE). Accurate modeling of the CTLE is introduced to

greatly improve the correlation between eye-opening prediction and SPICE simula-

tion. Also, the proposed global link is analyzed using a linear system method, and

the formula of CTLE eye-opening is derived to provide high-level design guidelines

and insights. To reduce the energy-per-bit of the proposed link, a driver-receiver

co-design flow is introduced by adopting Sequential Quadratic Programming (SQP)

non-linear optimization and applied for design space exploration.

V.1 Equalized on-chip global link

Figure V.1 shows the overall structure of equalized on-chip global link

proposed in this work. The whole system is composed of a chain of tapered CML

buffers as driver, differential on-chip T-line with terminated resistance, CTLE and

sense-amplifier based latch as receiver. The basic working principle is introduced

74



75

CMLCML CML CTLE latch

clk

Ibias=VDD/RLISS

RT

RL,RD,CD,Vod

RS=Vsw/ISS

Veye

@Driver

Veye

@Wire-end

Veye

@CTLE

Taper factor: u

Number of Stage: N

Fanout: X

I1=Iss/u
N-1

I2=Iss/u
N-2

Differential On-Chip T-line

(Pitch, Width)

Figure V.1: The overall structure of equalized on-chip global link studied in this

work.

as follows.

The transmitted high-speed digital signals (such as random bit patterns)

first go through the chain of tapered CML buffers, to convert to low-swing differen-

tial signals to drive the following on-chip T-line. Similar to the delay optimization

of CMOS inverter or buffer chain [4], tapered factor u and number of stages N can

be decided based on the total fan-out X accordingly [29], which will be discussed

later in Section V.2. For given specific driver output swing Vsw, bias current ISS

of final CML stage, can be optimized to trade-off the driver power consumption

and eye-opening at wire’s end. In this work, we treat driver swing Vsw as a design

parameter of equalized global link, and define bias current ISS as one of the design

variables that can be optimized in the overall flow.

In terms of on-chip global wire, we model it as on-chip T-line by building

uninterrupted differential wire surrounded by power and ground shielding on top of

reference ground plane, which could be a high-density lower-level metal layer. The

2-D EM Field solver [31] and a synthesized compact circuit model [40] is adopted

to model and simulate the transient response of such on-chip T-line structure.

Geometries (pitch, width) of T-line are design parameters which can be tuned to

adjust the characteristic impedance Z0 and wire DC resistance to trade-off the

signal attenuation with the wire area. We also add termination resistance RT at

the far-end of T-line to help improve the eye-quality after T-line [83]. The value

of RT is a design variable to be optimized in the flow.
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At the receiver-side, one stage of continuous-time linear equalizer (CTLE)

is used to recover the transmitted signal by boosting the eye-opening. CTLE pa-

rameters, including load resistance RL, source degeneration resistance RD and

capacitance CD, and over-drive voltage Vod, are optimized to improve the received

eye quality as well as reduce receiver power consumption. To convert received

signals back to digital level, a dedicated synchronous sense-amplifier based latch

(SA-latch) is added after CTLE. In this work, we assume SA-latch is a pre-designed

macro1 using 45 nm predictive CMOS technology [70] which can recover the min-

imum input eye-opening Vmin=50 mV to 1 V digital level at 20 Gbps data rate2.

In the following sections, each building block is discussed in detail and the

driver-receiver co-design methodology is also introduced to determine the best set

of design variables [ISS,RT ,RL,RD,CD,Vod] that achieves the lowest energy-per-bit

for the proposed equalized global link.

V.2 Driver design for on-chip transmission-line

Tapered CML buffers are used as on-chip T-line driver in this work for

achieving high-speed signal communication. The basic working principle has been

introduced in previous works [69] [29] and here we summarize the design guide-

line for such driver configuration and then present a driver design example which

combines CML driver design with T-line geometry optimization by considering the

signal integrity after T-line.

1We adopt the sense amplifier design introduced in [57] and convert it to SA-latch by adding
SR-latch at the output. SPICE simulation indicates that power dissipation of SA-latch slightly
increases as input eye-opening decreases (5% increases as eye-opening varies from 250 mV to 50
mV), therefore we assume the power dissipation of SA-latch is constant value and do not consider
it in the link power optimization.

2Based on the SPICE simulation, SA performance degrades (larger delay and slower output
slew-rate) significantly when input signal amplitude is smaller than 50 mV for the design used
in this work. As a result, we set the required minimum input eye-opening Vmin=50 mV.
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Figure V.2: The CML buffer schematic and DC transfer characteristic.

V.2.A Design guideline for tapered CML chain

The schematic and DC transfer characteristic of a CML buffer is shown

in Fig.V.2. The design parameters of such CML buffer include load resistance RS,

size of input transistor W , and tail current ISS. The output swing of such CML

buffer is RSISS. To guarantee the transistors operated in the saturation region,

Vsw = RSISS ≤ Vth (V.1)

where Vth is the threshold voltage of CMOS transistor.
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For given driver power budget ISS or output swing requirement Vsw, driver

resistance RS can be optimized accordingly with T-line termination resistance RT

for the best eye-quality at the wire-end. Conventional chip-to-chip interconnect

design methodology chooses driver resistance equal to characteristic impedance

Z0 of T-line to minimize the reflection. However, for on-chip T-line, we have

the freedom to optimize RS for better power consumption or signal integrity due

to the large resistive attenuation of on-chip wires. As long as RS and ISS are

determined, in order to make sure the output swing is larger than the minimum

input voltage [69] such that CML buffer can be cascaded into a chain, size of CML

input transistor becomes (assuming long-channel model),

W ≥ 2LISS

µCoxVsw
2 (V.2)

where L is the channel length, µ is the mobility, and Cox is the per-unit-area oxide

capacitance.

In terms of tapered CML chain design, after designing the final stage,

total fan-out X can be calculated assuming the first-stage size is fixed. According

to [29], to minimize the CML chain delay, taper factor u should be the base of

natural logarithm e, which is around 2.7. Therefore, the number of stages becomes,

N = ⌈ln(X) + 1⌉. (V.3)

Finally, each CML stage in the chain can be designed backward by scaling all the

circuit parameters of next stage with the factor u.

V.2.B Driver design example

Adopting the methodology described above, we design the CML driver

with T-line geometry optimization together. The T-line configuration used in this

work is shown in Fig.V.3. We assume 45 nm 1P11M CMOS process3 is used

3Predictive Transistor Models from [70] are used for transistor-level SPICE simulation.
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Figure V.3: The cross-section of differential on-chip T-line.

and differential T-line is built at Metal 9 where the power or ground shielding

is implemented on the same layer. Metal thickness is 1.2 µm and height to the

reference ground plane (assuming Metal 1 in this work) is 3.5 µm4. The width and

spacing of T-line can be adjusted as studied in the following. We use EIP [31] to

perform 2D EM extraction and adopt synthesized model [40] to simulate transient

response in HSPICE. The algorithm in [62] is used to estimate the worst-case eye-

opening at the wire-end based on simulated T-line step response. For this work,

we target 20 Gbps global signaling over 10 mm on-chip T-line. To optimize the

CML driver with T-line termination for the best eye-opening, we implemented a

Sequential-Quadratic Programming [8] (SQP)-based non-linear optimization flow

in MATLAB and apply it to find the best set of [RS,RT ] in terms of highest wire-

end eye-opening for given T-line geometries.

First we study how to choose the width and spacing of on-chip T-line

for fixed pitch (=width+spacing). The results are summarized in Table V.1. For

the fixed T-line pitch, it is seen that the optimal wire-end eye-opening is achieved

when width and spacing becomes equal, which is the result of reducing T-line

attenuation by balancing wire DC resistance and T-line characteristic impedance

Z0. Also, the optimal driver resistance RS is slightly smaller than Z0 for increasing

4Reducing the height to ground plane will increase capacitance and decrease inductance for
T-line. As a result, signal loss becomes worse but the impact is not significant. SPICE simulation
shows that, by reducing height of T-line from 3.5 µm to 1.2 µm, CTLE eye-opening loss is around
15 mV, which is equivalent to 15% power increase for the same driver-receiver design and eye-
opening constraint. In real implementation, higher-level metal layer can be chosen as ground
plane to save routing resources, but all the following analysis and design space exploration are
still valid and can provide similar guidelines for smaller height scenarios.
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Table V.1: Impact of T-line width/spacing on the received eye quality for a given

ISS=6 mA. Width + Spacing=2.0 µm

width (µm) 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3

Z0 (Ω) 63.7 60.1 56.6 53.1 49.6 46.1 42.5 38.7
RS (Ω) 42.5 44.3 44.0 42.5 40.3 37.3 33.8 22.5
RT (Ω) 84.3 87.6 87.8 85.2 80.7 74.8 67.7 69.7
Veye (mV) 10.9 14.9 17.5 19.0 19.3 18.4 16.6 13.8

Table V.2: Impact of T-line pitch on the received eye quality for a given ISS=6

mA. Width=Spacing=1/2*pitch

pitch (µm) 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4

Z0 (Ω) 34.9 38.8 42.2 45.0 47.5 49.6 51.5 53.0
RS (Ω) N/A N/A 14.7 24.5 32.6 40.3 47.0 53.1
RT (Ω) N/A N/A 29.2 49.6 65.6 80.7 94.1 105
Veye (mV) closed closed 1.0 4.6 10.8 19.3 29.0 39.5

the incident wave amplitude to boost the eye-opening [17].

By assuming the equal width-spacing T-line configuration, we sweep the

pitch and observe the eye-quality change in Table V.2. It is shown that eye-

quality is improved as T-line pitch increases because of larger Z0. However, larger

pitch introduces more area overhead as well as reduces the throughput density.

Therefore, the minimum pitch which satisfies the wire-end eye-opening requirement

(decided by noise/crosstalk or other possible signal-integrity considerations) should

be chosen during the design of CML driver and loaded T-line.

Based on the above observations, a driver design example is derived to

satisfy the constraint that T-line eye-opening is larger than 20 mV. The design

parameters and SPICE simulated performance data are summarized in Table V.3.

It is noted that the CML buffer chain shows shorter delay compared with conven-

tional CMOS buffer chain, but tends to consume more power because of the static

tail current. We should consider reducing CML driver power dissipation from

the system-level and optimizing the driver design with CTLE receiver together to
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Table V.3: A 20 Gbps CML driver design example for 10 mm on-chip T-line.

Design parameters Simulated performance
pitch = 2.2 µm Driver delay: 30 ps
RS = 47 Ω RT = 94 Ω T-line delay: 80 ps (8 ps/mm)
ISS = 6 mA, Vswing = 282 mV Driver power: 6.5 mA
final stage W/L = 22.5 µm/45nm Eye-opening at driver output: 232 mV
u = 2.5, X = 100, N = 6. Eye-opening at wire-end: 22 mV

voutvin
G

S

D

RD CD

rds CLRL
gmvgs

(a) (b)

Figure V.4: The schematic (a) [23] and equivalent small-signal circuit (b) for

Continuous-Time Linear Equalizer (CTLE).

reduce the power overhead.

V.3 Continuous-time linear equalizer design

The modeling, design, and optimization of CTLE are discussed in this

section and one CTLE design example based on pre-designed CML driver and

T-line is also shown to demonstrate the effectiveness of equalization approach for

on-chip global link.

V.3.A CTLE modeling

Figure V.4 shows the schematic and equivalent small-signal circuit of

CTLE studied in this work. Different from previous models [7], we try to consider
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transistor output resistance rds as well as the parasitic capacitance C
para
D and Cpara

S
5

to reduce the modeling error and get better correlation with SPICE simulation

results. To calculate the small-signal parameters,

gm = αIbias/Vod, rds = 1/(λIbias) (V.4)

where Ibias=Vdd/(2RL) is the bias current for one branch of the CTLE. Coefficient α

and λ are functions of over-drive voltage Vod. We perform the SPICE simulations

and curve fitting to calculate these coefficients. In terms of parasitic modeling,

we set Cpara
D =Cpara

S =1.5 fF/µm, and calculate the total effective capacitance by

adding the external and parasitic one together.

Based on the small-signal analysis, the transfer function of CTLE be-

comes,

H(s) = GDC
1 + sRDCD

1 + as+ bs2
(V.5)

where

GDC = gmrdsRL

(gmrds+1)RD+rds+RL
,

a = (rds(RLCL+RDCD)+(gmrds+1)RDRLCL+RDCDRL)
(gmrds+1)RD+rds+RL

,

b = rdsRDCDRLCL

(gmrds+1)RD+rds+RL
. (V.6)

To verify accuracy of the proposed CTLE modeling approach, we perform

CTLE optimization on a test case (10 mm T-line, 20 Gpbs signal, 16 mV eye-

opening at the wire-end) using the similar SQP-based flow as for driver design.

CTLE parameters [RL, RD, CD, Vod] are optimized during the flow for the best eye-

opening at CTLE output. To study the relation of eye-opening and CTLE power

consumption, we set different power constraints and re-run the experiments. The

results are visualized in Fig.V.5. It can be seen that eye-opening increases with

relaxed power constraints, but tends to become saturated afterwards, which means

5Cpara
D and Cpara

S indicate the parasitic capacitances on the drain and source terminal of
CMOS transistor, respectively.
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Figure V.5: The predicted and simulated eye-opening vs. CTLE power

consumption for different modeling approaches.

higher power consumption may not always help to improve the eye-quality6. In

terms of different modeling approaches, previous simple modeling (not considering

rds and parasitic, blue lines) introduces the largest errors between the prediction

(using algorithm in [62]) and HSPICE simulation results. Considering rds (red

lines) can improve the correlation. With parasitic effects added (black lines), the

modeling errors are greatly reduced. In the above test case, the relative error for

eye-opening prediction can be reduced to around 5% using the proposed accurate

CTLE model. More importantly, better optimization results (higher CTLE eye-

opening) can be generated because of the tighter correlation between prediction

and SPICE simulation.

V.3.B CTLE design example

Applying the proposed CTLEmodel with similar SQP-based optimization

flow, we design and optimize CTLE by using pre-designed CML driver and T-line

in Section V.2.B as driver stage. The cost function is to optimize eye-opening at

6This phenomenon will be explained later in Section V.4 after CTLE eye-opening formula is
derived.
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Table V.4: A 20 Gbps CTLE design example for 10 mm on-chip T-line.

Design parameters Simulated performance
RL = 440 Ω, RD = 110 Ω, CD = 680 fF Receiver eye-opening: 87 mV
Ibias = 1.14 mA, W/L = 13.7 µm/45nm Receiver power: 1.6 mA

the CTLE output. The CTLE design parameters and performance metrics are

summarized in Table V.4. It is seen that after CTLE stage eye-opening is boosted

to 87 mV compared with 20 mV at the wire-end. Therefore SA-latch can be added

to capture the signal and convert it back to digital level.

V.4 Equalized global link analysis

Before introducing the driver-receiver co-optimization flow and showing

the optimization results, we analyze the proposed equalized global link by simpli-

fying the problem and applying linear system analysis approach. The derivations

shown below also shed light on the results of design space exploration performed

in Section V.5.B and provide design insights or guidelines to help designers under-

stand the trade-offs of equalized global link design.

V.4.A CTLE eye-opening analysis

We first derive the expressions of eye-opening at the wire-end and CTLE

output. To simplify the analysis, we treat on-chip global wire as one-pole dominant

linear system, which means that the inductance effect (T-line effect) of global wire

is neglected in the following analysis. This assumption is approximately valid for

on-chip narrow wires because signal attenuation is very large due to the limited

dimensions [67]. As a result, the step response of studied on-chip wire will have

slower RC-type rise edge which can be simply modeled by a single time-constant

in the exponential function [17].

Based on the above assumption, the transfer function of on-chip inter-
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connect becomes,

HI(s) = GI
1

1 + s/pI
(V.7)

where GI is the DC gain of on-chip interconnect and pI indicates the assumed

dominant pole. By applying inverse-Laplace transformation, we can derive the

wire step-response and the eye-opening at the wire-end can be further written as,

V wire
eye = GI

(
1− 2e

−TC
τI

)
(V.8)

where TC is the clock period (time interval of one bit data), and τI indicates the

time constant of interconnect, which is the time that interconnect step-response

reaches 0.63GI .

Firstly we consider CTLE as 1-zero, 1-pole linear system (ignoring the 2nd

non-dominant pole for now), and neglect the transistor output resistance rds and

parasitics in the following analysis. Based on Eq.(V.5), eye-opening after CTLE

can be derived as,

V CTLE
eye = GIGDC

(
1− 2e

−TC
τI

GHF
GDC

)
(V.9)

where GHF=gmRL is the high-frequency gain of CTLE, and GDC=gmRL/(1 +

gmRD) is the DC gain of CTLE. Since GHF/GDC >1, Eq. (V.9) shows that CTLE

boosts the signal eye-opening by reducing the time-constant of step-response.

Typically high-frequency gain of CTLE is limited by either power dissi-

pation or circuit area. Suppose for certain GHF , we want to optimize CTLE for

given interconnect (τI) and data rate (TC) that achieves the highest eye-opening.

As a result, the optimal pole/zero ratio of CTLE can be derived as

p

z

∣∣∣
opt

=
GHF

GDC

∣∣∣
opt

= 1.68
τI
TC

. (V.10)

Based on Eq.(V.10), for more lossy on-chip interconnects (narrower or thinner

wire) and higher data rate, pole of CTLE needs to be designed further away from

the zero in order to boost the signal eye-opening higher. Plugging Eq.(V.10) back

to Eq.(V.9), the highest achievable eye-opening of CTLE becomes

V CTLE
eye

∣∣∣
opt

= 0.63GIGDC = 0.1875α

(
TC

τI

VDD

vod

)
GI . (V.11)
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Figure V.6: The CTLE eye-opening for different p2/p1 ratios. The following

parameters are assumed to generate the figure: α=1.2, TC=50 ps, τI=250 ps,

VDD=1 V, vod=100 mV, GI=0.3 V.

Based on Eq.(V.11), the highest CTLE eye-opening for given interconnect

and data rate is only affected by the over-drive voltage vod, which is independent

of CTLE power dissipation. In other words, the optimal eye-opening will not be

improved by increasing the CTLE power dissipation continuously. This explains

why eye-opening curve becomes saturated in Fig.V.5. On the other hand, Fig.V.5

also shows that CTLE eye-opening is improved with its power dissipation when

the value is small, which is due to the effect of 2nd non-dominant pole of CTLE as

discussed below.

In order to consider 2nd pole in following CTLE analysis, we assume,

p2
p1

=
RDCD/(1 + gmRD)

RLCL

> 1 (V.12)

where p1, p2 indicate the 1st, 2nd pole of CTLE. Considering the 2nd pole in CTLE

transfer function, we re-derive the CTLE eye-opening expression as follows,

V CTLE
eye =

K2

γ

(
1− 2K1

K1 − γ
e−γ +

2γ

K1 − γ
e−K1

)
(V.13)
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RL,RD,CD,VodIRX=VDD/RL

RS=Vsw/ISSVsw Rw Cw Veye
Figure V.7: The global link model used for system-level analysis.

where

K1 =
TC

RLCL

, (V.14)

K2 =
GIgmRLTC

τI
= 0.5α

TC

τI

VDD

vod
GI , (V.15)

γ =
GHF

GDC

TC

τI
= (1 + gmRD)

TC

τI
. (V.16)

Based on Eq.(V.13)-(V.16), if 2nd pole is larger enough to be neglected (K1 ≫ 1),

Eq.(V.13) will convert back to Eq.(V.9). In this scanario, the optimal γ=1.68

as derived in Eq.(V.10). On the other hand, when 2nd pole is approaching 1st

pole (increasing load capacitance or decreasing CTLE bias current), parameter K1

will kick in to affect CTLE eye-opening, which explains why eye-opening drops as

CTLE current decreases in Fig.V.5. The optimal γ also becomes a function of 2nd

pole location, and will increase slightly as the 2nd pole approaches 1st pole. To

illustrate this 2nd pole effect, we plot CTLE eye-opening for different p2/p1 ratios

in Fig.V.6. In this studied case, the optimal eye-opening will decrease by 11% if

p2/p1 ratio decreases to 5. Accordingly, the optimal γ will increase slightly from

1.7 to 2.0, which means the 1st pole needs to be designed further away from the

zero to compensate the performance degradation due to 2nd pole.

V.4.B System-level analysis

By modeling CML driver as an ideal voltage source that generates Vsw

voltage with output resistance RS as shown in Fig.V.7, we can re-write interconnect
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DC gain and time constant as below,

GI =
RT

RT + 2Rw + 2RS

2Vsw, (V.17)

τI =

(
1

2
Rw +RS

)
Cw (V.18)

where Rw, Cw are total resistance and capacitance for on-chip interconnect. Plug-

ging Eq.(V.17)-(V.18) back to Eq.(V.13) and assuming γ is given (such as constant

value between 1.7 and 2.0), we can write the optimal eye-opening of global link as

a function of driver and receiver current (ITX , IRX),

V CTLE
eye

∣∣∣
opt

= f (K1, K2) = f (ITX , IRX) (V.19)

where

K1 = K1 (IRX) =
TC

VDDCL

IRX , (V.20)

K2 = K2 (ITX) ≃ αVsw

(
VDD

vod

)
TC(

1
2
Rw + 1.58 Vsw

ITX

)
Cw

. (V.21)

Based on Eq.(V.19)-(V.21)7, it is noted that8: 1) Global link eye-opening

increases as driver or receiver current increases; 2) Eye-opening will become satu-

rated as driver or receiver current is larger enough; 3) How to distribute the total

current between driver and receiver needs to be investigated in order to reduce the

total power of global link.

To study how to design driver and receiver current to reduce the total

power dissipation for given global link eye-opening constraint, we plot the 3D

map (Fig.V.8(a)) and 2D contour (Fig.V.8(b)) of eye-opening using the proposed

analytical model for a test case in Fig.V.8. The 3D map shows that eye-opening

increases as driver or receiver current increases, but becomes saturated quickly with

7To simplify Eq.(V.21), we assume T-line termination resistance RT is larger enough to let
the interconnect DC gain approximately equal to driver swing Vsw, which is often the case in
order to boost the CTLE eye-opening.

8The following observations are valid when function f in Eq.(V.19) is increasing monotonically
with variables K1,K2, which is easy to be proved by calculating the partial derivatives.
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Figure V.8: 3D map and 2D contour of global link eye-opening (after CTLE)

based on derived analytical model. This figure is generated using following

parameter values: TC=50 ps, VDD=1 V, CL=5 fF, RL=1 kΩ, Vsw=300 mV,

Rw=150 Ω, Cw=1 pF, α=1.2, vod=100 mV.
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the receiver current, verifying previous observations. For given link eye-opening

constraint, contour map can be used to determine the best current distribution

for driver and receiver by finding the 45 degree tangent point for certain contour

line, which is corresponding to certain constant eye-opening. For example, base

on the case shown in Fig.V.8(b), to satisfy 130 mV eye constraint, driver and

receiver current can be chosen as 1.35 mA and 0.7 mA respectively (tangent point

located at the left-bottom corner of contour map), corresponding to the lowest

total power dissipation 2.05 mA. The contour map proposed here is very useful for

the designers to estimate global link eye-opening at the early stage, allocate the

driver and receiver power dissipation from the system-level, and manipulate multi-

dimensional design trade-offs (eye-opening, power, area, etc.) to satisfy design

requirements.

V.5 Driver-receiver co-design for low energy-per-

bit

Combining each building block together using designs derived in previous

sections, the whole system shown in Fig.V.1 can be built and we show the sim-

ulated eye-diagrams at different locations (CML driver output, wire-end, CTLE

receiver output) as shown in Fig.V.9. This result is based on the design method-

ology which optimizes driver and receiver independently with specific eye-quality

consideration, therefore eye-opening remains reasonable value at each observation

node. However, this methodology may bring in unnecessary power overhead due to

the over-design. In order to reduce the energy-per-bit for whole system, we explore

the driver-receiver co-design by performing the non-linear optimization using the

conventional design in Fig.V.9 as an initial solution. The co-optimization flow is

developed using Sequential-Quadratic Programming method [8] and described in

the following subsections. Using the proposed co-optimization flow, we perform a



91

Veye@Driver

 (
V

)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(op6,on6))
DeltaY=0.24161

(a) Eye at driver output.

Veye@Wire−end

 (
V

)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(outw1,outw2))

DeltaY=0.024233

(b) Eye at wire-end.

Veye@CTLE

 (
V

)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(outp,outn))

DeltaY=0.091207

(c) Eye at CTLE output.

Figure V.9: Simulated eye-diagrams at different locations of proposed equalized

on-chip global link using conventional design methodology. The design

parameters: RS=47 Ω, RT=94 Ω, RL=440 Ω, RD=110 Ω, CD=680 fF, Vod=60

mV. Simulated power consumption (driver+receiver w/o SA-latch) is 8.1 mW.



92

Veye@Driver

 (
V

)

−0.4

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

0.4

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(op6,on6))

(a) Eye at driver output.

Veye@Wire−end

 (
V

)

−0.4

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

0.4

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(outw1,outw2))

(b) Eye at wire-end.

Veye@CTLE

 (
V

)

−0.4

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

0.4

 t(s)

0.0 20p 40p 60p 80p 100p

(V) : t(s)

eye(v(outp,outn))

DeltaY=0.11349

(c) Eye at CTLE output.

Figure V.10: Simulated eye-diagrams at different locations of proposed equalized

on-chip global link using low-power design methodology.The design parameters:

RS=148 Ω, RT=1100 Ω, RL=890 Ω, RD=1430 Ω, CD=150 fF, Vod=58

mV.Simulated power consumption (driver+receiver w/o SA-latch) is 3.8 mW.
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Figure V.11: The driver-receiver co-optimization flow.

set of experiments to study the performance tradeoffs of equalized on-chip global

link in terms of different T-line pitches and driver swings. A full-link SPICE simu-

lation with sense-amplifier latch loaded is also performed to show the performance

metrics (including sensitivity to the process variations) of the proposed global link.

V.5.A Driver-receiver co-optimization flow

The proposed driver-receiver co-optimization flow is illustrated in Fig.V.11.

In this flow, pre-designed CML driver and CTLE receiver are combined together

as the initial solution. Co-design cost function is then estimated for certain specific

solution. This stage is decomposed into three steps in the flow. Firstly, we use

HSPICE to simulate the T-line step response for specified driver resistance (ISS)

and termination resistance (RT ). Secondly, step response after CTLE is calculated

in MATLAB by adopting the proposed modeling approach (Eq.(V.5)). Finally,

worst-case eye-opening after CTLE can be estimated using the algorithm in [62].

The co-design cost function, which will be minimized in the optimization, is defined
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as,

f1 =
Power

Veye

, (V.22)

or

f2 = Power + c1e
c2(Vmin−Veye) (V.23)

where c1,c2 are constant coefficients, and Vmin is the user-defined minimal eye-

opening constraint. Cost function f1 indicates the power efficiency, which is mini-

mized to reduce the power dissipated for boosting unit eye-opening. Cost function

f2 is used to minimize the total power dissipation of global link that satisfies the

minimal eye-opening constraint Vmin. In the following experiments, we first use cost

function f1 to demonstrate the effectiveness of co-design methodology, then switch

to cost function f2 to explore the design space in order to further reduce the power

dissipation. After evaluating the cost function, a non-linear optimization routine

which uses the internal Sequential Quadratic Programming (SQP) algorithm im-

plemented in MATLAB [49] is called to permute the initial solution and guide the

optimization iteration. In the end, the flow will generate the best solution, which

is the optimal set of design variables of global link [ISS, RT , RL, RD, CD, vod] in

terms of user-defined cost function.

We use the proposed flow to optimize the initial solution in Fig.V.9 with

cost function f1, and present the eye-diagrams after optimization in Fig.V.10. It

can be seen that eyes at the driver/T-line output are nearly closed after low-power

optimization, but final eye after CTLE is actually improved from 91 mV to 113

mV, and total power dissipation drops from 8.1 mW to 3.8 mW as well. In terms of

design parameters, driver resistance RS and CTLE load resistance RL increase dra-

matically to reduce the power dissipation, also other variables are adjusted accord-

ingly to compensate the eye-opening loss due to larger resistance. The co-design

solution also supports the analysis performed in Section V.4.B, which indicates

that total link power is minimized by reducing the extra driver/receiver

power burned for optimizing eye-opening at internal nodes.
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V.5.B Design space exploration

We explore the design space of equalized global link using the proposed

driver-receiver co-optimization flow in this section. During the experiments, we

sweep design parameters, which include driver output swing Vsw (swept from 200

mV to 400 mV with the interval 50 mV) and T-line pitch9 (swept from 2 µm to 4 µm

with the interval 0.2 µm), and run co-optimization flow to find the optimal global

link design for each corresponding [Vsw, pitch]. The cost function f2 (shown in

Eq.(V.23)) is adopted in the optimization, and the minimal eye-opening constraint

after CTLE is set to be 100 mV. The design target is set to be: 20 Gbps signaling

over 10 mm on-chip wire in 45 nm predictive CMOS technology.

Based on the above settings, we run through the global link optimization

flow and present the results in Fig.V.12 (solid lines). The average run time of

generating the optimal solution for each [Vsw, pitch] set is about 20 min, which

contains about 1000 iterations. The cost function evaluation for each design there-

fore takes about 1.2 sec using the CTLE modeling whereas the 1000-cycle PRBS

HSPICE simulation normally takes 90 sec on the same machine. As a result, the

proposed flow is demonstrated to achieve over 75x run time improvement and also

guaranteed to catch the worst-case eye-opening scenario according to [62].

The power dissipation (CML driver and CTLE only, without including

SA-latch yet) map in the explored [Vsw, pitch] space is shown in Fig.V.12(a). It

is noted that global link power drops quickly as T-line pitch increases but tends

to saturate when T-line pitch is larger than 3 µm. Based on Fig.V.12(a), power

saving is between 60% and 70% when T-line pitch increases from 2 µm to 3 µm,

whereas this number drops to about 25% to 35% when pitch increases from 3 µm

to 4 µm. In terms of driver voltage swing, in order to boost the final eye-opening

to satisfy the eye constraint, link power dissipation will increase as swing drops,

however, this power increase becomes smaller and even can be ignored (less than

9T-line width is set to be 1
2pitch as discussed in Section V.2.B.
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Figure V.12: 3D map of power dissipation and figure of merit (FoM) for

equalized global link in the explored design space. Solid lines indicate the

single-supply design, whereas dash lines indicate the split-supply design.
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15%) as T-line pitch is larger than 3 µm. In summary, total power dissipation

of global link decreases for larger T-line pitch and higher driver voltage swing,

but the power reduction will become very limited as pitch falls into [3 µm, 4 µm]

region. The lowest achievable total power excluding SA-latch is about 1.9 mW

(0.095 pJ/b for 20 Gbps data rate) in the explored design space.

To measure the overall performance of the proposed global link, we in-

troduce and define the Figure of Merit (FoM) as follows,

FoM =
1

power · pitch2
∝ Throughput Density

Power× Area
(V.24)

where throughput density is the amount of data (bandwidth) can be transferred

per unit chip area (T-line pitch). Basically, larger FoM means more data can be

transferred over the global link using less power and chip area. In Fig.V.12(b), we

plot the map of FoM to show how it is affected by driver swing and T-line pitch.

It is shown that there is an optimal T-line pitch value in terms of best FoM due

to the trade-off of power and area. The optimal pitch slightly varies for different

driver swings, but is in the range of [2.4 µm, 2.8 µm] based on Fig.V.12(b). FoM

is also improved by increasing the driver swing but the gain is very limited, which

is less than 20% in the explored space. As a result, [400 mV, 2.4 µm] is the

optimal [Vsw, pitch] set which corresponds to the best FoM in the space. The

power dissipation for this design is 3.98 mW (0.20 pJ/b for 20 Gpbs data rate)

and the throughput density is about 2.78 Gpbs/µm.

In order to further reduce the total power of equalized global link, one

solution is to provide split power supply for driver and receiver separately. Since

the CML driver stage only needs to provide Vsw (<VDD) driver swing, it is possible

to reduce the driver supply to reduce driver power dissipation without affecting

quality of transmitted signals. In order to make sure all the transistors in CML

driver operated in saturation region, the lower bound of driver supply becomes,

V CML
DD ≥ Vsw + 2Vov (V.25)
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where Vov is the over-drive voltage of CML input and bias transistor (which pro-

vides the tail current). Assuming Vov=150 mV in our design, we redraw the 3D map

of power dissipation and FoM for split-supply design and overlay them with curves

of single-supply design in Fig.V.12 by annotating with dash lines. It is shown

that up to 45% power reduction (corresponding to 1.8x FoM improvement) can

be achieved by adopting the split-supply approach. Also, since lower driver swing

brings in more power saving according to Eq.(V.25), the optimal driver swing for

split-supply design is lower than that of single-supply case. In the explored space,

the optimal [Vsw, pitch] set is [300 mV, 2.6 µm] for split-supply design in terms

of best FoM, which corresponds to 2.39 mW power (0.12 pJ/b for 20 Gbps data

rate) and 2.56 Gpbs/µm throughput density. We will use this solution as well as

the optimal single-supply solution to run the full link SPICE simulation (including

SA-latch stage) to sign-off the overall performance and compare the tradeoffs of

single-supply and split-supply approach in the following section.

V.5.C Full global link performance sign-off

To sign-off the performance of global link, SA-latch stage is included in

the full link HSPICE simulation as shown in Fig.V.13. In this work, we adopt

a double-tail latch-type sense-amplifier design [57] to build up the SA-latch, and

add back-to-back NOR gate (the SR-latch) at the end to convert SA output signal

from RZ (return-to-zero) to NRZ (non-return-to-zero) code same as the input

PRBS patterns. The SA-latch is tuned based on predictive 45 nm CMOS process

and can recover as low as 50 mV input differential signal back to 1 V full-swing.

The power dissipation of SA-latch slightly changes with input signal level, and is

around 1.5 mW for a 20 Gbps PRBS pattern with signal amplitude ranging from

50 mV to 250 mV.

Using the SA-latch shown in Fig.V.13 with the optimal single-supply

and split-supply design found by the flow in Section V.5.B, we perform the full-
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Figure V.13: The schematic of Sense-Amplifier Based Latch (SA-latch) used in

this work.

Table V.5: Performance sign-off and comparison of on-chip equalized global link

for single-supply and split-supply design.

Performance Metrics Single-Supply Split-Supply
Total Power (mW) 5.54 3.91
Driver Power (mW) 3.30 1.88
Receiver Power (mW) 2.24 2.03

Total Delay (ps) 160 155
Driver Delay (ps) 45 40
T-line Delay (ps) 80 80

Receiver Delay (ps) 35 35
Energy per Bit (pJ/b) 0.277 0.196

Normalized Delay (ps/mm) 16 15.5
Throughput Density (Gbps/µm) 2.78 2.56

Yield∗ (%) 96 92.6
∗Yield numbers are based on 500-run Monte Carlo simulations.
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link HSPICE simulation and summarize the performance metrics in Table V.5.

In the simulation, we employ 210-1 PRBS patterns to evaluate the signal quality

and measure power and delay of the link. As shown in Table V.5, total power

dissipation of global link has about 1.5 mW overhead compared with the values

in Fig.V.12(a) due to the added SA-latch stage. The optimal split-supply design

consumes less 30% power than single-supply one because of the great amount of

power reduction (over 40% reduction) on the driver stage. In terms of total delay,

both single-supply and split-supply design achieve very similar value, and the delay

consumed on the driver and receiver is almost the same as time of flight of T-line.

Split-supply design shows slightly smaller delay number because lower driver swing

(300 mV) is used in the design. By using the normalized performance metrics to

evaluate the global link, it is seen that split-supply design could achieve 20 Gbps

signaling over 10 mm global wire with 0.196 pJ/b energy per bit, 15.5 ps/mm

latency, and 2.56 Gpbs/µm throughput density. Split-supply design dominates

single-supply design in terms of delay and power dissipation, but may increase

chip area or introduce some yield loss due to more sensitivity to process variations,

which will be studied in following Monte Carlo simulations.

In order to study the impact of process variations on the proposed global

link, we perform 500-run Monte Carlo simulations in HSPICE to show the yield

(percentage of runs can be recovered by SA-latch back to 1 V digital level), total

delay and power distributions. To setup our Monte Carlo simulation, we assume all

the transistors have 40 mV 3-σ deviation, and all the passive elements (resistance

and capacitance) have 3-σ deviation equal to 10% of the nominal value except for

RD and CD, which are assumed to have only 2%-nominal-value 3-σ deviation10.

In addition, each supply voltage (two separate supplies in split-supply design)

10Because RD and CD are critical parameters affecting equalization quality of CTLE, during
chip implementation, RC tuning approach [37] [64] can be used to control the variation of re-
sistance and capacitance, especially RC product (RDCD), in certain limited range. As a result,
smaller variation is assumed for RD and CD to reflect this tuning effort in the Monte Carlo
simulation.
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is assumed to have 5%-nominal-value 3-σ deviation to model the power supply

variation.

Applying the above settings, 500-run Monte Carlo simulation shows 96%

and 92.6% yield number for single-supply and split-supply respectively, as shown

in the last row of Table V.5. The possible reasons for yield loss can be: 1) poor eye-

quality after CTLE due to either driver or CTLE receiver variations; 2) increased

SA mismatch due to variations. The split-supply design has additional 3.4% yield

loss compared with single-supply design, which can be attributed to additional

supply variation added by a dedicated lower driver supply.

Excluding the outliers, which fail yield analysis, from the Monte Carlo

simulation results, we draw histograms to illustrate the distribution of total de-

lay and power dissipation of global link, and measure the approximate mean µ

and standard deviation σ in Fig.V.14. Distribution of link power dissipation is

shown in Fig.V.14(a). Blue bar and green bar indicate the single-supply and

split-supply design, respectively. The single-supply design shows wider power dis-

tribution (3σ/µ=26.9%), whereas the power variation of split-supply is much less

(3σ/µ=13.1%) due to the reduced driver power percentage in the total power. In

terms of total delay, the equalized global link shows a very small variation. Single-

supply and split-supply design have a nearly identical and narrow distribution as

shown in Fig.V.14(b). The delay variation for single-supply 3σ/µ=4.0%, whereas

the one for split-supply 3σ/µ=4.6%.

V.6 Summary

In this chapter, we propose an equalized on-chip global link structure by

employing tapered CML driver, CTLE equalizer, and sense-amplifier based latch.

Design guidelines to optimize CML driver with tuning the T-line dimensions are

presented. Also, an accurate CTLE modeling is developed to improve the corre-

lation of eye-opening prediction and SPICE simulation within 5%. Furthermore,
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a set of analysis is performed to derive the theoretical formula for CTLE eye-

opening, therefore eye-opening contour map can be generated to provide design

insights from system-level. By adopting the SQP non-linear optimization method,

we develop a driver-receiver co-optimization flow and apply it to explore design

space of the proposed global link for lowest energy-per-bit.

The final optimal solution we found adopts separate supplies (600 mV for

driver and 1 V for receiver) and 300 mV low-swing signaling, which can achieve

20 Gbps data rate over 10 mm, 2.6 µm-pitch on-chip T-line with 15.5 ps/mm

latency and 0.196 pJ/b energy using predictive 45 nm CMOS process. The 3σ/µ

variations for power and delay are 13.1% and 4.6% respectively, based on 500-run

Monte-Carlo simulation.

Chapter V includes the content of one submitted journal paper, “Energy

Efficiency Optimization through Co-Design of the Transmitter and Receiver in

High-Speed On-Chip Interconnects”, by Y. Zhang, J. F. Buckwalter, C. K. Cheng,

which is submitted to IEEE Transaction on VLSI Systems. The dissertation author

was the primary investigator and author of the paper.



VI

Conclusion

VI.1 Summary of contributions

In this dissertation, we study the design and optimization of various on-

chip interconnection schemes for high-speed and low-power global communication.

Different wire operating modes (RC wire and transmission-line), signaling methods

(single-ended and differential-pair; repeated, pipelined, and uninterrupted wiring),

and equalization approaches (passive and active) are considered in the work, and

the corresponding performance metrics are predicted and compared across several

technology nodes. A general framework based on SQP non-linear programming,

which is used to optimize the on-chip interconnection according to certain user-

defined constraints, is also proposed and shown to be very effective in improving

the energy efficiency of one active-equalized global interconnect design. The main

contributions of each chapter are summarized as follows.

Chapter III reviews and compares six current global interconnection

schemes in terms of latency, energy per bit, throughput, area, and signal integrity,

and studies their scaling trends with the technology. A set of simple performance

models for all these interconnections is proposed and used for early-stage estima-

tion. An efficient general framework is also developed for optimizing on-chip T-line
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interconnections.

Chapter IV explores the performance of pipelined RC interconnection

with considering voltage and technology scaling for different applications. The

impacts of pipelining depth, voltage and technology scaling are studied through

numerical experiments by using a general evaluation flow. Overall performance

improvement for adopting throughput-centric design methodology is demonstrated

compared with traditional latency-aware optimization.

Chapter V proposes an active-equalized global interconnection for ultra-

high-speed and low-power global communication. Accurate modeling and perfor-

mance analysis are performed by adopting linear system method, and analytical

formula for received eye-opening is derived to provide high-level design guide-

lines. A transmitter-receiver co-design methodology is developed to greatly im-

prove energy-efficiency of the proposed interconnection.

VI.2 Future works

One potential future direction is to study the potential performance of

on-chip global interconnection by employing emerging technologies, such as 3D

interconnect using Through-Silicon Vias (TSVs), optical interconnect, carbon-

nanotubes or nanowires, and so on. With the proper equivalent electronic mod-

eling, the current optimization framework can be extended to optimize these new

interconnection schemes and explore the design trade-offs compared with conven-

tional copper interconnect.

The other research topic is to implement the proposed energy-efficient

equalized interconnection with standard CMOS process and demonstrate the ef-

fectiveness through silicon measurement. The idea of energy reduction through

transmitter and receiver co-design needs to be verified in real silicon. The design

of on-chip T-line and accurate passive elements might be the main challenges need

to be resolved during the implementation.



Appendix A

Performance analysis of ideal

pipelined repeated RC wires

We analyze the performance metrics of pipelined repeated RC wire with-

out maximum pipelining depth limit in the following, and define some parameters

shown in Table A.1. Using defined parameters and assuming the energy and delay

are evenly distributed within each pipelining stage the same as in previous long

R-RC wires without flip-flop insertion, formulae for performance estimation can

be derived as follows:

Table A.1: Design parameters used in performance analysis of P -RC structure

symbol description

N Pipelining depth (# of flip-flops inserted)
L Total wire length

TFF Total latency of flip-flop (sum of Tc−q and Tsetup)
CFF Effective capacitance of flip-flop (obtained by power simulation)
tRC Normalized delay of optimized R-RC wire
eRC Normalized energy of optimized R-RC wire
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Latency = NTFF + tRCL, (A.1)

Power =
NCFFV

2
DD + eRCL

TFF + tRC(L/N)
, (A.2)

Bandwidth =
1

TFF + tRC(L/N)
, (A.3)

Energy = NCFFV
2
DD + eRCL. (A.4)

To derive the optimal pipelining depthN , we take the derivative of Energy/Band-

width, and let it equal zero. The optimal N is shown to be,

Nopt =

√
eRCtRC

CFFV 2
DDTFF

L (A.5)

which is proportional to the wire length and shows an increasing trend with technol-

ogy scaling. If there is no limit on the upper-bound of pipelining depth (ideal P -RC

case), the performance metrics of P -RC in terms of min-Energy/Bandwidth

can be obtained by plugging in (A.5) back to (A.1)-(A.4),

Latency =

(√
eRCtRCTFF

CFFV 2
DD

+ tRC

)
L, (A.6)

Power =

(
eRC

TFF

)
L, (A.7)

Bandwidth =
1

TFF + tRC

√
CFFV 2

DDTFF

eRCtRC

, (A.8)

Energy =

√eRCtRCCFFV 2
DD

TFF

+ eRC

L. (A.9)

It can be seen that most metrics (latency, power, energy) of ideal P -RC

structure are linearly proportional to L, except for the bandwidth, which is inde-

pendent of the wire length L. Also, the bandwidth increases nearly exponentially

as the technology scales, similar to the trend of transistor performance scaling.
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