
UC Riverside
UC Riverside Electronic Theses and Dissertations

Title
Modeling, Design, and Analysis of III-V Nanowire Transistors and Tunneling Transistors

Permalink
https://escholarship.org/uc/item/6z37b72x

Author
Khayer, Mohammad Abul

Publication Date
2011
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/6z37b72x
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA
RIVERSIDE

Modeling, Design, and Analysis of III-V Nanowire Transistors and Tunneling
Transistors

A Dissertation submitted in partial satisfaction
of the requirements for the degree of

Doctor of Philosophy

in

Electrical Engineering

by

Mohammad Abul Khayer

March 2011

Dissertation Committee:
Dr. Roger K. Lake, Chairperson
Dr. Alexander A. Balandin
Dr. Javier E. Garay



Copyright by
Mohammad Abul Khayer

2011



The Dissertation of Mohammad Abul Khayer is approved:

Committee Chairperson

University of California, Riverside



Acknowledgments

At first, I would like to express my heartiest gratitude and deep appreciation to my

PhD advisor Professor Roger Lake, Department of Electrical Engineering, University

of California at Riverside, for his continuous support, interactive guidance and sug-

gestions during the past four years as his student. Without his strenuous engagement

in this thesis, this work would not be possible to materialize. My experience of work-

ing and interacting with Prof. Lake on developing modeling and simulation tools,

analytical models, deriving theory, understanding and solving the crucial problems

for nanoscale devices is invaluable. I am grateful to my Doctoral committee members

for their support and suggestions. I appreciate discussions with my former lab mates

Dr. Khairul Alam and Dr. Nicolas Bruque.

To my family: I thank to my mom (Amma), brothers (Elias, Delwar, Shahid),

sisters (Saleha and Rehana) for their support throughout graduate school. And lastly,

to my dearest and loving wife Sohana, who has dealt with all the ups and downs by

supporting and encouraging me without any condition, while pursuing her PhD in

Mechanical Engineering. I would be delighted to convey my special thanks to my

cute and beautiful son Aayan, whom while taking in my lap I was being able to work

in my laptop.

The text of this dissertation, in part or in full, is a reprint of the material as it

appears in the following journals and/or proceedings:

iv



• IEEE Transactions on Electron Devices [1, 2]. Reprinted with permission from

[1, 2]. c© [2008] IEEE and c© [2009] IEEE.

• IEEE Int. Electron Devices Meeting Tech. Dig. [3]. Reprinted with permission

from [3]. c© [2008] IEEE.

• IEEE Electron Devices Letters [4]. Reprinted with permission from [4]. c©

[2009] IEEE.

• Journal of Applied Physics [5, 6]. Reprinted with permission from [5, 6]. Copy-

right [2010], American Institute of Physics.

• Applied Physics Letters [7]. Reprinted with permission from [7]. Copyright

[2009], American Institute of Physics.

The co-author R. K. Lake, listed in the above publications directed and supervised

the research which forms the basis for this dissertation. This work is supported by

the Microelectronics Advanced Research Corporation Focus Center on Nano Materials

(FENA).

v



To my beloved family

vi



ABSTRACT OF THE DISSERTATION

Modeling, Design, and Analysis of III-V Nanowire Transistors and Tunneling
Transistors

by

Mohammad Abul Khayer

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2011

Dr. Roger Lake, Chairperson

The aggressive downsizing of the transistor will continue for at least another

decade. The critical feature size (physical gate length) of transistors will drop to

5 nm in 2020 (referred to as the 11 nm technology node). In the sub-10 nm range, a

variety of low-dimensional materials and structures are being considered to increase

device and circuit performance. Examples are semiconductor nanowires (NWs), car-

bon nanotubes (CNTs), and single-atomic layers of carbon called graphene.

In order to investigate the performance, understand the physics, propose device

design, and guide experiments of nanometer scale complementary metal-oxide semi-

conductor (CMOS) devices with one-dimensional (1-D) novel channel materials, such

as III-V NWs, a generalized quantum mechanical modeling and simulation approach

is undertaken in this dissertation. We have developed models and simulation tools,

derived theory to understand and investigate III-V NW field-effect transistors (FETs)

for next generation high-speed, low-power logic applications. These alternative ma-

terials and geometries are being investigated for two different types of transistors, (a)

standard FETs, and (b) band-to-band tunneling FETs (TFETs).
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In the first part of the dissertation, we have investigated the key device metrics

such as the quantum capacitance, the drive current, the charge, the power-delay

product, the energy-delay product, and the switching frequency of NW FETs based

on InSb, InAs, InP, and GaN materials. We have identified two operational regimes

for these nanoscale devices, namely, the quantum capacitance limit (QCL) and the

classical capacitance limit (CCL). It is shown that n-type NW FETs upto ∼50 nm

in core diameter operate in the QCL, and the corresponding p-type devices operate

in the CCL. Drive currents at a fixed gate overdrive for the n- and p-type devices are

found to be well-matched. Significant performance improvement in terms of device

metrics are predicted for devices operating in the QCL.

In the second part of the dissertation, we have investigated III-V NW and CNT

TFETs. A generalized approach to quickly determine the drive current as a function

of materials, diameter, and electric field is developed. It is found that a CNT with the

same bandgap as a NW can provide 10× drive current at the same electric field. We

have developed a general non-equilibrium Green’s function (NEGF) based approach

within recursive Green’s function (RGF) algorithm to investigate the effects of ‘band-

tails’ on the subthreshold characteristics of TFETs. Band-tails can result from heavy

doping, impurities, and phonons. We show that band-tails resulting from necessary

heavy doping of the source are not a show-stopper for TFETs.
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Chapter 1

Introduction

In order to investigate the performance, understand the physics, propose device de-

sign, and guide experiments of nanometer scale complementary metal-oxide semi-

conductor (CMOS) devices with novel channel materials, such as III-V and carbon, a

generalized modeling and simulation approach is undertaken in this work. In Sec. 1.1,

a brief overview of the journey of conventional silicon (Si) metal-oxide semiconductor

field-effect transistors (MOSFETs) over a period of past four decades, is presented.

In Sec. 1.2, beyond silicon materials and device structures are reviewed. In Sec.

1.3, the experimental demonstration of III-V CMOS devices is outlined. In Sec. 1.4,

brief description of one dimensional (1-D) nanostructures such as nanowires (NWs)

based on III-V materials, and their FET application is presented. In Sec. 1.5, the

issues and challenges associated with the simulation of nanoscale III-V MOSFETs

are highlighted. Finally, in Sec. 1.6, the outline of this thesis is presented.
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1.1 Silicon CMOS scaling: From long channel to

ultra-short channel devices

Planar MOSFETs have experienced a steady, exponential downsizing of their critical

dimensions since their first demonstration in 1960 [8]. The exponential down scaling

of feature sizes, and hence the exponential increase of the transistor count in an

integrated circuit (IC), was first discovered by Gordon Moore in 1965 [9]. His findings,

which later became known as Moore’s Law, states that the number of transistors per

technology node doubles every twenty four months. Moore’s law has been serving

as the guiding principle for the semiconductor chip industries for over 30 years [10].

Over this period of time, the printed gate lengths of the MOSFETs have been scaled

down from 100 µm to 20 nm [10], the later refers to the gate lengths of the 22

nm technology node devices in commercial IC chips which will be available by the

end of 2011. Due to the steady improvement of their performance through scaling,

MOSFETs have become the leading IC technology for high performance and low

power logic applications. Over this long period of time, the technology has faced

numerous challenges, which were solved by vibrant research, ingenuous design, and

excellent engineering.

According to ITRS [10], by 2015, the printed gate length of MOSFETs will be

less than 10 nm. Sustaining Moore’s law will become challenging for these future

technology nodes, where the key technical issue for scaling devices is the off-state

leakage current [11]. Demonstration of planar MOSFETs with gate lengths as short

as 5 nm is found in the literature [12], however, due to high off-state leakage current,

they are not an obvious option for the future ICs. The origin of the scaling limit

for single gate, bulk CMOS is identified to be the inherent poor electrostatics of

the planar geometry, and the poor transport properties of carriers in the channel.
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Consequently, an intense and vibrant research efforts both in academia and industry

have been directed toward exploring novel channel materials and device architectures

for future technology nodes.

Scaling is further pushed using silicon-on-insulator (SOI) technology. Ultra-thin

body SOI MOSFETs show the maturity of this technology [13]. The electrostatics

of the nanoscale CMOS devices drastically improves when additional gates are in-

corporated. Examples are dual-gate [14], tri-gate [15], and FinFET [16]. Due to the

improved short-channel effects of these non-planar devices, it is speculated that one

of them will be the basic device architecture for future technology nodes.

Sustaining Moore’s law depends on the gate insulator scaling, which has been

steadily reduced down to a thickness of 1.2 nm until 65 nm technology node. Any

further reduction in the dielectric thickness severely degrades oxide reliability and

results in exponential increase in gate leakage current. Intel’s innovation of high-κ

(which replaced SiO2) and metal gate (which replaced poly-Si gate) (HKMG) [17]

circumvented these issues and pushed the scaling of the technology nodes down to 32

nm. The replacement of silicon channel by novel materials with improved transport

properties is being viewed as a strong and promising option to continue downscaling

until middle of this decade. Research activities in this area has substantially been

increased in recent years - both in academia and industry; with many new and novel

materials systems and devices now being proposed. We will review the recent ex-

perimental advancements in the area of novel channel materials such as III-V CMOS

devices in the next section.
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1.2 Beyond silicon

Can we sustain progress in information technology hardware by developing some new

switching devices that can be made smaller, faster, and cheaper than silicon tran-

sistors? Is the decade-long era of exponentially compounding improvements in the

cost and performance of computing devices about to end? These were some of the

questions raised by a panel session, “Looking Beyond Moore’s Law, A Technical Per-

spective” [18]. Looking into the past 20 years, the scaling of planar bulk silicon

MOSFETs has been very successful that offered roughly 17% device performance en-

hancement every year [10]. In the coming 15-20 years, the ITRS projects the future

device performance to closely follow this historical trend [19]. However, theoreti-

cal calculations suggest that by simply maintaining the same planar bulk geometry

and/or Si channel, the MOSFET may not be able to keep up with the required per-

formance beyond the year 2015 [19]. The saturation of drive current and the increase

in off-state leakage current upon dimension scaling are the limiting factors for future

technology nodes. By using new materials in the channel which have higher electron

mobility and therefore high injection velocity, the drive current can be increased,

and thus the continued scaling can be sustained. Therefore, looking into the future

scaling of MOSFETs, it becomes important that higher mobility materials such as

III-V together with innovative device structures such as 1-D NWs which may perform

better than even very highly strained Si.

Although there is no hard limit to the scaling of FETs down to sub-10nm gate

lengths (11 nm technology node), it is generally agreed that performance-dimension

scaling will require significant innovations to enhance the transport characteristics of

channel materials [20]. New CMOS device structures and materials will be introduced

in the future nodes as they are proven economically necessary [21]. Integration of III-
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V materials onto Si with novel device structures such as NWs and materials such as

InSb and InAs, can take the technology node to sub-10 nm era with the continued

increment in performance.

There has been extensive research on many other alternative devices, such as

spintronic devices [22], single electron transistors [23], resonant tunneling diodes [24–

43], band-to-band tunneling transistors [4,7,44–54], nanoparticle and molecular based

devices [55–58], and NW FETs [1, 2, 59–70]. But it is not yet clear which of these

new and novel materials and devices will lead the future technology. However, it is

certain that new materials and novel architectures will have to be incorporated onto

Si technology to sustain Moore’s law for technologies beyond 2020.

Due to their small electron effective mass, III-V materials such as InAs, InSb,

and other ternary compound materials such as InGaAs are being investigated as high

mobility channel materials for high performance nMOS. For beyond 10 nm technol-

ogy node various other new materials and novel architectures are being considered.

Examples are semiconductor NWs (based on both III-V and Si), carbon nanotubes

and single layer of carbon called graphene [10]. NWs are 1-D structures that can be

grown with uniform diameter in the nanoscale, without the use of nanometer pattern-

ing or lithography technology. In this thesis, i) III-V materials such as InSb and InAs

are being investigated as novel channel materials for NW-based FETs for high-speed,

low-power logic applications, and ii) III-V materials such as InP and GaN are being

investigated as channel materials in NW FETs for high-speed, high-power microwave

applications.
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1.3 III-V CMOS: Experimental exploration

Robust and highly manufacturable new process technologies, such as chemical va-

por deposition (CVD), metalorganic CVD, atomic layer deposition (ALD), advanced

lithography tools (EBL, FIB), hetero-epitaxy and metal gates, have opened up the

opportunity to integrate III-V compound semiconductors onto Si technology. In

Refs. [71–76] both n- and p-type III-V MOSFETs have been realized experimentally

as potential candidates for future CMOS devices.

III-V compound semiconductor materials have become the most attractive candi-

dates for the next generation FETs also because of the unique possibilities they offer

for the rational control of fundamental properties such as dimension, composition, and

doping during growth [77]. They can be considered promising candidates for future

high-speed, low-power electronic devices because of their narrow bandgap (Eg = 0.35

eV for InAs, for example) implying a small electron effective mass, which yields a very

high mobility. For undoped InAs, the mobility can be as high as µn = 33000cm2/V s,

compared with µn = 1500cm2/V s for Si [66]. Furthermore, the large intravalley

separation energy of InAs allows for a high saturated velocity, vsat = 4 × 107cm/s.

1.4 Nanowire field-effect transistors

A semiconductor NW is a solid rod with a diameter less than 100-200 nm composed of

one or several semiconductor materials. The emergence of bottom-up chemical meth-

ods to fabricate one-dimensional semiconductor structures has enabled the synthesis

of nanoscale wires that can serve as both devices and interconnects in nanoelectronic

circuits. NW FETs have been of particular interest recently, both as vehicles for

the investigation of basic carrier-transport behavior and as potential future high-
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performance electronic devices.

NWs can be synthesized using many techniques, such as molecular/chemical beam

epitaxy, vapor phase epitaxy/chemical vapor deposition, and laser ablation. The

particular method used influences the potential material compositions, doping and

crystal quality, and growth rate.

Most efforts on NW devices have focused on making NW FETs. Researchers

have typically either studied individual NWs [61] randomly placed on a substrate or

have tried to fabricate transistors from arrays of vertical NWs including wrap-gated

Si [62] and InAs NWs [64], even incorporating first attempts at bandgap engineering

into the channel of the device. The carrier mobilities of such NW FETs have been

shown to match or exceed those of planar silicon, and the devices can achieve gain.

Furthermore, p- and n-type nanowires can be assembled into crisscross arrays where

the junctions of the crossed wires serve as on-off switches.

A wide range of NW-based devices and systems, including transistors and cir-

cuits [67, 68, 78], light emitters [79–82], and sensors [83] have been explored. NW

FETs based on III-V [63–66, 78, 84, 85] and II-VI [69, 86] compound semiconductor

materials have demonstrated promising FET characteristics in various gate geome-

tries, namely, top-gate [70,87], back-gate [78,85], wrap-around-gate [65,69], and core-

shell [88] structures.

InSb and InAs NWs, in particular, are attractive candidates for NW FETs due to

their high electron mobility at room temperature [89] and low contact resistance [90].

The low contact resistance is particularly important in nanoscale systems. Contacts

often define performance at the nanoscale. Reports on fabricated both n- and p-

type InSb quantum well FETs show that InSb-based quantum well FETs can achieve

equivalent high performance with lower dynamic power dissipation [72–75]. Recent

discovery of the observation of Quantum Spin Hall effect in III-V [91] and II-VI [92]

7



materials have also motivated the field of spintronics largly due to the fact that there

is the possibility of low power logic devices design using the spin degree of freedom of

the electron [93,94]. Furthermore, III-V materials also have the potential to be used

as channel material in NW band-to-band tunneling FETs (TFETs) for high-speed,

low-power [4, 47, 48, 95] and high-speed, high-power [6, 7] applications.

1.5 Simulation issues and challenges

Physics based simulation for nanoscale devices offer important insight into their op-

eration and help their design optimization. Numerical simulation also helps to guide

experiments and can become a tool for explaining experimental results. Device mod-

eling at nanoscale consists of solving Schrödinger equation and the Poisson equation

self-consistently. Schrödinger equation quantum mechanically calculates the charge

densities and their transmission probabilities, and the Poisson equation solves for the

potential and ensures that the charge profile is consistent with the potential profile.

The basis for calculating transport in semiconductor heterostructures is the un-

derlying electronic bandstructures. Electronic bandstructure calculation can be per-

formed in various ways [96]. The ab initio methods, such as Hartree-Fock or Density

Functional Theory (DFT), calculate the electronic structure from first principles, i.e.,

without the need for empirical fitting parameters. These methods use a variational

approach to calculate the ground state energy of a many-body system where the sys-

tem is defined at atomic level. In contrast to ab initio method, the empirical methods,

such as tight-binding [97] and the k · p method [98] involve empirical parameters to

fit experimental data. Of them, the k · p method is widely used for direct bandgap

semiconductors due to its simplicity and capability to capture essential physics of

the materials in the band extrema. k · p method is based upon perturbation the-
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ory [99, 100]. In this method, the energy is calculated near a band maximum or

minimum by considering the wavevector as a perturbation. In this work, an 8-band

k · p method is used to calculate the electronic bandstructure of the semiconductor

NWs.

Non-equilibrium Green’s function (NEGF) formalism of transport calculation has

been used over a decade with great success in quantum mechanical device simulation

for both silicon and compound semiconductor devices. Recursive Green’s function

(RGF) algorithm has proven to be the most efficient method of solving the NEGF

equation for layered device structures. Atomistic tight-binding modeling of nanostruc-

tures using s, p and d atomic orbital-like basis has been successful for the predictive

simulation of 1-D structures such as resonant tunneling diodes [101], and zero dimen-

sional system such as quantum dots [102]. However, atomistic tight-binding modeling

of nanostructures using s, p and d type atomic orbital basis can be computationally

very expensive for large structures [103]. Modeling a realistically sized device using

such computationally demanding approach can take months to generate transport

data. Using perturbation approach such as k · p method, the computational burden

can be reduced without compromising accuracy, at least for direct gap semiconduc-

tors. For instance, consider an InSb NW with a core/shell structures. The number of

orbitals per layer (Nxy) within sp3 basis become respectively 1568, 3528, 14792 for 2,

4, 10 nm core diameters. RGF algorithm requires inverting a full Nxy×Nxy matrix for

each layer. Inverting, factorizing, and multiplying such matrices are computationally

very demanding [103]. If instead, a discretized k · p method is used to calculate the

electronic structures, then with a proper discretization length (say 1 nm), Nxy can be

reduced by 16 and computer memory required to store the data can be saved by 256.

However, a compromise has to be done in using the discretization length between

accuracy and computational burden.
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1.6 Outline of the thesis

This thesis is divided into the following chapters:

• Chapter 2 (page 13): This chapter presents the material systems that we have

investigated. We have considered technologically important materials systems

for high-speed, low-power and high-speed, high-power applications. Examples

are InSb, InAs, InP, and GaN binary materials. It outlines the methods that

we use to calculate the electronic structures of the NWs, namely 8-band k · p

method and 2-band effective mass method. We use a discretization technique

to solve the k · p equations in three dimensions. The 8-band k · p method

becomes computationally very demanding for larger diameter NWs. We use a

simple 2-band effective mass model to calculate the electronic bandstructures

for larger diameter NWs for n-type NW FETs. We verify the validity of this

model for the conduction bands by comparing the zone center effective mass

with those calculated with the k · p method. It is found that the bandgap

and the zone center effective mass for the NWs reduce with an increase of the

NW diameters. The approach and the results based on in this chapter are

published in [1–3, 5, 6, 104].

• Chapter 3 (page 34): This chapter details the method for determining re-

tarded Green’s function GR and matrix for electron correlation operator G<

that are used to calculate the charge and transport characteristics within non-

equilibrium Green’s function (NEGF) formalism. Recursive Green’s function

(RGF) algorithm is used to solve the NEGF equations. RGF algorithm is, ar-

guably, the most efficient technique known to solve the NEGF equations. The

full details and derivations for NEGF equations can be found in [105–107]. Fi-
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nally the self-consistency between charge calculation and potential calculation

is described. The results of this chapter is published in [2, 4, 108].

• Chapter 4 (page 46): This chapter presents simulated results of NW FETs

based on InSb and InAs materials. These NW FETs offer high-speed and low-

power operation. We have calculated the energy dispersion using 8-band k ·p

method. Parameters such as bandgaps and lowest conduction band zone center

effective masses that have been extracted from the calculated E-k relations are

presented. These results are important for experimental works based on these

materials. The results of this chapter are published in [1].

• Chapter 5 (page 61): In this chapter, device performance metrics for InSb,

InAs NW FETs are presented. Both n- and p-type devices are considered. Two

operational regimes for these nanoscale devices are identified - the quantum

capacitance limit (QCL) and the classical capacitance limit (CCL). Device

performance in these two opposite limits are described. It is shown that devices

operating in the QCL offer significantly improved performance in terms of

energy, power and delay. Optimum design solutions are also presented which

will guide experimental works based on these materials. The results of this

chapter are published in [1–3, 5, 6, 104].

• Chapter 6 (page 110): GaN-based NW FETs are being investigated for high-

speed and high-power applications. The simulated results on GaN NW FETs

are presented in this chapter. It is found that deeply scaled GaN NW FETs

operate in the CCL, in stead of operating in the QCL. This is a result of the

high electron effective mass and consequent high density of states. The results

of this chapter are published in [6].
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• Chapter 7 (page 118): This chapter presents the calculations and results of

InSb, InAs, InP, and GaN NW band-to-band tunneling FETs (TFETs). In the

first part, a generalized approach that we have developed to calculate the tun-

neling current for TFETs as a function of material, diameter, and electric field

is presented. The approach is based on calculating the imaginary wave vectors

in the bandgap. The approach allows one to perform a quick, preliminary

evaluation of a large design-space to narrow down the possibilities for more

in-depth modeling and analysis or designing split lots for empirical testing. In

the second part, a generalized method to calculate the effects of ‘band-tails’

on the subthreshold characteristics of the NW TFETs are presented. The

‘band-tails’ can result from heavy doping, impurities, and/or phonons. The

results of this chapter is published in [4, 6, 7, 108].

• Chapter 8 (page 165): In this chapter, summary of the thesis is presented

and future works directly related to this dissertation is suggested.
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Chapter 2

Electronic bandstructures

Full device modeling starts with calculating the electronic structures which basically

defines the material under investigation in nanoscale. Therefore, electronic structures

calculation is crucial for any nanoscale device modeling. In this chapter, we present

the materials systems that we have investigated in Sec. 2.1. In Sec. 2.2, we present

the details of the method that we use to calculate the electronic structures of III-V

nanowires (NWs), namely, an 8-band k ·p model. We start with a general description

of the k · p in Sec. 2.2.1, then we introduce the spin-orbit coupling in for III-V

materials in Sec. 2.2.2, and discuss the details of the multi-band k · p method and

the discretization techniques in Sec. 2.2.3. Finally, we also present a 2-band effective

mass model that we use to calculate the electronic structures of larger diameter NWs

in Sec. 2.2.4, and the model for calculating the imaginary wave vector in the bandgap

of the materials is presented in Sec. 2.2.5.
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Figure 2.1: Zinc blende crystal structure.

2.1 Zinc blende materials systems

III-V materials such as InAs and InSb exhibit zinc blende crystal structure [109].

The zinc blende crystal consists of two interpenetrating face-centered-cubic (FCC)

lattices, one having a group III element atom (i.e., In) and the other a group V

element atom (i.e., As). A zinc blende crystal is characterized by a single lattice

constant, a. Fig. 2.1 shows a typical zinc blende crystal structure. It is based on an

FCC lattice of anions and cations. The cations occupy one of the tetrahedral holes.

Zinc blende is best thought of as an FCC array of anions-cations occupying one half

of the tetrahedral holes. Each ion is 4-coordinate and has local tetrahedral geometry.

The choice of InAs and InSb for high-speed and low-power NW FETs is motivated

by their physical properties: first of all, they are direct gap materials, the bandgap

is small, only 0.35 eV for InAs and 0.23 eV for InSb, and problems with electrical

contacting of wires should be minimal. Secondly, the low electron effective mass, m∗ =
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0.023m0 for InAs and m∗ = 0.013m0 for InSb, provides strong quantum confinement

effects and a large energy level separation in the wires. The mobility is also high due

to the low effective mass, which is of interest for high-speed device application.

Another feature which is distinctive for these semiconductor materials (InAs) [110]

is that the Fermi level is known to pin in the conduction band at the surface, at least

for bulk material. Because of this, there is an accumulation of carriers at the surface.

This behavior is in contrast to GaAs, which has a surface depletion that limits the

minimum feasible diameter of a wire unless the surface is passivated. In principle, any

metal should thus result in a good, Ohmic contact to InAs. However, a disadvantage

with the strong pinning in the conduction band might be that it prevents realization

of p-type InAs NWs. Most recently, experimental techniques have been developed to

unpinning the Fermi level for the design of III-V FET source/drain contacts [111].

We have investigated InSb/InP and InAs/InP core/shell NWs as the channel for the

NW FETs and NW TFETs. The core region contains InSb or InAs materials and

the shell is InP, which acts as the dielectric for the NW FETs.

III-V materials such as InP and GaN have direct wide bandgaps, large breakdown

fields, and high saturation velocities and are considered for applications in high-

speed, high-power nanoelectronics. These materials also exhibit zinc blende crystal

structure. We have investigated InP/AlP and GaN/AlN core-shell NWs as channel

for high-speed and high-power NW FETs and NW TFETs. The material parameters

for these materials systems are presented in Table 2.1 [109].

2.2 Electronic structures calculation

Electronic bandstructure calculation can be performed in various ways [96]. The

ab initio methods, such as Hartree-Fock or Density Functional Theory (DFT), calcu-
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Table 2.1: Material Constants

Symbols InAs InSb InP GaN
Eg(300K) eV 0.417 0.235 1.4236 3.3

∆0 (eV) 0.39 0.81 0.108 0.017
me(emu) 0.026 0.0135 0.0795 0.15

γ1 20.0 34.8 5.08 2.67
γ2 8.5 15.5 1.6 0.75
γ3 9.2 16.5 2.1 1.1

Ep (eV) 21.1 23.3 20.7 25.0
a(3000K) Å 6.0583 6.4794 5.8697 4.50

late the electronic structure from first principles, i.e., without the need for empirical

fitting parameters. These methods use a variational approach to calculate the ground

state energy of a many-body system where the system is defined at atomic level.

In contrast to ab initio method, the empirical methods, such as tight-binding [97]

and the k · p method [98] involve empirical parameters to fit experimental data. Of

them, the k · p method is widely used for direct bandgap semiconductors due to

its simplicity and capability to capture essential physics of the materials in the band

extrema. k·p method is based upon perturbation theory [99,100]. In this method, the

energy is calculated near a band maximum or minimum by considering the wavevector

as a perturbation. It uses a minimal set of parameters that are determined empirically

from experiments. By means of a perturbative approach, it provides a continuation

in the wave vector k of the energy bands in the vicinity of some special point in

the Brillouin zone (BZ). In our work, we use a three dimensionally (3-D) discretized

8-band k · p method to calculate the electronic bandstructures of III-V NWs.

The electronic wave functions that satisfy the Schrödinger equation with a periodic

lattice potential in a bulk crystal are given by Bloch’s theorem:

ψnk(r) = eikrunk(r). (2.1)
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The cell-periodic Bloch function unk(r) depend on the band index n and the envelope

function wave vector k. The wave function ψ(r) form a complete set of states as do

the wave functions based on Bloch functions at any other wave vector, including the

wave vectors at special points in the BZ [98]. In treating the electronic properties

of direct gap semiconductors, it is usual to consider the zone-center Γ-point Bloch

functions un0(r) for the wave function expansions, and drop the reference to the k=0

index for these functions.

The general form of the wave functions may be considered to be linear combination

of a finite number of band wave functions of the form

ψ(r) = fn(z)eikxxeikyyun(r) ≡ Fn(r)un(r). (2.2)

The envelope functions Fn(r) are typically considered to be slowly varying, whereas

the cell periodic and more oscillatory Bloch functions satisfy Schrödinger’s equation

with band-edge energies.

2.2.1 General description of the k · p method

The k · p method can be derived from one-electron Schrödinger equation,

Hψn(r) =

(

p2

2m
+ V (r)

)

ψn(r) = Enψn(r), (2.3)

where H, ψn(r), and En denote, respectively, the one-electron Hamiltonian, and the

wave function and energy of an electron in an eigen state labeled by n. Using the

Bloch theorem, the solutions of Eq. 2.3 are expressed, in reduced zone scheme, as

given in Eq. 2.2. When ψnk is substituted into Eq. 2.3, we obtain an equation in unk
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of the form,

(

p2

2m
+

~k · p
m

+
~

2k2

2m
+ V

)

unk = Enkunk. (2.4)

At k0 = (0, 0, 0), Eq. 2.4 reduces to

(

p2

2m
+ V

)

un0 = En0un0 (n = 1, 2, 3, ...). (2.5)

Similar equation can be obtained for k equal to any point k0. The solutions of Eq.

2.5 form a complete and orthonormal set of basis functions. Once En0 and un0 are

known, the terms ~k ·p/m and ~
2k2/(2m) can be treated as perturbation using either

degenerate or non-degenerate perturbation theory [96]. Since the perturbation terms

are proportional to k, the method works best for small values of k (in the zone center).

Once the E-k is known for a particular material system, effective of a non-

degenerate band can be easily determined using k ·p method. Let us assume that the

band structure has an extremum at the energy En0 and the band is non-degenerate at

this energy. Using standard non-degenerate perturbation theory, the eigen functions

unk and eigen values Enk at a neighboring point k can be expanded to second order

in k in terms of the unperturbed wave functions un0 and energies En0 by treating the

terms involving k in Eq. 2.4 as perturbations.

unk = un0 +
~

m

∑

n′ 6=n

〈un0|k · p|un′
0
〉

En0 − En
′
0

un′
0
, (2.6)

and

Enk = En0 +
~

2k2

2m
+

~
2

m2

∑

n
′
6=n

|〈un0|k · p|un
′
0
〉|2

En0 − En′
0

. (2.7)
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For small values of k, the energy Enk becomes,

Enk = En0 +
~

2k2

2m∗
, (2.8)

where m∗ is defined as the ‘effective mass’ of the band. Comparing Eqs. 2.7 and 2.8,

we obtain an expression for the effective mass,

1

m∗
=

1

m
+

2

m2k2

∑

n′ 6=n

|〈un0|k · p|un′
0
〉|2

En0 − En′
0

. (2.9)

Obvious is the fact from Eq. 2.9 is that the an electron in a solid has a different mass

from that of an electron in free space because of coupling between electronic states

in different bands via the k · p term.

2.2.2 Spin-orbit coupling

Before going into details of calculating the electronic dispersions using k ·p method, it

is useful to describe the spin-orbit coupling and the spin-orbit Hamiltonian. It is well-

known that the electron spin can be coupled to the orbital angular momentum via

the spin-orbit interaction. The spin-orbit coupling is a relativistic effect which scales

with the atomic number of the atom. Thus for semiconductors containing heavier

atoms such as As and Sb, one expects the spin-orbit coupling to be significant and

has to include it in the unperturbed Hamiltonian, in particular, for states near k=0.

The Hamiltonian for spin-orbit coupling is given by [96]

Hso =
~

4c2m2
(∇V × p) · σ, (2.10)
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where the components of σ are the Pauli spin matrices:

σx =







0 1

1 0






; σy =







0 −i

i 0






; σz =







1 0

0 −1






. (2.11)

Eq. 2.10 can also be written in the following form as an operator on the cell-periodic

function [112]

Hso =
~

4c2m2
(∇V × p) · σ +

~

4c2m2
(∇V × k) · σ, (2.12)

The first term is independent of k and is analogous to the atomic spin-orbit splitting

term. The second term is proportional to k and is the additional spin-orbit energy

coming from the crystal momentum. The spin-orbit splitting in semiconductors occurs

in the valence band. The splitting is more for crystals whose constituent atoms have

higher atomic number. In fact, the spin-orbit splitting energy ∆ of semiconductors

increases as the fourth power of the atomic number of the constituent atoms. That

is because the atomic number is equal to the number of protons, which determines

the electric field seen by the valence electrons.

2.2.3 Multiband k · p method

The multiband effective mass equation [113] is widely used to describe the bandstruc-

ture of the low-dimensional structures. It can be expressed as,

i~
∂

∂t
Ψν(r, t) =

∑

ν
′

Hνν′ (−i∇)Ψν′ (r, t) + U(r, t)Ψν(r, t), (2.13)
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where ν represents band index and Hν,ν′ (k) is defined as

Hν,ν′ (k) =











~
2k2

2m0
+ Eν0, ν

′

= ν

~Pνν
′ · k

m0

, ν
′ 6= ν.

(2.14)

Pνν
′ is called the momentum matrix element between bands ν and ν

′

and is defined

as

Pνν′ = −i~〈ūν,0|∇ūν′ ,0〉. (2.15)

Here uν,0 represents the zone center Bloch functions for the νth band. The relation

between the actual wavefunction and the multiband envelope functions follows readily

from,

Ψ0(r, t) =
∑

ν

uν,0(r, t)Ψν(r, t). (2.16)

Eq. (2.13) can be solved for the perfect spatially uniform semiconductor using a

variety of well known techniques, but in a quantum well (QWell), and quantum

wire (QWire) the crystal composition and/or strain varies from region to region and

approximations are needed in order to solve Eq. (2.13). Many such approximate

methods are now well known and are extensively used [114]. In our work, we apply

an 8-band k ·p method [115]. The choice of how many bands will be needed depends

on the details of the problem to be solved. For our work, we included eight basis

functions in the set, namely, the spin-up and spin-down s and p atomic orbital-

like states. These are arranged in the following order: |S ↑〉, |X ↑〉, |Y ↑〉, |Z ↑〉,

|S ↓〉, |X ↓〉, |Y ↓〉 and |Z ↓〉. As a result, the multiband effective mass equation is

transformed into eight coupled differential equations. 2.2.

In the basis of the eight zone-centre Bloch functions described above, the matrix
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H takes the form:

H =







G Γ

−Γ∗ G∗






, (2.17)

where G and Γ are both 4 × 4 matrices.

The matrices G(k) and Γ are defined as follows [115]:

G(k) = G1(k) +G2(k) +Gso, (2.18)

where

G1 =



















Ec iPkx iPky iPkz

−iPkx Ev′ 0 0

−iPky 0 Ev′ 0

−iPkz 0 0 Ev′



















, (2.19)
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G2 =



























































A
′

k2 Bkykz Bkxkz Bkxky

Bkykz L
′

k2
x+ N

′

kxky N
′

kxkz

M(k2
y + k2

z)

Bkzkx N
′

kxky L
′

k2
y+ N

′

kykz

M(k2
x + k2

z)

Bkxky N
′

kxkz N
′

kykz L
′

k2
z+

M(k2
x + k2

y)



























































, (2.20)

and

Gso = −∆

3



















0 0 0 0

0 0 i 0

0 −i 0 0

0 0 0 0



















. (2.21)

The matrix Γ is:

Γ = −∆

3



















0 0 0 0

0 0 0 −1

0 0 0 i

0 1 −i 0



















. (2.22)

All the parameters appearing in Eqs. (2.19)-(2.22) are real. The parameters A
′

, B,
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L
′

, M and N
′

are known as Kane parameters and are defined in [115]. The parameter

B, which is equal to zero for crystals with inversion symmetry, is set to zero in our

calculation as well. The parameter P , which is known as the optical matrix element,

is proportional to the momentum matrix element between the conduction band and

the valence band:

P = −i ~

m0
〈S|pi|i〉, (2.23)

where i = X, Y or Z. The parameter P plays an important role in calculating the

optical transition strength. The quantity ∆ is the spin orbit splitting parameter,

while Ec and Ev′ are the band edge energies in the absence of the spin-orbit coupling.

Spurious solutions of the k · p equations are eliminated by methods suggested in

Refs. [116, 117]

For a bulk crystal for k = 0, solving the dispersion relation to second order in k

allows one to obtain:

m0

mhh(100)
= γ1 − 2γ2,

m0

mlh(100)
= γ1 + 2γ2

m0

mhh(111)
= γ1 − 2γ3,

m0

mlh(111)
= γ1 + 2γ3

m0

me

=
2m0

~2

(

A
′

+
P 2(Eg + 2

3
∆)

Eg(Eg + ∆)

)

(2.24)

m0

mso
= γ1 −

2m0P
2∆

3~2Eg(Eg + ∆)
,

where mhh(lh)(ijk) is the heavy (light) hole band edge effective mass in the (ijk)

crystallographic direction, me is the conduction band effective mass and mso is the

split-off band effective mass. The γi are known as the Luttinger parameters [115]. In
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terms of the γi, the constants in the matrix are given by:

L
′

= − ~
2

2m0
(1 + γ1 + 4γ2) +

P 2

Eg

M = − ~
2

2m0
(1 + γ1 − 2γ2) (2.25)

N
′

= −3~
2

m0

γ3 +
P 2

Eg

,

where Eg = Ec −Ev is the band gap with Ev = Ev′ + ∆
3
. The mathematical relations

described in Eqs. (2.25)-(2.26) define all the 8 × 8 Hamiltonian parameters in terms

of the experimental bandgap, effective masses and the spin-orbit splitting.

For bulk structures, each component of k in Eq. (2.17) is a number, but for

low dimensional structures, kn along each confined direction n is replaced by the

differential operator −i∂/∂xn. We write the discrete first and second order derivatives

of the wavefunction ψ(x, y) → ψi,j as follows, using a finite difference method [118]:

∂ψ

∂x
=

ψi+1,j − ψi−1,j

2∆x
∂2ψ

∂x2
=

1

∆x2
(ψi−1,j − 2ψi,j + ψi+1,j) (2.26)

∂2ψ

∂x∂y
=

1

4∆x2
(ψi−1,j−1 − ψi+1,j−1 − ψi−1,j+1 + ψi+1,j+1)

In the k ·p Hamiltonian, the product of any material parameter and the derivative

should be written such that the Hamiltonian remains Hermitian. We use a technique

as discussed in [119]. Using this method, the product of any material parameter Q
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and the first order derivative is treated as follows:

Q
∂

∂x
ψi,j,k =

1

2

[

Qi,j
∂

∂x
ψi,j,k +

∂

∂x
(Qi,jψi,j,k)

]

=
1

2

[

Qi,j
ψi+1,j,k − ψi−1,j,k

2∆x
+
Qi+1,jψi+1,j,k −Qi−1,jψi−1,j,k

2∆x

]

=

[−Qi,j −Qi−1,j

4∆x

]

ψi−1,j,k +

[

Qi,j +Qi+1,j

4∆x

]

ψi+1,j,k (2.27)

Here, i, j, and k are the indices in the x, y, and z direction respectively. The material

parameter Q is a function of distance in the plane (x,y) and the wavefunction is a

function of x, y, and z. Furthermore, the product Qψ is assumed to be an aggregate

function and the derivative for that is computed as shown. It is clear that the well-

known ‘product rule‘ of differentiation is not followed in Eq. (2.27). Similarly, we can

calculate the other two first order derivative terms.

Q
∂

∂y
ψi,j,k =

[−Qi,j −Qi,j−1

4∆y

]

ψi,j−1,k +

[

Qi,j +Qi,j+1

4∆y

]

ψi,j+1,k

Q
∂

∂z
ψi,j,k =

[−Qi,j

2∆z

]

ψi,j,k−1 +

[

Qi,j

2∆z

]

ψi,j,k+1 (2.28)

For the product of the first order derivative terms, we proceed as follows:

Q
∂

∂x

∂

∂y
ψi,j,k =

1

2

[

∂

∂x

(

Qi,j
∂

∂y
ψi,j,k

)

+
∂

∂y

(

Qi,j
∂

∂x
ψi,j,k

)]

(2.29)
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The first term of Eq. (2.29) is evaluated as:

1

2

∂

∂x

(

Qi,j
∂

∂y
ψi,j,k

)

=
1

2
· 1

2∆x

(

Qi+1,j

[

∂ψ

∂y

]

i+1,j,k

−Qi−1,j

[

∂ψ

∂y

]

i−1,j,k

)

=
1

4∆x

[

Qi+1,j
ψi+1,j+1,k − ψi+1,j−1,k

2∆y
−Qi−1,j

ψi−1,j+1,k − ψi−1,j−1,k

2∆y

]

=

[

Qi+1,j

8∆x∆y

]

ψi+1,j+1,k +

[−Qi+1,j

8∆x∆y

]

ψi+1,j−1,k

+

[−Qi−1,j

8∆x∆y

]

ψi−1,j+1,k +

[

Qi−1,j

8∆x∆y

]

ψi−1,j−1,k (2.30)

The second term of Eq. (2.29) is evaluated as:

1

2

∂

∂y

(

Qi,j
∂

∂x
ψi,j,k

)

=
1

2
· 1

2∆y

(

Qi,j+1

[

∂ψ

∂x

]

i,j+1,k

−Qi,j−1

[

∂ψ

∂x

]

i,j−1,k

)

=
1

4∆y

[

Qi,j+1
ψi+1,j+1,k − ψi−1,j+1,k

2∆x
−Qi,j−1

ψi+1,j−1,k − ψi−1,j−1,k

2∆x

]

=

[

Qi,j+1

8∆x∆y

]

ψi+1,j+1,k +

[−Qi,j+1

8∆x∆y

]

ψi−1,j+1,k

+

[−Qi,j−1

8∆x∆y

]

ψi+1,j−1,k +

[

Qi,j−1

8∆x∆y

]

ψi−1,j−1,k (2.31)

Putting back Eq. (2.30) and Eq. (2.31) into Eq. (2.29) results:

Q
∂

∂x

∂

∂y
ψi,j,k =

[

Qi+1,j +Qi,j+1

8∆x∆y

]

ψi+1,j+1,k +

[−Qi+1,j −Qi,j−1

8∆x∆y

]

ψi+1,j−1,k

+

[−Qi−1,j −Qi,j+1

8∆x∆y

]

ψi−1,j+1,k +

[

Qi−1,j +Qi,j−1

8∆x∆y

]

ψi−1,j−1,k(2.32)
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We can follow the same prescription to determine other product terms.

Q
∂

∂y

∂

∂z
ψi,j,k =

[

Qi,j +Qi,j+1

8∆y∆z

]

ψi,j+1,k+1 +

[−Qi,j −Qi,j+1

8∆y∆z

]

ψi,j+1,k−1

+

[−Qi,j −Qi,j−1

8∆y∆z

]

ψi,j−1,k+1 +

[

Qi,j +Qi,j−1

8∆y∆z

]

ψi,j−1,k−1

Q
∂

∂z

∂

∂x
ψi,j,k =

[

Qi,j +Qi+1,j

8∆z∆x

]

ψi+1,j,k+1 +

[−Qi,j −Qi−1,j

8∆z∆x

]

ψi−1,j,k+1

+

[−Qi,j −Qi+1,j

8∆z∆x

]

ψi+1,j,k−1 +

[

Qi,j +Qi−1,j

8∆z∆x

]

ψi−1,j,k−1 (2.33)

We calculate the second order derivative terms as follows:

Q
∂2

∂x2
ψi,j,k =

∂

∂x

(

Qi,j
∂

∂x
ψi,j,k

)

=
1

∆x

(

[

Qi+ 1

2
,j

∂ψ

∂x

]

i+ 1

2
,j,k

−
[

Qi− 1

2
,j

∂ψ

∂x

]

i− 1

2
,j,k

)

=
1

∆x

[

Qi+1,j +Qi,j

2
· ψi+1,j,k − ψi,j,k

∆x
− Qi,j +Qi−1,j

2
· ψi,j,k − ψi−1,j,k

∆x

]

=

[

Qi−1,j +Qi,j

2(∆x)2

]

ψi−1,j,k +

[−Qi−1,j − 2Qi,j −Qi+1,j

2(∆x)2

]

ψi,j,k

+

[

Qi,j +Qi+1,j

2(∆x)2

]

ψi+1,j,k (2.34)

Similarly,

Q
∂2

∂y2
ψi,j,k =

[

Qi,j−1 +Qi,j

2(∆y)2

]

ψi,j−1,k +

[−Qi,j−1 − 2Qi,j −Qi,j+1

2(∆y)2

]

ψi,j,k

+

[

Qi,j +Qi,j+1

2(∆y)2

]

ψi,j+1,k

Q
∂2

∂z2
ψi,j,k =

[

Qi,j

(∆z)2

]

ψi,j,k+1 +

[−Qi,j

(∆z)2

]

ψi,j,k +

[

Qi,j

(∆z)2

]

ψi,j,k−1 (2.35)

Correspondingly, the Hamiltonian in Eq. (2.18) can be divided into eleven Hermitian
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matrices as follows:

G

(

∂

∂x
,
∂

∂y
,
∂

∂z

)

= G0 +Gx
∂

∂x
+Gy

∂

∂y
+Gz

∂

∂z
−Gxx

∂2

∂x2
−Gyy

∂2

∂y2
−Gzz

∂2

∂z2

− Gxy
∂2

∂x∂y
−Gyz

∂2

∂y∂z
−Gzx

∂2

∂z∂x
+Gso,

(2.36)

where

G0 =



















Ec 0 0 0

0 Ev
′ 0 0

0 0 Ev′ 0

0 0 0 Ev′



















, Gx =



















0 P 0 0

−P 0 0 0

0 0 0 0

0 0 0 0



















,

(2.37)

Gy =



















0 0 P 0

0 0 0 0

−P 0 0 0

0 0 0 0



















, Gz =



















0 0 0 P

0 0 0 0

0 0 0 0

−P 0 0 0



















,

(2.38)

Gxx =



















A
′

0 0 0

0 L
′

0 0

0 0 M 0

0 0 0 M



















, Gyy =



















A
′

0 0 0

0 M 0 0

0 0 L
′

0

0 0 0 M



















,

(2.39)
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Gzz =



















A
′

0 0 0

0 M 0 0

0 0 M 0

0 0 0 L
′



















, Gxy =



















0 0 0 0

0 0 N
′

0

0 N
′

0 0

0 0 0 0



















,

(2.40)

Gyz =



















0 0 0 0

0 0 0 0

0 0 0 N
′

0 0 N
′

0



















, Gzx =



















0 0 0 0

0 0 0 N
′

0 0 0 0

0 N
′

0 0



















,

Gso and Γ are defined as in Eqs. 2.21 and 2.22

To make the discretized k·p Hamiltonian look like a nearest neighbor tight-binding

Hamiltonian for a layered structure, the NW should be discretized as shown in Fig

2.2. It should be discretized in planes of sites. The indices of the first plane should

run from 1 to N, the indices of the second plane should run from N+1 to 2N, etc.

The matrix [D1] in Fig. 2.2 is the block of the Hamiltonian matrix of the isolated 1st

plane of sites. The matrix [t1,2] is the block of the Hamiltonian matrix that couples

plane 1 to plane 2. If the NW consisted only of the 4 planes shown in Fig. 2.2, then

the total Hamiltonian matrix would have the form

H =



















[D1] [t1,2] 0 0

[t1,2]
† [D2] [t2,3] 0

0 [t2,3]
† [D3] [t3,4]

0 0 [t3,4]
† [D4]



















(2.41)
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Considering the components of the k vector in Eq. (2.17) to be numbers and di-

[D1] [D2] [D3] [D4]

[t1,2] [t2,3] [t3,4]

x

y

z

Figure 2.2: Discretization scheme for NW.

agonalizing the matrix for a bulk crystal for k = 0, one can obtain the dispersion

relationships, namely, the k dependent eigenvalues En(k).

2.2.4 2-band effective mass model

For larger diameter NWs, we use a 2-band effective mass model to calculate the mode

energies. 2-band effective mass model is found to reasonably accurately model the

conduction bands (CBs) of the III-V NWs. This is because the CBs of III-V materials

resemble s-type atomic orbital-like states, which are parabolic in the zone center. E-k

dispersions for larger diameter (10 nm - 60 nm) n-type NW FETs are calculated by
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a 2-band effective mass method [120],

E(1 + αE) =
~

2k2

2m∗
, (2.42)

where α = 1
EG

(1 − m∗

m0
)2. EG = 0.35 eV is the bulk bandgap, m∗ = 0.026m0 is the

bulk electron effective mass, and m0 is the bare electron mass. The accuracy of such

a method are justified [5] by comparing the zone center electron effective mass with

those calculated with the 8-band k · p method.

2.2.5 Evanescent dispersions

The evanescent dispersions are numerically calculated within the 8-band k · p model

using the generalized eigenvalue problem as described in [121]. The evanescent dis-

persion gives the imaginary wave vectors in the bandgap of a material, which is used

to calculate carrier tunneling probability through the bandgap - a topic that will be

discussed in more details in the results section. To calculate the imaginary wave

vectors throughout the bandgap, we numerically solve [122]

[A + zB]







Ci

Ci−1






= 0, (2.43)

where

A =







(D0 − EI) t†

−I 0






, (2.44)

and

B =







t 0

0 I






., (2.45)
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Here I and 0 are, respective, unitary and zero matrices of the same size of the Hamil-

tonians [D0] and [t].
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Chapter 3

Charge and transport calculation

With the aggressive scaling down of device dimensions, charge and transport calcu-

lation require an atomistic quantum model with an open boundary condition. Non-

equilibrium Green’s function (NEGF) method has been used for a over a decade

with great success in quantum device simulation for both silicon and compound semi-

conductor devices. Efficient algorithms such as recursive Green’s function (RGF)

algorithm are required to solve the NEGF equations efficiently for layered device

structures. In the following sections, we derive and discuss the RGF algorithm in

orthogonal basis for charge calculation. We also derive and discuss the models for

transport calculations for such layered structured devices.

3.1 Recursive Green’s function (RGF) algorithm

for charge calculation

If we assume that there is no scattering in the device then all observables of interest,

such as electron density, can, in principle, be obtained from the retarded Green’s

function of the open device. In the derivation of RGF we divide the 2-terminal device
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domain into N blocks in the longitudinal direction as shown in Fig. 3.1.

The blocks {−∞, ....,−1, 0} lie on the left contact. The blocks {1, 2, ....., N−1, N}

belong to the device, and {N + 1, N + 2, .....,∞} lie on the right contact. Each block

can be just a single atomic layer or may be a unit cell. The block size is chosen

so that the matrix elements are non-zero only between nearest neighbor blocks. For

a self-consistent calculation between electrostatics and charge density, the electron

concentration at the ith block can be calculated from the diagonal of the density

matrix in the chosen basis representation

%i,i =

∫

dE

2π
{AL

i,if
L + AR

i,if
R}

=

∫

dE

2π
{
[

GR
i,1Γ1,1G

A
1,i

]

fL +
[

GR
i,NΓN,NG

A
N,i

]

fR}. (3.1)

Here AL and AR are the left and right spectral functions,

AL = GRΓLGA

AR = GRΓRGA (3.2)

fL and fR are the left and right contact Fermi functions, and the block matrix

notation is used. To calculate the charge density, we use the RGF algorithm as

described in Lake et al. [123].

To derive the algorithm for the first and the last column blocks of retarded Green’s

function we define two Green’s functions: (i) the right-connected Green’s function

that takes care of everything to the right with coupling to the left set to zero and

(ii) the left-connected Green’s function that takes care of everything to the left with

coupling to the right set to zero.
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1 2 N-1 N N+1N+20-1

Figure 3.1: Partitioning the structure into left contact, the device, and the right con-
tact. The block indices {−∞, ....,−1, 0} lie on the left contact. The block indices
{1, 2, ....., N − 1, N} belong to the device, and {N + 1, N + 2, .....,∞} lie on the right
contact.

3.1.1 RGF algorithm for calculating GR

To derive the recursive algorithm for calculating the exact Green’s function GR, we

define two retarded Green’s functions: (i) the right-connected retarded Green’s func-

tion g�R that takes into account everything on the right exactly with the coupling

elements immediately to the left set to zero, (ii) the left connected retarded Green’s

function g�R that takes into account everything exactly on the left with the coupling

elements immediately on the right set to zero. The symbols � and � stand for right-

connected and left-connected, respectively. We write the Dyson’s equation at the i-th

block for the right connected Green’s function,

g�R
i,i = g0R

i,i + g0R
i,i ti,i+1g

�R
i+1,i, (3.3)

where t is the coupling matrix from layer to layer, and g0R
i,i =

[

EI −Di,i − Ui,i − ΣR
i,i

]−1

is the Green’s function of the isolated block with D being the layer Hamiltonian and

U being the potential energy matrix. ΣR is the self-energy. It can be energy depen-

dent or independent. Using Dyson’s equation, g�R
i+1,i can be written in terms of the
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right-connected Green’s function of the (i+ 1)-th block,

g�R
i+1,i = g�R

i+1,i+1ti+1,ig
�R
i,i . (3.4)

Substituting Eq. 3.4 in Eq. 3.3, we get the expression for the right-connected Green’s

function

g�R
i,i =

[

EI −Di,i − Ui,i − ΣR
i,i − ti,i+1g

�R
i+1,i+1ti+1,i

]−1
. (3.5)

The calculation starts at the N -th block with g�R
N+1,N+1 set to the right surface Green’s

function, gs
N+1,N+1. Then we march from right to left across the device and generate

the right-connected Green’s function at each block. Following the similar foot steps,

we can derive the expression for the left-connected Green’s function

g�R
i,i =

[

EI −Di,i − Ui,i − ΣR
i,i − ti,i−1g

�R
i−1,i−1ti−1,i

]−1
. (3.6)

Here the calculation starts at the 1st block by setting g�R
0,0 to the left surface Green’s

function. Then we walk from left to right across the device to generate the left-

connected Green’s function at each block.

We create the exact diagonal block GR
1,1 from [106]

GR
1,1 =

[

EI −D1,1 − U1,1 − ΣR
1,1 − t1,0g

�R
0,0 t0,1 − t1,2g

�R
2,2 t2,1

]−1
, (3.7)

where Σ�RB
1,1 = t1,0g

�R
0,0 t0,1 being the self-energy that includes the open boundary on

the left of the device. gs
0,0 (g�R

0,0 = gs
0,0) is the left surface Green’s function. With GR

1,1,

we march back across the device creating GR
i,i using

GR
i,i = g�R

i,i + g�R
i,i ti,i−1G

R
i−1,i−1ti−1,ig

�R
i,i , (3.8)
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which is derived by combining the Dyson’s equation for GR
i,i

GR
i,i = g�R

i,i + g�R
i,i (−ti,i−1)G

R
i−1,i, (3.9)

with the alternate form of the Dyson’s equation for GR
i−1,i

GR
i−1,i = GR

i−1,i−1(−ti−1,i)g
�R
i,i . (3.10)

3.1.2 RGF algorithm for calculating G<

Once GR is calculated recursively, we proceed to calculate G< using recursive Green’s

function algorithm. To derive the recursive algorithm for calculating the exact Green’s

function G<, we define two more Green’s functions: (i) the right-connected Green’s

function g�< representing the open boundary self-energy which takes into account the

effect of the semi-infinite right contacts on the device, (ii) the left-connected Green’s

function g�< representing the open boundary self-energy which takes into account

the effect of the semi-infinite left contacts on the device

First, we note that for elastic incoherent scattering, G< can be factored into

components injected from the left and the right contacts. This can be seen from Eqs.

(73) - (76) of Ref. [106] or Eq. (13) of [124]. The empirical scattering model has a

local, diagonal form for the self-energies [125],

ΣR
i,i = −iΓi,i

2
, (3.11)

Σ<
i,i =

Γi,i

Ai,i

G<
i,i, (3.12)

where Ai,i = i(GR
i,i −GR†

i,i ). The form for Σ< conserves current. The general form for
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G< is

G< = GRΣ<GR† +GRΣ<BGR†. (3.13)

The first term on the right is from incoherent scattering, and the second term on the

right is a source term due to injection from the contacts [106]. The starting point for

the recursive Green’s function algorithm forG< is the equation for the right-connected

Green’s function g�<

g�<
i,i = g�R

i,i

(

σ<
i,i + ti,i+1g

�<
i+1,i+1ti+1,i

)

g�R†
i,i , (3.14)

where σ<
i,i =

Γi,i

Ai,i
G<

i,i. The calculation starts at the N -th block with g�<
N+1,N+1 =

ifDa�

N+1,N+1 where a�

N+1,N+1 = i(gs
N+1,N+1 − gs†

N+1,N+1) and fD is the drain Fermi

factor. Then we walk down the device from right to left and generate the right-

connected Green’s function g�< at each block. We follow the similar steps to generate

the left-connected Green’s function g�<

g�<
i,i = g�R

i,i

(

σ<
i,i + ti,i−1g

�<
i−1,i−1ti−1,i

)

g�R†
i,i , (3.15)

where the calculation starts at the 1st block by setting g�<
0,0 = ifSa�

0,0 where a�

0,0 =

i(gs
0,0−gs†

0,0) and fS is the source Fermi factor. Then we march across the device from

left to right to generate the left-connected Green’s function g�< at each block.

With the right-connected and left-connected Green’s functions g�<, g�<, the full

Green’s function G<
1,1 can be calculated from [107]

G<
1,1 = GR

1,1

(

σ<
1,1 + t1,0g

�<
0,0 t0,1 + t1,2g

�<
2,2 t2,1

)

GR†
1,1, (3.16)

where Σ�<B
1,1 = t1,0g

�<
0,0 t0,1 being the open boundary self-energy on the left of the

39



device. With G<
1,1, we walk across the device creating G<

i,i using

G<
i,i = g�<

i,i +g�R
i,i ti,i−1G

R
i−1,i−1ti−1,ig

�<
i,i +g�R

i,i ti,i−1G
<
i−1,i−1ti−1,ig

�R†
i,i +g�<

i,i ti,i−1G
R†
i−1,i−1ti−1,ig

�R†
i,i .

(3.17)

The Eqs. 3.17 and 3.12 must be iterated until convergence is achieved, at which point

the current is conserved.

3.1.3 Calculation of surface self energies

The self-energy calculation begins with the calculation of the surface Green function.

A simple method for calculating the surface Green function is the linear iterative

approach.

gs
0,0 =

[

(EI + iη) −D0,0 −D0,−1g
s
0,0D−1,0

]−1

gs
N+1,N+1 =

[

(EI + iη) −DN+1,N+1 −DN+1,N+2g
s
N+1,N+1DN+2,N+1

]−1

The linear approach iteratively solves the above equations from an initial guess gs
a,a =

[(EI + iη) −Da,a]
−1. The process is updated by taking the average of the old and

new value of gs
a,a. Here, Da,a is the unit cell Hamiltonian of the leads that includes the

flat-band potential also, Da,b is the unit cell to unit cell coupling matrix in the leads,

η is an imaginary energy that is non-zero only in the leads, and a and b label the unit

cell in the leads. Although this method is easy to implement, it is computationally

expensive. Our calculations use the decimation technique [126, 127] to calculate the
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surface Green function

Dm
a,b = Dm−1

a,b [Ha,a]
−1Dm−1

a,b (3.18)

Dm
b,a = Dm−1

b,a [Ha,a]
−1Dm−1

b,a

Dm
a,a = Dm−1

a,a +Dm−1
a,b [Ha,a]

−1Dm−1
b,a +Dm−1

b,a [Ha,a]
−1Dm−1

a,b

Dsm
a,a = Dsm−1

a,a +Dm−1
a,b [Ha,a]

−1Dm−1
b,a .

Here Ha,a is defined as

Ha,a = (EI + iη) −Dm−1
a,a , (3.19)

m is the iteration number, and Dsa,a is the unit cell Hamiltonian that couples the

leads to the device. Equations (3.18) define an iterative Hamiltonian for a chain of

unit cells with lattice constant 2ma, where a is the zero-order lattice constant. The

iterative sequence begins with an initial guess D0
a,a = Ds0

a,a = Da,a, D
0
a,b = Da,b, and

D0
b,a = Db,a. Convergence is obtained when the maximum value of any element of the

Dm
a,b matrix is less than 10−10. A typical linear iterative approach takes about 120

iterations to converge while the decimation method converges in about 12 iterations.

After convergence of Eqs. (3.18) at say iteration n, the surface Green function is

gs
a,a =

[

EI −Dsn
a,a

]−1
. (3.20)

Once the surface Green functions gs
0,0 and gs

N+1,N+1 are converged, the non-zero blocks

of the self-energy matrices are calculated using

Σ1,1 = t1,0g
s
0,0t0,1

ΣN,N = tN,N+1g
s
N+1,N+1tN+1,N . (3.21)
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Since the coupling matrices cross the device/leads boundary and the imaginary po-

tential iη is non-zero only in the contacts, the energy dependency of the coupling

matrices can be appropriately treated via the potential energy matrix.

3.2 Transport calculation

Once the retarded Green’s function GR and the matrix of the electron correlation

operator G< are determined, the next step is to self-consistently calculate charge and

the potential. The potential is calculated using 3-D Poisson equations,

∇ � (ε∇V ) = −ρ (3.22)

where ε = εrε0 with εr being the relative permittivity and ε0 the free space permit-

tivity. When the self-consistency between the charge and the potential is reached, we

calculate the both the ballistic and the diffusive current. The methods are described

in the next sections.

3.2.1 Ballistic transport

With continued shrinking of the channel length toward sub-10 nm dimension and

introduction of high mobility channel materials [17,71,74], nanoscale channel lengths

open up the possibility of near-ballistic MOSFET operation. Therefore, it is im-

portant to understand ballistic transport in both conventional and unconventional

MOSFETs. The operation of MOSFETs in the ballistic regime has recently been

explored by analytical models [128, 129] as well as by detailed numerical simula-

tion [128, 130–132].

We have investigated ballistic transport characteristics of NW MOSFETs based on
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III-V materials. Once the layer Hamiltonian and the layer-to-layer coupling matrices

are calculated for the NW using the 3D discretized k · p formalism as described in

Chapter 2, the NEGF calculation begins. The “device” Hamiltonian matrix HD is

constructed from basis orbitals (s, pi, with i=x, y, or z, including spin). The number

of these orbitals determines the size of the matrix [EI − HD − Σ` − Σr] which is

the starting point of the NEGF calculations. At each energy E, the transmission is

calculated from

T (E) = tr
{

ΓB
1,1G

R
1,NΓB

N,NG
R
1,N

}

(3.23)

or

T (E) = tr
{

ΓB
1,1

[

A1,1 − GR
1,1Γ

B
1,1G

A
1,1

]}

(3.24)

where ΓB
1,1 = i

(

Σ` − Σ`†
)

, ΓB
N,N = i

(

Σr − Σr†
)

, and GA =
[

GR
]†

. Expression (3.23)

is the more commonly known expression for transmission and corresponds to what has

become known as the Fisher-Lee [133] form of the transmission coefficient although

the expression was written down 10 years earlier by Caroli et al. [134]. Eq. (3.24) is

more numerically efficient since it only requires the calculation of the upper corner

block of GR.

To calculate current, a self-consistent approach is adopted. We calculate the

surface Green function using Eq. (3.18) with E replaced by E−US for the source lead

and E −UD for the drain lead where US and UD are the source and drain potentials,

respectively. The non-zero blocks of the self-energy matrices are calculated using the

equations discussed above. The Green function and transmission are calculated using

Eq. (3.23), respectively with HD replaced by HD + U .

An adaptive energy grid approach is used in the transmission calculation to resolve

resonance peaks. The energy window, µD − 40KT to µS + 40KT , is linearly spaced

where KT is the thermal potential. Once a small energy window within a peak is
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detected, the energy corresponding to the peak value of transmission is determined

using an adaptive percentage deviation cutoff. Dense energy grids are taken around

the peaks for energy integration of the current density

J(E) = T (E) [fS(E − µS) − fD(E − µD)] . (3.25)

Here fS and fD are the source and drain Fermi functions, respectively. The current

is calculated using the following equation

I =
e

~

∫

dE

2π
J(E). (3.26)

The approach captures the Stark effect, but not nonequilibrium self consistency.

3.2.2 Diffusive transport

Ballistic transport, where carrier scattering mechanisms are ignored, is an ideal case

of transport in nanoscale devices. At room temperature, there is unavoidable car-

rier scattering due to phonons. Diffusive transport therefore needs to be considered

in realistically large sized devices. The interactions of the free carriers with their

environment (impurities, open surfaces, or lattice vibrations) strongly affect the per-

formance of NW MOSFETs. For example, electron-phonon scattering is expected

to drastically deteriorate the on-current of devices [103]. Modeling such many-body,

inelastic interaction phenomena at a quantum mechanical level is computationally

very challenging. The NEGF formalism [106,125,135–137] has established itself as a

powerful approach to account for electron-phonon scattering in device simulations.

For a two-terminal device (source and drain), current conservation implies that

the current that enters the simulation domain at layer i is the same as the current
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that leaves the structure at layer i + 1. In block matrix notation for t and G<, the

current expression is given as [106]

Ii =
q

~

∫

dE

2π
Re
{

tr
[

ti,i+1G
<
i+1,i(E)

]}

, (3.27)

where q is the magnitude of the electron charge, ~ is the reduced Planck’s constant,

and tr{...} indicates a trace over all orbital states. To calculate the layer-by-layer

current for the device, the off-diagonal blocks of G< are created using Langreth’s

rule [138] as follows,

G<
i+1,i = g�R

i+1,i+1ti+1,iG
<
i,i + g�<

i+1,i+1ti+1,iG
R†
i,i . (3.28)

45



Chapter 4

Nanowire MOSFETs: High-speed,

low-power applications

We have investigated NW MOSFETs based on InSb and InAs NWs as channel for

high-speed and low-power applications. We calculate the energy dispersions for the

NWs using 8-band k·p method that has been described in detail in Chapter 2. In this

chapter, we discuss the calculated and simulation results of InSb and InAs NW FETs.

We present the parameters such as bandgaps and lowest conduction band zone center

electron effective masses that have been extracted from the calculated E-k relations.

These results are important for experimental works based on these materials.

We start this chapter with a brief introduction in Sec. 4.1. The model for the

NW FETs is discussed in Sec. 4.2. The energy-wave vector relations for the NWs is

presented in Sec. 4.3. We have also investigated the effects of the discretization length

on the E-k dispersions and the results are presented in Sec. 4.3.1. Sec. 4.4 presents

the results on bandgap and effective masses. The calculated quantum capacitance

is presented in Sec. 4.5. Finally, Sec. 4.6 presents the calculated current-voltage

characteristics for InSb and InAs NW FETs following the summary in Sec. 4.7.
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4.1 Introduction

Because of their high electron mobility at room temperature [139], and low contact

resistance [140], InSb and InAs hold the promise to be the candidates for nanowire

field effect transistors (NW FETs). Semiconductor nanowires (NWs) and carbon

nanotubes (CNTs) are being considered as additions to the traditional Si technol-

ogy to maintain the aggressive down scaling of the devices. Reports by Intel and

Qinetiq on fabricated InSb quantum well field effect transistors (FETs) show that

InSb-based quantum well FETs can achieve equivalent high performance with lower

dynamic power dissipation and, therefore, should be promising device technology to

complement scaled Si-based devices for very low power, ultra-high speed logic appli-

cations [72–74]. Although there are series of reports on the experimental realizations

of InAs and InSb NWFETs [72–74,141–145], there are few attempts to theoretically

model them.

These materials have very small effective masses (0.013m0 for bulk InSb, and

0.026m0 for bulk InAs, for example) which give high electron mobility (∼30,000

cm2V−1s−1 for InSb and ∼20,000 cm2V−1s−1 for InAs @ ns = 1 × 1012/cm2) at

room temperature. However, in the ballistic limit, current drive is not determined by

mobility, but by the density of states. The low effective mass which gives the high

mobility becomes a liability in the ballistic limit, since it also gives a low density

of states. Therefore, the current drive of InAs and InSb based NW FETs has been

questioned. Furthermore, both of these materials have a small bandgaps which limit

the voltage range of operation. In this work, we investigate the bandgap and current

drive of these NW FETs using full band calculations of the electronic states and a

ballistic FET model for the transport.
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4.2 Model

A simple model for the ballistic gate-all-around core/shell NW MOSFET is shown in

Fig. 4.1(a). Square [100] NWs are considered. The core region (also called the wire

region) consists of the NW materials of interest. For our case, we have considered

materials such as InSb, InAs, InP, and GaN. The shell region (also called the barrier

region) consists of a high band-gap material (with respect to the core material) which

helps to create one dimensional confinement in the core region. For our case, we

consider InP as shell material for InSb and InAs, AlP as shell material for InP, and

AlN as shell material for GaN. The parameters for such materials are presented in

Chapter 2.

Fig. 4.1(b) shows the top-of-the barrier ballistic model that have been used to

calculate the transport for the NW MOSFETs. The model consists of three capaci-

tors, CG, CS, and CD, which describe the electrostatic coupling between the top of

the barrier and the gate, the source, and the drain, respectively.

4.3 Energy-wave vector characteristics

Fig. 4.2 shows the E-k dispersion relations calculated using the 3D discretized 8-band

k · p model for the two different cross-sections and materials. In each case, E = 0

corresponds to the lowest conduction band energy of the corresponding bulk InSb

or InAs materials. We are pushing the validity of the 8-band k · p model for the 2

nm InSb NW. In InSb, the L-valley lies approximately 0.78 eV above the Γ-valley,

and the 8-band k · p model does not include the effect of the L-valleys. Therefore,

for InSb, the dispersions predicted by the 8-band k · p model cannot be trusted for

energies above 0.8eV. The L-valleys of InAs, however, are approximately 1.15 eV
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Figure 4.1: (a) Schematic diagram of the simulated gate-all-around NW transistor, (b)
The electrostatics of the seminumerical ballistic FET model used in the calculation.
The diagrams are not to scale. Reproduced with permission from [1]. c© 2008 IEEE.
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Figure 4.2: E-k dispersion relationship calculated using the discretized 8-band k · p
model for InSb NWs with 2 nm (a), and 4 nm (b) diameter and for InAs NWs
with 2 nm (c), and 4 nm (d) diameter. Rectangular cross sections are considered.
Reproduced with permission from [1]. c© [2008] IEEE.

above the Γ valley, so that our model is valid for InAs within the entire energy range

under consideration. It is apparent from the E − k plots that the dispersion quickly

deviates from parabolic becoming significantly more linear above the energy of the

mode minimum.

This increasing linearity is quantified by considering the effective mass of the

fundamental mode as presented in the next section.

4.3.1 Effects of the discretization length

A correct calculation of electronic bandstructure is crucial for nanoscale device mod-

eling as energy dispersion represents the material in quantum regime. In nanoscale,

the energy dispersion of materials depends only on the material parameters and the

geometry of the structure. As explained in Chapter 2, we use a 3-D discretized 8-band
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Figure 4.3: Effects of the discretization length on the E-k dispersion of InAs for (a)
the conduction band and (b) the heavy hole band.

k ·p method to calculate the electronic bandstructure of the NWs. The discretization

scheme is presented in detail in Chapter 2, Sec. 2.2.3.

We use a central difference technique while discretizing the partial derivative as

discussed in Sec. 2.2.3. We investigate the effects of the discretization length by

calculating the bulk bandstructure with our 3-D discretized codes. Fig. 4.3 presents

the calculation for InAs. The bulk dispersion is compared to the dispersions calculated

from the discretized Hamiltonian for different discretization lengths as shown in Fig.

4.3. It has been found that a discretization length of 1 nm gives sufficient bandwidth.

After understanding the limitations imposed by the discretization length, we cal-

culate the bandstructure for various III-V core-shell NWs using a 1 nm grid spacing

for different diameter of the NW.

4.4 Bandgap and effective mass

The bandgap and effective masses for the lowest conduction band electrons are ex-

tracted from Fig. 4.2. The effective masses are calculated from the E-k relation using

(1/m∗) = (1/~2)(∂2E/∂k2). At the zone center, the effective mass is usually low for

these materials. However, as we move away from the zone center, it increases rapidly

as the bands become more linear as shown in Fig. 4.4.
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Figure 4.4: Lowest conduction band electron effective masses vs. electron energy cal-
culated from the E-k dispersion for InSb NWs with 2 nm (a), and 4 nm (b) diameter
and for InAs NWs with 2 nm (c), and 4 nm (d) diameter. Reproduced with permission
from [1]. c© [2008] IEEE.

Fig. 4.5 shows the NW diameter dependence of (a) the bandgap and (b) the

lowest mode electron effective mass at the zone center. The bandgap for the InSb

NW is 1.17 eV with 2 nm wire diameter and it falls to 0.37 eV with the 12 nm wire

diameter. For InAs, the bandgap is 1.23 eV for 2 nm wire diameter and it falls to

0.54 eV for 12 nm wire diameter. The electron effective mass at the zone center for

the InSb NW with core thickness of 2 nm is 0.042m0 and that with core thickness of

12 nm is 0.023m0. For InAs NW, the mass is 0.052m0 with 2 nm core thickness and

0.028m0 with core thickness of 12 nm.
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Figure 4.5: (a) Bandgap as a function of wire diameter for the simulated InSb and
InAs NWs, and (b) The wire diameter dependence of the lowest conduction band
electron effective mass at the zone center. Reproduced with permission from [1]. c©
[2008] IEEE.

4.5 Quantum capacitance

Quantum capacitance is defined as the thermally broadened density-of-states at the

Fermi energy. For NWs, it is a result of the 1-D density-of-states. Mathematically,

the quantum capacitance per unit length is defined as

CQ =
q2∂n

∂EF
(4.1)

Ignoring thermal broadening, Eq. (4.1) becomes

CQ =
2

π

(

dE

dk

)−1

=
4q2

hvF

(4.2)

where vF = 1
~

dE
dk

evaluated at EF and spin degeneracy is assumed. After some calcu-

lations, it is shown that

CQ =
2q2LG

hvFS

=
q2LG

h

√

2m∗

(EFS − ε1)
. (4.3)

Devices are said to operate in the quantum capacitance limit (QCL) when their

quantum capacitance is much lower than their geometric gate capacitance. In the
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QCL, nanoscale devices are found to offer improved device performance compared to

the devices operating in the classical capacitance limit [1–3, 5, 146, 147]. It is to be

noted from Eq. 4.3 that quantum capacitance can be reduced by reducing the effective

mass. Materials such as InSb and InAs have ultra-small bulk electron effective mass,

and therefore can be designed in nanoscale to operate in the QCL [1–3, 5].

Fig. 4.6 shows the quantum capacitance as a function of the Fermi level for the 4

NWs. The quantum capacitance is calculated from the expression, CQ = q2(∂n/∂Ef ),

where q is the electron charge and n is the electron density. The geometrical gate

capacitance, CG, for the corresponding NW FET is also given in each figure. CG

is calculated from CG = (2πεrε0)/(ln((2Tox + TNW )/TNW )) assuming a coaxial gate

geometry [148], where TNW is the diameter of the NW core and Tox is the thickness

of the shell. It is clear from Fig. 6 that all four devices are operating in the quantum

capacitance limit.

4.6 Current-voltage characteristics

Fig. 4.7 shows the IDS vs. VDS characteristics and Fig. 4.8 shows the log(IDS) vs.

VGS transfer characteristics of the n-type InSb and InAs NW FETs. For each NW

FET, the maximum VDS is chosen to be EG/(2q) and the maximum VGS is that which

produces the flat band condition between the source and gate region. Because of the

small quantum capacitance, the movement of the band-edge under the gate with gate

bias is essentially linear under the entire gate bias swing.

The I-V characteristics of n-type InSb and InAs NW FETs are evaluated by using

a seminumerical ballistic FET model proposed by A. Rahman et al. [149] for ballistic

planar MOSFETs and extended by J. Wang et al. [150] for ballistic high electron

mobility transistors. The model is illustrated in Fig. 4.1(b). It consists of three
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Figure 4.6: Quantum capacitance as a function of the Fermi level for the simulated
InSb NW FETs with two NW diameter, 2 nm (a), and 4 nm (b) and the same for the
InAs NW FETs with two NW diameter, 2 nm (c), and 4 nm (d). Corresponding gate
capacitances are also shown. All four devices are operating in quantum capacitance
limit. Reproduced with permission from [1]. c© [2008] IEEE.
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capacitors, CG, CS, and CD, which describe the electrostatic coupling between the

top of the barrier and the gate, the source, and the drain, respectively. The potential

at the top of the barrier is calculated as [149]

Uscf = [CGVG + CDVD + CSVS +Qtop] /CΣ (4.4)

where VG, VD, and VS are the applied biases at the gate, drain, and source terminals,

respectively, CΣ = CG + CD + CS, and Qtop is the mobile charge at the top of

the barrier. Qtop is governed by the Uscf , the source and the drain Fermi levels,

EfS, EfD and the E-k dispersion for the channel material. We calculate the gate

control parameter, αg = CG/CΣ and the drain control parameter, αd = CD/CΣ

numerically from our full-band simulations. After self-consistency between Uscf and

Qtop is achieved, the drain current is calculated from [150]

I = M
qkBT

2π~
[=0(ηs) −=0(ηs − UD)] , (4.5)

where M stands for spin degeneracy, kB is the Boltzmann constant, T is the tem-

perature. The function =i(x) is the Fermi-Dirac integral, UD = VDS/(kBT/q) and

ηs = (EfS − ε(0) + qUscf)/kBT , where EfS is the source Fermi level and ε(0) is the

lowest conduction subband level at the top of the barrier.

In all cases, we choose a work function of the gate metal such that the difference,

at zero bias, between the band-edge under the gate and the band-edge at the source

is one half of the bandgap, EG/2, which is a function of NW diameter and material.

We will use the term ‘band-edge’ to mean the minimum energy of the fundamental

conduction-band mode. A maximum value of VDS = EG/(2q) was chosen to block

the gate-drain interband tunneling leakage mechanism which is not included in the
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simple transport model that we use. In this work, we have limited our investigation to

NWs with a minimum bandgap of 0.8 eV, which under our worst-case biasing scheme,

results in a minimum initial source-gate barrier of 0.4 eV.

To determine the maximum current, we set VDS to EG/(2q), and we apply suffi-

cient gate voltage to drive the source-gate barrier to zero, i.e., we drive the band-edge

under the gate down to the level of the band-edge in the source. Under these con-

ditions, for a single moded, spin-degenerate wire, the second term in Eq. (4.5) is

negligible, and the current is given by

I =
2qkBT

h
ln
(

1 + eEF /kBT
)

(4.6)

where the energy zero is the band-edge. For eEF /kBT >> 1, Eq. (4.6) reduces to

I ≈ 2q

h
EF (4.7)

which shows that the current is only a function of EF and independent of the NW

material. The reason is that the group velocity exactly cancels the density of states

making the current per unit energy independent of the dispersion.

There are only two ways to increase the current, increase the number of contribut-

ing modes and increase EF . However, EF is the Fermi level of the source. To make

full use of this EF , one must be able to drive the band-edge of the gate down to that

of the source. In the classical capacitance limit, this is not possible. When the gate

region accumulates (or strongly inverts) the band-edge becomes relatively fixed when

the density of states is high. In the quantum capacitance limit, however, even under

accumulation or strong inversion, the band edge under the gate is still controllable

with the gate voltage. To be in the quantum capacitance limit requires a low density
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Figure 4.7: IDS vs. VDS characteristics of the simulated InSb NW FETs with two NW
diameter, 2 nm (a), 4 nm (b), and the same for the simulated InAs NW FETs with
two NW diameter, 2 nm (c), 4 nm (d). The highest bias voltages have been taken
such that flat band transport can be considered. Reproduced with permission from [1].
c© [2008] IEEE.

of states which results from a low effective mass.

The low effective masses of InAs and InSb NWs have both a negative and positive

effect on the maximum current drive. Low effective mass negatively affects the current

by reducing the number of modes which lie below or within several kBT of EF that

contribute to the current. In our case, the number of modes is 1 (with 2 spins),

as shown in Fig. 4.9. Low effective mass positively affects the current by reducing

the quantum capacitance well below the geometric gate capacitance so the NW FET

operates in the quantum capacitance limit. In this limit, the gate voltage can drive

the band-edge under the gate down to the level of the band-edge of the source to

access the full EF of the source and maximize the current flowing in a single mode.
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Figure 4.8: log(IDS) vs. VGS transfer characteristics of the simulated InSb NW FETs
with two NW diameter, 2 nm (a), 4 nm (b), and the same for the simulated InAs
NW FETs with two NW diameter, 2 nm (c), 4 nm (d). The highest bias voltages
have been taken such that flat band transport can be considered. Reproduced with
permission from [1]. c© [2008] IEEE.
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Figure 4.9: Number of modes as a function of mode energy for the simulated InSb
and InAs NWs. All four devices are single moded within the energy range considered.
Reproduced with permission from [1]. c© [2008] IEEE.
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4.7 Summary

The electronic structure of highly scaled InSb and InAs core-shell NW FETs has

been modeled. The effects of the discretization length on the electronic structures are

investigated. It is found that a 1 nm grid spacing gives a reasonable bandwidth. The

important material parameters for the NWs, such as bandgap, zone center electron

effective masses, etc, are extracted from the E-k plots.

Structures with band gaps of 0.8 eV or more limit the NW core cross-sections to

4nm or less. In this case, all devices are single moded and operate in the quantum

capacitance limit. Furthermore, when the NW FET source and gate region are de-

generate such that EF is several kBT above the band edge, the NW FETs have the

following properties. The transconductance is independent of the drain current and

proportional to the conductance quantum with values in the range of 55-60 µS. The

intrinsic cut-off frequency is weakly dependent on the drain current scaling as
√
ID

with values in the 4 - 7 THz range good for RF applications. The gate delay time

depends strongly on the drive current scaling as I
−3/2
D with values ranging from 25 fs

to 132 fs which is competitive for digital applications.
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Chapter 5

Nanowire MOSFETs: Device

metrics for n- and p-type devices

For NW MOSFETs, we have derived and investigated the device metrics such as drive

current, ID, on-off current ratio, switching frequency, fT , delay time, τD, power-delay

product, P · τD, and energy-delay product, E · τD. These metrics are sufficient to

analyze and benchmark a device for high-speed and low-power logic applications.

These matrics capture the four fundamental device parameters for logic applications,

namely, speed, switching energy, scalability and off-state leakage.

We have identified two opposite operation regime for both n- and p-type NW

MOSFETs, namely, quantum capacitance limit (QCL) and the classical capacitance

limit (CCL). We have investigated detail device operation in these two operational

regimes and found that devices operating in the QCL offer significantly improved

performance compared to their counterparts which are operating in the CCL. We

have calculated the device metrics for both n- and p-type NW MOSFETs in these two

regimes and compare their performance based on their operational regimes. In this

chapter, we will present numerical and analytical calculations on the device metrics,
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introduce the concept of quantum capacitance (QC) in nanoscale NW MOSFETs,

and compare and contrast device operations in QCL and CCL.

We start this chapter with a brief introduction in Sec. 5.1. In Sec. 5.2, we present

the device model that has been considered to derive and investigate the device metrics.

Sec. 5.3 defines the two operational regimes - QCL and CCL - for the NW MOSFETs.

Sec. 5.4 presents the detailed numerical calculations to evaluate the device metrics

for NW MOSFETs. In Sec. 5.5, we present the analytical expressions for the device

metrics that we have derived and finally Sec. 5.6 presents the calculated results on

the device metrics for both n- and p-type NW MOSFETs and compare the values

from numerical and analytical calculations following the summary in Sec. 5.7.

5.1 Introduction

Semiconductor nanowires (NWs) are being considered as additions to the traditional

Si technology to maintain the aggressive scaling of devices. InSb and InAs materials,

in particular, have been the focus of research because of their (i) high electron mobil-

ity at room temperature [139], and (ii) low contact resistance [140]. Recent reports

by Intel on fabricated both n- and p-type InSb quantum well field effect transistors

(FETs) show that InSb-based quantum well FETs can achieve equivalent high per-

formance with lower dynamic power dissipation [72–75]. There are series of reports

on the experimental realizations of InSb and InAs NW field effect transistors (NW

FETs) [72–75,141–145,151].

Quantum capacitance (QC) is an important concept in nanoscale devices, first

introduced by Luryi [152]. QC in NW FET devices accounts for the fact that the

gate field penetrates through the wire since it is not completely screened on the wire

surface as is the case in an ideal macroscopic conductor. Devices are said to operate
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in the quantum capacitance limit (QCL) when their QC is less than their classi-

cal capacitance (CC). In highly scaled nanotransistors based on NWs or nanotubes

exhibiting 1-D transport, the QCL limit can be reached [3,147,149]. Significant per-

formance improvement in terms of the power-delay product has been predicted in

devices operating in the QCL [1, 3, 147].

In this work, we compare and contrast the operation of devices with identical

geometries which operate in the two different capacitance limits, the QCL and the

classical capacitance limit (CCL). n-type InSb and InAs NW FETs up to 50 nm

diameters operate in the quantum capacitance limit (QCL) [3], and the corresponding

p-type NW FETs operate in the classical capacitance limit (CCL). The n- and p-type

devices have identical geometries and differ only in their carrier type. Thus, we can

compare the performance of two NW FETs which differ only in their QC.

Comparing n-type NW FETs operating in the QCL and identical geometry p-

type NW FETs operating in the CCL, we find that the drive currents at a fixed gate

overdrive are well matched. This is surprising since the density-of-states of the p-type

FET is much larger than the density-of-states of the n-type FET. However, this effect

has been observed both theoretically and experimentally by others [151,153]. Despite

the matched current drive, the p-type devices operating in the CCL have twice the

delay times, twice the power-delay products, and 4-5 times the energy-delay products

of the n-type devices operating in the QCL. These effects have nothing to do with

mobility since all transport is assumed ballistic. The effects arise solely from the

density-of-states and electrostatics. We will describe, analyze, and explain these

effects in the discussion below.

63



5.2 Model

The model for these devices is described in detail in Chapter 4, section 4.1. To be

specific, the model consists of three capacitors, CG, CS, and CD, which describe the

electrostatic coupling between the top of the barrier and the gate, the source, and

the drain, respectively.

5.3 Quantum vs. classical capacitance regime

Quantum capacitance (QC) is an important concept in nanoscale devices, first intro-

duced by Luryi [152]. QC in NW FET devices accounts for the fact that the gate field

penetrates through the wire since it is not completely screened on the wire surface

as is the case in an ideal macroscopic conductor. Devices are said to operate in the

quantum capacitance limit (QCL) when their QC is less than their classical capaci-

tance (CC). In highly scaled nanotransistors based on NWs or nanotubes exhibiting

1-D transport, the QCL limit can be reached [3, 147, 149]. Significant performance

improvement in terms of the power-delay product has been predicted in devices op-

erating in the QCL [1, 3, 147]. In the following sections, we will derive and discuss

performance metrics of devices operating in the QCL and show how they outperform

devices operating the CCL.

5.4 Numerical calculation

An 8-band k · p method as described by Gershoni et al. [115] is used to calculate the

electronic bandstructures of the NWs. The details of the k · p method are described

in Chapter 2. Eight basis functions are included namely, the spin-up and spin-down s

and p atomic orbital-like states. The multiband effective mass equation is transformed
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into eight coupled differential equations for the envelope function Fn

8
∑

n′=1

Hnn′ (r,∇)Fn′ (r) = EFn(r). (5.1)

H is the multiband Hamiltonian matrix and E is the eigenenergy. We use a finite

difference method [154] with a constant grid spacing of 1 nm to discretize the Hamil-

tonian. Spurious solutions of the k ·p equations are eliminated by methods described

in Refs. [155,156]. The material parameters for the binary semiconductors are taken

from Ref. [109].

The I-V characteristics of both n- and p-type InSb and InAs NW FETs are

evaluated by using a semiclassical ballistic FET model described by A. Rahman et

al. [149] for ballistic planar MOSFETs and extended by J. Wang et al. [150] for

ballistic high electron mobility transistors. The model is illustrated in Fig. 4.1(b).

The model is described in Sec. 5.2. The potential at the top of the barrier is calculated

as [149]

Uscf = [CGVG + CDVD + CSVS +Qtop] /CΣ, (5.2)

where VG, VD, and VS are the applied biases at the gate, drain, and source terminals,

respectively, CΣ = CG + CD + CS, and Qtop is the mobile charge at the top of the

barrier. Qtop is governed by Uscf , the source and the drain Fermi levels, EFS, EFD,

and the E-k dispersion for the channel material. In terms of energy, Eq. (5.2) becomes

ECG = −q [αGVGS + αDVDS +Qtop/CΣ] , (5.3)

where ECG is the conduction band-edge under the gate, q is the magnitude of the elec-

tron charge, αG = CG

CΣ

, αD = CD

CΣ

, and the source is at ground. αG and αD are referred

to as the gate and drain control parameters, respectively. They are calculated nu-
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merically from αG = CG

CΣ

=
∣

∣

∣

∆ECG

∆qVGS

∣

∣

∣

∆VDS=0,∆N=0
and αD = CD

CΣ

=
∣

∣

∣

∆ECG

∆qVDS

∣

∣

∣

∆VGS=0,∆N=0
,

with ∆N being the induced charge in the channel, using a three dimensional Laplace

solver [157].

The charge under the gate, Qtop, for electrons, is calculated from

Qtop = −(q/2)

∫ ∞

ε1(0)

dEN1D(E − ε1(0)) [f(E − η) + f(E − η + UD)] , (5.4)

where UD = qVDS, η = EFS − ε1(0) + qUscf , EFS is the source Fermi level, and ε1(0)

is the 1st subband level at the top of the barrier at zero gate and drain bias. The

factor of ‘1/2’ comes from the fact that under the gate in the ballistic limit, the left

contact only fills the right moving states under the gate, and the right contact only

fills the left moving states under the gate. The density-of-states corresponding to the

left or right moving states is one half the full density of states. A similar expression

can also be used to calculate Qtop for holes. We use the Green’s function method to

calculate N1D,

N1D(E) =
1

a
tr

[−1

π
Im{G(E)}

]

, (5.5)

where a is the discretization length and tr{...} is the trace over all states within a

single discretized layer along the transport direction (including spin).

The exact Green’s function G of the device is calculated as

G(E) = [EI −HD − ΣL − ΣR]−1 , (5.6)

where HD is the device Hamiltonian, and ΣL = t1,0g
L
0,0t0,1, and ΣR = t0,1g

R
N,Nt1,0 are

the self-energies to the left and the right contact, respectively. t1,0 and t0,1 are the

coupling matrices between the device and the left and the right contact, respectively.

The g’s are the surface Green’s functions calculated using a decimation technique
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[126, 127, 158].

To evaluate the number of modes contributing to the drive current for the devices,

we calculate transmission at each energy point E [133],

T (E) = tr
{

ΓLGΓRG
†
}

, (5.7)

where ΓL = i(ΣL − Σ†
L) and ΓR = i(ΣR − Σ†

R).

After self-consistency between Uscf and Qtop is achieved, the drain current for the

devices is calculated as [123]

I =
q

h

∫ ∞

0

dET (E) [f(E − η) − f(E − η + UD)] . (5.8)

To compare the performance of different NW FETs, we set the maximum gate

bias voltages such that the gate overdrive (VOD) for each device is fixed at 0.2 V,

i.e., (VGS − VT )max=0.2 V, where VT is the threshold voltage for each device. VT is

determined as follows. For each single-moded n-type device, VT is taken as the VGS

when the conduction band-edge under the gate (ECG) reaches the energy EFS + kT .

At this VGS, the single-moded n-type devices have the same threshold current, Ith. For

the p-type devices, VT is the gate voltage that produces this Ith. Thus, by definition,

the n-type and p-type devices have the same current when VGS=VT .

The source Fermi level with respect to the source conduction band edge must

be large enough such that the maximum current is not limited by source injection

saturation at the maximum gate overdrive of 0.2 V. Actual values for the n-type and

p-type source Fermi levels will be discussed in Sec. 5.6.2.
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Figure 5.1: Small signal equivalent circuit corresponding to Eq. (5.2). Reproduced
with permission from [2]. c© [2009] IEEE.

5.5 Analytical calculation

Several analytical expressions are now derived to provide insight into the effect of

QC and the performance of single-moded devices deep in the QCL. The expressions

related to the QC show how the QC affects the movement of the band-edge under

the gate with gate voltage. To understand the performance metrics of NW FETs,

analytical expressions are also derived for the current, the charge, the power-delay

product, the energy-delay product, the gate delay time, and the cut-off frequency

for a single-moded device operating in the QCL, ignoring thermal broadening, and

assuming parabolic dispersion. The expressions for the the power-delay product, the

energy-delay product, the gate delay time, and the cut-off frequency are fundamental

limits for these devices.

In equilibrium, the QC per unit length is defined as CQ = q2∂n
∂EF

, and under the
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gate with large VDS >> kBT applied

CQ =
q2∂n

∂(EFS − ε1)
, (5.9)

where ε1 is the energy level of the fundamental mode including the effect of the

self-consistent potential, i.e., ε1 = ε1(VGS = 0) − qUscf . The gate capacitance to

ground, CGS, is the series combination of the geometric (CG) and quantum (CQ) gate

capacitance [159]. Thus, when CQ << CG, CGS ≈ CQ and the device is said to be in

the QCL. Physically, the QC is the energy broadened density-of-states evaluated at

the Fermi level.

The QC affects how the band-edge under the gate responds to the gate bias.

Taking the derivative of Eq. (5.3), we obtain

∣

∣

∣

∣

∂ECG

∂qVGS

∣

∣

∣

∣

=
αG

1 +
CQ

CΣ

, (5.10)

where we used the fact that the QC defined in Eq. (5.9) is also equal to CQ = q ∂Qtop

∂ECG
.

Eq. (5.10) shows that in the QCL (CQ << CG), the gate control of the band-edge

under the gate is unaffected by charge in the channel, i.e., there is no screening. ECG

moves linearly with gate voltage in proportion to the gate control parameter αG.

However, for CQ >> CG, the gate voltage has little effect on the band-edge under the

gate, i.e., screening is significant.

Eq. (5.10) shows that Eq. (5.2) is consistent with the equivalent circuit model

of the QC in series with the geometric gate capacitance shown in Fig. 5.1. In the

circuit of Fig. 5.1, the change in Uscf resulting from a change in gate voltage is

∆Uscf = αG

1+CQ/CΣ

∆VG in agreement with Eq. (5.10).

We now derive expressions valid for a single-moded device operating in the QCL,
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ignoring thermal broadening, and assuming parabolic dispersion. Under the gate,

in the ballistic limit, ignoring thermal broadening, the QC per unit length is given

by CQ = q2∂n/∂(EFS − ε1) = q2N+
1D(EFS) where N+

1D is the one dimensional (1D)

density-of-states with positive velocity which is just the standard 1D density-of-states

divided by 2. N+
1D can be written in several ways, two of which will be useful later,

N+
1D(EFS) =

2

hvFS
=

1

h

√

2m∗

(EFS − ε1)
. (5.11)

In Eq. (5.11), vFS is the velocity of an electron under the gate injected at the source

Fermi level, EFS. Therefore, the QC under the gate is,

CQ =
2q2LG

hvFS
=
q2LG

h

√

2m∗

(EFS − ε1)
. (5.12)

The maximum drain current occurs when VDS is biased to its maximum value of VDD,

and the energy of the fundamental mode under the gate is well below the Fermi level

of the source. Under these conditions, for a single-moded, spin-degenerate wire, the

second term in Eq. (5.8) is negligible, and Eq. (5.8) becomes,

I =
2qkBT

h
ln
(

1 + e(EFS−ε1)/kBT
)

. (5.13)

When the energy of the fundamental mode, ε1, is pulled several kBT below the Fermi

level of the source, Eq. (5.13) reduces to

ID ≈ 2q

h
(EFS − ε1). (5.14)

Thus, the current is proportional to the energy difference between the source Fermi

level and the fundamental mode, and it is independent of any material parameters
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such as the effective mass or density-of-states. To calculate other quantities such as

the power-delay and energy-delay products, quantities such as the current will be

needed as a function of voltage rather than energy. The energy scale is converted to

a gate voltage using Eq. (5.10) to write

EFS − ε1 = q(VGS − VT )
αG

1 + 〈CQ/CΣ〉
= qα̃G(VGS − VT ), (5.15)

where we define the reduced gate control parameter α̃G
.
= αG

1+〈CQ/CΣ〉
where 〈CQ/CΣ〉

is an average value. We will see that for the structures that we consider, the value of

〈CQ/CΣ〉 is approximately 0.1. Thus, the current as a function of voltage is

ID ≈ 2q2

h
α̃G(VGS − VT ), (5.16)

with the understanding that VGS ≥ VT and VDS >> kBT so that the device is in

saturation, and there is no injection into the channel from the drain. The transcon-

ductance is defined as gm = dID/dVGS which from Eq. (5.16) is

gm =
α̃G2q2

h
, (5.17)

i.e., gm is the quantum of conductance times the reduced gate control parameter.

The charge under the gate, Qtop is

Qtop =

∫ EFS

ε1

dE N+
1D(E) =

2q
√

2m∗LG

h

√

EFS − ε1

=
2q
√

2m∗LG

h

√

qα̃G(VGS − VT ). (5.18)

The power-delay product corresponds to the energy required to charge the gate. If

one assumes that all of the charge on the gate is imaged by the charge in the channel,
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one obtains a lower limit for this quantity given by [147]

P · τD =

∫ VT +VOD

0

dVGSQtop. (5.19)

Substituting Eq. (5.18) into (5.19) and integrating gives

P · τD =
4LG

√
2m∗

3hα̃G
(qα̃GVOD)3/2 . (5.20)

The gate delay time, τD is defined as [147]

τD =
P · τD
VDDID

. (5.21)

Substituting Eqs. (5.20) and (5.16) into (5.21), τD is evaluated as,

τD =
2LG

√
2m∗

3qα̃GVDD

√

qα̃GVOD. (5.22)

Since we are using a lower limit for P · τD, Eq. (5.22) provides a lower limit for τD.

The energy-delay is the product of the power-delay and the delay time. Multiply-

ing Eqs. (5.20) and (5.22), E · τD is

E · τD =
16qm∗L2

G

9hVDD
V 2

OD. (5.23)

Again, this expression should be viewed as a lower limit for the energy-delay product.

The intrinsic cut-off frequency is calculated as fT = gm/(2πCGS), where CGS is the

series combination of the geometric (CG) and quantum (CQ) gate capacitance [159].

Assuming that CQ << CG so that CGS ≈ CQ, one obtains the upper limit of the
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intrinsic cut-off frequency,

fT ≈ α̃G
vFS

2πLG
=

α̃G

2πτG
=

α̃G

2πLG

√

2(EFS − ε1)

m∗
=

α̃G

2πLG

√

2qα̃GVOD

m∗
. (5.24)

In Eq. (5.24), τG = LG/vFS is the gate transit time. The cut-off frequency has the

form of one over the transit time divided by 2π.

Table 5.1 presents values of ID, P · τD, τD, E · τD, and fT for single-moded n-type

NW FETs evaluated using the above expressions with material and device parameters

corresponding to the n-type NW FETs numerically modeled in Sec. 5.2. The key

concept to understanding the high intrinsic performance of single-moded NW FETs

is the ‘decoupling of the charge and the current.’ This is apparent from Eqs. (5.16)

and (5.18). The current in a a single-moded NW FET is material independent. It

does not depend on the density-of-states or the charge in the channel. The charge in

the channel depends on the density-of-states through the effective mass. For a given

current, the charge could be anything depending on the value of the effective mass.

To optimize performance, one wants maximum current with minimum charge. This

is obtained by minimizing the effective mass. Minimizing the effective mass serves

two purposes. (i) It minimizes the charge in the channel according to Eq. (5.18), and

(ii) it allows one to achieve a higher Fermi level in the source for a given doping. This

maximizes the current by maximizing the source Fermi level, EFS according to Eq.

(5.14).

Table 5.1: Figures of merit of the single-moded n-type InSb and InAs NW FETs from

analytical calculations. LG=10 nm, αG=0.8, m∗=0.034m0 and 0.042m0, respectively

for InSb and InAs NW FETs [1], EFS − ε1=0.12 eV (Table 5.4). α̃G=0.73 and 0.71,

respectively for InSb and InAs NW FETs. All values are calculated at maximum gate
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overdrive. Reproduced with permission from [2]. c© [2009] IEEE.

NW ID fT P · τD τD E · τD
(µA) (THz) (10−20J) (fs) (10−35Js)

InSb 9.2 12 1.8 4.9 8.9

InAs 9.2 11 2.1 5.1 11

5.6 Results

We present the results of numerical and analytical calculations on the quantum and

classical capacitance and the device metrics in this section.

5.6.1 Quantum and classical capacitance

Fig. 5.2 shows the E-k dispersion relations calculated using the 3-D discretized 8-

band k · p model for the two different materials. In each case, E = 0 corresponds to

the lowest conduction band energy of the corresponding bulk InSb or InAs materials.

It is apparent from the E − k plots that the dispersion for the electrons quickly

deviates from parabolic becoming significantly more linear above the energy of the

mode minimum. Considerable band mixing in the excited hole subbands takes place

for both the NWs.

Fig. 5.3 shows the transmission plots as a function of energy for the electrons and

for the holes calculated from Eq. (5.7). There are two details worth commenting on

for clarification. First, the initial turn-on of the transmission is 2 since the 8-band

k·p model explicitly includes spin in the basis. The trace in Eq. (5.7) traces over

all of the basis orbitals which include spin. Second, the non-monotonic behavior of

74



f�ghf f�gji f�g5k f�ghl f�ghm noghfp noghf
p f�ghm
p f�ghl
p f�g5k
f�g5k
f�ghl
f�ghm
noghf

f�ghf f�gji f�g5k f�ghl f�ghm noghfp noghf
p f�ghm
p f�ghl
f�g5k
f�ghl
f�ghm
noghf

qsrt
uv w
x t
yz

{}|�~���~��K���	�����	���������

q rt
uv w
x t
yz

{}|�~���~��K���	�����	��� ��� �

��|o�
k ��� �U��������{

k ��� �U���0����{
�����

Figure 5.2: E-k dispersion relationship calculated using the discretized 8-band k · p
model for (a) InSb NWs, and (b) InAs NWs with 4 nm NW diameter. E = 0
corresponds to the lowest conduction band energy of the bulk InSb or InAs materials.
Rectangular cross sections are considered. Reproduced with permission from [2]. c©
[2009] IEEE.
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Figure 5.3: Calculated transmission as a function of energy for the simulated 4 nm
diameter (a) InSb, and (b) InAs NW FETs. E = 0 corresponds to the lowest con-
duction band energy of the bulk InSb or InAs materials. Reproduced with permission
from [2]. c© [2009] IEEE.

the transmission for the p-type NWs is the result of the finite bandwidth and non-

monotonic nature of the energy versus wavevector relations of the hole modes as seen

in Fig. 5.2. Some modes have multiple regions of positive velocity, and as the energy

moves down below a local extremum, a mode can turn off. The same effect has been

observed in Si NWs [160].

Fig. 5.3 gives insight into the number of modes contributing to the drive current.

For the n-type InSb and InAs NWs, the second set of modes occur at 0.35 eV and
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0.4 eV above the fundamental mode, respectively. In all cases for the n-type devices,

with a maximum gate overdrive of 0.2 V, the NW FETs are single-moded (2 spins) as

shown in Fig. 5.3. For the p-type InSb and InAs NWs, the second set of modes occur

at 57 meV and 89 meV below the fundamental mode, respectively. Thus, the p-type

devices are not single-moded, and there is a contribution from the higher modes to

the current, charge and, in particular, to the quantum capacitance that we discuss

next.

Fig. 5.4 shows the quantum capacitance under the gate as a function of the source

Fermi level for both n- and p-type devices. The quantum capacitance is calculated

from Eq. (5.9) with the charge, −qn = Qtop calculated from Eq. (5.4). The geo-

metrical gate capacitance, CG, for the corresponding NW FET is also shown in each

figure. CG is calculated from CG = (2πεrε0)/(ln((2Tox + TNW )/TNW )) assuming a

coaxial gate geometry [148], where TNW is the diameter of the NW core and Tox is

the thickness of the shell. The effect of discrete, well-spaced modes on the quantum

capacitance is clearly depicted in Fig. 5.4. For all n-type devices, CQ << CG for

the entire energy range considered and the devices are operating in the QCL. For all

p-type devices, however, CQ is comparable to or larger than CG and the devices are

operating in the CCL.

Fig. 5.5 shows the log(IDS) vs. VGS transfer characteristics of both the n- and

p-type InSb and InAs NW FETs calculated from Eq. (5.8). For the p-type devices,

the polarity of VGS − VT has been reversed. For all devices, VDS is chosen to be large

enough so that there is no back injection from the drain. The currents are balanced

for the n- and p-type devices. Maximum currents (at VOD = 0.2 V) for each device

are shown in Table 5.3. The n- and p-type device currents are well-matched. This is

surprising since the n- and p-type devices have very different densities-of-states and

they fall into different capacitance regimes. Naively, one would expect that, in the
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Figure 5.4: Quantum capacitance under the gate as a function of |EFS − ε1| where
EFS is the source Fermi level and ε1 is the energy of the fundamental mode under
the gate for (a) InSb NW FETs, and (b) InAs NW FETs. Figures are presented
for both n-type and p-type devices. Corresponding gate capacitances are also shown.
Reproduced with permission from [2]. c© [2009] IEEE.
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ballistic limit, the device with the larger density-of-states and more closely spaced

modes would carry more current.

Devices with higher density-of-states do contain more charge in the channel. Fig.

5.6 shows the carrier density, Qtop vs. VGS for the InSb and InAs NW FETs. The

carrier density is higher for the p-type devices. The p-type devices not only have

more occupied modes, but the dispersion of each mode is considerably flatter than

those in the conduction band (see Fig. 5.2). This results in a larger density-of-states

associated with each valence band mode. The net result is more charge in the channel

for the p-type devices for a given gate overdrive and current.

Fig. 5.7 shows how the band-edges under the gate change with applied gate bias.

These curves are explained by Eq. (5.10). Initially, the channel in both the n- and

p-type devices is empty, there is a significant source-channel barrier to electron or

hole flow, and, thus, the quantum capacitance, |∂Qtop/∂(EFS − ε1)|, is exponentially

reduced. Therefore, initially, the band-edges for both n- and p-type devices move

identically with gate voltage with a slope whose magnitude is given by the gate

control parameter αG.

When the first set of excited modes under the gate are shifted by the gate bias

such that they start to become populated by the source Fermi level at VGS = VT , the

quantum capacitance turns on and is as shown in Fig. (5.4). The single-moded, n-

type devices remain in the QCL for the entire range of gate bias. At threshold, for the

n-type devices, the magnitude of the slope
∣

∣

∣

∆ECG

∆qVGS

∣

∣

∣
reduces slightly from αG = 0.8 to

α̃G ≈ 0.7. For the analytical results shown in Table 5.1, values of α̃G were obtained by

reading off the slopes of the curves in Figs. 5.7a,b in the regions 0 < VGS − VT < 0.2.

When the first set of excited modes of the p-type devices are shifted by the gate

bias such that they start to become populated by the source Fermi level, the quantum

capacitance becomes larger than the classical capacitance and the p-type devices
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Figure 5.5: log(IDS) vs. VGS transfer characteristics of the simulated (a) InSb NW
FETs, and (b) InAs NW FETs with 4 nm NW diameter for both n- and p-type
devices. The drain bias voltages are fixed at half of the energy bandgap for each NW
as shown. For the p-type devices, the polarity of the voltage is reversed. Reproduced
with permission from [2]. c© [2009] IEEE.
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Figure 5.6: Carrier density, Qtop vs. VGS plots for the simulated (a) InSb NW FETs,
and (b) InAs NW FETs with 4 nm NW diameter. For the p-type devices, the polarity
of the voltage is reversed. Reproduced with permission from [2]. c© [2009] IEEE.
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Figure 5.7: Band-edge energies under the gate as a function of the gate bias for
simulated (a) InSb NW FETs, and (b) InAs NW FETs. The source Fermi energy
EFS is at 0.2 eV for all devices and is shown by the horizontal dashed line. The drain
biases are fixed at half of the energy bandgap for each NW as shown. For the p-type
devices, the polarity of the voltage is reversed. Reproduced with permission from [2].
c© [2009] IEEE.
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move into the CCL with CQ > CΣ as shown in Fig. 5.4. When this happens, the

denominator of Eq. (5.3) increases, and the magnitude of the slope |∂ECG/∂qVGS|

decreases as shown in Fig. 5.7. In the ideal classical limit with an infinite density-of-

states, CQ becomes infinite, the slope |∂ECG/∂qVGS| goes to zero, and the band-edge

under the gate becomes fixed, independent of the gate voltage. This decrease in

|∂ECG/∂qVGS| resulting from charging of the channel is the expected behavior of

devices operating in the CCL.

Consider an n-type device. The positive gate bias lowers the band-edge in the

channel which results in charging of the channel. The charge results in a self-consistent

potential, Uscf , which works against the gate bias to raise the band-edge. The larger

the density-of-states, the larger the negative feedback will be. This negative feedback

is absent, or much reduced, in the QCL. Therefore, the gate bias moves the band-

edge less in the p-type devices than in the n-type devices, and the band-edge in the

channel presents a larger barrier to the source in the p-type devices than in the n-type

devices for the same gate overdrive. Therefore, even though the density-of-states and

carrier density is higher in the p-type channel than in the n-type channel, the barrier

to source injection is also higher. For a NW in the ballistic limit, ignoring thermal

broadening, the current resulting from a single mode m is 2q
h

(EFS − εm) where εm is

the mode energy in the channel. For a p-type channel, a larger Uscf results in smaller

energy differences |(EFS−εm)|. Values for the energy differences |(EFS−ε1)|, electron

densities, and hole densities at maximum gate overdrive are shown in Table 5.4. Thus,

although there are more modes carrying current, each mode is carrying less current

than the single mode in the n-type device. As a result, the currents of the n-type and

p-type devices tend to be similar for the same gate overdrive as shown in Table ??.

The negative feedback due to charging affects how far the bands move under the

gate, which, in turn, determines how large the source Fermi level must be to avoid
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source injection saturation. At the maximum gate overdrive of 0.2V, the conduction

band edge under the gate is pushed 0.12 eV below the Fermi level of the source for

both the InAs and InSb NW FETs. For the p-type devices with greater charging, the

band edges move less. At the maximum gate overdrive, the InSb and InAs bandedges

under the gate are pushed 91 meV and 69 meV above the Fermi level of the source,

respectively. Therefore to ensure that the current is not limited by source injection

saturation, the source Fermi level should be at least ∼ 0.15 eV above the conduction

band edge of the source for the 4nm n-type NW FETs and at least ∼ 0.1 eV below

the valence band edge of the source for the 4nm p-type NW FETs. The 10nm n-type

FETs are still single moded, so the requirement of a source Fermi level ≥∼ 0.15 eV

remains the same. The valence bands of the 10nm p-type NW FETs, with a higher

density of modes, move less so that a source Fermi level ≥∼ 50 meV is sufficient to

prevent source injection saturation.

5.6.2 Device metrics

Table 5.2 presents the calculated results of on-current, on-off current ratios, transcon-

ductance, intrinsic cut-off frequency, and delay time for both InSb and InAs NW

MOSFETs with diameters of 2 nm and 4 nm for different source Fermi levels. The

intrinsic cut-off frequencies in Table. 5.2 ranges from 4-7 THz for all devices.

Table 5.2: Figures of merit of the proposed InSb and InAs NW FETs with a 10 nm

long gate. The switching delay time and the intrinsic cut-off frequency are defined as

τD = (CGSVDD)/ID and fT = gm/(2πCGS) with gm being the transconductance are

also listed. Reproduced with permission from [1]. c© [2008] IEEE.
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NW D Ef Ion Ion/Ioff gm fT τD

(nm) (eV) (µA) (×106) (µS) (THz) (fs)

InSb 0.1 8 71.7 56.0 5.5 118

2 0.2 15 2.95 57.8 6.5 54.3

0.3 23 0.09 57.2 6.9 33.0

0.1 8.2 0.1 60.4 5.4 87.4

4 0.2 15 4.2×10−3 59.7 6.1 41.2

0.3 23 1.4×10−4 59.2 6.4 25.6

InAs 0.1 7.7 210 57.5 5.5 132

2 0.2 15 8.83 59.4 6.4 60.0

0.3 23 0.28 58.9 6.7 37.2

0.1 8 0.47 58.5 4.9 105

4 0.2 15 0.02 60.3 5.7 49.1

0.3 24 6.5×10−4 71.7 6.0 34.7

Table 5.3 summarizes the on-current, the power-delay product, P ·τD, the delay time,

τD, the energy-delay product E · τD, and the intrinsic cut-off frequency, fT , for both

the InSb and InAs NW FETs with NW diameters of 4 nm and with a gate lengths

of 10 nm. The numerical values of P · τD, τD, E · τD, and fT for the single-moded

n-type InSb and InAs NW FETs shown in Table 5.3 are predicted fairly well by the

values from the analytical models shown in Table 5.1.

Table 5.3: Figures of merit of the InSb and InAs NW FETs with NW diameters of 4

nm from numerical calculations. Gate length of 10 nm is considered. A source Fermi

energy of EFS=0.2eV is considered to calculate these values. All values are calculated
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at maximum gate overdrive. Reproduced with permission from [2]. c© [2009] IEEE.

NW ID fT P · τD τD E · τD
(µA) (THz) (10−20J) (fs) (10−35Js)

n p n p n p n p n p

InSb 9.2 8.9 10 4.1 2.0 4.0 5.6 11 11 44

InAs 9.2 9.7 9.1 4.5 2.3 5.4 5.6 13 13 70

The p-type devices have twice the delay times, half the intrinsic cut-off frequencies,

twice the power-delay products, and 4-5 times the energy-delay products of the n-type

devices. Due to the higher density-of-states, the charge in the channel, for a fixed

gate overdrive, is higher for the p-type devices compared to their n-type counterparts,

(see Table 5.4), however, the currents are the same. This results in a higher delay

time, power-delay and energy-delay products for the p-type devices compared to the

n-type devices. These ratios and trends are identical to those of the 10 nm NW FETs

as shown in Table 5.5.

Table 5.4: Charge under the gate, |n − p|, gate source capacitance, CGS (aF/nm),

EFS−ε1 at maximum gate overdrive for InSb and InAs NW FETs with NW diameters

of 4nm and with a gate length of 10 nm. Threshold current, Ith for each device is

equal to 0.63 µA. Transconductance for the devices are also shown. All values are

calculated at the maximum gate overdrive. Reproduced with permission from [2]. c©

[2009] IEEE.
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NW gm |n− p| CGS |EFS − ε1|

(µS) (10−1nm−1) (aF·nm−1) (eV)

n p n p n p n p

InSb 57 76 1.1 2.7 0.09 0.30 0.120 0.091

InAs 57 90 1.2 3.8 0.10 0.32 0.120 0.069

Table 5.5: Figures of merit of 10 nm NW diameter InSb and InAs NW FETs from

numerical calculations. Gate length of 10 nm is considered. A source Fermi energy of

EFS=0.2eV is taken to calculate these values. Threshold current, Ith for each device

is equal to 0.64 µA. All values are calculated at maximum gate overdrive. Reproduced

with permission from [2]. c© [2009] IEEE.

NW ID |n− p| P · τD τD E · τD
(µA) (10−1nm−1) (10−20J) (fs) (10−33Js)

n p n p n p n p nMOS pMOS

InSb 10 9.2 1.6 7.6 7.3 14 18 37 1.3 4.9

InAs 10 11 1.9 9.9 8.7 17 21 41 1.8 7.2

Finally, to place the performance metrics into context, we compare to the numbers

predicted or projected for other materials and dimensionalities. For n-type InSb and

InAs NW FETs with 4 nm NW diameter, the values of P · τD are half the value of

5×10−20 J, and the values of P · τD with 10 nm NW diameter are close to the value

of 5×10−20 J predicted in Ref. [147] for a 3 nm diameter Si NW FET with a 10 nm

gate length. The corresponding gate delay times for the n-type devices with 4 nm

NW diameter are close to the value of 8 fs and the gate delay times with 10 nm NW
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diameter are twice the value of 8 fs predicted in Ref. [147] for a 3 nm diameter Si

NW FET with 10 nm long gate. The energy-delay product for n-type devices with 4

nm NW diameter is found to be 10 - 100 times lower than the projected experimental

curve for a III-V planar n-channel MOSFET with a 10 nm channel width [74]. For

n-type devices with 10 nm NW diameter, however, the energy-delay product falls on

the projected experimental curve for a III-V planar n-channel MOSFET with a 10

nm channel width [74]. For p-type devices with 4 nm NW diameter, E ·τD is found to

be 10 - 100 times lower than the projected experimental curve and with 10 nm NW

diameter, E · τD falls on the projected experimental curve for p-channel CNTFET

and Si NW FET with 10 nm channel width [74].

5.6.3 Diameter dependent performance: InSb NW FETs

The diameter dependent performance of InSb NW FETs will be presented in this

section. The diameter dependent performance metrics are investigated using an an-

alytical two-band model (as described in Chapter 2) and a semiclassical ballistic

transport model (as described in Chapter 4, section 4.1). The analysis of the diame-

ter dependence of the current, the gate delay time, the power-delay product, and the

energy-delay product of InSb NW FETs are presented and performance improvement

in the QCL is identified. Device metrics are compared in devices operating in the

QCL and CCL.

InSb is being considered as an attractive channel material for the next generation

field effect transistors (FETs). Intel and Qinetiq report that InSb-based FETs can

achieve equivalent high performance with lower dynamic power dissipation to comple-

ment scaled Si-based devices for very low power, ultra-high speed logic applications

[1,2]. Although there are series of reports in the literature on the experimental real-
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izations of NW FETs based on InSb material, there are few attempts to theoretically

model them.

We have performed a theoretical study of the performance metrics of InSb nanowire

(NW) FETs, and we present the first analysis of the diameter dependence of the cur-

rent, gate delay, power-delay product, and energy-delay product of InSb NW FETs

which operate in the quantum capacitance limit (QCL). Because of their small den-

sity of states, relatively large diameter (≤ 60 nm) InSb NW FETs operate in the

QCL. Both the energy-delay and power-delay products are reduced as the diameter

is reduced, and optimum designs are obtained for diameters in the range of 10 - 40

nm.

We find, in agreement with J. Knoch et al. [3], a ∼ 40% lower P · τ (power-

delay product) for NW FETs operating in the QCL compared with devices operating

in the classical capacitance limit (CCL). However, the ultra-small diameters (3 nm)

necessary for Si NW FETs to operate in the QCL are not required for InSb. We

also find reduced energy-delay products for NW FETs operating in the QCL. For

the NW FETs with source Fermi levels such that (EF − Ec) = 0.2 eV, the energy-

delay product falls on the projected experimental curve for III-V planar HEMTs

shown in Fig. 7 of Ref. [1]. Smaller source Fermi energies reduce the energy-delay

product. The relationships between drain current, gate delay, power-delay product

and energy-delay product are not obvious. The change in quantum capacitance with

doping or diameter can override the change in current or transconductance giving

counterintuitive trends which we elucidate below.

Each NW FET is composed of an InSb core and an InP shell which serves as the

gate dielectric. The thickness of InP is assumed to be 6 nm (equivalent to 2 nm for

SiO2). The gate length is fixed at 10 nm. Unless otherwise stated, the NWs simulated

in this work are all [001] oriented.
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To calculate the mode energies and E-k dispersions for various diameter (10 nm

- 60 nm) NWs, we use an analytical 2-band dispersion relation [3] as described in

Chapter 2. A semiclassical ballistic model, as described in chapter 4, is used to

obtain the charge density, the self-consistent potential and the current. The drain

bias voltage is fixed at 0.5 V for all devices. To compare the effect of different cross-

sections and doping, we fix the gate overdrive to 0.2 V for all devices. The threshold

voltages are determined from the linear ID-VGS curves. For all diameters, two different

Fermi levels in the source are modeled, EF − Ec = 0.1 eV and 0.2 eV.

We consider NWs with diameters in the range of 10 – 60 nm. In each case, the

core material contains InSb surrounded by a shell material of InP which is treated

as the gate insulator. We first show the effect of confinement on the electronic prop-

erties of mode spacing, and quantum capacitance, and then we present calculations

of the current, power-delay product, delay times, energy-delay product, and cutoff

frequencies.

Fig. 5.8 shows the number of spin-degenerate modes as a function of the mode

energy for 10 nm (a), and 60 nm (b) diameter NWs. We consider NW FETs with

Fermi levels of up to 0.2 eV in the source. In all cases, the NW FETs contain

multiple modes as shown in Fig. 5.8. We’ll see the effects of these multiple modes on

the quantum capacitance that we discuss next.

The quantum capacitance is CQ = e2∂n
∂EF

which is e2 times the thermally broadened

density of states at the Fermi level. Fig. 5.9 presents the quantum capacitance vs.

source Fermi energy for the corresponding two NWs. The relationship between the

number of populated modes and the quantum capacitance is obvious from Figs. 5.8

and 5.9. Figs. 5.8a and 5.9a show the effect of discrete, well-spaced modes on CQ.

The dashed lines in Figs. 5.9a - 5.9b show the geometrical classical gate capacitance,

CG. For EF − Ec = 0.1 eV, all of the NWs with diameters ≤ 60 nm have CQ < CG
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Figure 5.8: Number of spin-degenerate conduction modes as a function of the mode
energy for the simulated InSb NW FETs with 10 nm (a), and 60 nm (b) NW di-
ameters. All the devices contain multiple modes within the energy range considered.
Reproduced with permission from [3]. c© [2008] IEEE.

and thus operate in the quantum capacitance limit.

As diameter increases, larger number of conduction modes become populated

within a particular Fermi energy (Fig. 5.8), and the drain current increases. Fig.

5.10 shows the ON-current as a function of the NW diameter for two source Fermi

energies, 0.1 eV (a), and 0.2 eV (b). The drain bias voltage is fixed at 0.5 V for each

device, and the gate bias voltage is fixed at a gate overdrive of 0.2 V, VGS − VT=0.2

V, where VT is the threshold voltage and has been calculated from the linear IDS-VGS

characteristics for each device. The ON-current for all devices varies from 7 - 165 µA

within a source Fermi energy variation of 0.1 - 0.2 eV (Table I).

The power-delay product increases and the gate delay decreases with an increase

of the NW diameter as shown in Fig. 5.11. The power-delay product, P · τ , is

calculated from
∫

QdVGS, where Q is the magnitude of the charge in the channel. The

gate delay is obtained from τ =
∫

QdVGS/(VDDION). The gate delay time τ for all

devices varies from 4 - 16 fs (Table I) within a source Fermi level range of 0.1-0.2 eV

and decreases as the NW diameter increases (Figs. 5.11). This is due to the higher

ON-current for the larger diameter NWs (Figs. 5.10). P · τ varies from 2×10−20 J to

68×10−20 J for all devices (Table I) with a source Fermi level range of 0.1 - 0.2 eV.
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Figure 5.9: Quantum capacitance as a function of the source Fermi level for the
simulated InSb NW FETs with 10 nm (a), and 60 nm (b) NW diameters. The
corresponding geometrical capacitance, CG is also shown. CG is calculated from CG =
(2πεrε0)/(ln((2dox + dNW )/dNW )) assuming a coaxial gate geometry. All the devices
are operating in the quantum capacitance limit within source Fermi level (EF −Ec =
EFS) range of 0.1-0.2 eV. Reproduced with permission from [3]. c© [2008] IEEE.

For EF − Ec = 0.1 eV, the values of P · τ for diameters 10 - 50 nm all match closely

the value of 5 × 10−20 J predicted in Ref. [3] for a 3 nm diameter Si NW FET with

a 10 nm gate.

Fig. 5.12 shows P ·τ as a function of the NW diameter with a source Fermi energy

such that EF − Ec =0.3 eV. Inset shows the corresponding gate delay time τ . The

two regions QCL and CCL are indicated in the figure. We obtain a ∼ 40% lower

P · τ for NW FETs operating in the QCL compared with devices operating in the

CCL, which is in agreement with a 3 nm diameter Si NW FET [3]. However, the

ultra-small diameters (3 nm) necessary for Si NW FETs to operate in the QCL are

not required for InSb. Although CQ is a function of gate voltage (see Fig. 5.9), one

can understand the diameter dependence of P · τ by approximating it as CQV
2
DD/2.

The increase in P · τ with diameter and Fermi energy results from the increase in CQ.

Fig. 5.13 presents the energy-delay product as a function of NW diameter. As

diameter and Fermi energy increase, the energy-delay product also increases. The

energy-delay is the product of the power-delay and the delay time shown in Fig. 5.11.
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Figure 5.10: ON-current as a function of NW diameter with source Fermi level
(EFS = EF −Ec) of 0.1 eV (a), and 0.2 eV (b). The drain bias voltage is fixed at 0.5
V as shown. The gate voltage is fixed at a gate overdrive of 0.2V, i.e., VGS −VT = 0.2
where VT is the threshold voltage for each device. Reproduced with permission from [3].
c© [2008] IEEE.
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Figure 5.11: Simulated P ·τ (power-delay product) as a function of NW diameter with
source Fermi level (EFS = EF −Ec) of 0.1 eV (a), and 0.2 eV (b). P ·τ is calculated as
∫

QdVGS, where Q is the total channel charge extracted from the simulations. Accord-
ingly the gate delay time τ =

∫

QdVGS/(VDDION). Device operating regime, quantum
capacitance limit (QCL), is indicated in the plots. These curves show a significant
performance improvement in terms of the power-delay product for the devices scaled
towards the quantum capacitance limit with EFS=0.1 eV. Inset shows the gate delay
time as a function of NW diameter extracted from the simulations. A gate length of
10 nm was considered to calculate these values. Reproduced with permission from [3].
c© [2008] IEEE.
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Figure 5.12: Simulated P ·τ (power-delay product) as a function of NW diameter with
source Fermi level (EF − Ec) of 0.3 eV. P · τ is calculated as

∫

QdVGS, where Q is
the total channel charge extracted from the simulations. Accordingly the gate delay
time τ =

∫

QdVGS/(VDDION). Device operating regimes, quantum capacitance limit
(QCL), and classical capacitance limit (CCL) are indicated in the plots. These curves
show a significant performance improvement in terms of the power-delay product for
the devices scaled towards the quantum capacitance limit. Inset shows the gate delay
time as a function of NW diameter extracted from the simulations. A gate length of
10 nm was considered to calculate these values. Reproduced with permission from [3].
c© [2008] IEEE.
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Figure 5.13: Simulated E · τ (energy-delay product) as a function of NW diameter
with source Fermi level (EFS = EF − Ec) of 0.1 eV (a), and 0.2 eV (b). E · τ is the
product of the P ·τ and the gate delay τ . These curves show a significant performance
improvement in terms of the energy-delay product for the devices scaled towards the
quantum capacitance limit with EFS =0.1 eV. Reproduced with permission from [3].
c© [2008] IEEE.

It is interesting that the 1.4 × 10−33 Js energy-delay product of the 10 nm NW FET

with EF − Ec = 0.2 eV falls on the projected experimental curve for a III-V planar

HEMT with a 10 nm channel width shown in Fig. 7 of [1].

Both the energy-delay and power-delay products are optimal for diameters in the

range of 10 - 40 nm with source Fermi levels of 0.1 eV. Increasing the source Fermi

level increases CQ which causes a rapid degradation of the energy-delay product.

Approximating τ as
CQVDD

ID
, the energy-delay product is proportional to

C2

Q

ID
. In this

case, the increase in CQ overrides the increase in ID.

Table I summarizes the ON-current, transconductance gm, intrinsic cut-off fre-

quency fT , power-delay product, and gate delay time for the NW FETs with two

source Fermi levels. For a particular source Fermi energy, the transconductance in-

creases with an increase of the NW diameter due to the higher number of populated

modes. The intrinsic cut-off frequency varies from 3 - 13 THz for all devices within a

source Fermi level range of 0.1 - 0.2 eV, which is good for RF applications.

Table 5.6: Figures of merit of the proposed InSb NW FETs with a 10 nm long gate.
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The intrinsic cut-off frequency is defined as fT = gm/(2πCGS) with gm being the

transconductance. CGS is the series combination of the geometric (CG) and the quan-

tum (CQ) capacitances. ION from Figs. 5.10 are also listed. P · τ is calculated as
∫

QdVGS, where Q is the total channel charge extracted from the simulations. Ac-

cordingly the gate delay time τ =
∫

QdVGS/(VDDION). Reproduced with permission

from [3]. c© [2008] IEEE.

D EFS ION gm fT P · τ τ

(nm) (eV) (µA) (µS) (THz) (10−20J) (fs)

10 0.1 7.9 57.6 5.2 2.6 7.0

0.2 9.6 58.5 3.8 7.9 16

20 0.1 11.6 127.4 7.0 2.9 5.0

0.2 25.5 205.3 6.5 14.7 11

30 0.1 18.4 221.6 7.2 4.1 4.0

0.2 54.5 473.1 13 22.5 8.0

40 0.1 28.4 356.6 7.8 5.6 4.0

0.2 83.7 634.1 8.6 35.8 8.0

50 0.1 40.6 519.3 7.9 8.2 4.0

0.2 128 981.0 11 48.1 7.0

60 0.1 62.1 776.3 9.2 12.8 4.0

0.2 165 1300 5.4 68.3 8.0

5.6.4 Diameter dependent performance: InAs NW FETs

The diameter dependent performance of InAs NW FETs will be presented in this

section. The diameter dependent performance metrics are investigated using an an-

alytical two-band model (as described in Chapter 2) and a semiclassical ballistic

transport model (as described in Chapter 4, section 4.1). The analysis of the diame-

ter dependence of the current, the gate delay time, the power-delay product, and the
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energy-delay product of InAs NW FETs are presented and performance improvement

in the QCL is identified. Device metrics are compared in devices operating in the

QCL and CCL.

Semiconductor nanowires (NWs) are being considered as premier choice for next

generation nanoelectronics. Due to its high electron mobility at room temperature

[139] and low contact resistance [90], InAs is being investigated as high mobility

channel material for high performance nMOS devices [1, 74, 161]. There are series of

reports on the experimental realizations of InAs NW field effect transistors (FETs)

[74, 141–145,151, 162–164].

This material has very small effective mass of 0.026m0 for bulk InAs, which gives

high electron mobility (∼20,000 cm2V−1s−1 @ ns = 1 × 1012/cm2) at room tempera-

ture. The advantage that InAs material offers from its smaller effective mass is the

high injection velocity under ballistic condition. However, smaller electron effective

mass comes with a lower density-of-states which tends to reduce the drive current.

Therefore, the current drive of InAs based NW FETs has been questioned.

We have performed a theoretical study of the performance metrics of InAs NW

FETs, and we present the first analysis of the diameter dependence of the current,

the gate delay time, the power-delay product, and the energy-delay product of InAs

NW FETs which operate in the quantum capacitance limit (QCL). Devices are said

to operate in QCL when their quantum capacitance (QC) is less than their classi-

cal capacitance (CC). In highly scaled nanotransistors based on NWs or nanotubes

exhibiting 1-D transport, the QCL limit can be reached [1,147,149]. Significant per-

formance improvement in terms of the power-delay product has been predicted in

devices operating in the QCL [1, 147].

We find, in agreement with J. Knoch et al. [147], a ∼ 40% lower P · τ (power-

delay product) for NW FETs operating in the QCL compared with devices operating
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in the classical capacitance limit (CCL). However, the ultra-small diameters (3 nm)

necessary for Si NW FETs to operate in the QCL are not required for InAs. We also

find reduced energy-delay products for NW FETs operating in the QCL. For the NW

FETs with source Fermi levels such that EFS = 0.2 eV, the energy-delay product

falls on the projected experimental curve for III-V planar HEMTs shown in Fig.

7 of Ref. [74]. Smaller source Fermi energies reduce the energy-delay product. The

relationships between drain current, gate delay, power-delay product and energy-delay

product are not obvious. The change in quantum capacitance with doping or diameter

can override the change in current or transconductance giving counterintuitive trends

which we elucidate below.

We consider NWs with diameters in the range of 10 – 60 nm. In each case, the

core material contains InAs surrounded by a shell material of InP which is treated

as the gate insulator. We first show the effect of confinement on the electronic prop-

erties of mode spacing, and quantum capacitance, and then we present calculations

of the current, power-delay product, delay times, energy-delay product, and cutoff

frequencies.

To calculate the mode energies and E-k dispersions for various diameter (10 nm

- 60 nm) NWs, we use an analytical 2-band dispersion relation [3] as described in

Chapter 2. A semiclassical ballistic model, as described in chapter 4, is used to

obtain the charge density, the self-consistent potential and the current. The drain

bias voltage is fixed at 0.5 V for all devices. To compare the effect of different cross-

sections and doping, we fix the gate overdrive to 0.2 V for all devices. The threshold

voltages are determined from the linear ID-VGS curves. For all diameters, two different

Fermi levels in the source are modeled, EF − Ec = 0.1 eV and 0.2 eV.

Fig. 5.14 shows the number of spin-degenerate modes as a function of the mode

energy for 10 nm (a), and 60 nm (b) diameter NWs. We consider NW FETs with
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Fermi levels of up to 0.2 eV in the source. Within this source Fermi energy, NW

with diameter 10 nm is single-moded (with spin). We compare the lowest conduction

band electron effective mass at zone center calculated from the analytical 2-band

model with that calculated from an 8-band k · p model [1] for single-moded 10 nm

diameter NW. The zone center electron effective mass calculated from the analytical

model is 0.032m0 which is in good agreement with the value of 0.03m0 reported for

the same NW diameter [1]. All other NW FETs contain multiple modes as shown in

Fig. 5.14. We’ll see the effects of these multiple modes on the quantum capacitance

that we discuss next.

Fig. 5.15 presents the quantum capacitance under the gate as a function of the

source Fermi energy for the corresponding two NWs. The quantum capacitance is

calculated from Eq. (5.9) with the charge, −qn = Qtop calculated from Eq. (5.4). CG

is calculated from CG = (2πεrε0)/(ln((2Tox + TNW )/TNW )) assuming a coaxial gate

geometry [148], where TNW is the diameter of the NW core and Tox is the thickness

of the shell. The dashed lines in Figs. 5.15a - 5.15b show the geometrical gate

capacitance, CG. The relationship between the number of populated modes and the

quantum capacitance is obvious from Figs. 5.14 and 5.15. Figs. 5.14a and 5.15a show

the effect of discrete, well-spaced modes on CQ. For a source Fermi energy such that

EFS = EF − EC = 0.1 eV (EC is the lowest conduction band-edge), all of the NWs

with diameters ≤ 60 nm have CQ < CG and thus operate in the quantum capacitance

limit.

As diameter increases, larger number of conduction modes become populated

within a particular Fermi energy (Fig. 5.14), and the drain current increases. Fig.

5.16 shows the ON-current as a function of the NW diameter for two source Fermi

energies, 0.1 eV (a), and 0.2 eV (b). The drain bias voltage is fixed at 0.5 V for each

device, and the gate bias voltage is fixed at a gate overdrive of 0.2 V, VGS − VT=0.2
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Figure 5.14: Number of spin-degenerate conduction modes as a function of the mode
energy for the simulated InAs NW FETs with 10 nm (a), and 60 nm (b) NW diame-
ters. All the devices contain multiple modes within the energy range considered. Re-
produced with permission from [5]. Copyright [2010], American Institute of Physics.

100



Figure 5.15: Quantum capacitance under the gate as a function of EFS − ε1 where
EFS is the source Fermi level and ε1 is the energy of the fundamental mode under the
gate for the simulated InAs NW FETs with 10 nm (a), and 60 nm (b) NW diameters.
The corresponding geometrical capacitance, CG is also shown. CG is calculated from
CG = (2πεrε0)/(ln((2dox + dNW )/dNW )) assuming a coaxial gate geometry. All the
devices are operating in the quantum capacitance limit within source Fermi level range
of 0.1 - 0.2 eV. Reproduced with permission from [5]. Copyright [2010], American
Institute of Physics.
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V, where VT is the threshold voltage and has been calculated from the linear IDS-VGS

characteristics for each device. The ON-current for all devices varies from 7 - 195 µA

within a source Fermi energy variation of 0.1 - 0.2 eV (Table 5.7).

The power-delay product increases and the gate delay decreases with an increase

of the NW diameter as shown in Fig. 5.17. The power-delay product, P · τ , is

calculated from
∫

QdVGS, where Q is the magnitude of the charge in the channel. The

gate delay is obtained from τ =
∫

QdVGS/(VDDION). The gate delay time τ for all

devices varies from 4 - 16 fs (Table 5.7) within a source Fermi level range of 0.1-0.2 eV

and decreases as the NW diameter increases (Figs. 5.17). This is due to the higher

ON-current for the larger diameter NWs (Figs. 5.16). P · τ varies from 2×10−20 J to

63×10−20 J for all devices (Table 5.7) with a source Fermi level range of 0.1 - 0.2 eV.

For EFS = 0.1 eV, the values of P · τ for diameters 10 - 40 nm all match closely the

value of 5 × 10−20 J predicted in Ref. [147] for a 3 nm diameter Si NW FET with a

10 nm gate.

Fig. 5.18 shows P · τ as a function of the NW diameter with a source Fermi

energy such that EFS =0.3 eV. Inset shows the corresponding gate delay time τ . The

two regions QCL and CCL are indicated in the figure. We obtain a ∼ 40% lower

P · τ for NW FETs operating in the QCL compared with devices operating in the

CCL, which is in agreement with a 3 nm diameter Si NW FET [147]. However, the

ultra-small diameters (3 nm) necessary for Si NW FETs to operate in the QCL are

not required for InAs. Although CQ is a function of gate voltage (see Fig. 5.15), one

can understand the diameter dependence of P · τ by approximating it as CQV
2
DD/2.

The increase in P · τ with diameter and Fermi energy results from the increase in CQ.

Fig. 5.19 presents the energy-delay product as a function of NW diameter. As

diameter and Fermi energy increase, the energy-delay product also increases. The

energy-delay is the product of the power-delay and the delay time shown in Fig. 5.17.
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Figure 5.16: ON-current as a function of NW diameter with source Fermi level of
0.1 eV (a), and 0.2 eV (b). The drain bias voltage is fixed at 0.5 V as shown. The
gate voltage is fixed at a gate overdrive of 0.2V, i.e., VGS − VT = 0.2 where VT is the
threshold voltage for each device. Reproduced with permission from [5]. Copyright
[2010], American Institute of Physics.
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Figure 5.17: Simulated power-delay product (P · τ) and the delay time (τ) as a func-
tion of NW diameter with source Fermi level of 0.1 eV (a), and 0.2 eV (b). Device
operating regime, quantum capacitance limit (QCL), is indicated in the plots. These
curves show a significant performance improvement in terms of the power-delay prod-
uct for the devices scaled towards the quantum capacitance limit with EFS=0.1 eV.
A gate length of 10 nm was considered to calculate these values. Reproduced with
permission from [5]. Copyright [2010], American Institute of Physics.
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Figure 5.18: Simulated power-delay product (P · τ) as a function of NW diameter
with source Fermi level of 0.3 eV. Device operating regimes, quantum capacitance limit
(QCL), and classical capacitance limit (CCL) are indicated in the plots. These curves
show a significant performance improvement in terms of the power-delay product for
the devices scaled towards the quantum capacitance limit. Inset shows the gate delay
time as a function of NW diameter extracted from the simulations. A gate length of
10 nm was considered to calculate these values. Reproduced with permission from [5].
Copyright [2010], American Institute of Physics.

The energy-delay product ranges from 1.5×10−34 Js to 4.0×10−33 Js within a source

Fermi level range of 0.1 eV to 0.2 eV (Table 5.7). It is interesting that the 1.3×10−33

Js energy-delay product of the 10 nm NW FET with EFS = 0.2 eV falls on the

projected experimental curve for a III-V planar HEMT with a 10 nm channel width

shown in Fig. 7 of [74].

Both the energy-delay and power-delay products are optimal for diameters in the

range of 10 - 40 nm with source Fermi levels of 0.1 eV. Increasing the source Fermi

level increases CQ which causes a rapid degradation of the energy-delay product.

Approximating τ as
CQVDD

ID
, the energy-delay product is proportional to

C2

Q

ID
. In this

case, the increase in CQ overrides the increase in ID.

Table 5.7 summarizes the doping densities, the ON-current, transconductance gm,

intrinsic cut-off frequency fT , power-delay product, gate delay time, and energy-delay
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Figure 5.19: Simulated energy-delay product (E ·τ) as a function of NW diameter with
source Fermi level of 0.1 eV (a), and 0.2 eV (b). E ·τ is the product of the P ·τ and the
gate delay τ . These curves show a significant performance improvement in terms of
the energy-delay product for the devices scaled towards the quantum capacitance limit
with EFS =0.1 eV. Reproduced with permission from [5]. Copyright [2010], American
Institute of Physics.
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product for the NW FETs with two source Fermi levels. For a particular source Fermi

energy, the transconductance increases with an increase of the NW diameter due to

the higher number of populated modes. A similar behavior in transconductance and

NW diameter has been observed in experimentally realized InAs NW FETs [165].

The intrinsic cut-off frequency varies from 9 - 52 THz for all devices within a source

Fermi level range of 0.1 - 0.2 eV, which is good for RF applications. For single-moded

NW FETs, our numerically calculated value of fT =9 THz is in good agreement

with the reported value of 6.9 THz calculated using full quantum non-equilibrium

Green function simulation [166]. The doping densities (ND) as a function of NW

diameter for two different source Fermi energies are presented in Table 5.7. The

doping density increases as the NW diameter decreases. This trend is experimentally

and theoretically confirmed by others [165].

The numerical values of ID, gm, fT , P · τ , τ , and E · τ for the single moded 10 nm

diameter NW FET with EFS =0.1 eV shown in Table 5.7 are predicted fairly well by

the values from the analytical calculations (discussed in chapter 4).

Table 5.7: Figures of merit of the proposed InAs NW FETs with a 10 nm long gate.

The intrinsic cut-off frequency is defined as fT = gm/(2πCGS) with gm being the

transconductance. CGS is the series combination of the geometric (CG) and the quan-

tum (CQ) capacitances. ION from Figs. 5.16 are also listed. P · τ is calculated as
∫

QdVGS, where Q is the total channel charge extracted from the simulations. Ac-

cordingly the gate delay time τ =
∫

QdVGS/(VDDION). Reproduced with permission

from [5]. Copyright [2010], American Institute of Physics.
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D EFS ND ION gm fT P · τ τ E · τ

(nm) (eV) (1017cm−3) (µA) (µS) (THz) (10−20J) (fs) (10−35Js)

10 0.1 6.1 7.70 55.0 10 2.4 6.2 14.8

0.2 16 9.50 55.0 9.4 7.8 16 128

20 0.1 0.84 14.0 99.8 18 4.1 5.9 24.2

0.2 4.7 25.1 231 19 16 12 193

30 0.1 0.46 19.5 220 30 5.5 5.6 31

0.2 3.2 50.0 419 22 25 9.9 245

40 0.1 0.35 31.0 364 38 7.4 4.7 35

0.2 2.5 75.2 640 24 31 8.2 254

50 0.1 0.32 46 555 52 10 4.3 43

0.2 2.3 116 1000 34 40 6.9 276

60 0.1 0.30 81 919 46 15 3.6 53.3

0.2 2.1 195 1600 38 63 6.4 403

5.7 Summary

Deeply scaled n-type NW FETs based on InSb and InAs materials operate in the

QCL, and the corresponding p-type NW FETs based on the same materials operate

in the CCL. Drive currents at a fixed gate overdrive for the n- and p-type devices are

well matched. However, the p-type devices with larger density-of-states have more

charge in the channel. This results in the p-type devices having twice the power-

delay products, twice the delay times, half the cut-off frequencies, and 4-5 times

the energy-delay products of the single-moded n-type devices. Analysis of a single-

moded NW FET in the QC regime, shows that the current and charge decouple. The

intrinsic device metrics in this regime are optimized by using channel materials with

a minimum effective mass.

Diameter dependent analysis of the device metrics for both InSb and InAs NW
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FETs have been performed. It is found that NW FETs upto a NW diameter of

∼50 nm operate in the QCL. Both the energy-delay and power-delay products are

minimized by choosing NW FETs with diameters of 10 - 40 nm with a source Fermi

level in the range of ∼ 0.1 eV. These NW FETs provide both ultra low-power switching

and high speed.
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Chapter 6

Nanowire MOSFETs: High-speed,

high-power applications

We have investigated NW MOSFETs based on GaN NWs as channel for high-speed,

high-power and microwave applications. We calculate the energy dispersions for the

NWs using 8-band k · p method that has been described in detail in Chapter 2. In

this chapter, we discuss the calculated and simulation results of GaN NW FETs. We

start with a brief introduction of GaN-based NW FETs in Sec. 6.1. The model for

the NW FETs is discussed in Sec. 6.2. The energy-wave vector relations for the

NWs is presented in Sec. 6.3.1. The simulated results of carrier density, quantum

capacitance and current are presented in Sec. 6.3.2 following summary in Sec. 6.4.

6.1 Introduction

One-dimensional (1-D) nanostructures such as nanowires (NWs) and nanotubes are

of considerable interest due to their potential for next generation nanoelectronics

and nanophotonics. Gallium nitride (GaN) NWs with direct wide bandgaps, large
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breakdown fields, and high saturation velocities have attracted much attention for

applications in high-speed, high-power nanoelectronics [167–179], nanophotonics [180,

181], HEMTs [182], NEMS [183] and memories [184]. There are are series of reports

in literature on the experimental studies of GaN NWs [167–184] and few attempts to

theoretically model them.

A 1-D semiconductor is expected to offer the right mix of properties for high

performance FETs [1,2,5,185,186]. Due to the 1-D density of states, it is shown that

NWs based on III-V materials such as InSb, InAs, InP [1–3,7], Si [147] and carbon [52]

operate in the quantum capacitance limit (QCL) - a regime where tight control of

the channel potential is attained with gate bias that is not accessible in conventional

2- or 3-D FETs [147]. In this work, however, we show that deeply scaled GaN NW

FETs operate in the classical capacitance limit (CCL), in stead of operating in the

QCL. Even for the ultra-small diameter (∼2 nm) GaN NW FETs, the geometric gate

capacitance, CG is found to be smaller than the quantum capacitance, CQ, and thus,

the NW FETs operate in the classical capacitance limit (CCL). This is a result of the

high electron effective mass and consequent high density of states. We will discuss

how the CCL operation of these devices affect the device performance.

The purpose of this work is to perform theoretical study of the transport properties

of deeply scaled GaN NW FETs and investigate their performance limit.

6.2 Model

The model for these devices is described in detail in Chapter 4, section 4.1. To be

specific, the model consists of three capacitors, CG, CS, and CD, which describe the

electrostatic coupling between the top of the barrier and the gate, the source, and

the drain, respectively.
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6.3 Results

We present results for n-type GaN NW FETs on the calculations of energy dispersions,

electron density, quantum capacitance, and current in the following sections. We

consider NWs with diameters in the range of 2 – 8 nm. Experimental realizations of

such dimensions are reported [168, 173, 187]. In each case, the core material contains

GaN surrounded by a shell material of AlN which is treated as the gate insulator.

The thickness of the AlN is 4nm (equivalent to 1.6nm for SiO2). The gate length is

fixed at 10 nm. We first show the effect of confinement on the electronic properties

of mode spacing, and quantum capacitance, and then we present calculations of the

transport characteristics.

6.3.1 Energy dispersions

Fig. 6.1(a) shows the dispersion relationship for 2 nm core diameter GaN NW calcu-

lated within the 3-D discretized 8-band k ·p method. E=0 corresponds to the lowest

conduction band energy of the corresponding bulk GaN material. It is apparent from

the E-k plot that the dispersion for the electrons quickly deviates from parabolic,

becoming linear above the energy of the mode minimum. Fig. 6.1(b) shows the

number of spin-degenerate modes as a function of the mode energy extracted from

Fig. 6.1(a). Fig. 6.1(c-d) presents the same with a GaN core diameter of 4 nm. We

consider NW FETs with Fermi levels of up to 0.2 eV in the source. In all cases, the

NW FETs contain multiple modes as shown in Fig. 6.1(b) and Fig. 6.1(d). We’ll see

the effects of these multiple modes on the quantum capacitance that we discuss next.
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Figure 6.1: (a) E-k relations calculated using the 3-D discretized 8-band k · p model,
(b) Number of conduction band modes as a function of the mode energy for a 2-nm
diameter GaN NW FET. Figs. (c-d) are similar to figs. (a-b) except with a diameter
of 4-nm. Reproduced with permission from [6]. Copyright [2010], American Institute
of Physics.
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6.3.2 Electron density, quantum capacitance and current

Fig. 6.2(a) presents the electron density under the gate as a function of the source

Fermi energy for the two NWs. The carrier density is higher for the larger diameter

GaN NW (4 nm). This is because larger diameter NW contains higher number of

modes (Fig. 6.1(b-d)) that can be populated upon applying gate bias. Fig. 6.2(b)

presents the quantum capacitance under the gate as a function of the source Fermi

energy for the corresponding two NWs. The quantum capacitance is calculated from

Eq. (5.9) with the charge, −qn = Qtop calculated from Eq. (5.4). The corresponding

geometrical gate capacitance, CG is also shown in the plot. The relationship between

the number of populated modes and the quantum capacitance is obvious from Figs.

6.1(b-d) and 6.2(b). For a source Fermi energy such that EFS = EF − EC = 0.2

eV (EC is the lowest conduction band-edge), all of the NWs have CG < CQ and

thus operate in the classical capacitance limit, in stead of operating in the quantum

capacitance limit.

Fig. 6.2(c) shows how the band-edges under the gate change with applied gate

bias. These curves are explained by Eq. (5.10). Initially, the channel is empty, there

is a significant source-channel barrier to the electron flow, and thus, the quantum

capacitance, |∂Qtop/∂(EFS − ε1)| is exponentially reduced. Therefore, initially, the

band-edges move identically with gate voltage with a slope whose magnitude is given

by the gate control parameter αG. When the first set of excited modes under the gate

are shifted by the gate bias such that they start to become populated by the source

Fermi level at VGS = VT , the quantum capacitance turns on and is as shown in Fig.

6.2(b). The quantum capacitance becomes larger than the classical capacitance and

the devices move into the CCL with CQ > CΣ as shown in Fig. 6.2(b). This is a re-

sult of the high electron effective mass (0.19m0 and 0.16m0 for the lowest conduction
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band, respectively, for the 2- and 4-nm diameter GaN NWs), and consequent high

density of states. When this happens, the denominator of Eq. (5.3) increases, and

the magnitude of the slope |∂ECG/∂qVGS| decreases as shown in Fig. 6.2(c). In the

ideal classical limit with an infinite density-of-states, CQ becomes infinite, the slope

|∂ECG/∂qVGS| goes to zero, and the band-edge under the gate becomes fixed, inde-

pendent of the gate voltage. This decrease in |∂ECG/∂qVGS| resulting from charging

of the channel is the expected behavior of devices operating in the CCL as shown in

Fig. 6.2(c). Therefore, the band-edges in the channel presents a larger barrier to the

source. This, in turn, affects the amount of current that flows from the source to the

channel, as shown in Fig. 6.2(d).

Fig. 6.2(d) presents the log(IDS) vs. VGS transfer characteristics of the NW FETs

calculated from Eq. 5.8. For all devices, VDS is chosen to be large enough (EG/(2q)V)

such that the gate drain leakage and back injection from drain can be minimized. It

is clear from Fig. 6.2(d) that current gets saturated once VGS=VT is applied. This

is because the devices are operating in the CCL, where the source to channel barrier

can not be reduced with applied gate bias as shown in Fig. 6.2(c). As explained

earlier, in the classical capacitance limit, the band-edge under the gate becomes fixed

independent of the gate voltage once ECG = EFS, as shown in Fig. 6.2(c). Thus,

within the voltage range considered of VGSmax=3.4V, the drive current is limited by

the source to gate barrier, not source saturation. This can also be explained from

Eq. 5.14. For a NW in the ballistic limit, ignoring thermal broadening, the current

resulting from a single mode m is (2q/h)(EFS − εm), where εm is the mode energy in

the channel. The energy difference EFS − εm is smaller (Fig. 6.2(c)) because of CCL

operation of these devices. Thus, although there are modes (Fig. 6.1(b,d)) carrying

current within EFS=0.2eV, each mode is carrying less current. As a result, even

though there are higher carrier densities under the gate (Fig. 6.2(a)) for higher gate
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bias, current is not increased due to the source to the channel barrier that is posed

due to the classical operation.

For the GaN NW FETs with a source Fermi level of 0.2 eV, the current density

varies from 5 - 8.5 A/mm and the transconductance ranges from 11-12 µS. The

off-current due to the thermionic emission over the gate barrier is ∼10−12A/mm.

The power-delay products vary from 2.6×102 - 3.6×102 eV, and the intrinsic cut-off

frequencies are in the range of 0.4 - 0.5 THz. The output power ranges from 0.06 -

0.07 mW. These NW FETs, thus, provide both ultra-high speed and high power.

6.4 Summary

The electronic bandstructures of deeply scaled GaN NWs have been modeled. The

transport characteristics of GaN NW FETs have been investigated. It is shown

that deeply scaled GaN NW FETs operate in the CCL in stead of operating in the

QCL, which is a result of the high electron effective mass and high density of states.

These devices offer both ultra-high speed and high power which has the potential for

microwave application.
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Figure 6.2: (a) Electron density, (b) the quantum capacitance (corresponding gate
capacitances are also shown) as a function of the source Fermi energy (EFS = EF −
EC , with EC being the lowest conduction band-edge) for 2- and 4-nm diameter GaN
NW FETs. Fig. (b) shows that both the NW FETs are operating in the classical
capacitance limit (CCL) with EFS=0.2 eV as CG � CQ. (c) Band-edge under the
gate as a function of the gate voltages for 2- and 4-nm diameter GaN NW FETs. (d)
log(IDS) vs. VGS transfer characteristics of 2- and 4-nm diameter GaN NW FETs.
The drain and gate voltages are fixed to EG/(2q) and EG/q, respectively for each NW
FET, to maximize the drive current. The OFF-current is significantly reduced due to
the large bandgap for GaN NWs, which blocks the leakage current. Reproduced with
permission from [6]. Copyright [2010], American Institute of Physics.
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Chapter 7

Nanowire (NW) band-to-band

tunneling FETs (TFETs)

Band-to-band tunneling FETs (TFETs) are considered to be the potential succes-

sor for post-CMOS logic applications because of their ability to operate in the sub-

60mV/dec limit. TFETs, therefore, offer ultra-low power operation at high speed.

Nanowire (NW) and carbon nanotube (CNT) based TFETs are of special interest to

the research community because of their ability to operate in the quantum capaci-

tance limit (QCL). Because the tightest control of the gate to the channel potential

can be achieved in the QCL, devices operating in this limit are good candidates for

TFET applications.

Because tunneling of carriers take place through the bandgap (barrier), tunneling

current is exponentially suppressed. Therefore, achieving sufficient drive current out

of these devices is a fundamental issue. However, some authors have demonstrated

barrier-free tunneling for carbon-based TFETs [188]. The same idea can be applied

for NW-based TFETs using materials such as InSb and InAs.

Moreover, to realize band-to-band tunneling for carriers, TFETs often have to
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contain very heavily doped source and drain regions. We have developed generalized

models to accurately determine tunneling current as a function of material, diameter

and electric field. We have also developed general methods to model the effects

of heavy doping on the subthreshold characteristics of NW TFETs. We begin this

chapter with brief introduction in Sec. 7.1. The definition, working principle and

motivation behind TFETs are described in Secs. 7.2 - 7.3. In Sec. 7.4, we present

the results and the detail of the model that we have developed to determine the drive

current as a function of material, diameter and electric field. Finally, Sec. 7.5 presents

the results and the detail of the model that we have developed to investigate the

effects of heavy doping on the subthreshold characteristics of NW TFETs, following

the summary in Sec. 7.6.

7.1 Introduction

Short channel effects (SCEs) are the severe roadblocks for aggressive downsizing of

silicon MOSFETs. Increased SCEs and high leakage power significantly degrade

device on-state performance and on-off current ratio. On-state and off-state current

go hand in hand due to the fundamental limit of 60 mV/dec in the subthreshold

slope. One of the challenging shortcomings of nanoscale MOSFETs is, therefore, its

high leakage power consumption.

For the standard MOSFETs, the gate voltage changes the electrostatic potential

in the gate region. To the injected electrons, this can look like a small potential hill

or a large potential hill depending on the gate voltage. Because of thermal energy,

electrons have a thermal energy distribution which decays exponentially above the

top of the barrier according to e−E/kT where E is energy, k is Boltzmann’s constant,

and T is the temperature. Therefore, there are always some high-energy electrons
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which can go over the top of the potential hill in the gate region and reach the drain.

This thermal distribution sets a limit as to how much voltage is required to reduce

the current by a factor of 10 (referred to as the inverse subthreshold slope (SS)).

The ideal limit at T=300K (80oF) is 60 mV/dec which means that 60 mV of gate

voltage is required to reduce the current by a factor of 10, and 360 mV is required

to reduce the current by a factor of 106. This is a fundamental limit to the voltage

required to switch off a FET. With aggressive technology scaling, the SS of a device

essentially imposes a severe constraint on the minimal operational voltage needed to

achieve a decent on-off current ratio at a certain on-current. A device offering an SS

lower than the conventional limit of 60 mV/dec guarantees a significantly reduced off

current while maintaining a reasonable large on-current in the on-state. This, in turn,

enables the designers to meet the desired frequency specifications in high-performance

integrated circuits (ICs) while significantly suppressing standby leakage power.

To go to lower voltages (and thus, lower power), one must inject a non-equilibrium

distribution of electrons from the source into the gate region, a distribution that

does not have the exponential high-energy tail. Such a scenario is referred to as

‘cold carrier injection,’ and it is achieved in TFETs [189, 190] by injecting electrons

from the source to the gate region by quantum mechanical tunneling through the

bandgap, a process first discovered by Leo Esaki for which he won the Nobel prize.

Therefore, recently a great deal of research works have been done on TFETs [4, 7,

45–49, 51, 52, 188, 191–193]. TFETs based on both direct-gap (III-V) and indirect-

gap (Si) semiconductor nanowires (NWs) and carbon nanotubes (CNTs) are being

investigated theoretically [4, 7, 47–49, 51] and experimentally [45, 46, 52].
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7.2 TFET definition and working principle

TFETs rely on tunneling of carriers through the bandgap. Fig. 7.1 shows the energy

band profile of an n-type TFET structure both at on- and off-states. The device is

composed of a p+ source, an intrinsic (or very lightly doped) channel, and an n+ drain

as shown in Fig. 7.1(a) and (b). The channel of this device can be a semiconductor

NW or CNT. In realizing an n-type TFET, the p+ source doping is kept larger than the

n+ drain doping to favor the tunneling through the p+-i junction while significantly

reducing the tunneling probability at the n+-i junction. The opposite is true for

realizing a p-type TFET.

In equilibrium, the Fermi level is aligned with the valence band-edge in the source,

EV S and the mid-gap in the channel. Due to a positive gate bias, the conduction band-

edge in the channel, ECG under the gate moves down. With sufficiently large gate

bias applied, EV S and ECG un-cross and eventually an energy pass window is created

through which tunneling of carriers take place. A sufficiently high longitudinal electric

field within the bandwidth can cause a significant amount of tunneling current to flow

across the reverse biased p+-i junction.

7.3 Why TFET?

As mentioned earlier, TFETs are considered to be potential candidates for next gener-

ation ultra-low power logic applications. The most beneficial advantage that TFETs

offer for low-power logic applications is that TFETs can be designed with appropriate

materials to operate in the sub-60 mV/dec range. When an FET device overcomes the

fundamental limit in the subthreshold slope of 60 mV/dec, which is a Boltzmann con-

straint, it’s off-current can be reduced significantly without compromising a required
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Figure 7.1: Energy band profile of TFETs at (a) off state and (b) on state. Figure (a)
shows how energy gap chops off the Fermi tail at the off-state and thereby minimize
high energy thermal distribution of carriers. Figure (b) shows energy pass window
through which carriers can tunnel through. Sufficiently large window can be created
with heavily doped source and drain.
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on-current. Therefore, TFETs are the ideal devices for scaled down technology.

7.4 Drive currents: Effects of materials, diame-

ters, and electric fields

In order to determine and comapre the tunneling current of TFETs, we have devel-

oped a general method which is based on calculating the imaginary wave vector in the

bandgap. The method that we have developed allows one to analytically calculate the

interband tunnel current for a constant electric field. One can survey material choices

to determine maximum possible currents and required electric fields for specific on-off

current ratios. In the following sections, we will present and discuss the model and

the results. The model is applied to analyze and investigate InSb, InAs, InP, and

GaN NW TFETs and CNT TFETs.

7.4.1 Model

The schematic structure of the model for evaluating tunneling current is presented

in Fig. 7.2. The model illustrates tunneling of electron from the valence band to

the conduction band. In the bandgap, the wave vector κ becomes imaginary with a

magnitude shown by the curve.

7.4.2 Analytical calculations

The band-to-band tunneling current for a direct gap semiconductor is given by the

standard coherent tunneling expression

IT =
Mq

h

∑

spin

∫

dET (E) [f(E − µL) − f(E − µR)] . (7.1)
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Figure 7.2: Illustration of electron tunneling from the valence band to the conduction
band. In the bandgap, the wavevector κ becomes imaginary with a magnitude shown
by the curve. EV and EC are the valence and conduction band edges, respectively.
Reproduced with permission from [4]. c© [2009] IEEE.

where f is the Fermi function, µL is the Fermi level on the left, µR is the Fermi level

on the right, q is the magnitue of the electron charge, h is Planck’s constant, T (E)

is the transmission coefficient, and M is the orbital degeneracy of the fundamental

mode. M = 2 for CNTs and M = 1 for nanowires. For the specific case of band-to-

band tunneling, the transmission T (E) is limited by the tunneling. If one can obtain

a good expression for the tunneling transmission, one will have a good expression for

the total transmission.

The interband tunneling process is illustrated in Fig. 7.2. For this process, the

transmission can be approximated as T = exp
{

−2
∫ xf

xi
dx′κ(x′)

}

where κ is the mag-

nitude of the imaginary wavevector within the bandgap [194]. Using the coordinates

as shown in Fig. 7.2, the energy dependence of the valence band is Ev(x) = −qEx

where E is the electric field. Changing the variable of integration from position to

energy with respect to the valence band edge gives

T = exp

{−2

qE

∫ EG

0

dE ′κ(E ′)

}

≡ exp {−EI/E} (7.2)
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where E = 0 is the valence band edge, E = EG is the conduction band edge, and

the integral EI ≡ 2
q

∫ EG

0
dE ′κ(E ′) is an intrinsic property of the nanowire. Once it is

computed, one immediately has the tunneling coefficient for any electric field using

Eq. (7.2). The transmission, T , is independent of energy as can be seen from Fig.

7.2, since injection from any other energy on the vertical axis results in an identical

tunneling barrier.

To obtain the current, we could use Eq. (7.2) in Eq. (7.1), but in the spirit of

this zero-order approximation, it is sufficient to define an energy window ∆E through

which the current is tunneling. For drive current, depending on the source doping,

this could be from either the valence band or the Fermi level of the source to the

conduction band of the gate. For leakage current, this could be from the valence

band of the gate to the Fermi level of the drain. Then, Eq. (7.1) reduces to

IT =
2Mq

h
T∆E. (7.3)

To verify the accuracy of Eq. (7.3), we compare its predictions to those of numerical

simulations using Eq. (7.1) in which the transmission coefficient is calculated using

the non-equilibrium Green function method as described in Refs. [135, 195].

The accuracy of both the analytical expression and the numerical expression de-

pend on the accuracy of the bandstructure model. For the InAs and InSb nanowires,

we use a discretized 8-band k · p model as described in Ref. [1]. The [100] nanowires

are discretized on a uniform 1 nm grid. For the CNTs, we use a π-bond model with

a nearest-neighbor Hamiltonian matrix element Vppπ = −2.77 eV [195]. The imagi-

nary wavevector throughout the bandgap is calculated from the generalized eigenvalue

problem as described in [121].
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Figure 7.3: Energy band profile of TFETs at on state showing how the Fermi-tail is
essentially suppressed by the bandgap.

7.4.3 Cold-carrier injection

The use of non-equilibrium carriers, in particular, cold carrier injection, may be a key

enabler to extending the ITRS roadmap. In TFETs, cold-carriers can be exploited

for tunneling which gives the advantage in terms of subthreshold slope lower than the

fundamental limit of 60 mV/dec. The carriers are cold in the sense that the Fermi-

tail is suppressed by the bandgap, as shown in Fig. 7.3. The high energy tail of the

carriers, which is a direct consequence of the thermal distribution of carriers at room

temperature, can be suppressed by employing the tunneling mechanism. Essentially

then the carrier distribution will look like as the one at T=0K. The prototypical

device which exploits cold carrier injection is the band-to-band tunnel FET (TFET).
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7.4.4 InSb and InAs NW TFETs

There are two aspects of performance on which we will focus, the drive current,

Ion and the leakage current Ioff . The drive current is limited by the band-to-band

tunneling from the source to the channel. The leakage current considered is limited

by band-to-band tunneling in the drain. This can also be the limiting mechanism

for conventional nanowire or nanotube FETs [195]. Since adequate drive current has

been an ongoing issue for TFETs, the small bandgaps of InAs, InSb, and CNTs should

give a maximum drive current for this type of device. Furthermore, the small electron

effective mass allows InAs and InSb NWs to reach the quantum capacitance limit at

relatively large diameters [3]. Therefore, we will compare the tunneling currents in

InAs and InSb nanowires and CNTs as a function of diameter and electric field.

To do this, we demonstrate a zero-order analytical approach for determining the

tunnel current as a function of material, diameter, and electric field. The approach

allows one to perform a quick, preliminary evaluation of a large design-space to narrow

down the possibilities for more in-depth modeling and analysis [48] or designing split

lots for empirical testing.

Fig. 7.4 shows the imaginary wavevector in the bandgap for 10 nm InAs and

InSb nanowires and a (23,0) CNT. For each nanowire or nanotube, the tunneling

current will be exponentially damped with a damping coefficient proportional to the

area contained by the E − κ curve. Thus, it is clear that, even though a 10 nm

diameter InSb nanowire and a (23,0) CNT have similar bandgaps, tunneling will be

considerably less for the InSb nanowire. To calculate the analytical expression for the

transmission coefficient, we integrate these curves once for each material and diameter

and then insert the value into Eq. (7.2) along with the relevant electric field.

The accuracy of the approach is assessed by comparing the current calculated
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analytically using Eq. (7.3) to the current calculated numerically using Eq. (7.1)

with T (E) calculated exactly using NEGF. Linear potential drops, self-consistent

potentials, and Fermi level degeneracy are considered. First, tunneling out of a full

valence band into an empty conduction band with a linear potential drop is considered.

The band diagram is shown in the inset of Fig. 7.5. The energy window lies between

the valence band on the left and the conduction band on the right corresponding

to ∆E = 0.5 eV. In Eq. (7.1), f(E − µL) = 1 and f(E − µR) = 0. The current

comparison, as a function of electric field, is shown in Fig. 7.5. The current axis for

the CNT is on the left, and the current axis for the InSb and InAs NWs is on the

right (note the different scales). The maximum ratio of the numerical to the analytical

value is 1.57 occuring at E = 0.35 V/nm for both InSb and InAs. At all other fields

the ratio lies between 1 and 1.23 for the NWs. For the CNTs, for all fields, the ratio

lies between 0.94 and 1.09. In a second test, we consider a self consistent potential

for a 2 nm diameter InAs NW FET provided from Ref. [48] with an energy window

between the valence band of the source and conduction band of the gate of 0.556

eV resulting from a potential drop between the source and the gate of 1.74 V. The

Fermi level degeneracy in the source is EV S − EFS = 0.0112 eV from [48] resulting

in a reduction of ∆E by 0.0112 eV from 0.556 eV to 0.545 eV. To obtain an electric

field for Eq. (7.2), we approximate the potential drop as linear between points in the

source and the gate where the potential is changed by ±kBT from flat-band. The

resulting electric field is 0.117 V/nm. The numerically calculated current obtained

from Eq. (7.1) using the exact f(E − µL) with µL = EFS, f(E − µR) = 0, and T (E)

calculated using NEGF, is 0.446 nA. The analytically calculated current from Eq.

(7.3) is 0.469 nA. For all verification comparisons, the maximum ratio that we have

observed between the numerical calculation using (7.1) and the analytical calculation

using (7.3) is 1.6. This verifies that the analytical expression (7.3) captures well the
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Figure 7.4: Smallest imaginary wavevectors in the bandgap of 10 nm diameter InSb
and InAs NWs and a (23,0) CNT. The valence band edges of all structures are set
to E = 0. The curves shown couple the highest valence band mode and the lowest
conduction band mode. Other such curves with larger imaginary wavevectors exist
which couple lower valence modes to higher conduction modes, but they are irrele-
vant for tunneling since they are exponentially suppressed. The CNT curve is 2-fold
degenerate. Reproduced with permission from [4]. c© [2009] IEEE.

dominant exponential dependence of current on the electric field, the band gap, and

the dispersion, and that it is of sufficient accuracy for understanding current limits

and for narrowing down the design space for more in-depth analysis.

Fig. 7.5(b) shows the value of the integral EI ≡ 2
q

∫ EG

0
dEκ(E) as a function

of nanowire material and diameter. Note that the axis for the CNT diameter is

on top and the value for the CNT integral is at the right. With these values, one

can immediately determine and compare the electric fields required to produce a

desired drive current or prevent an undesired leakage current for different materials

and diameter nanowires and CNTs.

We now demonstrate an example analysis using the integral values shown in Fig.

7.5(b) to understand the effect of material and diameter choice on the drive current,

the leakage current, and the required electric fields. For this example, we choose a

model device biasing scheme illustrated in Fig. 7.6. The device is p-i-n. In equi-

librium, the Fermi level is aligned with the valence band edge in the source, the
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conduction band edge in the drain, and midgap in the channel. Under bias, the drain

voltage is VDD. In the ‘on’ state, the gate voltage is also VDD which is chosen to give

a tunneling window, ∆E, of 0.2 eV between the source and the channel. To achieve

this, the gate voltage must be sufficient to change the potential in the channel by

EG/2+0.2. The change in channel potential with respect to gate voltage is governed

by the gate control parameter, α, which lies in the range of 0.8 − 0.9 [1]. Thus,

VDD = (EG/2 + 0.2)/α. Therefore, the tunneling window ∆E in the drain in the off

state is somewhat larger than 0.2 eV, but for this analysis, we will assume that it is

also 0.2 eV. Given this model biasing scheme, we now set targets for the ‘on’ current

and the ‘off’ current and determine what electric fields are required to achieve the

targets.

To set an achievable target for the ‘on’ current, one must first consider the im-

plications of Eq. (7.3). Since T ≤ 1, the maximum current achievable is Imax =

2Mq∆E/h = 15.5M µA for ∆E = 0.2 eV. To achieve a current of 10 µA in a

nanowire with M = 1 requires T = 0.65. This requires an electric field of 0.76 V/nm

in the 10 nm InAs NW and 0.43 V/nm in the 10 nm InSb NW. This means that 1 V

must be dropped across 1.3 nm in the InAs NW and across 2.3 nm in the InSb NW.

The feasibility of such fields can be understood by considering the screening length in

a 1D wrap-around gate geometry [196], λ = d
√

ε/(8εox) ln(1 + 2dox/d) + 1/16 where

d is the NW diameter, ε is the NW or CNT dielectric constant, εox is the insulator

dielectric constant, and dox is the insulator thickness. Assuming a 5nm HfO2 insula-

tor, λ = 3.4 nm for both the 10nm InAs and InSb NWs. A drive current of 10 µA is

not possible in the 10 nm InAs or InSb NWs under the biasing conditions shown. A

drive current of 5 µA would require fields of 0.294 V/nm and 0.168 V/nm for 10nm

InAs and InSb NWs, respectively, corresponding to 1V drops over 3.4nm and 6nm.

Thus, 5 µA should be achievable for a 10nm InSb NW and near the limit of what
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Figure 7.5: (a) Calculated analytical and numerical tunneling currents as a function
of the electric field for 2nm InSb and InAs NW FETs and for a (25,0) CNT FET.
The current axis for the CNT is on the left, and the current axis for the InSb and
InAs NWs is on the right (note the different scales). The inset shows the band profile

and window of integration, ∆E. (b) Wavevector integral, EI ≡ 2
q

∫ EG

0
dE ′κ(E ′), for

InSb, InAs NWs, and for CNTs as a function of the NW/CNT diameter. The EI axis
for the NWs is on the left, and the EI axis for the CNTs is on the right. Reproduced
with permission from [4]. c© [2009] IEEE.

can be achieved for a 10nm InAs NW (for the bias condition of Fig. 7.6b). For

demonstration, a current target of 1 µA is chosen. Fig. 7.6d shows the electric field

required to achieve an ‘on’ current of 1 µA as a function of NW diameter. All of these

fields are less than 1V/λ so they should be achievable in all of the NWs.

Now considering the leakage process shown in Fig. 7.6(c), we ask, ‘What drain

fields are required to adequately shut the devices off with an on-off current ratio of

105?’ Taking the voltage drop from channel to drain to be approximately 1V, the

inverse of the drain field gives the required drain underlap length xu shown in Fig.

7.6a. As the NW diameters go from 10nm to 2nm, the values of xu go from 33nm to

11nm for InAs and from 50nm to 12.5nm for InSb. Therefore, these NWs are capable

of providing 1 µA of drive current with a 105 on-off current ratio with drain underlaps

less than 50nm for InSb and less than 33nm for InAs.

Because of the double degeneracy of the band edges and smaller integral, EI , an

achievable on-current target for CNTs is 10 µA. The required fields for the on and

off currents are shown in Figs. 7.6d and 7.6e, respectively. For the on current, the
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Figure 7.6: Enhancement mode FET biasing. (a) No bias applied. (b) On state;
VGS = VDS = VDD. (c) Off state; VGS = 0 and VDS = VDD. (d) Source electric field,
ES, needed to achieve an ON-current of 1µA and 10µA, repectively, for NW FETs
and CNT FETs as a function of diameter, and (e) Drain electric field, ED, required
to obtain an ON-OFF current ratio of 105 for various diameter NW/CNT TFETs.
For (d) and (e), the fields for the NWs are on the left axis, and the fields for the
CNTs are on the right axis. Reproduced with permission from [4]. c© [2009] IEEE.

source fields range from 0.37 V/nm for the 0.8 nm diameter CNT to 0.08 V/nm for

the 1.8 nm CNT. All fields are less than 1V/λ. For the off current, the fields range

from 8.6× 10−3 V/nm to 3.8× 10−2 V/nm corresponding to drain underlaps ranging

from 26nm for the 0.8nm diameter CNT to 117 nm for the 1.8 nm CNT.

7.4.5 InP and GaN NW TFETs

InP is a direct bandgap material. It shows the potential to be used in high-speed,

high-power electronic devices because of its excellent transport properties [197]. In

this section, we present the theoretical investigation on the drive currents and leakage

currents of InP NW TFETs based on calculating the imaginary wavevector in the

bandgap as a function of NW diameter. Since adequate drive current has been an

ongoing issue for TFETs, we investigate the tunneling currents in InP NW TFETs

as a function of NW diameter and electric field. We show the feasibility of using such
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Figure 7.7: Smallest imaginary wavevectors in the bandgap of 2 nm and 10 nm di-
ameters InP NWs. The valence band edges of all structures are set to E = 0. The
curves shown couple the highest valence band mode and the lowest conduction band
mode. Other such curves with larger imaginary wavevectors exist which couple lower
valence modes to higher conduction modes, but they are irrelevant for tunneling since
they are exponentially suppressed. Reproduced with permission from [7]. Copyright
[2009], American Institute of Physics.

NWs in a TFET channel in terms of the drive current, leakage current and electric

field.

The model that we use to investigate InP and GaN NW TFETs is presented in

Sec. 7.4.1. For the NWs, we use a discretized 8-band k · p model as described in

Ref. [1]. The [100] nanowires are discretized on a uniform 1 nm grid. The imaginary

wavevector throughout the bandgap is calculated from the generalized eigenvalue

problem as described in [121].

Fig. 7.7 shows the imaginary wavevector in the bandgap for 2 nm and 10 nm

InP NWs. For each NW, the tunneling current will be exponentially damped with a

damping coefficient proportional to the area contained by the E − κ curve. Plotting

the E − κ curves allows one to quickly compare the tunneling properties of different

NW diameters. To calculate the analytical expression for the transmission coefficient,

we simply integrate these curves once for various diameter NWs and then insert the

value into Eq. (7.2) along with the relevant electric field.

The diameter at which the QCL can be reached in a NW depends on the NW
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Figure 7.8: Number of conduction band modes (right axis) and quantum capacitance
(left axis) as a function of source Fermi energy for 2 nm and 10 nm diameter InP
NWs. With a source Fermi energy of 0.1 eV, all the devices have CQ < CG, and
thus operate in the quantum capacitance limit. Reproduced with permission from [7].
Copyright [2009], American Institute of Physics.

material. Fig. 7.8 presents the number of modes (right vertical axis) and the quantum

capacitance (left vertical axis) for 2 nm and 10 nm diameter InP NWs as a function

of the source Fermi energy. With a source Fermi energy of 0.1eV, 2 nm diameter

InP NW is single-moded (with spin). However, 10 nm diameter InP NW contains

several spin degenerate modes. The second set of subbands for the 10 nm NW occur

at 65 meV above the fundamental conduction band mode. It is clear that for source

Fermi energy of 0.1eV, all NWs have the quantum capacitance CQ < the geometric

gate capacitance CG, and thus operate in the QCL. InP NWs, thus, reach the QCL

at considerably larger diameters than Si NWs [147]. This is a result of the small

electron effective mass and corresponding low density of states of InP.

We compare the analytically calculated current to the numerically calculated cur-

rent to assess the accuracy of the approach presented in this letter. The analytically

calculated current is obtained from Eq. (7.3), and the numerically calculated current

is obtained from Eq. (7.1) with f(E − µL) = 1, f(E − µR) = 0, and T (E) calculated

using NEGF. A linear potential drop is considered with a ∆E = 0.5 eV in Eq. (7.3).

The current comparison, as a function of electric field, is shown in Fig. 7.9(a), and
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Figure 7.9: (a) Calculated analytical and numerical tunneling currents as a function
of the drain electric field for InP NW FETs. Inset shows the band profile and window
of integration, ∆E. (b) Wavevector integral, EI ≡ 2

q

∫ EG

0
dE ′κ(E ′) for the devices as

a function of NW diameter. Reproduced with permission from [7]. Copyright [2009],
American Institute of Physics.

the potential profile is shown in the inset. The currents compare well over many

orders of magnitude ranging from below fA to µA with electric fields ranging from

2 × 105 − 2 × 106 V/cm.

Fig. 7.9(b) shows the value of the integral EI ≡ 2
q

∫ EG

0
dEκ(E) for the InP NWs

as a function of NW diameter. With these values, one can determine and compare

the electric fields required to produce a desired drive current or prevent an undesired

leakage current for different diameter NWs.

We now use the integral values shown in Fig. 7.9(b) to understand the source and

drain electric fields that are required in NW TFETs. To do that, first we describe

the model device biasing scheme that is illustrated in Fig. 7.10. The device is p-i-n.

In equilibrium, the Fermi level is aligned with the valence band edge in the source,

the conduction band edge in the drain, and midgap in the channel. Under bias, the

drain voltage is VDD. In the ‘on’ state, the gate voltage is also VDD which is chosen

to give a tunneling window, ∆E, of 0.25 eV between the source and the channel.

To achieve this, the gate voltage must be sufficient to change the potential in the

channel by EG/2+0.25. The change in channel potential with respect to gate voltage

is governed by the gate control parameter, α, which lies in the range of 0.8 − 0.9.
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Thus, VDD = (EG/2 + 0.25)/α. Therefore, the tunneling window ∆E in the drain in

the off state is somewhat larger than 0.25 eV, but for this analysis, we will assume

that it is also 0.25 eV. Given this model biasing scheme, we now set targets for the

‘on’ current and the ‘off’ current and determine what electric fields are required to

achieve the targets.

The drive current in TFETs is limited by the band-to-band tunneling from the

source to the channel. To set an achievable target for the ‘on’ current, one must first

consider the implications of Eq. (7.3). Since T ≤ 1, the maximum current achievable

is Imax = 2Mq∆E/h = 19.3M µA for ∆E = 0.25 eV. To achieve a current of 5 µA in

a NW with M = 1 requires T = 0.26. This requires an electric field of 2.7 V/nm in the

10 nm InP NW. This means that 1 V must be dropped across 0.37 nm in the InP NW.

The feasibility of such fields can be understood by considering the screening length in

a 1D wrap-around gate geometry [196], λ = d
√

ε/(8εox) ln(1 + 2dox/d) + 1/16 where

d is the NW diameter, ε is the NW or CNT dielectric constant, εox is the insulator

dielectric constant, and dox is the insulator thickness. Assuming a 2nm HfO2 insulator,

λ = 0.89 nm for the 10nm InP NW. A drive current of 5 µA is not possible in the

10 nm InP NW under the biasing conditions shown. A drive current of 1 µA would

require field of 1.2 V/nm for 10nm InP NW, corresponding to 1V drops over 0.83 nm.

Thus, 1 µA should be achievable for a 10nm InP NW. For demonstration, a current

target of 1 µA is chosen. Fig. 7.10d shows the electric field required to achieve an

‘on’ current of 1 µA as a function of NW diameter. All of these fields are less than

1V/λ so they should be achievable in all of the NWs.

The leakage current occurs due to the band-to-band tunneling process from the

channel to the drain. We consider an off-current limited by band-to-band tunneling

in the drain. Considering the leakage process shown in Fig. 7.10c, we ask, ‘What

drain fields are required to adequately shut the devices off with an on-off current ratio
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Figure 7.10: Standard enhancement mode FET biasing. (a) No bias applied. (b)
On state; VGS = VDS = VDD. (c) Off state; VGS = 0 and VDS = VDD. (d) Source
electric field needed to achieve an ON-current of 1µA, and (e) Drain electric field
(left vertical axis) and the drain underlap (right vertical axis) needed to acquire ON-
OFF current ratio of 106 for various diameter InP NW TFETs. Reproduced with
permission from [7]. Copyright [2009], American Institute of Physics.

of 106?’ Taking the voltage drop from channel to drain to be approximately 1V, the

inverse of the drain field gives the required drain underlap length xu shown in Fig.

7.10a. As the NW diameters go from 10nm to 2nm, the values of xu go from 5nm

to 3nm for InP NWs. Therefore, these NWs are capable of providing 1 µA of drive

current with a 106 on-off current ratio with drain underlaps less than 5nm.

Fig. 7.11 shows the bandgap as a function of the NW diameter for GaN NWs.

The bandgap for the NWs varies from 4.25 - 4.0 eV (bulk GaN bandgap is 3.2eV at

room temperature [109]) for NW diameters ranging from 2 - 8 nm. The confinement

has little effect on the bandgap.

Fig. 7.12(a) shows the imaginary wave vector in the bandgap for 2- and 8-nm di-

ameter GaN NWs. For each NW, the tunneling current will be exponentially damped

with a damping coefficient proportional to the area contained by the E-κ curve. To

calculate the analytical expression for the transmission coefficient, we integrate these

curves for each NW and then insert the value into Eq. 7.2 along with the relevant
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Figure 7.11: Bandgap as a function of NW diameter for the simulated GaN NWs.
Bulk GaN gandgap is also shown in the plot for comparison. Reproduced with permis-
sion from [6]. Copyright [2010], American Institute of Physics.

electric field. Fig. 7.12(b) shows the value of the integral EI ≡ 2
q

∫ EG

0
dEκ(E) as a

function of NW diameter. With these values, one can determine and compare the

electric fields required to produce a desired drive current or prevent an undesired

leakage current for different NW diameters.

We now demonstrate an example analysis using the integral values shown in Fig.

7.12(b) to understand the effect of the NW diameter on the drive current, the leak-

age current, and the required electric fields. For this example we present a model

biasing scheme as shown in Fig. 7.13. The device is p-i-n. In equilibrium, the

Fermi level is aligned with the valence band edge in the source, the conduction band

edge in the drain, and the midgap in the channel. Under bias, the drain voltage

is VDS(=EG/(2q)). In the ON state, the gate voltage, VGS is chosen such that a

tunneling window ∆E of 0.25 eV is achieved between the source and the channel.

Given this biasing scheme, we set the targer ON-current as 0.1µA for all devices
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Figure 7.12: (a) Smallest imaginary wave vectors in the bandgap of 2- and 8-nm
diameter GaN NWs. The valence band-edges of all structures are set to E=0. The
curves shown couple the highest valence band mode and the lowest conduction band
mode. Other such curves with larger imaginary wave vectors exist which couple lower
valence band modes to higher conduction band modes, but they are irrelevant for
tunneling since they are exponentially suppressed. For smaller NW diameter, the
imaginary band contains more area, and vice versa. Imaginary bands are considered
as a leakage/tunneling path for electrons. The tunneling current will be exponentially
damped with a damping coefficient proportional to the area contained by the imag-
inary band. (b) Wave vector integral, εI = (2/q)

∫

dE
′

κ(E
′

), for GaN NWs as a
function of NW diameter.The smaller the NW diameter, the larger the values of the
wave vector integral (damping coefficient), and the smaller the tunneling currents will
be. Reproduced with permission from [6]. Copyright [2010], American Institute of
Physics.
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and calculate the required source electric field to produce the target ON-current. The

results are presented in Fig. 7.13(d). For NW diameter of 2 nm, the required source

electric field to generate the target ON-current is 3.2 V/nm, and for NW diameter

of 8 nm, the source field requirement is 2.8 V/nm. Considering the applied potential

between the source and the channel as EG/2, the source-channel underlap varies from

0.62 - 0.71 nm as NW diameter ranges from 2 - 8 nm. Then we calculate the drain

electric field to adequately shut the device off with an ON-OFF current ratio of 106.

The results are shown in Fig. 7.13(e). For NW diameter of 2nm, the drain electric

field needed to achieve the target off-current is 0.98 V/nm, and the field requirement

for NW diameter of 8nm is 0.89 V/nm. Considering the applied potential between

the the channel and the drain as EG/2, the channel-drain underlap varies from 2.0 -

2.3 nm as NW diameter ranges from 2 - 8 nm. The fields calculated are all within the

breakdown field of zinc-blende GaN. The feasibility of such fields is also evaluated by

considering the screening length in a one-dimensional nanostructure [196].

In conclusion, we have presented a theoretical study on the drive currents and

leakage currents of InP and GaN NW TFETs based on calculating the imaginary

wavevector in the bandgap as a function of NW diameter. The integral of the κ−E

curve, EI, allows one to analytically calculate the interband tunnel current for any

electric field. The analytical expression is verified with numerical calculations. One

can then survey this material to determine maximum possible currents and required

electric fields with specific on-off current ratios for applications in high-speed and

high-power electronic devices.
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Figure 7.13: Enhancement-mode FET biasing. (a) No bias applied, (b) ON state;
VGS = VDS = VDD. (c) OFF state; VGS = 0 and VDS = VDD. EG is the bandgap of the
NWs, and α is the gate control parameter. (d) Source electric field, εS (left vertical
axis) and source-channel underlap, xuS (right vertical axis) needed to achieve ON-
current of 1 µA for GaN NW TFETs as a function of NW diameter. (e) Drain electric
field, εD (left vertical axis) and the channel-drain underlap, xuS (right vertical axis)
required to obtain an ON-OFF current ratio of 106 for GaN NW TFETs as a function
of NW diameter. With larger NW diameter, tunneling is higher and consequently
less field is required to produce or suppress the desired drive current or undesired
leakage current, respectively. Reproduced with permission from [6]. Copyright [2010],
American Institute of Physics.
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7.5 Subthreshold characteristics: Effects of ‘band-

tails’

There are a number of questions concerning the design and ultimate performance

of TFET devices. The drive current is limited by interband tunneling. An analysis

on the drive currents as a function of materials, diameters and electric fields are

presented in the previous sections. The off-current and inverse subthreshold slope are

limited by several factors such as band tails resulting from heavy doping, impurities,

and phonons.

To support the high electric fields required to achieve large interband tunnel cur-

rent [4], heavy doping is required in the source and / or drain. When the doping is

so high, the impurity bands merge with the conduction and valence bands giving rise

to a large band-tail in the density of states which decays exponentially [198] into the

bandgap. These band-tails can result from heavy doping, impurities, and phonons.

The band-tails act as local scattering centers which can enhance carrier movement in

the off-state, and thereby affect the subthreshold characteristics of NW TFETs.

The density of states in the presence of impurity states are calculated [199, 200]

and their effects on the I-V characteristics of resonant tunneling diodes are inves-

tigated [25, 201] analytically using parabolic band approximations. Recently the

subthreshold slope of a NW TFET in the presence of an impurity state is being

investigated analytically using parabolic approximation in the ballistic approach [50].

However, in order to understand the effects of inelastic scattering among electrons

and impurities in the tunneling barrier [202], a full band quantum mechanical dissi-

pative transport should be considered in the presence of incoherent scattering. To

investigate the effects of realistic band-tails due to impurity states on the off-current

and the subthreshold slope of NW TFETs, we have developed a generalized full band
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quantum mechanical numerical model within the non-equilibrium Green’s function

(NEGF) formalism. The approach used a recursive Green’s function (RGF) algo-

rithm for both the retarded Green’s function, GR [106] and the matrix of correlation

operator, G< [107] in the presence of incoherent scattering within an 8-band k · p

model [1, 2]. The method is applied to InSb NW TFETs. The method is, in detail,

described in Chap. 3, Sec. 3.2.2.

In the following sections, we will present the generalized model that we have devel-

oped to investigate the effects of such band-tails on the subthreshold characteristics

of NW TFETs. The model was applied to investigate the off-state and the subthresh-

old characteristics of NW TFETs based on InSb NWs. The simulated results will be

presented in the following sections.

7.5.1 Model

We consider a square [100] InSb/InP core-shell NW with a core cross-section of 2

nm. The bandgap for this NW is 1.19 eV [1]. Fig. 7.14(a) shows schematic band

diagram for a p+-i-n+ TFET in the subthreshold mode of conduction. ECS(V S) is the

conduction(valence) band-edge at the source and ECG(V G) is the conduction(valence)

band-edge at the gate region. EV S=0 is taken as reference. The source and the

drain regions are, respectively, 10 nm and 5 nm long. The source-to-gate and the

gate-to-drain underlap regions are, respectively, 5 nm and 10 nm. Two gate lengths,

10 nm and 20 nm, are considered. In Fig. 7.14(a), two tunneling processes in the

subthreshold conduction mode are indicated: (1) promoted by a mid-gap impurity

state in the source, an electron can directly tunnel from the source to the gate region

and subsequently collected by the drain, and (2) an electron can hop by the impu-

rity states through the bandgap in the gate region and tunnel to the drain. These
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tunneling mechanisms affect the subthreshold conduction of TFET devices which we

investigate in these sections.

The impurity bands, when merged with the conduction and valence bands, give

rise to large band-tails in the density of states which decays exponentially into the

bandgap as exp{−|E−EC,V |/α}, with EC,V being the conduction(valence) band-edge

and α is the decay factor. This is illustrated in Fig. 7.14(b) for a 2nm core diameter

InSb NW with α=4kT.

The off current and the inverse subthreshold slope (S) are limited by such density-

of-states tails (hereafter referred to ‘band-tails’) in the bandgap which result in mid-

gap traps allowing trap-assisted band-to-band tunneling [50]. A larger value of α

means a larger band-tail and a wider trap distribution and vice versa. It is important

to investigate the effects of such impurity states in the bandgap to determine the

super cutoff nature of TFETs in order to ensure a steep S (�60 mV/decade) at a

reasonably higher on current.

7.5.2 What is ‘band-tail’?

As mentioned earlier, band-tails can result from heavy doping, impurities and phonons.

The presence of the band-tails in the bandgap of nanoscale materials behave like im-

purity states which can act as scatterers to enhance or diminish electron movement.

Depending on the doping condition, there may be a single impurity in the bandgap

which act as a local scattering center, or there may be series of impurities which act

as scatterer chain. In either case, an electron finding itself in the scattering centers

can tunnel through the bandgap by a mechanism well-known as ‘hopping’. These un-

wanted tunneling of carriers in the off-state can severely degrade device subthreshold

characteristics. In the off-state, TFET performance can be affected by these impurity
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Figure 7.14: (a) The band profile (not to scale) for a p+-i-n+ TFET in the off state.
‘Band-tail’ resulting from heavy doping promotes carrier tunneling from the source
to the gate region. Two tunneling processes in the subthreshold conduction mode are
indicated: (1) mid-gap trap assisted tunneling, and (2) tunneling by carrier hopping.
(b) Density of states as a function of energy of 2nm wire diameter InSb NW show-
ing the band-edges and the band-tails. Away from the 1-D band-edge singularity, the
band-tails decay in the bandgap as e−|E−EC,V |/αA , with EC and EV being the conduction
band-edge and valence band-edge, respectively. A range of values for αA are investi-
gated. In this case, αA = kT , with k being the Boltzmann constant and T is the room
temperature (300K).
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bands which result from the band-tail like density of states.

Such a band-tail can be modeled by incorporating energy dependent self-energy in

the NEGF equations. A representative density of states plot including such band-tails

is calculated for a 2nm InSb NW, and presented in Fig. 7.14(b). The density of states

decays exponentially in the bandgap by a decay factor, as mentioned in the previous

section, as α. The decay factor α can be comparable to the thermal energy kT (k is

the Boltzmann constant and T is the room temperature, 300K). Thus, the decay of

carrier density below the band-edge can be comparable to the decay of carrier density

above the band-edge due to the thermal tail of the Fermi factor. In a standard FET,

it is this thermal tail which sets the ideal lower limit of 60 mV/decade on the inverse

subthreshold slope. In a TFET, however, it is not clear whether the band-tails would

act in the same way. In this investigation, we report on the effects of band-tails on

the off current and the inverse subthreshold slope of NW TFETs. We show that even

with α comparable with or greater than kT, there is still a significant reduction of the

inverse subthreshold slope in TFETs from its ideal thermally-limited value in FETs.

7.5.3 Numerical calculation

In the mathematical model, the exponentially decaying band-tails result from the

energy-dependent self-energy, ΣR
i,i = −iΓi,i

2
, Γ being the matrix for level broadening

at i-th layer of the device. Γ = ~/τin where τin is the inelastic scattering time,

Γ = Γ0exp{−(EC − E)/α} for E < EC , Γ = Γ0exp{−(E − EV )/α} for E > EV , and

Γ = Γ0 otherwise. Γ0 = 2η0. η0 defines the broadening. The choice of η0 dictates the

feasible inelastic scattering time. We will present the results for various values of η0.

For instance, η0=50 meV gives an inelastic scattering time τin=6.6 fs, while η0=20

meV gives an inelastic scattering time τin=16.5 fs.
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The inelastic scattering time due to ionized impurity (II) scattering is calculated

using [203]

1

τin
=
πND

~

(

q2L2
D

ε

)2

gC(E) (7.4)

where delta-doping is considered. Here LD is the Debye length which is given as

LD =
√

εkT
q2ND

[203]. q is the magnitude of the electron charge, ~ is the reduced

Planck’s constant. ε = ε0εr with ε0 being the permittivity of free space and εr is

the relative permittivity of materials. ND is the doping density of the NWs at a

certain Fermi level. gC(E) is the 1-D density of states. Using the parameters such as

ND=5×1019cm−3 and gC(E)=3.47 eV−1nm−1 for a 2 nm core diameter InSb NW for

a Fermi level of 0.1 eV [1], inelastic scattering time due to II scattering, τin becomes

17.8 fs.

The band-to-band tunneling current in the presence of incoherent scattering is

calculated as (in block matrix notation for t and G<) [106]

Ii =
q

~

∫

dE

2π
Re
{

tr
[

ti,i+1G
<
i+1,i(E)

]}

, (7.5)

where tr{...} indicates a trace over all orbital states. Linear potential drop is consid-

ered for calculating tunneling current. The accuracy of such an approach is verified [4].

Here, t is the layer-to-layer coupling matrix and G< is the matrix for electron corre-

lation operator. G< is calculated using RGF algorithm in the presence of incoherent

scattering [107]

G<
i,i = g�<

i,i +g�R
i,i ti,i−1G

R
i−1,i−1ti−1,ig

�<
i,i +g�R

i,i ti,i−1G
<
i−1,i−1ti−1,ig

�R†
i,i +g�<

i,i ti,i−1G
R†
i−1,i−1ti−1,ig

�R†
i,i .

(7.6)

To calculate the layer-by-layer current for the device, the off-diagonal blocks of G<
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are created using Langreth’s rule [138] as follows,

G<
i+1,i = g�R

i+1,i+1ti+1,iG
<
i,i + g�<

i+1,i+1ti+1,iG
R†
i,i . (7.7)

7.5.4 Band-tails: Density of states

In the following analysis, we will consider two values of η0, specifically 20 meV and

50 meV, which gives an inelastic scattering time, τin of 16.5 fs and 6.6 fs, respectively.

The formaer value of the η0 gives an inelastic scattering time comparable to the one

with II scattering.

The density of states as a function of energy for a 2 nm diameter InSb NW

at equilibrium showing the band-edges and band-tails is presented in Fig. 7.15 with

η0=20 meV, and in Fig. 7.16 with η0=50 meV. The density of states is calculated using

the relation N 1−D
i,i (E) = (1/a)tr[(−1/π)Im{GR

i,i(E)}] with a being the discretization

length, and tr{...} is the trace over all states within a single discretized layer along the

transport direction (including spin). Away from the band-edge singularity (shown as

the dashed vertical lines in Fig. 7.15 and 7.16), the band-tails decay in the bandgap

as e−|E−EC,V |/αA, with EC and EV being the conduction band-edge and valence band-

edge, respectively. αA represents the initial decay from the band-edge singularity, and

is extracted from the initial decay of the density-of-states plots as shown in Fig. 7.15

and Fig. 7.16. A range of values for αA (0.5kT to kT) are investigated.

With η0=20 meV, the maximum decay factor αA that we can achieve is 0.54kT,

and with η0=50 meV, the maximum decay factor αA that can be achieved is 1kT.

Moreover, η0=20 meV gives an inelastic scattering time of 16.5 fs which is approxi-

mately equal to the inelastic scattering time due to II scattering of 17.8 fs (calculated

using Eq. 7.4), whereas η0=50 meV gives an inelastic scattering time of 6.6 fs which is
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Figure 7.15: Density of states as a function of energy of 2nm wire diameter InSb
NW showing the band-edges and the band-tails with η0=20 meV. Away from the 1-D
band-edge singularity, the band-tails decay in the bandgap as e−|E−EC,V |/αA, with EC

and EV being the conduction band-edge and valence band-edge, respectively. Plots for
a range of values for αA are investigated.
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Figure 7.16: Density of states as a function of energy of 2nm wire diameter InSb
NW showing the band-edges and the band-tails with η0=50 meV. Away from the 1-D
band-edge singularity, the band-tails decay in the bandgap as e−|E−EC,V |/αA, with EC

and EV being the conduction band-edge and valence band-edge, respectively. Plots for
a range of values for αA are investigated.

149



less than that due to the II impurity scattering for the NWs based on InSb materials.

We will show below the effects of broadening η0 (and therefore that of τin) on the

subthreshold characteristics of InSb NW TFETs.

7.5.5 Band-tails: Effects of heavy doping in the source

Fig. 7.17 presents current density (in a log scale) as a function of energy for the

NW TFETs considering ΣR used (impurity states and hence band-tails incorpo-

rated) in the source and the source-to-channel underlap region (Fig. 7.17a-b) with

η0=20meV, while Fig. 7.18(a-b) shows the same for η0=50meV. Unless specified

otherwise, a source Fermi level of 0.1 eV is used which corresponds to a doping den-

sity of NA=5×1019/cm3. Such doping densities are experimentally realized for InSb

NWs [204]. Two gate lengths, 10 nm and 20 nm, are considered. Plots are shown

for three gate biases, i.e., VGS=0 V (dotted lines), VGS=0.125 V (dash dotted lines),

and VGS=0.25 V (solid lines). On top of each plot, ECG for three bias conditions are

indicated as shown by the dashed vertical lines in Fig. 7.17 and Fig. 7.18. Current is

dominated by tunneling through the bandgap for all cases. For a gate length of 20nm

(Fig. 7.17(b) and Fig. 7.18(b)), current is significantly enhanced by the band-tails in

the gate region.

Fig. 7.19 shows ID-VG characteristics on a log scale for NW TFETs with a range

of values for αA with ΣR used in the source and the source-to-channel region with

η0=20meV and Fig. 7.20 shows the same for η0=50meV. For comparison, ID-VG

curves with ΣR=0 (coherent transport) throughout the device is also shown. EV S and

ECG band un-crossing biases are indicated by the vertical ellipse. For a wider band-

tail (higher values of αA, in other words, wider impurity distribution), the number

of available states within the energy bandgap increases, which in turn, promotes
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Figure 7.17: Current density as a function of energy of InSb NW TFETs with ΣR

used in the source region for two gate lengths (a) 10 nm and (b) 20 nm. For all
plots, EV S=0 eV is the valence band-edge in the source which is taken as reference.
η0=20meV and αA=0.54kT. Source Fermi level of 0.1 eV is used. Three gate biases
are considered, i.e., VGS=0 V (dotted lines), VGS=0.125 V (dash dotted lines), and
VGS=0.25 V (solid lines). On top of each plot, level for conduction band-edge under
the gate, ECG for three bias conditions are indicated by the dashed vertical lines.

151



¡¢
£¤e¥
¦§

µ

¨ª©�«|¬X

®n¯±°

²s³µ´�¶ ²¸· ´s¹»ºR¼W½�¾À¿
ÁsÂÄÃÆÅÈÇsÉkÊ

©�ËÌ
®ÎÍQÏ¯�Ð/Ñ]Ò�Ó"Ô�Õ;Ö�×�¯ ®�Í�Ï¯�Ð(Ñ]Ò�Ó�¯®�Í�Ï¯�Ð(ÑWÒ�Ó"Ô Ö�×/¯

ØRÙÛÚOÜ�Ý
ØRÙMÚ(Þ
ØRÙ Ú&ß
ØRÙ Ú]à
ØRÙMÚ;á
ØRÙ Ý

â Ù�ã]ä â Ù�ã	å â Ù�ã�Ø Ù Ù�ã�ØæÙ�ã	å Ù�ã]ä

¨ª©�«|¬M

¡¢
£¤ç¥
¦§

µ

è Âêé�ë�ìÀíÎî

©�ïK
®�Í�Ï¯�Ð(ÑWÒ�Ó�¯®ÎÍ�Ï¯êÐ(Ñ]Ò�ÓOÔ Ö�×�¯

®�Í�Ï¯�Ð(Ñ]Ò�ÓOÔ�ÕWÖ�×/¯

®�¯±°

ØRÙ ÚOÜ�Ý
ØRÙ Ú(Þ
ØRÙ Ú&ß
ØRÙ Ú]à
ØRÙ Ú;á
ØRÙ Ý

â Ù�ã]ä â Ù�ã	å â Ù�ã�Ø Ù Ù�ã�ØæÙ�ã	å Ù�ã]ä

Figure 7.18: Current density as a function of energy of InSb NW TFETs with ΣR

used in the source region for two gate lengths (a) 10 nm and (b) 20 nm. For all
plots, EV S=0 eV is the valence band-edge in the source which is taken as reference.
η0=50meV and αA=kT. Source Fermi level of 0.1 eV is used. Three gate biases
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VGS=0.25 V (solid lines). On top of each plot, level for conduction band-edge under
the gate, ECG for three bias conditions are indicated by the dashed vertical lines.
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larger tunneling current in the subthreshold mode of conduction. Note that for all

devices, the off currents for the coherent transport is lower than those with incoherent

scattering.

The subthreshold swing, S as a function of αA for the NW TFETs with ΣR used

in the source and source-to-channel underlap region is presented in Fig. 7.21 with

η0=20meV and that for η0=50meV in Fig. 7.22. For all cases, as αA increases, S

increases. It is shown that even with αA comparable to kT (Fig. 7.22), it is possible

to achieve values of S lower than the fundamental limit of 60 mV/dec, both for 10

nm and 20 nm gate length InSb NW TFETs.

7.5.6 Band-tails: Effects of heavy doping in the source and

the channel

Fig. 7.23 presents current density (in a log scale) as a function of energy for the NW

TFETs considering ΣR used in the source, source-to-channel underlap, and the gate

region with η0=20meV, and Fig. 7.24 shows the same for η0=50meV. Unless specified

otherwise, a source Plots are shown for three gate biases, i.e., VGS=0 V (dotted lines),

VGS=0.125 V (dash dotted lines), and VGS=0.25 V (solid lines). On top of each plot,

ECG for three bias conditions are indicated as shown by the dashed vertical lines in

Fig. 7.23 and Fig. 7.24. Current is dominated by tunneling through the bandgap

for all cases. For a gate length of 20nm (Fig. 7.23(b) and Fig. 7.24(b)), current is

significantly enhanced by the band-tails in the gate region.

Fig. 7.25 shows ID-VG characteristics on a log scale for NW TFETs with a range

of values for αA with ΣR used in the source, source-to-channel, and the gate region

with η0=20meV and Fig. 7.26 shows the same with η0=50meV. For comparison,

ID-VG curves with ΣR=0 (coherent transport) throughout the device is also shown.
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Figure 7.23: Current density as a function of energy of InSb NW TFETs with ΣR

used in the source, source-to-channel, and the gate region for two gate lengths (a) 10
nm and (b) 20 nm. For all plots, EV S=0 eV is the valence band-edge in the source
which is taken as reference. η0=20meV and αA=0.54kT. Source Fermi level of 0.1
eV is used. Three gate biases are considered, i.e., VGS=0 V (dotted lines), VGS=0.125
V (dash dotted lines), and VGS=0.25 V (solid lines). On top of each plot, level for
conduction band-edge under the gate, ECG for three bias conditions are indicated by
the dashed vertical lines.
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Figure 7.24: Current density as a function of energy of InSb NW TFETs with ΣR

used in the source, source-to-channel, and the gate region for two gate lengths (a) 10
nm and (b) 20 nm. For all plots, EV S=0 eV is the valence band-edge in the source
which is taken as reference. η0=50meV and αA=kT. Source Fermi level of 0.1 eV
is used. Three gate biases are considered, i.e., VGS=0 V (dotted lines), VGS=0.125
V (dash dotted lines), and VGS=0.25 V (solid lines). On top of each plot, level for
conduction band-edge under the gate, ECG for three bias conditions are indicated by
the dashed vertical lines.
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EV S and ECG band un-crossing biases are indicated by the vertical ellipse. For a

wider band-tail (higher values of αA, in other words, wider impurity distribution),

the number of available states within the energy bandgap increases, which in turn,

promotes larger tunneling current in the subthreshold mode of conduction. Note that

for all devices with both the cases considered above, the off currents for the coherent

transport is lower than those with incoherent scattering.

The subthreshold swing, S as a function of αA for the NW TFETs with ΣR used in

the source, source-to-channel underlap, and the gate region is presented in Fig. 7.27

with η0=20meV and that with η0=50meV in Fig. 7.28. As αA increases, S increases.

For band-tails incorporated in the source, source-to-channel, and the gate region (Fig.

7.27 and Fig. 7.28), S can be greater than 60 mV/dec (the fundamental limit for the

conventional MOSFET) with a gate length of 10 nm.

7.6 Summary

In the first part of this chapter, we have presented a method for quickly comparing

the tunneling properties of different materials for use as NW or CNT TFETs based

on calculating the imaginary wavevector in the bandgap as a function of NW or CNT

diameter. The integral of the κ − E curve, EI, allows one to analytically calculate

the interband tunnel current for a constant electric field. The analytical expression

is verified with numerical calculations. One can then survey material choices to

determine maximum possible currents and required electric fields for specific on-off

current ratios. The analysis was applied to InSb, InAs, InP, GaN NWs and CNTs.

In the second part of this chapter, we have presented a generalized NEGF-RGF

based algorithm for investigating the effects of band-tails in the source, and the

channel on the subthreshold characteristics of NW TFETs. Band-tails can result
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Figure 7.25: ID-VG characteristics on a log scale of InSb NW TFETs for a range of
values for αA with ΣR used in the source, source-to-channel, and the gate region for
two gate lengths (a) 10 nm and (b) 20 nm. η0=20meV. For comparison, ID-VG curves
with ΣR=0 throughout the device is also presented. For all plots, a source Fermi level
of 0.1 eV is used.
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Figure 7.26: ID-VG characteristics on a log scale of InSb NW TFETs for a range of
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two gate lengths (a) 10 nm and (b) 20 nm. η0=50meV. For comparison, ID-VG curves
with ΣR=0 throughout the device is also presented. For all plots, a source Fermi level
of 0.1 eV is used.
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Figure 7.27: Subthreshold swing, S as a function of αA for InSb NW TFETs with ΣR

used only in the source, source-to-channel, and the gate region for two gate lengths,
10 nm and 20 nm. η0=20meV. A source Fermi level of 0.1 eV is used.

from heavy doping, impurities and phonons. We have presented the analysis of the

results based on numerical calculations for InSb NW TFETs. The analysis shows

that band-tails resulting from the necessary heavy doping of the source of the TFETs

are not a show-stopper.
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Figure 7.28: Subthreshold swing, S as a function of αA for InSb NW TFETs with ΣR

used only in the source, source-to-channel, and the gate region for two gate lengths,
10 nm and 20 nm. η0=50meV. A source Fermi level of 0.1 eV is used.
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Chapter 8

SUMMARY AND FUTURE

DIRECTION

8.1 Summary

Lower dimensionality, such as in a semiconductor NW, creates quantum confinement

that is beneficial to FET performance. At the nanometer scale, electrons in a semi-

conductor NW behave like waves in a microwave guide. At small enough diameter,

there is, effectively, a single mode that is occupied with electrons contributing to the

current. In this regime, the current can decouple from the charge density resulting in

significant increases in speed and reduction in power. Two regimes of operation for

conventional NW FETs, namely quantum and classical operation regime, have been

extensively investigated in this dissertation. To perform this investigation, we have

developed the following models/methods: (i) Full 3-D discretized 8-band k ·p model,

2-band analytical model to calculate the electronic structures of materials, (ii) Nu-

merical techniques based on non-equilibrium Green function (NEGF)-recursive Green

function (RGF) method to calculate charge and transport involving both coherent and

165



incoherent scattering.

There are two primary questions regarding the performance of TFETs that have

been addressed. Since the current is limited by inter-band tunneling, a process that

reduces current exponentially with height or thickness of the tunnel barrier, it is not

clear whether adequate current could be achieved in such devices. To answer this

question, we have developed a method to quickly determine the maximum possible

drive current as a function of semiconductor NW or CNT diameter. The analysis

showed that 1 µA of current could be expected for the best semiconductor NWs, and

10 µA of current could be expected from a CNT with a similar bandgap and electric

field. The method allows one to quickly compare the effect of different materials and

geometries on the drive current and leakage current to determine if such materials

and geometries are suitable candidates for high-performance TFETs

The second question is, ‘How effectively cold can the injected electron distribution

be?’ The colder the distribution, the more the inverse subthreshold slope can be

reduced beyond the 60 mV / decade thermal limit allowing reduced operating voltage

and power. This question addresses the TFET’s raison d’être. One of the fundamental

physical mechanisms limiting the ’coldness’ of the injected distribution is inelastic

scattering of carriers due to the band-tail resulting from heavy doping and/or phonon.

To address this issue, we have developed a generalized models based on NEGF-RGF

method to investigate the effects of band-tails on the subthreshold characteristics

of NW TFETs. The models can calculate the incoherent transport properties in

the present of elastic scattering. The method can also be extended to calculate the

incoherent transport in the presence of inelastic scattering.

In summary, the major and critical findings of this dissertation may be summarized

as follows:
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• n-type devices with diameter ≤50nm operate in the quantum capacitance limit

and the corresponding p-type devices operate in the classical capacitance limit.

• Currents are well-matched for n- and p-type devices.

• Charge and current are decoupled. Current can be maximized by maximiz-

ing doping in the source, by increasing number of conduction modes, and by

decreasing carrier masses.

• Both the energy-delay product and power-delay product are minimum at diam-

eter range of 10-40 nm.

• A carbon nanotube with the same bandgap as an InSb nanowire has 10× more

tunnel current at the same electric field.

• Heavy doping and band-tails are not a show-stopper for tunneling transistors.

8.2 Future work

A list of possible future works, directly related to this research, is presented below:

• Ternary and quaternary III-V materials for next generation electronic

and optoelectronic devices: A great deal of research work has recently been

done on III-V materials. The advantage that III-V materials offer is the ma-

terials engineering for proper material choice for device applications. Ternary

materials such as InGaAs is considered as a potential successor for next gener-

ation low power logic applications. Recently, there have been a surge of exper-

imental works that have been published in IEDM, TED and EDL on ternary

materials such as InGaAs showing their potential for low power logic. By ap-

propriate alloying, there are other materials combination that can be designed
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and investigated for device applications. The k · p model (detailed description

is presented in Chapter 2) that we have developed is a key tool for modeling

electronic structures of such direct gap materials. With some modifications, the

k · p model can be used to calculate the electronic structures of such ternary

and quaternary materials. Quaternary materials are, especially, considered for

nanoscale optoelectronics applications.

• Strained III-V materials for high-speed, low-power nanoscale devices:

In alloying various III-V materials to find an appropriate material choice for a

particular device application, usually two or three materials are sandwiched to-

gether. Generally, then, there appears to be lattice mismatch between different

materials. Depending on the mismatch, compressive or tensile strain can be de-

veloped in the interface of such materials. Strain is predicted to affect electronic

properties of materials by changing the effective mass of carriers. For instance,

strained nanowires offer higher electron mobility compared to their unstrained

counterpart. Such bandstructure effects due to strain can be modeled using

the k · p model that we have developed by modifying the Hamiltonian. There

will be an additional strain Hamiltonian that should be calculated using the

material parameters due to strain, and add it to the unstrained Hamiltonian,

and therefore, calculate the electronic structures. It will interesting to com-

pare the strained data to the unstrained one to see the effects on the device

characteristics.

• Application to quantum well (QW) FETs: We have investigated one

dimensional nanowires. It will be a matter of interest to investigate the two

dimensional (QW) planar structures based on these materials. Planar structures

are compatible with the state-of-the-art technology. Generally, there will be
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bandstructure effects due to the degree of quantization, and accordingly, the

electronic properties of materials will be different. The k · p model that we

have developed can easily be modified to calculate the electronic structures of

2-D structures. Then the transport models can be utilized to calculate the

device transport characteristics. It will be interesting to compare the device

characteristics for QW FETs and NW FETs, and investigate the dimensional

effects on the device metrics.

• Numerical algorithm development for simulating realistically large

devices: In the 8-band k ·p method, 8 atomic orbital-like states are considered

as basis for calculating the electronic structures of III-V materials. In three di-

mensional grid, each grid point (atom) consists of 8 orbital. With the increase

of the device dimension, depending on the grid size, the Hamiltonian can be

as large as to be difficult to handle with the computational resources available.

NEGF equations for charge and transport calculations require to inverse, fac-

torize, and multiply such large matrices. It can take months to simulate such

realistically large devices using the computer cluster available. The challenges

with numerical calculations are briefly presented in Chapter 1, Section 1.5, page

8. A project can be taken focusing on developing numerical strategies and al-

gorithm, and implementing them by efficient coding, and thereby calculating

the device transport. Such an investigation will present the device transport

data for realistically sized devices which can be used to theoretically support

experimental works based on these materials.

• Phonon scattering in NW devices: In the second part of this dissertation,

we have considered the effects of heavy doping on the subthreshold character-

istics of NW TFETs based on III-V materials. We have developed a general
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NEGF-RGF based method to include the effects of band-tails due to heavy dop-

ing in the source and/or channel, and thereby, investigate the effects of inelastic

scattering within the coherent transport regime on the device subthreshold char-

acteristics. The model can be extended and modified to take into account the

effects of incoherent scattering and therefore the effects of phonon on the sub-

threshold behavior of NW TFETs. One of the physical mechanisms limiting

the ‘coldness’ of the injected carrier distribution in TFET devices is phonon

scattering - a process by which electrons transfer thermal energy to and from

the nuclei of the crystal lattice. The NEGF-RGF model that we have developed

can be modified to calculate the interband tunneling including phonon absorp-

tion and emission both in the tunnel barrier region and in the source and gate

region. The theoretical approach involves the use of NEGF formalism, and the

phonon scattering is treated in the self-consistent Born approximation. Such an

investigation will determine the fundamental limit of the inverse subthreshold

slope obtainable from interband tunneling cold carrier injection. Such a limit

will be an important guide to researchers, designers, and the semiconductor

industry for determining which future technologies to pursue.

• Designing materials systems for efficient tunneling devices: III-V based

NWs have been investigated for TFET devices which offer the potential for next

generation ultra-low power logic applications. One of the fundamental limit for

TFET devices is the issue with obtaining sufficient drive current. Because

drive current is achieved by tunneling of carriers through the barrier region,

tunneling current will naturally be exponentially suppressed with the height

and/or width of the tunneling barrier. In order to quickly determine how much

drive current can be achieved from a particular device based on the materi-
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als structures, we have developed a general method based on calculating the

imaginary wave vector in the bandgap. The model suggests that it is possi-

ble to engineer the materials based on III-V group to achieve a ‘barrier-free’

tunneling. For instance, Sb-riched InSb behaves as a semi-metal. Therefore,

it is possible to design semiconductor-metal-semiconductor structure (in stead

of semiconductor-semiconductor structure) to achieve a nearly barrier-free tun-

neling which will give a sufficiently large drive current. The idea of barrier-free

tunneling based on III-V materials is being motivated by a work recently pub-

lished in APL based on all-carbon material.
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