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ABSTRACT OF THE DISSERTATION

Mechanisms Regulating Selective Gene Activation

During the Innate Immune Response

by

Ann-Jay Tong
Doctor of Philosophy in Molecular Biology
University of California, Los Angeles, 2015

Professor Stephen Smale, Chair

The cells of the innate immune system are responsible for the first line of defense against
foreign dangers. Recognition of pathogens results in the transcriptional upregulation of a
stimulus-specific inflammatory gene program to counteract infection and initiate adaptive
immune responses. An appropriate response is necessary to resolve infection, but excessive
inflammation can damage host tissues and lead to inflammatory diseases. Therefore, it is critical
to understand how inflammatory responses are selectively achieved in response to diverse
stimuli. The dissertation describes two studies that attempt to better understand the regulatory
mechanisms underlying selective gene activation in response to inflammatory stimuli. The first
study explores how signaling pathways, transcription factors, and chromatin act in concert to
shape the inflammatory gene program. Using genome-wide techniques to interrogate
chromatin-associated RNA, insight was gained into the lipid A-induced transcriptional cascade
in macrophages. A quantitative analysis of transcription factor binding combined with kinetic and
expression data derived from loss-of-function mutant mouse strains have allowed us to identify

co-regulated genes, particularly those regulated by NF-xB, interferon response factor-3, and



serum response factor. Furthermore, subsets of co-regulated secondary response genes were
found to play distinct roles in immunity, underscoring the diverse mechanisms underlying
selective gene activation. This has revealed insight into the unique regulatory logic for each
inflammatory gene, and serves as a framework for understanding selective gene activation in
various physiological settings. The second study utilizes the findings from the first study to
investigate the mechanisms of LPS tolerance. A global interrogation of the effects of LPS
tolerance in macrophages revealed a broad downregulation of gene expression in the tolerant
state. In addition, a large subset of inducible genes exhibited prolonged transcription even after
the tolerizing dose of LPS was removed but before the second LPS treatment, which could be
partially explained by the presence of other cytokines mediating their activation in the tolerant
state. Furthermore, previously described negative regulators of LPS signal transduction were
expressed at higher levels in tolerant macrophages, including those inhibiting signals proximal
to the TLR4 receptor. Together, the framework for understanding the regulatory logic of
selective gene activation that can be utilized to unravel the mechanisms underlying diverse

inflammatory settings.
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CHAPTER 1

Introduction

Transcriptional Regulation of the Innate Immune System



A. Pathogen Recognition and Response in the Innate Immune System

The immune response is central to the well-being and survival of all living organisms. A
major task of the immune system is to distinguish self from non-self and generate a suitable
response. Appropriate detection of foreign dangers such as pathogens is critical to protect
against diseases and maintain host survival. In jawed vertebrates, the immune system is
composed of two major strategies, the innate and adaptive immune systems. Because it is
utilized by both vertebrates and invertebrates, the innate immune response is considered the
more primitive form of immunity and is the first line of defense against foreign and
environmental insults such as invading microorganisms and tissue injury’™. Recognition of
external threats occurs in a relatively non-specific and generic manner, and immunity is short-
lived. Upon recognition of foreign insults, cells of the innate immune system such as
macrophages and dendritic cells recruit and direct other cells to the site of infection or injury by
cytokine and chemokine secretion, release of antimicrobial factors that can directly combat
infection, and initiate tissue repair and recovery'®. In vertebrates, the innate immune response
also serves as the key trigger of the adaptive immune response. In addition to antigen
presentation to cells of the adaptive immune system, innate immune cells must provide the
context of the infection by inducing proper signals such as specific cytokine release and co-
stimulatory molecule expression that instruct adaptive immune cells to mount the appropriate
response®’. The adaptive immune system, conserved in all jawed vertebrates, is composed of
B and T lymphocytes that can be activated in a pathogen-specific manner by antigen-presenting
cells (APCs) such as macrophages and dendritic cells, resulting in the elimination of the specific
pathogen. Although activation of the adaptive immune system is delayed because it relies on
signals from the innate immune response, adaptive immunity is long lasting and protective
against subsequent infection by the same pathogen. Antigens from pathogens are processed

into unique peptides and coupled to major histocompatibility complex (MHC) receptors on the
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cell surface of APCs. In order to be able to recognize the diverse array of peptides, each
lymphocyte bears a unique antigen-specific receptor established through V(D)J recombination.
High affinity interactions between the antigen-MHC complex on APCs and antigen receptor on
lymphocytes result in clonal expansion of the antigen-specific lymphocyte, removal of the
specific pathogen and pathogen-infected cells, and development of long term memory to

prevent subsequent infection by the pathogen.

The immune response to foreign pathogens critically relies on the innate immune
system. The initial innate immune response, although relatively non-specific, occurs rapidly
upon detection to establish a pro-inflammatory and antimicrobial state in the host. Innate
immune cells then recruit and activate adaptive immune cells through antigen presentation,
resulting in a long term pathogen-specific response and protection. Thus, the innate immune

response plays a vital role in mediating both early and long-term immunity against infection.

A1. Pathogen Receptors

The innate immune system is critical to immediate detection of pathogen or tissue
damage and initiating a specific response towards the detected threat. In order to induce the
appropriate immune response to clear infection and maintain immunity, the innate immune
system must have the ability to sense a diverse array of microorganisms that infect hosts both
extracellularly and intracellularly. Although the innate immune response is antigen non-specific,
sensing mechanisms exist to differentiate between a wide range of pathogens. Mammalian
innate immune cells as well as other nonprofessional cells of the immune system express a
family of pattern recognition receptors (PRRs) found in various cellular locations. Unlike antigen
receptors generated by somatic DNA recombination to establish antigen specificity, PRRs are
germline-encoded receptors that have evolved to sense evolutionarily conserved elements

found on microorganisms. These pathogen-associated molecular patterns (PAMPs) are
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molecular structures uniquely found on the microorganism, thus providing the innate immune
system with a mechanism to differentiate between self and non-self. Several classes of PRRs
have been identified and characterized, including the Toll-like receptors, NOD-like receptors,
RIG-I-like receptors, and cytosolic DNA sensors®®. Members within each family of PRRs detect
a unique PAMP, and effective sensing rapidly activates the innate immune response, leading to
induction of proinflammatory cytokines, release of antimicrobial factors, and eventual clearance

of pathogen.

The first identified and most widely studied PRRs are the Toll-like receptor (TLR) family.
Although initially identified as a regulator of development in fruit fly embryos®, Toll was later
shown to play a critical role in fruit fly resistance to infection®'®. This led to a series of key
advances including the cloning of the first human TLR gene presently known as TLR4'",
demonstration that activation of this human Toll receptor preceded NF-kB transcription factor
activation and cytokine production’’, and subsequent identification of lipopolysaccharide (LPS),
an outer membrane component distinctly found on Gram-negative bacteria, as the ligand for
TLR4'". LPS is composed of three parts: the O-antigen, the core oligosaccharide, and lipid A,
the major component contributing to the immunostimulatory effects of LPS'. To date, 10 TLRs
in humans and 12 TLRs in mice have been identified, each specializing in detection of a unique
PAMP derived from microorganisms ranging from bacteria, virus and fungi. TLR1, 2, 4, 5, and 6
are expressed on the cell surface to sense extracellular threats such as bacteria and fungi,
while TLR3, 7, 8, and 9 are restricted to the endocytic compartments to detect viral and bacterial
nucleic acid'. Although TLRs were the first discovered and most extensively studied family of
pathogen receptors, other PRR families nevertheless play non-redundant roles in pathogen
recognition and innate immune activation. RIG-I-like receptors (RLRs) are specialized to detect
cytosolic RNA from cells infected with RNA viruses, while NOD-like receptors (NLRs) are

equipped to detect a wide range of cytoplasmic PAMPs®. The PAMPs recognized by various
4



PRRs are summarized in Table 1-1". Together, the diverse collection of PRRs utilized by innate
immune cells to counteract the wide range of microorganisms infecting host cells and tissue
demonstrate the mechanisms by which the innate system distinguishes self from foreign
danger. Crucial to establishing immunity against pathogen is the generation of a suitable
immune response, as defense against an extracellular microorganism requires a response
different from events elicited in response to viral infection. Therefore, insight into events
downstream of PRR activation is critical to advance our understanding of how the innate
immune system coordinates a specific response program that leads to clearance of pathogen

and long lasting immunity.
A2. TLR4 Signal Transduction

An essential role of the innate immune system is not only to detect foreign insults but to
effectively transmit instructive signals from the pathogen receptor involved to the nucleus of the
responding cell in order to upregulate transcription of particular inflammatory genes encoding
proteins directing an immune response specific for the PRR activated. This requires
coordination of receptors with molecules capable of triggering signaling cascades, resulting in

activation of transcription factors that induce expression of distinct inflammatory genes.

Specificity of the innate immune response is partially achieved by the adaptor molecules
recruited to the intracellular tails of PRRs such as TLRs. TLRs are membrane-spanning
receptors characterized by their N-terminal leucine-rich repeats (LRRs) and cytoplasmic Toll/IL-
1R (TIR) homology domain'’. The TIR domain is homologous to the cytoplasmic domain of the
IL-1R and is capable of eliciting an immune response through homotypic interactions with other
TIR domain-containing signaling adaptors. There are currently six signaling adaptors that
contain TIR domains and theoretically able to interact with TLRs: MyD88, TIRAP, TIR domain-

containing adaptor inducing IFN-p (TRIF or TICAM-1), TRAM, SARM, and BCAP?*'®. MyD88
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associates with all TLRs except TLR3, and TIRAP is required to bridge both TLR4 and TLR2 to
MyD88. On the other hand, TRIF is recruited to the TIR domain of TLR3 and TLR4, with TLR4
additionally requiring TRAM for TRIF-mediated signaling’®. Thus, TLR4 is the only TLR member
known to activate both MyD88-dependent and TRIF-dependent signaling cascades. SARM and
BCAP adaptor molecules are more recently discovered and less well understood. Although
human SARM molecules have an inhibitory role in TRIF-signaling, SARM expression is limited
to the brain and not essential for macrophage function in mice’'®"°. Less is known about BCAP,
but recent studies have hypothesized an immunosuppressive role of BCAP by linking TLRs to
PI3K activation?®. Still, it remains unclear which TLRs associate with SARM and BCAP.
Nevertheless, the classical TIR domain-containing adaptors are central to the TLR response,
and specific signals emanating from the activated TLR are dictated in part by the adaptors

recruited.

TLR4, the prototypic TLR, is unique in its ability to sequentially activate the distinct
MyD88-dependent and TRIF-dependent signaling cascades to trigger a specific immune
response (Figure 1-1). Importantly, while initiation of the MyD88-dependent signaling pathway
occurs at the plasma membrane and culminates in the transcription of pro-inflammatory type
genes, activation of the TRIF-dependent signaling pathway takes place from endosomes and
leads to expression and synthesis of type | interferons (IFNs), critical regulators of the antiviral
response®’ . Because TLR4 is unable to bind to LPS alone, LPS recognition occurs with the
aid of accessory proteins and receptors such as LPS binding protein (LBP), CD14, and MD-2"8.
As a result of LPS detection, TLR4 oligomerizes and rapidly undergoes conformational changes
to recruit bridging adaptor TIRAP to the receptor at the plasma membrane. This in turn recruits
MyD88 to the signaling apparatus. Death domains (DD) on MyD88 allow for homotypic
interactions with other DD-containing signaling molecules such as IL-1R-associated-kinases-4

(IRAK-4), one of four members of the IRAK family of kinases that play roles in early signal
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transduction events in response to pathogen recognition?’. IRAK4 subsequently interacts with
TNFR-associated factor 6 (TRAFG6), an E3 protein ubiquitin ligase that auto-ubiquitinates as well
as ubiquitinates TGF-p-activated kinase 1 (TAK-1). TAK-1 then phosphorylates IkB kinase-f
(IKK-p) and mitogen-activated kinase kinase 6 (MAPKK®6), ultimately activating the NF-xB and
MAPK signaling cascades, respectively. Soon after LPS triggering of TLR4 and MyD88-
dependent signaling events take place, TLR4 is endocytosed in a dynamin GTPase-mediated
event that requires CD14 as well as the TRAM adaptor®"?2. TRAM is responsible for shuttling of
TLR4 from the plasma membrane to the early endosomes, allowing TRIF-dependent signaling
events to occur. Activated TRIF associates with both TRAF6 and receptor-interacting protein 1
(RIP1), resulting in late-phase activation of the NF-kB signaling pathway'®. Importantly,
activated TRIF also interacts with TRAF3, which in turn associates with TANK binding kinase
(TBK1) and IKKi, two critical kinases mediating activation of the interferon regulatory factor 3
(IRF3) transcription factor to regulate IFN-B gene expression™'®. Therefore, while TLR4 utilizes
both MyD88-dependent and TRIF-dependent signaling cascades, the requirement of receptor
endocytosis for TRIF-dependent signal transduction explains the delayed activity of TRIF-
mediated signals. MyD88 signals from the plasma membrane and results in activation of NF-xB
and MAPK signaling cascades, while TRIF signals from the endosome to initiate the late-phase
of the NF-xB and MAPK signaling cascades and uniquely activates IRF3, resulting in IFN-$
gene expression and antiviral activity. The signaling events downstream of TLRs as well as the
transcription factors that they activate are depicted in Figure 1-1°. Thus, differential utilization of
adaptor molecules downstream of pathogen recognition contributes to the specificity of the

innate immune response.



A3. Transcriptional Regulation of the TLR4 Response

Precise control of gene expression by transcription factors activated in response to a
microbe or other foreign danger is essential to maintain homeostasis and immunity. As
discussed in the previous section, pathogen receptor detection of foreign dangers such as
PAMPs initiates numerous signal transduction pathways, leading to the activation of
transcription factors and other molecules that orchestrate gene expression to coordinate a
response that is specific to the stimulus detected. Induction of the inflammatory and antiviral
programs during the innate immune response is due to the transcriptional induction of genes
encoding for cytokines such as TNF-a, IL-13, and IFN-B. Controlled expression of these genes
are essential for effective defense against pathogens or host insults, as well as for prevention of
unnecessary immune responses that can damage host tissues. Therefore, efforts have been
made to understand the role of these transcription factors in effective immune function. Because
TLR4 is considered the prototypical Toll-like receptor and critically relies on both MyD88 and
TRIF signaling events for an effective immune response, signaling cascades emanating from

this receptor will be discussed with greater emphasis.
A3.1 NF-xB

Discovered over 25 years ago in B cells?*, perhaps the most crucial and well-studied
transcription factor involved in the regulation of the immune response is NF-kB, and its capacity
to be activated by both MyD88-dependent and TRIF-dependent signaling pathways bolsters its

importance for the immune response®. Moreover, NF-kB is central in the response to numerous

1 26,27 24,28,29
)

other stimuli such as TNF-a and IL- , in response to T and B cell activation and

additionally influences expression of genes outside of the immune system in other cell types*

% The breadth of this transcription factor family suggests a complexity underlying its

mechanisms of activation to result in a specific transcriptional output.
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Classically, the initiation of the NF-xB signaling cascade begins with phosphorylation of
the 1kB kinase (IKK) complex, composed of IKKa, IKKf, and NEMO, by upstream kinases such
as TAK-1***_ Phosphorylation and activation of the IKK complex result in kB protein
phosphorylation, ubiquitination, and ultimately degradation. IkBs such as IkBa, IkBf, and IkBe
are inhibitory proteins that sequester NF-kB dimers in the cytoplasm, rendering them inactive™®.
Degradation of the IkBs, predominantly IkBa during the TLR response, allows translocation of
NF-kB dimers into the nucleus and subsequent binding to kB sites at regulatory elements of
genes. NF-xkB comprises five family members: p65 (RelA), RelB, c-Rel, p50 (p105), and p52
(p100)*®. All members of this family are characterized by their N-terminal Rel homology domain
(RHD) that is responsible for interaction with IkBs, DNA binding, and dimerization. Because of
their ability to form both homo- and heterodimers, NF-«xB can dimerize in 15 possible
combinations. The transcriptional activation domain (TAD) that confers the ability to induce gene
expression is present only on the C-terminal regions of p65, RelB, and c-Rel. Therefore, unless
p50 or p52 heterodimerize with a TAD-containing NF-xB member, they are transcriptionally

inactive but retain the ability to bind DNA and may function as transcriptional repressors.

Additional modes of NF-kB regulation occur post-translationally and through DNA
binding preferences. Phosphorylation of p65 at Ser276 is mediated by protein kinase A (PKA) to
promote interaction with coactivators CREB binding protein (CBP) and p300*’. The two
cofactors subsequently mediate the acetylation of p65 at Lys310 to enhance transcription of NF-
kB target genes®®. Notably, loss of phosphorylation of p65 at Ser276 only impaired subsets of
NF-kB-responsive genes, suggesting differences in the requirements of these genes for
activation®. Other kinases such as mitogen- and stress- activated protein kinases (MSK1 and
MSK2) also phosphorylate p65 at Ser276°. Notably, MSK1 and MSK2 are activated by MAPK

signaling pathways p38 and ERK, suggesting crosstalk between NF-kB and MAPK®.
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Furthermore, recent studies have elucidated differences in dimer-DNA specific binding
preferences and uncovered nonconsensus kB motifs*’. Thus, selective gene activation by NF-
kB is not only limited to cell type specificity or dimer composition, but is contributed to by post-
translational modifications, coactivators involved, as well as dimer binding preferences to the
regulatory sequences of target genes. The layer of mechanisms by which NF-xB can regulate
gene expression emphasizes the complexity of mechanisms underlying specificity of the

immune response.
A3.2 IRF3

Another major signaling pathway initiated due to LPS sensing by TLR4 is one that
results in the activation and translocation of the IRF3 transcription factor. In addition to their role
in hematopoietic cell development and promoting adaptive immune responses, members of the
IRF family of transcription factors such as IRF3 play an important role in response to pathogen
sensing and are involved in diverse immune functions. IRFs are indispensable for the induction
of genes encoding the type | interferons (IFNs) and are central to establish antiviral immunity*'.
TLR4 is only one of two TLRs capable of activating the IRF3 signaling pathway, thus

underscoring the unique and selective regulatory role of IRF3 in response to TLR4 signaling.

The transcription factor family of interferon regulatory factors (IRFs) comprises nine
members, IRF1-9*"*2. They are characterized by a conserved N-terminal 120 amino acid DNA
binding domain and, with the exception of IRF1 and IRF2, a conserved C-terminal domain that
is homologous to the C-terminal domain of the SMAD family of transcription factors. Although
less is known about the precise functions of the C-terminal domain, it is thought to mediate
protein interaction. Nevertheless, the DNA binding domain of IRF family members form a helix-
turn-helix domain that is capable of recognizing a common DNA motif known as the interferon-

stimulated response element (ISRE). ISREs are found in the regulatory regions of genes
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encoding for type | IFNs as well as in the regulatory regions of numerous other genes involved

in maintaining immunity*.

Traditionally, IRFs have been studied in the context of viral infection. Even before the
discovery of PRRs, it was observed that viral infections such as Newcastle disease virus (NDV;
an ssRNA virus) and encephalomyocarditis virus (EMCV; an ssRNA virus) resulted in type | IFN
expression***°. This observation could be seen across all cell types, occurring through what we
now know as the cytosolic PRRs discussed in the previous section. The first IRF discovered to
function in type | IFN production was IRF1 through detection of viral RNAs by the cytosolic
PRRs*. However, subsequent gene deletion studies determined that IRF1 is not essential for
type | IFN production. This ultimately led to the discovery that IRF3 and IRF7 are largely
responsible for type | IFN expression**”. Although IRF3 and IRF7 are highly homologous, IRF3
remains constitutively expressed in macrophages. Inactive IRF3 resides in the cytoplasm, and is
activated upon phosphorylation to allow either homo- or hetero- dimerization with IRF3 or IRF7,
respectively, and translocation into the nucleus*®*®°. On the other hand, IRF7 is minimally
expressed in macrophages during steady state and its transcription is induced by type | IFN

signaling®"*2.

Furthermore, biochemical studies have identified dimer-specific binding
preferences to DNA*. Thus, although IRF3 and IRF7 both play critical roles during the innate
immune response and offer a degree of redundancy, differences in their regulation suggest the

selective roles they play in immunity.

In the context of TLR4, activation of IRF3 is mediated through the TRIF-dependent
module of the TLR4 signaling network®, as discussed above. Upon activation and endocytosis
of TLR4, the TRIF signaling adapter is activated through the bridging adapter TRAM?"%. This
ultimately results in TANK binding kinase (TBK1) and IKKi -mediated phosphorylation of IRF3 at
carboxy-terminal serine residues 385 and 386, and between residues 396 and 405 at a serine

and threonine cluster*®*°. Phosphorylated IRF3 homodimerizes or heterodimerizes with IRF7
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and translocates into the nucleus where IRF3 dimers can associate with co-activators such as
CBP or p300 to bind target genes and initiate transcription*®°*****>. TLR4 is one of only two TLR
family members, the other being TLR3, capable of activating IRF3 to regulate transcription of
IFN-p>%.Thus, the IRF3 signaling pathway represents a unique and specialized mechanism

utilized by innate immune cells to mount a specific immune response.
A3.3 MAPK

The mitogen-activated protein kinases (MAPK) are a family of signal transducing
enzymes that are involved in the cellular response to a diverse range of stimuli including
oxidative stress, heat shock, inflammatory stimuli, and pathogens. The numerous members
within this family of kinases, as well as the diversity of roles it plays in cellular regulation such as
cell proliferation, survival, and programmed death indicate that MAPK signaling cascades are
essential to cell integrity and function. The following section focuses on the role of MAPKSs in

transcriptional regulation and its contribution to the innate immune response.

The first MAP kinase discovered was extracellular signal regulated protein kinase 1
(ERK1) followed by a closely related family member ERK2°®*’. The two kinases were found to
play critical roles in growth factor signaling cascades, hence the term mitogen-activated. Of the
14 MAPKSs that have been described, ERK1, ERK2, p38a, Jun N-terminal kinase 1 (JNK1), and
JNK2 have been implicated to be involved in mediating innate immune responses®®. Each of
these three MAPK groups, ERK, p38, and JNK, play a critical role in transducing signals in their
respective signaling cascades. Generally, MAPK signaling cascades occur with a series of at
least three kinases: a MAPK kinase kinase (MAP3K) that phosphorylates and activates a MAPK
kinase (MAP2K), which in turn phosphorylates and activates a MAPK. The activated MAPKs
then have the capability to either directly activate transcription factors or activate downstream

kinases that regulate transcription factor activity. MAPK substrates contain a consensus motif
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for phosphorylation, [Ser/Thr]-Pro®®. Each MAPK has specific MAP2Ks that regulate their
activities: MEK1/2 for ERK1/2, MKK3/6 for p38, and MKK 4/7 for JNK1/2%. On the other hand,
the MAP3Ks involved in activation of the MAP2Ks are more complex and diverse. For example,
although the MAP3K RAF is critical for activation of MEK1/2 following growth factor and antigen
receptor stimulation®®, the tumor progression locus 2 (TPL2) MAP3K has been shown to be
critical in MEK1/2 activation for the ERK1/2 signaling pathway during innate immune
responses®"®?. Additionally, at least a dozen MAP3Ks, including MEKK1-4, TAO1/2, and
MLK2/3, have been shown to have the capacity to activate both the p38 and JNK signaling
pathways®®, and specificity is partially dependent on the stimulus and cell type. Specificity of the
MAP3Ks and MAP2Ks involved has also been attributed to scaffolding proteins that link different
members of the cascade together®®. Thus, although MAPKs can be activated by an array of
upstream regulators, the diverse range of processes regulated by MAPK signaling pathways

suggests mechanisms are in place to achieve specificity of the response.

In the context of TLR signaling, TAK-1 is activated by TRAF6 during proximal TLR
signaling events, as discussed above. TAK-1 acts as a MAP3K for both the p38 and JNK
signaling pathways®*®". Additionally, TAK-1 indirectly activates MAP3K TPL2 to initiate the ERK
signaling pathway®®®®. In resting macrophages, TPL2 is held inactive in a complex with NF-kB
member p105. Once TAK-1 is activated, it phosphorylates kB kinase 2 (IKK2) to initiate
proteolysis of p105, resulting in the release of TPL2 and subsequent activation of the ERK
signaling pathway. Therefore, TAK-1 plays an indispensible role in MAPK activation and

initiating innate immune responses.

Once activated by immune stimuli, MAPKs can both directly and indirectly affect the
transcription of genes. Activated JNKs enter the nucleus to phosphorylate and increase the

activity of transcription factors c-Jun and ATF2’°. Additionally, the MAPK ERK1/2
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phosphorylates and activates the Ets family of transcription factors such as ELK1 to form
ternary complex factors (TCFs) with the constitutively bound and expressed serum response
factor (SRF) in the regulatory region of genes such as Fos’'. Fos, a transcriptional regulator,
then dimerizes with active c-Jun members to form the AP-1 transcription factor complex.
ERK1/2 and p38 can phosphorylate effector protein kinases such as MK2/3, MSK1/2, and RSKs
that play diverse roles in regulating cellular processes™. In particular, MSK1 and MSK2 are
nuclear kinases that phosphorylate and activate the transcription factor CREB1 to regulate its
target genes’®. Thus, the MAPK signal transduction pathways activate numerous transcription

factors and effector kinases to play both direct and indirect roles in the innate immune response.

Taken together, the precise transcriptional output in response to an external signal is
determined by the activation of specific combinations of transcription factors. These
transcription factors must be able to associate with DNA at regulatory elements in a sequence-
specific manner and recruit components of the transcription machinery, all in the context of
chromatin. The following section will discuss chromatin biology and the constituents of the

general transcription machinery, and their influence on the innate immune response.
B. Chromatin Influence and Transcriptional Regulation at the Promoter

Although it is well established that signaling pathways and the transcription factors they
activate play an indispensable role during the innate immune response, chromatin architecture
represents an additional barrier of selective regulation contributing to gene expression because
the basal transcription machinery is unable to associate with nucleosomal DNA. Furthermore,
the promoters of genes are dense with sequence-specific binding sites and other conserved
elements that recruit transcription factors and the general transcription machinery. Together,
these components provide an additional complex layer of regulation in the activation of genes

during the innate immune response.
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B1. Chromatin Biology

Chromatin is a molecular complex composed of DNA wrapped around histones to form
nucleosomes. Each nucleosome core is composed of 147 base pairs of DNA wrapped around a
histone octamer containing two copies of each histone protein: H2A, H2B, H3, and H4. Linker
histones such as H1 and H5 and histone variants such as H2A.Z, H2A.X, and H3.3 contribute to
the integrity of chromatin structures’. The tightly wrapped nature of DNA around a nucleosome
therefore prevents access to these genomic regions by most frans-acting elements. For
example, nucleosomes occluding regulatory regions such as promoters prevent binding of
sequence-specific transcription factors that do not have the capability to bind inaccessible
nucleosomal DNA. However, core histone tails protruding away from the nucleosome can be
post-translationally modified to relax nucleosome structures, provide docking sites for other
recruited proteins, or enforce higher order chromatin structures. Furthermore, chromatin
remodeling enzymes can displace nucleosomes from its genomic position in an ATP-dependent
manner to alter accessibility to DNA. Therefore, this macromolecular complex not only allows for
the compaction of DNA, but modulation of nucleosome structures provides an additional layer of

regulation to ensure appropriate gene expression’”.

Initial DNase | hypersensitivity studies to examine nucleosome occupancy at cis-
regulatory regions of inflammatory genes revealed stimulus-dependent alterations in promoter
accessibility, providing a link between changes in chromatin structure and inducible transcription
of pro-inflammatory genes’*"®. However, the initial studies did not uncover whether chromatin
structure acts as a general barrier of transcriptional activation or contributes to selective
induction of inflammatory genes. Thus, subsequent efforts made to clarify the role of chromatin

in selective gene activation during the innate immune response will be discussed.
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B2. Chromatin Remodeling Factors

There are two general classes of chromatin remodeling factors that play roles in
transcriptional changes. The first are ATP-dependent nucleosome remodeling complexes such
as SWI/SNF, ISWI, and Mi-2p"". These are multi-protein complexes that, through their catalytic
subunits, use energy gained from ATP hydrolysis to loosen the interaction between DNA and
histones. Binding does not occur in a sequence specific manner, but is recruited to gene
promoters through protein interaction. The second class of chromatin modifiers implicated in
transcriptional activation contains intrinsic acetyltransferase activity, including CREB binding
protein (CBP), p300, and GCN5/PCAF’. Members of this class associate at promoters through
interaction with DNA binding proteins such as transcription factors, and binding of these proteins
result in histone acetylation and subsequent loosening of chromatin. Both classes of chromatin
modifiers promote loosening of DNA from nucleosomes to allow the general transcription
machinery to bind and increase gene expression, and the role of the ATP-dependent

nucleosome remodeling complexes in the innate immune response will be further examined.

One of the first studies of chromatin contributions in inducible gene activation during an
immune response connected ATP-dependent nucleosome remodeling complex SWI/SNF
recruitment to chromatin decondensation during T cell activation’®. The SWI/SNF chromatin
remodeling complex, through its catalytic subunit Brg1 or Brm, uses energy gained from ATP
hydrolysis to loosen the interaction between DNA and histones’®. The weakened contact
between DNA and histones results in either sliding or eviction of nucleosomes. This exposes
regulatory regions of DNA, allowing transcription factors or components of the general

transcription machinery to interact with DNA and drive expression of target genes.

Subsequent studies focused on nucleosome remodeling in the context of selective gene
activation’"®°. Loss-of-function studies on Brg1 and Brm of the SWI/SNF complex demonstrated
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that some but not all genes require nucleosome remodeling by SWI/SNF for activation upon
stimulation of macrophages with lipopolysaccharide (LPS). Importantly, genes induced with
rapid kinetics tend to be SWI/SNF-independent while the SWI/SNF-dependent genes are
activated with late kinetics in response to LPS. The rapidly activated SWI/SNF-independent
genes exhibit an open and accessible chromatin structure in their promoters during both resting
and activated states while the promoters of SWI/SNF-dependent genes are only accessible
after LPS stimulation, indicating that LPS induces nucleosome remodeling of selective genes by
the SWI/SNF complex. For example, these studies demonstrate that IRF3-dependent gene
promoters are assembled into stable nucleosomes prior to activation®. Activation of these
genes requires IRF3-facilitated SWI/SNF nucleosome remodeling, as LPS-induced promoter
accessibility was blocked in IRF3-deficient macrophages. This suggests that IRF3 mediates

inducible chromatin remodeling for a subset of SWI/SNF-dependent genes in response to LPS.

Thus, upon TLR4 activation by LPS, select genes are activated with delayed kinetics
due to their requirement on the SWI/SNF complex to displace nucleosomes that prevent
accessibility to the promoter. Once remodeled, sequence-specific transcription factors, RNA
polymerase IlI, and other components of the transcription machinery are recruited to the
regulatory region of these genes to initiate transcription. Therefore, in addition to the variable
requirement of genes for signaling pathways downstream of TLR4 or sequence-specific
transcription factors, the availability of cis-elements for some genes and not others provides an

additional regulatory layer that shapes selectivity of the innate immune response.
B3. CpG Islands

Loss-of-function studies on Brg1 and Brm subunits of the SWI/SNF nucleosome
remodeling complex identified a select subset of rapidly induced genes that do not require

chromatin restructuring for activation, as discussed above’’®°. Promoter accessibility studies
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demonstrated that these genes are not occluded by nucleosomes either before or after
stimulation with LPS, indicating that their regulatory regions may have unique properties that
contribute to their rapid kinetics of activation®. This would therefore provide another regulatory
mechanism by which the innate immune system selectively upregulates transcription of specific

subsets of genes.

Importantly, an additional finding from these studies was the observation that many
SWI/SNF-independent genes contain CpG islands (CGls) in their promoters®. CGls are long
stretches of DNA found in vertebrate genomes with a high number of CpG dinucleotides, rich in
G and C nucleotide composition, and are typically hypomethylated despite the more common
occurrence of methylated CpG dinucleotides dotted throughout the genome®'. Although 70% of
transcribed genes are associated with CGls in their promoters and therefore are closely linked
to transcription, the functional significance of their presence is still being refined. These
promoter-CGl-containing genes do not assemble into stable nucleosomes compared to

t%%. This supports the knowledge that properly spaced A and T

promoters with low CpG conten
nucleotides, which CGls are not equipped with, provide the necessary structure for DNA to wrap
around nucleosomes’®. Furthermore, the SWI/SNF-independent genes that contain CGls in
their promoters had high basal levels of H3K4 trimethylation and acetylation, covalent histone
modifications that mark actively transcribed genes®. Therefore, the finding that the majority of
SWI/SNF-independent genes contain promoter CGls supports the observation that they also do

not form stable nucleosome structures, and indicate that these genes made be transcribed

during the basal state.

During the innate immune response, it is likely that SWI/SNF-independent genes are
activated with rapid kinetics relative to the SWI/SNF-dependent genes due to their open
chromatin formation in the resting state (Figure 1-2)%2. Support for this comes from the finding

that the promoters of these genes contain CpG islands. The presence of CGls prevents
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formation of stable nucleosomes, thereby circumventing the need for the SWI/SNF nucleosome
remodeling complex to restructure chromatin prior to activation. The open chromatin formation
may additionally allow transcription factors and the general transcription machinery to assemble
at the promoter prior to activation, as evidenced by active histone marks in the basal state.
Therefore, the chromatin status in gene promoters prior to its activation contributes to its
activation kinetics, and represents an additional layer of regulation underlying selective

activation of the innate immune response.
B4. Promoters and the General Transcription Machinery

Chromatin architecture plays an integral role in regulation of gene expression, as
described above. Nucleosomal DNA prevents transcription factor binding and erroneous
transcription by occlusion of cis-regulatory regions such as promoters and enhancers. The
binding of transcriptional activators and co-activators initiates histone modification, chromatin
reorganization and ultimately leads to transcription initiation through the general transcription
machinery. Because enhancers can be found kilobases and megabases upstream or

)"*#% it can be challenging to connect an

downstream from the transcription start site (TSS
enhancer to its target gene. On the other hand, promoters are well defined because they lie
immediately proximal to the TSS and contain the elements necessary for the general
transcription machinery to assemble’. Although both promoters and enhancers have been
shown to be critical in facilitating transcriptional activation®*°, the function of promoters and its

associated factors have been well documented due to its close proximity to the TSS and will be

discussed in further detail.

Promoters are cis-regulatory regions of DNA immediately upstream (5’) from the
transcriptional start site (TSS), and can be divided into several elements: the core, proximal,

and distal promoter’®. The core promoter is defined as the region between +35 and -35 relative
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to the TSS, and contains all of the elements necessary for the general transcription machinery
to bind and initiate transcription®. The proximal promoter generally lies 250 base pairs
upstream from the core promoter and contains most of the binding sites for transcription factors,
while the distal promoter lies further upstream from the proximal and generally contains fewer

transcription factor binding sites.

The core promoter comprises several elements that facilitate binding of the general
transcription machinery and pre-initiation complex (PIC) formation. These elements include, but
are not limited to, the TATA box, initiator element (Inr), downstream promoter element (DPE),
and B recognition element (BRE)™>®. Importantly, it is not necessary for core promoters to
contain all of these elements, and some elements may only be found in some subsets of genes.
For example, genes with CpG-island promoters tend to be depleted of TATA boxes and can
initiate transcription from multiple sites®"®®. In contrast, genes containing TATA boxes tend to
have a rigid TSS 25 base pairs downstream from the TATA box®. The major role of the core
promoter is to provide binding sites for the general transcription machinery to initiate
transcription. This includes RNA Polymerase Il (Polll) and the general transcription factors
(GTFs): TFIID, TFIA, TFIIB, TFIIF, TFIIE, and TFIIH. Notably, TATA binding protein (TBP) is a
subunit of the TFIID complex along with the numerous TATA binding protein-associated factors

(TAFs) that binds to the TATA box, while TFIIB can bind to the BRE®®.

Initiation of transcription begins with formation of the pre-initiation complex (PIC)". At
core promoters containing TATA boxes, binding of the TBP subunit of TFIID recruits subsequent
binding of TFIIA and TFIIB to stabilize the complex. This recruits Polll and the remaining GTFs
to the PIC. TFIIH, one of the last GTFs to associate with the pre-initiation complex, plays a
critical role by facilitating promoter melting through energy gained from ATP hydrolysis.
Importantly, this stage of transcription can be defined by phosphorylation of Ser-5 in the

carboxy-terminal domain (CTD) of Polll. Phosphorylation at this site facilitates clearance away
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from the promoter and binding of RNA capping enzymes that stabilize newly synthesized
transcripts. As Polll escapes from the promoter, it releases from the transcription machinery.
Just downstream of the TSS, Polll stalls in a paused state due to negative elongation factors
DSIF and NELF. Relief from the paused and into a productive elongation state is dependent on
the positive transcription elongation factor P-Tefb. This protein is responsible for
phosphorylating DSIF and NELF, causing them to disassociate from Polll. Additionally, P-Tefb
phosphorylates Ser- 2 of the CTD to serve as the final transition from paused polymerase to full

elongation of the transcript.

In the context of the innate immune response, recent studies have implicated an
additional layer of regulation at the level of promoter pausing and unpausing that is signal-
dependent, resulting in inflammatory genes activated with diverse kinetics®’. Therefore, it is
clear that selectivity of gene activation during the innate immune response is not simply
governed by the transcription factors that are activated in a stimulus-specific manner. Recent
efforts have demonstrated the essential role that chromatin and the basal transcription
machinery plays in achieving specificity of gene activation in response to an innate immune
stimulus®®. For example, if a stimulus does not induce the IRF3 transcription factor, the
SWI/SNF complex will be unable to remodel chromatin at the promoters of the IRF3-dependent
genes. This prevents the IRF3-dependent genes from being transcribed since they are
assembled into stable nucleosomes, while the genes that do not require nucleosome
remodeling and remain in an open chromatin formation may be activated. Taken together, it is
essential to uncover regulatory mechanisms at the signaling, transcription factor, and chromatin

levels to understand the wiring of regulatory networks that confer gene selective responses.
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C. Coordinated Control of Gene Expression: Interferon-g

Transcriptional regulation of gene expression during infection is essential to establish an
effective innate immune response to a pathogen. This response is a double-edged sword: on
one hand, upregulation of antimicrobial genes is necessary for defense against and resolution of
infection; on the other hand, prolonged or excessive inflammation leads to development of host
tissue damage, chronic inflammatory disorders, and pro-tumor microenvironments. Expression
of innate immune responsive genes must therefore be tightly regulated. To achieve this,
coordinated control between specific combinations of transcription factors and the sites at which
they are recruited is necessary, in order to direct the basal transcriptional machinery to the
promoter. One classic example of a gene under tight regulation is the gene encoding for

Interferon-g (IFN-B), IFNB1.

The mechanisms of gene activation at the human IFNB1 gene is perhaps the best
characterized of all inducible inflammatory genes, due to its central role in antiviral immunity.
Additionally, the multilayered contribution from numerous transcription factors and other
regulatory proteins serves as a good model gene to study regulation by integrated signals.
Termed the ‘enhanceosome’, this regulatory region of IFNB1 is nearly 100% conserved across
all mammalian genomes®, suggesting a clear selective advantage throughout evolution for
maintaining precise organization of the transcription factors involved. The enhanceosome spans
a 55 base pair nucleosome-free region in the promoter, from -102 to -47 base pairs upstream of
the transcription start site (TSS)®%. Additionally, tightly clustered sequence-specific binding
sites for ATF/c-Jun, interferon response factors IRF-3 and IRF-7, and NF-xB within the 55 base
pair enhanceosome form a single composite binding element®®, suggesting that there is a high

level of cooperative and combinatorial binding to achieve a response.
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The IFNB1 enhanceosome is divided into four positive regulatory domains (PRDs)®*%°,

each containing a sequence-specific binding motif for one of the factors described above
(Figure 1-3). Beginning at the 5 of the enhanceosome, ATF/c-Jun heterodimers bind to
PRDIV®". ATF and c-Jun are members of the basic region leucine zipper (bZIP) transcription
factor family that heterodimerize and bind to cyclic AMP recognition elements (CRE) 5'-
TGAGCTCA-3%2. Notably, the CRE found in the IFNB1 enhanceosome is uniquely
asymmetrical due to the noncanonical 3’ half-site, 5-TGACATAG-3""2. Structural studies
demonstrate that the asymmetry of the site is critical for the binding orientation of ATF/c-Jun, as
well as for cooperativity between the ATF/c-Jun dimers and IRF dimers at PRDIII®*®®'. IRF3 and
IRF7 homo- and heterodimers bind to PRDIII and PRDI*"*** and are characterized by their
amino-terminal DNA binding domains that recognize the IRF binding element/interferon
stimulated response element (ISRE) 5-AANNGAAA-3’. NF-xB, specifically the p50:RelA
heterodimer, binds to PRDII at the 3’ end of the enhanceosome®®. The NF-xB family of
transcription factors are characterized by their highly conserved Rel Homology Region (RHR),
and the canonical heterodimer p50:RelA recognizes the kB motif 5-GGGAATTTCC-3".
Although the enhanceosome itself is nucleosome free, two nucleosomes flank each end, with

the 3’ nucleosome lying over the TATA box to limit basal transcription®.

Upon signal-dependent activation of these transcription factors, HMGA1a, an
architectural protein that associates with the minor groove of DNA, is recruited to the enhancer
to promote a favorable DNA conformation for enhanceosome assembly®’. The 8 transcription
factors, p50:RelA, two IRF dimers, and an ATF/c-Jun dimer, then cooperatively bind to the
enhanceosome®®. Strikingly, crystal structures of these transcription factors bound to the
enhanceosome indicate that there are minimal protein-protein interactions between them®'.

This is unconventional because the majority of cooperative binding studies demonstrate that

cooperativity is driven by protein-protein interactions®. This suggests that cooperativity is
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largely dictated by the DNA sequence and architecture itself. Indeed, structural studies show
that the asymmetry of the CRE allows IRF dimers to bind at the adjacent overlapping motif®".
Together, these factors bind to the DNA to form a unique composite surface that first recruits
GCN5/PCAF, followed by recruitment of co-activator CBP/p300 with high affinity to all
transcription factors®. CBP/p300 binding considerably increases the potency of IFNB1
activation by recruiting RNA polymerase Il (Polll), components of the basal transcription
machinery, and the ATP-dependent nucleosome remodeling complex SWI/SNF**-'" SWI/SNF
remodels the nucleosome positioned over the TATA box, allowing TBP association and
formation of the pre-initiation complex'®2. Biochemical studies have demonstrated that binding of
single components to the enhanceosome is unable to promote robust transcription, and a
functional response only occurs when all of the transcription factors are present'®. Indeed,
TLR3 and TLR4 are the only TLRs able to induce IFNB1 because of their ability to signal
through TRIF to activate IRF3%. Therefore, the combination of specific transcription factors,
coactivators, as well as the highly conserved 55 base pair region all play indispensable roles in

ensuring regulated expression of IFNB1T.

The IFNB1 enhanceosome is a classic example of combinatorial control by numerous
transcription factors to promote gene expression. Due to the highly specialized role of this
cytokine in initiating the antiviral response, expression needs to be tightly regulated. The precise
positioning of sequence specific motifs and nucleosomes ensure that expression of this gene is

tightly regulated to prevent unnecessary synthesis of IFN-f.

In summary, innate immunity is critical for rapid protection against invading pathogens
and initiating adaptive immunity. Additionally, the innate immune system must be able to
distinguish different pathogen types. Detection of a pathogen results in upregulation of a

transcriptional program that is stimulus and cell type specific. This selectivity is presumably due
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to an integration of signals from multiple signal transduction cascades, and combinatorial
activity from different subsets of transcription factors that are engaged. A challenge in the field
has been gaining a deeper and more precise understanding of the events that underlie
specificity of the response. Although work has been done to address this, one drawback of
these studies are the small numbers of genes that may be interrogated due to a limitation in
guantitative methods. With the molecular biology field being revolutionized by highly quantitative
high-throughput methods, we now have an opportunity to understand transcriptional networks at
a genome-wide level. In chapter 2, | will describe genome-wide approaches to uncover how
expression dynamics, promoter properties, and control by specific transcription factors converge
to shape the regulatory framework for the TLR4-induced transcriptome. Chapter 3 of the
dissertation will apply and interrogate the principles of TLR4-mediated gene activation described
in chapter 2 in a physiological context. The findings in chapter 3 demonstrate that the framework
can be applied to diverse settings to reveal what signaling pathways are relevant in various

disease settings.
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Figure Legends

Figure 1-1: The TLR Signaling Pathways

TLR signaling is initiated after engagement of the receptor by its ligand. In the case of TLR4,
this initiates both the MyD88 and TRIF signaling cascades, ultimately leading to activation of
transcription factors such as NF-kB, AP-1, and IRF3 and transcription of pro-inflammatory and

antimicrobial genes.

Figure 1-2: Regulation of CpG-Island and Low CpG-Island Promoters at Inducible Genes

CpG-island and low CpG-island promoters exhibit distinct chromatin characteristics that
contribute to selective induction of genes. CpG-island promoters have an open chromatin
structure that allows for rapid activation and are promiscuously induced. Low CpG-island
promoters are often assembled into nucleosomes that preclude basal transcription, and

nucleosome remodeling by the SWI/SNF complex is required for their activation.

Figure 1-3: The IFN-§ Enhanceosome

Type | interferon IFN-{ is under tight regulation. The regulatory region of this gene lies between
-102 and -47 base pairs relative to the transcription start site (TSS) and has been termed the
‘enhanceosome’. Binding sites for ATF:c-Jun, IRF, and NF-xB are tightly packed into this

region, and binding of all factors is necessary for cooperative activation of IFN-f.
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Table 1-1: Pattern Recognition Receptors and their Ligands

Toll-like receptors (TLRs), RIG-I-like receptors (RLRs), NOD-like receptors (NLRs), and C-type-
lectin receptors (CLRs) are broad classes of pattern recognition receptors (PRRs). RLRs and
NLRs are found in the cytoplasm while CLRs are found on the plasma membrane. TLRs can be
found either on the plasma membrane or endolysosomes. The ligands for PRRs are diverse,

and are of bacterial, viral, fungal, or protozoan origin.

27



Figure 1-1: The TLR Signaling Pathways
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Figure 1-2: Regulation of CpG-Island and Low CpG-Island Promoters at Inducible Genes
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Figure 1-3: The IFN-§ Enhanceosome
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Table 1-1: Pattern Recognition Receptors and their Ligands

Table 1. PRRs and Their Ligands

PRRs Localization Ligand Origin of the Ligand

TLR

TLR1 Plasma membrane Triacyl lipoprotein Bacteria

TLR2 Plasma membrane Lipoprotein Bacteria, viruses, parasites, self
TLR3 Endolysosome dsRNA Virus

TLR4 Plasma membrane LPS Bacteria, viruses, self

TLR5 Plasma membrane Flagellin Bacteria

TLR6 Plasma membrane Diacyl lipoprotein Bacteria, viruses

TLR7 (human TLR8) Endolysosome ssRNA Virus, bacteria, self

TLR9 Endolysosome CpG-DNA Virus, bacteria, protozoa, self
TLR10 Endolysosome Unknown Unknown

TLR11 Plasma membrane Profilin-like molecule Protozoa

RLR

RIG-I Cytoplasm Short dsRNA, 5'triphosphate dsRNA RNA viruses, DNA virus
MDA5 Cytoplasm Long dsRNA RNA viruses (Picornaviridae)
LGP2 Cytoplasm Unknown RNA viruses

NLR

NOD1 Cytoplasm iE-DAP Bacteria

NOD2 Cytoplasm MDP Bacteria

CLR

Dectin-1 Plasma membrane B-Glucan Fungi

Dectin-2 Plasma membrane B-Glucan Fungi

MINCLE Plasma membrane SAP130 Self, fungi

(Takeuchi and Akira, 2010)
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Abstract

Much has been learned about the regulation of stimulus-induced transcriptional cascades from
large-scale systems analyses of hundreds or thousands of genes that exceed a minimal
induction threshold and are grouped into large co-expression cluster. For this study, we
hypothesized that new insights into the regulatory logic would emerge from an approach that
separates strongly and weakly induced genes and relies heavily of quantitative aspects of high-
throughput data sets. To this end, we examined 226 genes whose primary transcripts are
induced by a relatively large magnitude in mouse macrophages stimulated with lipid A. Our data
suggest that these genes are regulated by mechanisms that generally differ from those used to
regulate weakly induced genes. By combining quantitative consideration of induction
magnitudes and kinetics with similarly quantitative analysis of loss-of-function, ChlP-seq, and
binding motif data sets, we obtained insights into the relationships between NF-«xB binding
motifs and in vivo NF-xB binding and function. The results further suggest that the transcription
factors IRF3 and SRF are dedicated to the regulation of surprisingly small numbers of strongly
induced genes, with considerable gene-specific variation that reveals the extent to which each
inducible gene is uniquely regulated. Together, our results reveal the value of focused analyses

of limited numbers of genes for a mechanistic understanding of regulatory cascades.

Introduction

The molecular biology revolution of the mid-1970s was followed by a period of approximately 20
years during which gene regulation was studied at the level of individual model genes. The
emergence of DNA microarrays in the late 1990s combined with the availability of whole-
genome sequences opened new avenues toward the study of gene regulation at a global scale

during development, in response to environmental stimuli, and in the context of disease. DNA
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microarrays made it possible to identify groups of genes that characterize a cell type,
developmental stage, environmental response, or disease state. This central method also made
it possible to uncover transcriptional networks and examine the mechanisms by which these

networks regulate physiological states and events.

Despite the great value of microarrays, a limitation is that they often compress the
magnitude with which mRNA levels are modulated, and the degree of compression can vary
from gene to gene'. Because of the limited dynamic range and quantitative value of microarray
data sets, a low threshold — often 1.5- to 2-fold — has generally been used to define a group of
modulated genes of interest, and these genes are then considered equally in studies of the
regulatory mechanisms. One benefit of this approach is that hundreds or thousands of
modulated genes can be grouped together, providing considerable statistical power for the
subsequent analysis. With this approach, microarray-based studied resulted in numerous major
discoveries and they continue to be of great value. However, the quantitative limitations have

presented a barrier for many efforts to dissect regulatory mechanisms.

More recently, high-throughput sequencing technologies have led to the development of
methods, including RNA sequencing (RNA-seq), that allow transcript levels to be evaluated at a
global scale more accurately and quantitatively?. Although RNA-seq methods remain imperfect,
their accuracy and larger dynamic range have opened new opportunities for meaningful

mechanistic analyses of transcriptional cascades and networks.

One physiological event that has been studied extensively at a global scale is the
response of cells within the mouse innate immune system to inflammatory stimuli, with most
studies focusing on the stimulation of macrophages or dendritic cells to lipopolysaccharide
(LPS) or lipid A (the active component of LPS). LPS and lipid A are recognized by Toll-like

receptor 4 (TLR4), which activates several signaling pathways to induce a robust transcriptional
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cascade. Early studies used DNA microarrays to evaluate the kinetics with which genes
modulated in response to the stimulus are activated and inactivated®>®. The promoters of co-
regulated genes exhibited enrichment for the binding sites of key transcription factors implicated
in the inflammatory cascade, thereby providing a starting point toward a global understanding of
the regulatory logic underlying the cascade. These early studies have been followed by large-
scale studies in which gene expression profiles obtained using microarrays or RNA-seq were
combined with ChIP-seq data sets and siRNA knockdowns to evaluate the roles of specific
signaling pathways, transcription factors, and chromatin-related events in the cascade’®. RNA-
seq methods that monitor nascent transcripts rather than mRNA have also been employed to

separate transcriptional regulation from the regulation of mMRNA stability® 2.

The results of these studies, performed by our laboratory and others, have provided
considerable insight into mechanisms regulating the transcriptional cascade. However, a
limitation of all of these genomics-based studies is that the results demonstrate trends and
relatively loose relationships, while lacking precision and confidence in the direct or indirect
roles of specific signaling pathways, transcription factors, and chromatin proteins in the
regulation of individual genes within the cascade. One fundamental reason for the relatively low
confidence of the results is that the functional relevance of transcription factor ChlP-seq peaks
is difficult to evaluate, due to substantial evidence that some and perhaps most transcription
factors bind opportunistically to many sites in addition to their functionally important
interactions’>'®. Even when ChIP-seq data sets are evaluated in the context of microarray and
RNA-seq data sets, it is difficult to identify with confidence those genes that represent direct

targets of a factor®'¢2°.

It could be argued that the next frontier is the development of experimental and

bioinformatic strategies that allow the field to move from trends and loose relationships to
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precise assignments of signaling molecules, transcription factors, and chromatin events to their

direct targets.

Here, we describe an effort to dissect the lipid A-induced transcriptional cascade by
incorporating the quantitative value of nascent RNA-seq data sets, as well as ChlP-seq and
transcription factor binding motif data sets. A fundamental aspect of this approach was the
separation of genes induced by a large magnitude from those induced by smaller magnitudes,
which are far more prevalent. The emphasis on potently induced genes created barriers
because of the reduced statistical power of the subsequent analysis, thereby requiring careful
consideration of strategies that may provide meaningful advances. The results presented
provide critical insights into the logic through which the cascade is regulated and a framework

on which a complete understanding of the cascade can be built.

Results

Basic Properties of the Lipid A-Induced Transcriptional Cascade

To uncover principles regulating the lipid A-induced transcriptional cascade, we began by
performing RNA-seq with RNA from mouse C57BL/6 bone marrow-derived macrophages
(BMDMSs) treated with lipid A for 0, 15, 30, 60, and 120 minutes. To separate transcriptional
kinetics and the magnitudes of transcriptional activation and inactivation from influences of
MRNA stability, the analysis was performed with nascent transcripts isolated from the chromatin
of BMDMs. Although our long-term goal is to understand how both transcriptional and post-
transcriptional modes of regulation contribute to the gene expression cascade, a preferred
approach is to evaluate the contributions of each regulatory mode in isolation, with the resulting

insights then combined.
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An initial analysis of three biological replicates of the nascent transcript RNA-seq
experiment indicated that 3,863 (14.1%) of the 27,384 annotated Refseq genes (NCBI37/mm9,
prior to removal of duplicate isoforms) reached an expression level of at least 3 RPKM in at
least one of the time points. We focused on genes that reached a relatively high expression
level of 3 RPKM because our subsequent analysis emphasized induction magnitude, which can
be evaluated only if both the basal and induced transcript levels can be measured with

confidence.

Of the 3,863 genes expressed at 3 RPKM or greater, 1,340 (34.7%) were induced by at
least 2-fold (p<0.01) (Figure 2-1A). Importantly, however, 57.8% of these genes were induced
by less than 5-fold and 79.5% were induced by less than 10-fold, with only 14.7% induced by
10-50-fold and 5.8% induced by greater than 50-fold (Figure 2-1A). If all genes induced by 2-
fold or greater were evaluated together, the analysis would be dominated by genes induced by
less than 10-fold, which would likely mask key events involved in the regulation of the strongly
induced genes. Notably, most induced genes encoding key cytokines, chemokines, effector
molecules, and transcription factors known to play critical roles in immune regulation were
induced by greater than 10-fold. For this reason, we chose to focus our analysis on the potently
induced genes, with the resulting insights then examined in the context of the weakly induced
genes (see below). It is noteworthy that the basal transcript levels of the weakly induced genes

were generally higher than those of the strongly induced genes (Figure 2-1B).

With the above considerations in mind, we focused our analysis on 226 inducible genes.
215 of these genes were significantly (p<0.01) induced by at least 10-fold during the 2-hr
induction period. The remaining 11 genes were transiently induced by 5-10-fold at the 15-min
time point; these genes were added to capture a larger number of genes that are rapidly
downregulated after their early induction. Notably, although the analysis focuses on only 226

potently induced genes, their basal and peak transcript levels, as well as their fold-induction
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values, were distributed over more than two orders of magnitude (Figure 2-1C); these broad
distributions suggest that, despite the focus on a limited number of genes, the genes analyzed
are likely to be regulated by diverse mechanisms. It is also noteworthy that all 226 genes are
protein-coding genes. Detection of short RNAs were would require a different RNA-seq method;
long non-coding RNAs were captured by this approach, yet no non-coding RNAs were induced

by 10-fold while reaching the 3 RPKM expression threshold.

Separation of Primary and Secondary Response Genes

Among the many parameters that can be used to dissect the lipid A-induced transcriptional
cascade, we chose to first separate primary and secondary response genes. Toward this goal,
we performed RNA-seq with nascent transcripts from BMDMs stimulated with lipid A for 0, 30,
60, and 120 min in the presence or absence of cycloheximide (CHX), an inhibitor of protein
synthesis. (Please note that at least two complete biological replicates were performed for all
RNA-seq experiments, with average RPKM and fold-induction values used for the bioinformatic
analyses.) Analysis of maximum RPKM values for the 226 induced genes revealed 83 genes
that were expressed at a level in CHX-treated cells that was <33% of the expression level in
untreated cells (Figure 2-1D). These 83 genes were tentatively included in the secondary

response group.

IFN- expression is induced by lipid A and is known to activate a Type | IFN gene

program?'??

. RNA-seq analysis of nascent transcripts from Type | IFN receptor (IFNAR)-
deficient (/fnar-/-) BMDMs stimulated with lipid A revealed that 62 of the 226 inducible genes
were expressed at less than 30% of wild-type (WT) (Figure 2-1D). Interestingly, 11 of these 62

IFNAR-dependent genes were classified as primary response genes in the CHX analysis

because they exhibited expression levels in the presence of CHX that placed them just above
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the threshold used for classification as secondary response genes. Nevertheless, an analysis of
their induction kinetics revealed greater similarity to the other IFNAR-dependent secondary
response genes than to the primary response genes (data not shown; see Figure 2-3). Because
of their strong IFNAR-dependence and their kinetic profiles, and because CHX may not
completely inhibit protein synthesis and may have indirect effects on gene expression, these 11
genes were added to the secondary response category (Figure 2-1D). Thus, 132 and 94 genes,

respectively, were defined as primary and secondary response genes for the current analysis.

It is important to emphasize that the thresholds and criteria used to separate genes into
primary and secondary response groups are subject to debate. Furthermore, some genes
appear to possess both primary and secondary response components (data not shown). Thus,
the classification assignments will need to be re-evaluated frequently as our knowledge of the

regulatory cascade increases.

Separation of IFNAR-Dependent and -Independent Secondary Response Genes

As described above, a central feature of the secondary response to lipid A stimulation is the
activation of Type | IFN signaling via IFNAR. Therefore, as the next broad step toward
characterizing the lipid A cascade, we separated secondary response genes into IFNAR-
dependent and IFNAR-independent groups. The assignment of genes was dictated primarily by
the magnitude by which the expression of each secondary response gene was decreased in
Ifnar-/- BMDMs in comparison to WT BMDMs. Strikingly, 42 of the 94 secondary response
genes were expressed <10% of WT in [fhar-/- BMDMs, with an additional 22 expressed
between 10 and 33% (Figure 2-2A,B). Kinetic analysis revealed that 41 of the 42 genes that
were expressed <10% of WT failed to reach an expression level in WT cells corresponding to

10% of the maximum level until the 120-min time point (Figure 2-2C), indicating that a robust
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transcription response to IFNAR signaling begins between 60 and 120 min post-stimulation. In
contrast, 22 of the 23 secondary response genes that were largely unaltered in the Ifnar-/- cells
(expression level >50% of WT) reached an expression level in WT cells corresponding to 10%
of their maximum within 60 min of stimulation (Figure 2-2C). This finding suggests that the CHX-
sensitive events needed for activation of the IFNAR-independent secondary response genes
generally occur much more rapidly than the autocrine/paracrine loop needed to activate the

IFNAR-dependent genes.

To separate IFNAR-dependent and -independent genes more carefully, we further
examined the RNA-seq data sets from lipid A-stimulated /fnar” macrophages, as well as
additional RNA-seq data sets we generated from WT macrophages stimulated for 0, 15, 30, 60,
and 120 min with Pam3CSK4 (PAM), a TLR2 ligand that does not induce strong IFNAR
signaling®®. Twenty-nine secondary response genes were identified that remained inducible in

the absence of IFNAR signaling (Figure 2-2D, top).

Interestingly, although these 29 IFNAR-independent secondary response genes were
induced in PAM-stimulated WT BMDMs or in lipid A-stimulated /fhar-/- BMDMs, a subset,
including the critical T cell polarizing cytokines /112b, 116, Lif, and /127, were induced much less
potently by PAM than by lipid A (Figure 2-2D, bottom). This finding suggests that the TRIF
pathway that is activated by lipid A but not by PAM may be important for the activation of these
genes, but not due to its role in activating IFNAR signaling. Consistent with this possibility, a
direct comparison of WT BMDMSs to Trif~- BMDMs revealed strong TRIF-dependence of these
genes (Figure 2-2D, bottom). In fact, /I12b, /16, Lif, and /27 exhibited greater TRIF-dependence
than any other primary or secondary response gene (Figure 2-2E). Together, the data suggest
that lipid A induces the expression of key T-cell polarizing cytokines (/112b, 116, Lif, and 1127)
much more potently than does PAM because the TRIF pathway strongly promotes the

expression of these genes in an IFNAR-independent manner.

52



To better understand the significance of the regulatory strategies described above, we
performed gene ontology analysis with our 132 primary response genes, the 65 IFNAR-
dependent secondary response genes, and the 29 IFNAR-independent secondary response
genes (Figure 2-2F). The primary response gene analysis suggested broad roles in regulating
inflammation and the quantities and functions of leukocytes and blood cells. As expected, the
IFNAR-dependent secondary response genes were implicated in anti-viral responses. Most
interestingly, the small group of IFNAR-independent secondary response class exhibited highly
significant enrichment for genes that help regulate T cell proliferation, differentiation, and
activation. Notably, the gene ontology program suggested that 14 of the 29 IFNAR-independent
secondary response genes may be involved in the regulation of T cell responses. Eleven of
these 14 genes are among the 13 IFNAR-independent secondary response genes that are most
potently induced by lipid A (average induction of 376-fold for these 11 genes). Thus, these
results reveal common regulatory features of a prominent group of genes that help bridge the
innate and adaptive immune systems. Nevertheless, a careful examination reveals that the
induction kinetics for each of these genes is unique (Figure 2-3), suggesting that gene-specific
regulatory events are superimposed on top of their common characteristics of potent and rapid

CHX-sensitive yet IFNAR-independent induction.

Initial Analysis of Primary Response Genes

Shifting our attention to the 132 primary response genes, we first examined their expression
kinetics in greater detail by nascent transcript RNA-seq with lipid A-stimulated BMDMs collected
every five min during the first hour of activation, with an additional 120-min time point. We also
performed nascent transcript RNA-seq with BMDMs from mutant mice lacking signaling

molecules or transcription factors known to play central roles in the lipid A response.
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Specifically, WT BMDMs were compared to BMDMs from Myd88-/-, Trif-/-, Myd88-/-Trif-/-, and
Irf3-/- mice, with samples collected 0, 30, 60, and 120 min after stimulation. We also performed
RNA-seq with WT BMDMs stimulated with lipid A for 0, 15, 30, 60, and 120 min in the presence
of ERK and p38 MAPK inhibitors; the two inhibitors were analyzed together in this analysis
because little effect was observed in pilot experiments with each inhibitor alone. Two biological
replicates were performed for each experiment, and each experiment analyzed nascent
transcripts. The results consider the maximum induced RPKM observed in WT cells for each
gene to be 100% and the basal RPKM observed in unstimulated WT cells to be 0%; the
maximum induced RPKM observed in each mutant strain for each gene is then displayed as a

percentage of the maximum WT RPKM.

Figure 2-4A shows that each perturbation resulted in a continuum of effects on the 132
primary response genes. For the purposes of this study, genes expressed <33% of WT were
considered to be dependent on the factor that was eliminated or inhibited, but with the
recognition that this solution is imperfect and will require continual refinement as our knowledge
of the transcriptional cascade advances. By combining the data sets indicating the
dependencies of each of the 132 genes with k-means cluster analysis of expression kinetics, an
initial classification of the 132 primary response genes emerged (Figure 2-4D; see Figure 2-5 for
gene names). Cluster 1 includes nine genes that exhibited reduced expression (<33% of WT) in
both Trif~/- and Irf3-/- macrophages. Clusters 2-5 included 28 genes that exhibited reduced
expression (<33% of WT) in Trif-/- macrophages but not in /rf3-/- macrophages (Figure 2-4B,D);
these genes were subdivided by k-means analysis on the basis of their expression kinetics.
Clusters 6-9 include 38 genes that exhibited reduced expression (<33%) in WT macrophages
treated with both p38 and ERK MAPK inhibitors, but without strongly reduced expression in the
Trif-/- macrophages; as above, the genes were subdivided by k-means analysis of expression

kinetics (Figure 2-4D). Finally, Clusters 10-16 include the remaining 57 genes that did not
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exhibit reduced expression in the presence of MAPK inhibitors or in the Trif-/- or Irf3-/- cells;
these genes were divided into seven kinetic clusters by k-means analysis. It is noteworthy that
only five of the 132 primary response genes exhibited reduced expression (<33%) in Myd88-/-
cells (Figure 2-4C,D), in contrast to the eight of 29 IFNAR-independent secondary response
genes. This finding is consistent with our previous analysis that implicated MyD88 more strongly
in the regulation of secondary response genes than primary response genes in LPS-stimulated
macrophages®. Importantly, no genes were induced in Myd88-/-Trif-/- mutant cells (data not

shown).

In addition to the degree of dependence of each primary response gene on MyD88,
TRIF, IRF3, and MAPKSs, Figure 2-4D indicates the basal transcript and fold-induction values for
each gene, reflecting the broad ranges documented in Figure 2-1C. Furthermore, Figure 2-4D
indicates which genes contain CpG-island promoters or low CpG (LCG) promoters. Consistent
with our previous studies (Bhatt et al. 2012), all early transiently induced genes (e.g. Clusters 6
and 10) contain CpG-island promoters and a high percentage of the most potently induced
genes contain LCG promoters (e.g. Clusters 1 and 14), whereas the two promoter types are

distributed among the other clusters according to rules that remain to be elucidated.

Initial Transcription Factor Binding Motif and ChIP-Seq Analyses

The above studies provide a framework for mechanistic dissection of the primary response to
lipid A stimulation by 1. focusing attention on genes that are reduced relatively strongly, 2.
separating primary response and secondary response genes, 3. using loss-of-function and
inhibitor studies to identify genes that exhibit requirements for key signaling pathways and

factors known to participate in the primary response, 4. clustering the genes on the basis of their
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induction kinetics, and 5. displaying induction magnitudes and basal transcript levels along with

promoter type (CpG-island vs. LCG).

To extend this foundation toward a meaningful mechanistic understanding of the
transcriptional cascade, we first evaluated the over-representation of transcription factor binding
motifs within the promoters of genes within each of the 16 clusters in Figure 2-4D. The motif
analysis results (Figure 2-6) provided initial insight into transcription factors that may regulate
genes within each cluster. However, toward the goal of understanding the molecular logic
through which the transcriptional cascade is regulated, the statistical enrichments revealed by
this analysis were largely unsatisfying. For example, although NF-kB motifs are statistically
enriched in the promoters of genes in several clusters, a closer analysis revealed considerable
heterogeneity within each of these clusters, with only a subset of promoters in a cluster
generally containing a strong NF-xB motif (data not shown). Statistical but imprecise
enrichments were also apparent when examining published ChlP-seq data sets for NF-xB and
other transcription factors known to participate in the response (data not shown). Additional
strategies are therefore needed to move beyond statistical enrichments toward more precise

and meaningful insights into the logical control of a stimulus-induced transcriptional cascade.

Quantitative Analysis of NF-kB’s Contribution to the Transcriptional Cascade

Because of its common role in regulating inducible transcription in response to inflammatory
stimuli, we first focused on NF-xB. In an effort to address the uncertainties associated with the
interpretation of both ChlP-seq and binding motif data sets, we envisioned that quantitative and
simultaneous consideration of both types of data may be of value. As a first step, NF-xB ChlP-
seq peak scores and binding motif scores were plotted for the promoters (-500 to +150 relative

to the transcription start site [TSS]) of each of the 132 primary response genes (Figure 2-7A).
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For NF-xB motifs, we took advantage of recent protein binding microarray (PBM) analyses in
which relative binding of different NF-xB dimeric species to a broad range of DNA sequence
motifs was examined experimentally®. ChIP-seq experiments were then performed with
antibodies targeting RelA, a subunit of the most abundant NF-kB dimer (RelA:p50) thought to
be involved in transcriptional activation in response to TLR4 signaling. ChiP-seq experiments
were performed with BMDBs stimulated with lipid A for 0, 15, 30, 60, and 120 min, followed by
stringent peak-calling and a focus on peaks observed in multiple biological replicates (see
Experimental Procedures). Analysis of the RelA ChlP-seq data sets revealed 8,458 total peaks,

with 942 promoter peaks among 21,168 annotated Refseq genes.

When focusing on the promoters of the 132 strongly induced primary response genes,
an interesting relationship between ChlP-seq peak scores and binding motif Z scores emerged.
Specifically, a motif Z score threshold emerged that resulted in a high probability of a strong
ChlP-seq peak; 37 of 44 promoters (84%) containing an NF-xB motif exceeding a Z score of
6.4 supported strong RelA binding (ChlP-seq peak >19), whereas only 20 of 88 promoters
(23%) whose strongest NF-xkB motif was below this same threshold supported similarly strong
binding (Figure 2-7A, left, 4B, left). On the basis of this initial observation, promoters were
separated into six distinct classes for further analysis, including three ChiP-seq categories (no
binding, peak strength <19, and peak strength >19) and two motif categories (Z score <6.4 and

>6.4).

To evaluate the significance of these classifications, we examined promoters for all other
annotated genes. A visual examination of the graph in Figure 2-7A (right) revealed that the vast
majority of RelA ChlIP-seq promoter peaks in genes that do not represent strongly induced
primary response genes were associated with promoters with relatively weak motifs (<6.4,

Figure 2-7A, right). For a closer examination, annotated genes were separated into five groups:
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the 132 strongly induced primary response genes, the 94 strongly induced secondary response
genes, 732 genes induced between 2 and 10 fold, 1732 genes that were expressed at a
nascent transcript level >3 RPKM but without induction, and the remaining 18,487 annotated

genes expressed at a transcript level <3 RPKM.

An examination of the ChlP-seq/motif categories for genes in each of these five classes
revealed extensive enrichment of genes whose promoters combined strong ChIP-seq peaks
and strong NF-xB motifs among the strongly induced primary response gene class. Specifically,
whereas 28% (37/132) of the strongly induced primary response genes combined strong ChlP-
seq peaks and motifs, only 1.6% (27/1723) of expressed but uninduced genes combined strong
peaks and motifs. In contrast, little or no enrichment of strongly induced primary response
genes was observed in four of the other ChlP-seqg/motif categories (weak peak/strong motif,
weak peak/weak motif, no peak/strong motif, no peak/weak motif). Substantial enrichment in the
primary response gene class was observed for only one other ChIP-seg/motif category: those
that combined a strong ChlIP-seq peak with a weak motif (15.2% of strongly induced primary

response genes versus 3.8% of expressed uninduced genes).

The strong enrichment of promoters that combine strong ChlP-seq peaks and motifs in
the group of 132 strongly induced primary response genes suggests that most or all of the 37
primary response genes possessing these properties are directly activated by RelA-containing
dimers via direct promoter binding. The ability to define a motif threshold (Z score=6.4) above
which 84% of promoters supported strong NF-xB binding is interesting to consider in light of
previous models suggesting that NF-kB may usually interact functionally with weak motifs?>°.

Instead, the data suggest that a strong NF-xB motif as defined by PBM analysis is usually

sufficient to support strong NF-xB binding to an inducible promoter.
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The significant but lesser enrichment of promoters with strong NF-xB peaks and weak
binding motifs among the strongly induced primary response genes is also of interest. In these
promoters, NF-kB may bind directly to weak motifs, perhaps via cooperative binding with other
transcription factors. Alternatively, NF-xB may be recruited to these promoters by other
transcription factors, or the NF-kB ChIP-seq signal could be due to looping of an NF-kxB-bound
enhancer to the promoter. Importantly, fewer primary response genes were found in this strong
ChlP-seq peak/weak motif category than in the strong ChIP-seqg/strong motif category,

suggesting that NF-xB usually associates with promoters via direct binding to strong motifs.

An examination of the 732 genes induced by 2-10-fold provides additional insights. A
higher percentage of genes in this weakly induced class (5.9%) contain strong NF-xB peaks
and motifs than in the class of genes that is expressed but not induced (1.6%). This enrichment
suggests that a subset of weakly induced genes is regulated by NF-kB binding to strong motifs.
However, a much smaller percentage of genes in this 2-10-fold induced class (5.9%) combine
strong NF-xB peaks and motifs than in the strongly induced primary response gene class
(28%), suggesting that a much smaller fraction of the weakly induced genes is regulated by

direct binding of NF-kB to strong promoter motifs.

Examination of NF-x B regulated genes

A major goal of this study is to elucidate the logic through which the lipid A-induced
transcriptional cascade is regulated. This issue not only concerns the question of how a diverse
array of factors and pathways contribute to the cascade, but also the question of whether
specific factors arbitrarily regulate individual genes or whether an underlying logic exists. An

examination of the identities of the 37 strongly induced primary response genes that combine
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strong ChIP-seq peaks and strong motifs provides compelling evidence of an underlying logic.
Specifically, over a third of these genes (13 of 37, see Figure 2-7C) encode NF-kB or IkB family
members or key regulators of NF-kB activation, including three NF-xB family members (Nfkb1,
Nfkb2, and RelB), five IkB family members (Nfkbia, Nfkbib, Nfkbid, Nfkbie, and Nfikbiz), two NF-
kB-inducing receptors (TIr2 and Cd40), and three regulators of NF-xB activation (Tnfaip3,
Tnip3, and Traft). Strikingly, these 13 genes represent the only NF-xB/IxB family members or
direct regulators of NF-xB signaling in the entire group of 132 primary response genes. It is
noteworthy that the promoters of genes encoding the two NF-kB family members (Rela and Rel)
and one IkB family member (Bc/3) missing from this list also combine a strong RelA ChlP-seq
peak with a strong NF-xB motif (Figure 2-7F); these three genes were not among the 132

strongly induced primary response genes because their magnitudes of induction did not reach

the 10-fold threshold.

Figure 2-7C shows the complete list of genes that combine strong ChIP-seq peaks and
motifs, along with the strongest NF-kB binding motif found in each promoter on the basis of the
PBM data. The strong binding observed at the 37 primary response genes in this category can
be accounted for by only 21 different motifs, as some motifs are found in two or more of the
promoters. An examination of these motifs shows that each adheres to one of two motif
definitions: (G/T)GG(G/A)(N)(A/T)(T/G)(T/C)CC (17 motifs) or (G/A)GGGG(G/A)(T/A)TT(T/C) (4

motifs).

The evidence that a high level of similarity to the optimal NF-kB consensus may be
needed for consistent NF-xB binding in the RelA ChIP-seq experiments was initially surprising,
given the formal possibility that NF-kB might often bind to weak motifs via cooperative binding

with other factors. However, additional support for the significance of this finding is provided by

an examination of binding motif enrichment at the 132 primary response genes in comparison to
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the 1,723 expressed but uninduced, without any consideration of ChlP-seq peaks. Specifically,
motifs with Z scores above 8.0 were strongly enriched among in the promoters of the 132
primary response genes. Motifs with Z scores between 6.0 and 7.9 were weakly enriched, but

no enrichment was observed with motifs with Z scores below 6.0 (Figure 2-7G).

One remaining question is the reason seven promoters with motifs exceeding the
threshold of 6.4 did not support detectable RelA binding in the ChIP-seq experiments. Three of
these motifs possess high Z scores (8.4-8.6) and their sequences clearly conform to the
consensus that would be expected to support strong NF-xB binding (Figure 2-7D). It is
noteworthy, however, that two of these three motifs are at a distance upstream of their
corresponding TSS (-310 and -395) that exceeds the distance of all but five of the 37 promoters
that support NF-xB binding (Figure 2-7D). We hypothesize that these two motifs do not support
binding in vivo because they are occluded by nucleosomes flanking the promoter. Similarly, the
third strong motif is located farther downstream from the TSS (+137) than the motifs found in
the 37 promoters that support strong NF-xB binding, suggesting that this motif may also be
masked by a nucleosome. The four remaining motifs that fail to support binding possess Z
scores between 6.7 and 7.4. On the basis of an examination of these motifs, we speculate that
their Z scores may be defined inaccurately due to limitations of the PBM method. It is
noteworthy that one of these motifs is found in two different primary response promoters, and
none of these motifs match the 21 motifs in Figure 2-7C that coincided with RelA ChlP-seq
peaks. We tentatively conclude that the Z score threshold of 6.4, although a fairly consistent
indicator of capacity for NF-xB binding, is imperfect, perhaps due to imperfections in the PBM
values or because other subtle features of the promoter environment can influence NF-xB

binding to motifs in the borderline Z score range.
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To summarize, we found evidence that considerable insight can be provided by
classification of promoters on the basis of quantitative and simultaneous consideration of ChlP-
seq peak scores and PBM Z scores. Notably, a parallel analysis using Transfac position weight
matrix (PWM) scores rather than PBM Z scores was also of value, but with slightly less
predictive accuracy (data not shown), presumably because PBM scores, unlike Transfac
scores, are based on a direct experimental evaluation of protein binding to each motif
sequence. We found that promoters combining strong ChlP-seq peaks and binding motifs are
greatly enriched in a quantitatively defined group of strongly induced primary response genes.
This combination of properties does not appear to have evolved randomly, as all NF-xB and kB
family members and regulators of NF-xB signaling within the group of primary response genes
fall into this category. The results strongly suggest that a single strong motif in a nucleosome-
depleted promoter region is sufficient for strong NF-xB binding, with evidence that a protein-
DNA interaction affinity threshold usually must be exceeded to support binding. Our data also
suggest that only a small percentage of weakly induced genes (2-10-fold) are regulated by
direct binding of NF-kB to a strong promoter motif. A major question that remains to be
answered is the significance of NF-kB ChlP-seq peaks at a limited number of promoters that
lack strong motifs, given that the vast majority of promoters containing similarly weak motifs do

not support binding.

Kinetic and Functional Analysis of Putative NF-xB Targets

The above results suggest that the 37 strongly induced primary response genes combining
strong ChIP-seq peaks and motifs are strong candidates for genes that are directly regulated by
canonical RelA:p50 NF-kB dimers. To test this prediction, we examined the activation kinetics

for these genes, as well as their dependence on RelA. An examination of the activation kinetics
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revealed that most of these genes are first upregulated between 10 and 20 minutes after lipid A
stimulation. This is evident from the third graph in Figure 2-9A, in which the fold-increase in
RPKM relative to the preceding time point is highlighted. It is noteworthy that, although most of
these genes are initially upregulated at approximately the same time, their expression kinetics
are quite diverse, implicating other factors in their regulation. It is noteworthy that putative NF-
kB target genes that are also dependent on MAPK signaling were, on average, induced slightly

earlier than the other putative target genes (Figure 2-9C).

We also examined RelA dependence by comparing WT and Rela-/- fetal liver-derived
macrophages. A wide range of dependencies was observed (Figure 2-9A, right), possibly due to
redundancy with c-Rel. However, most of the genes with strong NF-xB ChIP-seq peaks and
binding motifs in their promoters exhibited considerable RelA dependence. It is noteworthy that
3 of these 37 genes did not exhibit significant RelA dependence; at these genes, NF-xB
promoter binding may not regulate induction or greater redundancy may exist between different

NF-kB family members.

Since most genes containing strong NF-kB ChIP-seq peaks and binding motifs in their
promoters are induced with similar activation kinetics and contain considerable RelA
dependence, we asked whether these functional properties are restricted to genes whose
promoters contain strong ChIP-seq peaks and motifs. Interestingly, several other primary
response genes exhibited similar activation kinetics and/or degrees of RelA-dependence (Figure
2-9B,D). A subset of these genes contains RelA ChlP-seq peaks in their promoters (Figure 2-
9B, right), but most do not. The significance of this finding is difficult to determine from these
data, but we speculate that NF-xB directly regulates these genes by binding to distant

enhancers. Consistent with this possibility, RelA ChiP-seq peaks are found at variable distances
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from many primary response genes (Figure 2-8), although it is difficult to determine the

significance of these peaks and the specific genes these binding events might regulate.

Gene-Specific Regulation of IRF3-Dependent Genes

Although most studies of transcriptional cascades and networks focus on large clusters of co-
regulated genes, our quantitative analysis of a limited number of potently induced genes
provides a glimpse of the fact that many genes are subject to unique modes of regulation,
whereas others fall into very small groups of co-regulated genes. This concept is exemplified by
an examination of primary response genes that exhibit strong dependence on the transcription
factor, IRF3. As shown in Figure 2-4, only 9 of the 132 strongly reduced primary response
genes exhibited expression levels in both Irf3-/- and Trif-/- macrophages that fail to reach 33%
of the expression level observed in WT macrophages. As shown in Figure 2-9, five of these
genes are contained within the group of 37 primary response genes containing strong NF-xB
ChlP-seq peaks and motifs; the other four lack RelA binding and NF-kB motifs. The kinetic
profiles of these 9 genes are shown in Figure 2-11A. One notable difference between the five
genes that appear to be regulated by both NF-kB and IRF3 versus the four genes regulated by
IRF3 alone is that the induction magnitude of the former group is much higher than that of the
latter group, with average induction magnitudes of 643-fold and 40-fold, respectively (Figure 2-

11A,B).

A careful examination of the five genes that appear to be regulated by both NF-xB and
IRF3 is especially revealing with respect to the extent to which genes have evolved unique
regulatory strategies. Among this group, the expression kinetics of Ccl/5 and Ifnb1 are unique,
whereas Cxcl10, Gbp5, and Irg1 exhibit greater similarity to each other (Figure 2-11A). These

latter three genes are initially induced 10-15 min. post-stimulation, the time at which most NF-
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kB-dependent genes are induced. Consistent with the hypothesis that NF-xB contributes to this
early induction, RelA ChlIP-seq peaks were observed at these genes by 15 min after lipid A
stimulation (Figure 2-11A, right). Furthermore, their early induction is unaltered in Irf3-/-
macrophages (data not shown). The IRF3-dependence of these genes is observed only at later
time points, when IRF3 is activated and appears to synergize with NF-kB to support potent

induction.

Interestingly, Ccl5 is unique in comparison to these three genes and all other primary
response genes. Ccl5 transcriptional induction was not observed until the 25 min time point
(Figure 2-11A). Furthermore, RelA binding was not observed at this gene until the 30 min time
point (Figure 2-11A, right). We previously used a restriction enzyme accessibility assay to
document inducible nucleosome remodeling at the Ccl/5 promoter and we showed that this
nucleosome remodeling event was not observed in /rf3-/- macrophages®’. Thus, Ccl5 appears
to employ a unique mode of regulation in which transcriptional activation requires an IRF3-
dependent nucleosome remodeling event to provide NF-kB with access to its promoter binding
site, with NF-kB and IRF3 then presumably synergizing to support the potent 1,700-fold
induction of this gene. Notably, Cc/5 was the only primary response gene bound by RelA that
lacked a called RelA ChlP-seq peak at the 15-min time point (Figure 2-9A, right; Figure 2-11A,

right).

Ifnb1 is one of the best-studied inducible genes, yet its regulatory mechanisms also
appear to be unique. Transcriptional induction of this gene was not observed until the 35-min
time point. However, in contrast to the properties of Ccl5, RelA binding to the Ifnb1 promoter
was observed at all induced time points examined (Figure 2-11A, right). This early binding is
consistent with extensive prior evidence that the promoter region containing the NF-kB and

IRF3 binding sites lacks a nucleosome in unstimulated cells?®. Nevertheless, despite the
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observed binding of NF-kB upon its early activation, transcriptional induction of /fnb71 was not
observed until 35 min post-stimulation, consistent with prior evidence that activation is strongly

dependent on synergy between NF-kB, IRF3, and ATF-2/c-Jun complex?.

Although high-quality ChlP-seq data with IRF3 antibodies in mouse cells have not been
obtained, an examination of NF-xB and IRF3 binding motifs revealed that consensus IRF3
motifs accompany the strong NF-xB motifs in all five of these promoters (Figure 2-11C). The
distances between the IRF3 and NF-kB motifs range from 2-bp in the Ifnb1 promoter to 55 bp in
the Ccl5 promoter (Figure 2-11D). Interestingly, of the four IRF3-dependent genes that do not
contain strong NF-kB moaotifs, only one gene (/sg15) contained an IRF3 motif of similar strength
to those found in the genes containing strong NF-xB motifs (Figure 2-11C,D). Thus, IRF3 may

regulate the other three genes by binding a more distant site or via an indirect mechanism.

Together, these results begin to reveal the extent to which a quantitative, gene-centric
analysis can begin to move toward an understanding of the unique molecular mechanisms used
to regulate key genes in the transcriptional cascade. Although previous studies raised the
hypothesis that IRF3 and NF-kB cooperatively activate hundreds or thousands of genes®, the
results presented here demonstrate that only five primary response genes induced by greater
than 10-fold combine strong NF-kB binding, strong IRF3-dependence, and a strong IRF3 motif.
We cannot rule out the possibility that these two factors collaborate at distant enhancers, but if
such collaboration occurs at the enhancers of strongly induced primary response genes, it does
not appear to result in strong IRF3-dependence. Thus, functionally significant collaboration
between these two key factors may occur at a much smaller number of inducible genes than

expected.
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Regulation of Transiently Transcribed Genes by Serum Response Factor (SRF)

From a direct visualization of the initial cluster analysis in Figure 2-4, the most distinctive cluster
is arguably Cluster 6. Genes in this MAPK-dependent cluster exhibit rapid upregulation within 5
min of lipid A stimulation, with downregulation of nascent transcripts by the 30 or 35 minute time
points. This cluster contains only three genes, Egr1, Fos, and Nr4a1, yet the initial binding motif
analysis suggests enrichment of binding sites for SRF in their promoters. Because SRF has
been implicated in the induction of these genes in response to a broad range of stimuli, we
examined SRF binding by ChlP-seq at a genome-wide scale in macrophages stimulated with
lipid A for 0, 15, 30, 60, and 120 minutes. Because we did not observe kinetic changes in SRF
binding, the analysis was followed by focusing on reproducible called peaks across all five time

points.

Interestingly, the SRF ChlIP-seq data sets yielded the strongest ChlP-seq signals we
have detected to date with any transcription factor we have examined, as well as the greatest
specificity of binding, with only a small number of peaks. A simultaneous examination of SRF
ChlP-seq peaks and Transfac Position Weight Matrix (PWM)-defined motifs at the promoters of
the 132 strongly induced primary response genes revealed that only seven promoters contain
strong ChIP-seq peaks (ChIP-seq score >10) and all seven promoters contain strong motifs
(Transfac score >90) (Figure 2-11E). No strong ChIP-seq peaks were observed at this group of
promoters in the absence of a strong motif and only two promoters contained a strong motif
without a strong ChIP-seq peak; both of these motifs are quite far from their TSS (-306 and -
331), raising the possibility that they are occluded by nucleosomes. Thus, as with NF-kB,
strong binding of SRF is closely correlated with peak strength, suggesting that weaker SRF

motifs do not support binding via cooperative interactions with other factors.
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Surprisingly, an examination of the remaining 21,036 annotated genes revealed only 39
additional genes that reach the same peak and motif thresholds achieved by the 7 binding
events observed within the small primary response group (Figure 2-11E,F). Instead, the vast
majority of binding events observed in other gene classes combined either strong or weak ChlP-
seq peaks with a motif of a strength that supports SRF binding in only a small fraction of
instances (Figure 2-11E,F). Thus, although only 7 of the 132 strongly induced primary response
genes contain strong SRF ChlP-seq peaks and motifs, this represents a great enrichment
relative to all other gene classes; notably, only 5 of 732 genes in the 2-10-fold class (Ralgapa1,

Filip1l, Actg1, Lima1, Glipr1) contain strong SRF peaks and motifs in their promoters.

A closer examination of the seven genes that contain strong SRF ChlP-seq peaks and
motifs supports the hypothesis that six of these genes are functional targets of SRF. This group
includes the three genes found within cluster 6 of Figure 2-4A (Egr1, Fos, and Nr4a1) along with
four additional genes (Egr2, Dusp5, Zfp36, and Rnd3). In an analysis of the magnitude of
induction at each time point relative to the previous time point ((X./Xn.1; Figure 2-11G, third
panel), we found that all but Rnd3 are initially upregulated during the first 5 min of lipid A
stimulation, and all but Rnd3 are dependent on MAPK signaling for their induction. The similar
initial induction kinetics is apparent from an examination of the fold-change in signal at each
time point relative to the previous time point (Figure 2-11G). MAPKs are known to be
responsible for activation of the ternary complex factors (TCFs) that serve as critical co-
activators for SRF*'"%*. The fact that Rnd3 is activated with different kinetics and does not
exhibit MAPK dependence suggests that the strong binding of SRF to an SRF consensus
sequence in its promoter may not have functional consequences, or activation of this gene may

require a second class of SRF co-activator proteins that are not activated by MAPK signaling.

Interestingly, an examination of the overall induction kinetics for this group of seven

genes explains why only three were placed in the same kinetic cluster in Figure 2-4A: these
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three genes exhibit relatively uniform kinetics of transcriptional induction and repression,
whereas Egr2, Dusp5, and Zfp36, although initially induced at the same 5-min time point, are
either further upregulated at later time points (Egr2 and Dusp5) or are upregulated less potently
and downregulated more slowly (Zfp36). These results therefore illustrate the necessity for
careful evaluation of multiple types of data and multiple parameters within a data set to gain

insight into the direct functional targets of transcription factors.

Lastly, an analysis of the 132 primary response genes led to the identification of only two
additional genes that exhibit similarly rapid induction kinetics as the six genes discussed above:
Btg2 and ler2. These two genes lack promoter ChlP-seq peaks and motifs for SRF, but instead
were among the group of genes containing strong NF-kB ChIP-seq peaks in their promoters.
This finding raises the question of how these two genes achieve induction kinetics similar to
those of the genes whose promoters are directly bound by SRF. Interestingly, both of these
genes were found to contain strong SRF ChlP-seq peaks at upstream regions that coincide with
CpG islands and are conserved through evolution (Figure 2-12B). The SRF peak at the Btg2
locus is 10 kb upstream of the TSS, whereas the SRF peak at the ler2 locus is 1 kb upstream of
the TSS. Remarkably, only three other primary response genes contain strong SRF ChlIP-seq
peaks within 10 kb of their TSS (upstream of the promoter), indicating that this property is rare.
These results support a hypothesis in which SRF contributes to the early transient induction of
these genes by cooperating with NF-kB bound to the promoters. We further speculate that this
arrangement allows these two genes to be induced most potently by stimuli that induce both
NF-kB and SRF, whereas cooperation between these two factors may not occur at the other
SRF targets. It is noteworthy, however, that neither gene exhibited dependence on RelA,
suggesting that SRF is the dominant regulator of transcription in cells that induce both NF-xB
and SRF, or that RelA acts redundantly with other NF-xB family members (e.g. c-Rel) to

regulate these genes.
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Discussion

Through integration of quantitative information from chromatin RNA-seq, ChlP-seq, and
transcription factor binding motif datasets, we have gained valuable insight into the regulatory
mechanisms that govern transcriptional cascades in response to an inflammatory stimulus.
Furthermore, the focused analysis on a limited nhumber of potently induced genes provided us
with insight into regulatory differences between the potently induced and the more prevalent

weakly induced genes.

By assessing gene expression in both CHX-treated and Ifnar-/- RNA-seq datasets, we
classified 132 and 94 potently induced genes as primary and secondary response, respectively.
Based on SRF ChIP-seq analysis in combination with SRF binding motif analysis and MAPK
sensitivity in MAPK inhibitor-treated macrophages, we found that the SRF targets were among
the most rapidly and transiently induced genes in response to lipid A (Figure 2-13A). Of the
remaining primary response genes, two exhibited similar rapid and transient Kkinetics.
Interestingly, not only did both genes have SRF binding in evolutionary conserved regions
between 1-10 kb upstream from the TSS, but both also displayed strong promoter RelA binding,

suggesting that NF-xB and SRF collaborate in the regulation of a subset of genes.

Similarly, by taking into consideration the quantitative information from RelA ChlP-seq
and p50:RelA binding motif datasets, along with RelA dependence and kinetic expression
profiles, we identified 37 putative NF-xB target genes. The majority of these genes exhibited
similar changes in expression at the 10-15 minute time point (Figure 2-13A, second panel).
Although the majority of the NF-kB target genes exhibited a characteristic change in expression
between 10 and 15 minutes, it is important to note that their activation dynamics were not
entirely homogeneous. For example, the NF-xB targets were sub-classified into those that also

require MAPK based on their expression in MAPK-deficient macrophages (NF-kB/MAPK). This
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subset of genes was activated earlier than the NF-kB targets that also required IRF3 (NF-
kB/IRF3). The NF-xB/IRF3 targets, which were sub-classified based on their low expression in
TRIF- and IRF3- deficient macrophages, were activated with delayed kinetics compared to other
NF-kB target genes, suggesting that IRF3 contributed to their delayed expression. This supports
the idea that the distinct expression kinetics within the NF-xkB target genes was due to

collaboration of NF-kB with other transcription factors or signaling pathways.

Strikingly, all of the key regulators of NF-kB signaling and regulation contained in the
potently induced primary response were targets of NF-kB itself, indicating that there is an
underlying logic that may explain the framework for inducible transcription. Examination of the
remaining primary response genes identified a number of genes that exhibited similar activation
kinetics and/or RelA-dependence despite the absence of strong kB motifs or RelA binding
peaks. While most of these genes did not have significant RelA peaks in the promoter, many of
them had RelA peaks within 10kb from the TSS. This suggests that the subset of genes that do
not have strong RelA binding in the promoters but exhibit similar activation kinetics and/or RelA
dependence could be regulated by NF-kB at enhancers. Taken together, we hypothesize that
the promoter-binding RelA targets are inducible in diverse cell types, while the subset of

proposed enhancer-regulated NF-xB target genes are activated in a cell type specific manner.

In addition to a subset of NF-xB/IRF3 regulated genes, we identified a relatively small
number of IRF3 (but not NF-xB) target genes based on their low expression in Trif-/- and Irf3-/-
macrophages. Comparison of these two subsets of genes revealed that the IRF3/NF-«kB targets
were activated slightly earlier and with much higher potency than the IRF3 targets. We
speculate that this is due to NF-kB translocation into the nucleus soon after lipid A treatment,
followed by delayed activation of IRF3 to enhance transcription of the target genes. It is

important to note that these are not generalizable rules governing activation of this subset of
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genes. Although similar, the activation kinetics within the small subset of IRF3/NF-xB target
genes was not homogeneous, indicating that each gene is likely to have unique mechanisms
that regulate their activation. For example, previous studies have shown that Ccl5 requires
promoter nucleosome remodeling in an IRF3-dependent manner for its activation. The finding
that Ccl5 is the only IRF3/NF-kB target gene with delayed RelA binding at the promoter, and
that this delay corresponds with delayed activation of Ccl5 (discussed in Figure 2-11A) suggests
a model in which RelA binding at the Ccl5 promoter occurs only after an IRF3-mediated

nucleosome remodeling event.

The secondary response genes were categorized based on their dependence on IFNAR.
Using RNA-seq datasets derived from PAM-stimulated wildtype macrophages and lipid A-
stimulated I/fnar-/- macrophages, 29 and 65 genes were classified as IFNAR-independent and
IFNAR-dependent, respectively (Figure 2-13B). Examination of their activation profiles revealed
distinct expression kinetics between the two subsets of genes, where the IFNAR-independent
genes were activated with earlier kinetics relative to the IFNAR-dependent genes. Additionally,
we identified key T cell polarizing cytokines such as [I12b, 116, 1127, and Lif as IFNAR-
independent. Further gene ontology analysis revealed that all of the most potently induced
IFNAR-independent genes played roles in communicating with and initiating the adaptive
immune response, while the IFNAR-dependent genes were critical for antimicrobial responses.
Interestingly, prior studies have demonstrated that IFNAR-independent genes such as //112b, 116,
and Nos2 require nucleosome remodeling at the promoter for their activation. Together, this
suggests that the IFNAR-independent genes likely have unique mechanisms regulating their

activation.

Lastly, there were small subsets of MAPK-dependent and TRIF-dependent genes
(Figure 2-13A). There was also a smaller subset of genes that could not be classified based on

the criteria examined in this study. Further investigation is needed to understand what
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transcription factors regulate these subsets of genes. However, the mechanistic framework
established by this quantitative analysis has provided important insight towards understanding
the regulatory logic underlying selective transcription in response to external stimuli and in

different cell types.

Experimental Procedures
Cell Culture and Reagents

Bone marrow-derived macrophages were prepared from 6-week-old C57BL/6, Myd88-/-, Trif-/-,
Irf3-/-, or Ifnar-/- male mice. Fetal liver macrophages were prepared from D14.5 C57BL/6 or
p65-/- embryos. Macrophages were activated on day 6 with lipid A (100 ng/ml) (Sigma) or
Pam3CSK4 (100 ng/ml) (InvivoGen). When indicated, macrophages were preincubated for 15
minutes with cycloheximide (10 mg/ml) or 1 hour with PD0325901 (10 mM) (Sigma) and

BIRB0796 (1 mM) (AXON Medchem) prior to activation.

RNA and RNA-seq Library Preparation

Subcellular fractions of macrophages were prepared as described'?. Chromatin purity was
confirmed by immunoblot analysis of SNRP70, b-Tubulin (Sigma), and H3 (Abcam). Total RNA
and chromatin RNA were isolated using TRI-reagent (MRC) followed by RNeasy columns
(Qiagen). RNA was treated with RNase-free DNase | (Qiagen) prior to elution into RNase-free
water. Chromatin RNA was depleted of ribosomal RNA using the Ribominus Eukaryote kit (Life
Technologies). Strand-specific libraries were generated by using 60 ng chromatin RNA or 400
ng total RNA according to manufacturers instruction from the TruSeq RNA Sample Preparation

Kit v2 (lllumina), with the following modifications: second strand cDNA was synthesized in the
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presence of deoxyuridine triphosphate (dUTP) according to the dUTP method®. cDNA libraries

were single-end sequenced (50bp) on an lllumina HiSeq 2000.

RNA-seq Read Mapping and Processing

Reads were aligned to the mouse genome (NCBI37/mm9 build) with TopHat v1.3.3 and
allowing reads to be aligned once with up to two mismatches per read permitted. RPKM values
were calculated as described?. Since chromatin transcripts are largely unspliced, RPKM values
were calculated by counting all mapped reads within the transcription unit and divided by the
length of the whole locus. mMRNA RPKM values were calculated by counting all reads mapped to

exons and divided by the length of the spliced product.

All RPKMs represent an average from two biological replicates. Genes were included in
the analysis if they met all of the following requirements: The maximum RPKM value must reach
3 at any of the lipid A-stimulated time points, the fold induction level relative to the basal RPKM
reached 10-fold, and the induced expression level was significantly different from the basal
expression level (P<0.01), as determined by the EdgeR package in R Bioconductor®.
Additionally, a gene was also included for further analysis if the fold induction relative to the

basal RPKM reached 5-fold at the 15-minute time point of lipid A treatment.

Co-expressed gene classes were classified based on their dependence for the following
factors, in the following order: IRF3, TRIF, MAPK, and unclassified. The genes in each class
were then sub-clustered into k-means co-expression clusters using Cluster3® with log2

normalized RPKM values.

To determine the dependence of a gene for a factor, the percent expression relative to

wildtype C57BL/6 expression was used. The basal RPKM value for each gene in wildtype
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samples was set to 0% and the maximum RPKM value for that gene was scaled to 100%. The
RPKMs in the knockout samples were converted to percent expression using this scale. For
Myd88-/-, Trif-/-, Irf3-/-, Ifnar-/-, cycloheximide-treated, and MAPK inhibited samples, the
maximum percent expression was used to represent the dependence of a gene for the
perturbation. For Rela-/-, the percent expression in Rela-/- fetal liver macrophages at the
earliest time point that wildtype samples were induced at least 3-fold was used to represent the

dependence of a gene on RelA.

Chromatin Immunoprecipitation and Library Preparation

Chromatin immunoprecipitation of RelA was performed as previously described. Briefly, bone
marrow-derived macrophages were activated with 100 ng/ml of lipid A. Following stimulation,
cells were fixed, nuclei were purified and lysed in buffer containing 1% SDS, 10 mM EDTA, 50
mM Tris-HCI pH 8.0, supplemented with protease inhibitors. Chromatin was sheared with a
Diagenode Bioruptor to fragments ranging between 200 — 1000 bps. Chromatin was
immunoprecipitated with anti-RelA antibody (Abcam). ChIP-seq libraries were made using the

Illumina TruSeq ChIP Sample Prep Kit according to manufacturer’s instruction.

Chromatin immunoprecipitation of SRF was performed as previously described®, with
modifications. After fixing activated bone marrow-derived macrophages, nuclei were purified
and lysed in buffer containing 0.1% sodium deoxycholate, 0.5% N-lauroylsarcosine, 1 mM
EDTA, 0.5 mM EGTA, 100 mM NaCl, 10 mM Tris-HCI pH 8.0, supplemented with protease
inhibitors. Chromatin was sheared with a Misonix 3000 microtip. The fragmented chromatin was
immunoprecipitated with anti-SRF antibody (Santa Cruz). ChIP-seq libraries were made using

the LTP Library Preparation Kit (Kapa) according to manufacturer’s instruction.
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ChiP-seq Read Mapping and Processing

Reads were aligned to the mouse genome (NCBI37/mm9 build) with Bowtie2 restricting to
uniquely mapped reads. Uniquely mapped reads were used for peak calling and annotation
using HOMER, a software suite for next-generation sequencing analysis*°. Peaks were called if
they passed a false discovery rate of 0.01, and were enriched over input samples. Called peaks
were considered for downstream analysis if peaks from at least 4 of 7 replicates were
overlapping within 200 bp for RelA and 5 of 5 replicates were overlapping within 300 bp for SRF
using the mergePeaks function. Peaks were annotated to Refseq genes based on the closest

transcription start site (TSS).

Motif Analysis

The promoters of genes were used for motif analysis unless otherwise indicated. The promoter
was defined as the region spanning -500 bp to +150 bp relative to the TSS. The strongest
p50:RelA binding site within each promoter was identified against the consensus motif
determined through a protein binding microarray (PBM) dataset of NF-kB dimers®*. The strength
of the motifs is represented as Z scores. Transfac position weight matrices (PWMs) were used
to identify the best matching SRF and IRF3 binding sites in promoters using Pscan*’. The
strength of each motif is represented by a numerical value on a scale of 0-100, with 100 being a

perfect match to the consensus motif.

Accession Numbers

The data discussed in this publication have been deposited in NCBI's Gene Expression

Omnibus and are accessible through GEO Series accession number GSE67357.
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Figure Legends

Figure 2-1. Properties of the Lipid A-Induced Transcriptional Cascade

Chromatin-associated transcripts were isolated from 0, 15, 30, 60, and 120 minute lipid A
activated BMDMs and analyzed by RNA-seq. (A) The distribution of maximum fold inductions
relative to unstimulated over the 2-hour stimulation period for the 1,340 significantly induced (2-
fold, p < 0.01) and expressed (3 RPKM) genes is shown. The dashed gray lines represent 5-
fold, 10-fold, and 50-fold induction thresholds. (B) The 1,340 induced genes were grouped into
the following fold induction bins: 2-5-fold, 5-10-fold, 10-50-fold, and >50-fold. The basal RPKM
values are shown, and the horizontal red lines indicate median RPKM values within each bin.
(C) The distribution of maximum fold inductions relative to unstimulated (left), the peak RPKM
value (top right), and the basal RPKM value (bottom right) for each of the 226 10-fold induced
genes is shown. (D) The 226 10-fold induced genes were separated into primary and secondary
response based on their expression in cycloheximide-treated (CHX) and /fnar-/- BMDMs
stimulated with lipid A. Genes were classified as secondary response if they were expressed
less than 33% in CHX or 30% in Ifnar-/- samples. Of the 83 genes expressed at less than 33%
in CHX-treated macrophages relative to wildtype, 74 were differentially expressed between
CHX-treated and wildtype samples (p<0.01). The venn diagram indicates the number of genes

affected by CHX treatment, the absence of IFNAR, or both.

Figure 2-2. Analysis of IFNAR-Independent and IFNAR-Dependent Secondary Response

Genes

(A) The activation kinetics of secondary response genes from BMDMs stimulated at 5-minute
intervals from 0-1 hour, and 2 hours is shown. The shades of blue indicate percentile values.

The lipid A-induced secondary response genes were sorted based on their maximum percent
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expression in Ifnar-/- BMDMs relative to C57BlI/6 BMDMs (purple column). The maximum
percent expressions in Myd88-/-, Trif-/-, and Irf3-/- are shown in the three columns to the right.
(B) The distribution of genes in IFNAR-dependence bins based on their expression in Ifnar-/-
BMDMs is shown. (C) The time point at which each of the secondary response genes in the
IFN-dependence bins reach at least 10% of their maximum expression are indicated in the
table. (D) The maximum fold induction of the IFNAR-independent genes in Pam3CSK4-
stimulated (black) and lipid A-stimulated Ifnar-/- (purple) BMDMs is shown on the top panel, and
the percent expression of the IFNAR-independent genes in Pam3CSK4-stimulated (black), lipid
A-stimulated Ifnar-/- (purple), and lipid A-stimulated Trif~/- (orange) BMDMs relative to wildtype
BMDMs stimulated with lipid A is shown on the bottom panel. The IFNAR-independent genes
were defined as those that are induced 10-fold and expressed greater than 3 RPKM in the
absence of IFNAR signaling, or expressed at greater than 50% of wildtype in Ifnar-/- BMDMs
stimulated with lipid A or wildtype BMDMs stimulated with Pam3CSK4. (E) A scatterplot
comparing the maximum RPKM values in Pam3CSK4-stimulated BMDMs (y-axis) and the
maximum RPKM values in lipid A-stimulated BMDMs (x-axis) for the primary response (blue)
and the IFNAR-independent secondary response (red) genes are shown. (F) Ingenuity Pathway
Analysis was performed to identify the top functional annotations for the primary response,
IFNAR-dependent secondary response, and IFNAR-independent secondary response. (G) The
IFNAR-independent genes that are involved in the proliferation, differentiation, and activation of

T lymphocytes, are colored based on their fold induction in the absence of IFNAR signaling.
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Figure 2-3. IFNAR-Independent and IFNAR-Dependent Secondary Response Genes

An expanded version of Figure 2-2A is shown to include gene names for each 10-fold
significantly induced secondary response gene. This expanded version also includes a column

indicating the percent expression in cycloheximide-treated BMDMs.

Figure 2-4. Properties of Primary Response Genes

(A) The distribution of the maximum percent expressions in Myd88-/- (red), Trif-/- (orange), Irf3-
/- (green), and MAP kinase inhibitor-treated (light blue) BMDMs stimulated with lipid A relative to
wildtype lipid A-stimulated BMDMs for the 135 primary response genes are shown. The
horizontal dashed grey line indicates the 33% expression threshold used to call a gene as
dependent or independent. The percent expression in (B) Trif-/- versus Irf3-/- or (C) Trif/-
versus Myd88-/- for the primary response genes are shown. TRIF lo (< 33% expression relative
to wildtype) IRF3 hi (> 33% expression relative to wildtype) genes are shown in orange, and the
TRIF lo (< 33% expression relative to wildtype) IRF3 lo (< 33% expression relative to wildtype)
genes are shown in green. (D) The activation kinetics of the primary response genes from
BMDMs stimulated at 5-minute intervals between 0-60 minutes, and 120 minutes are
represented as log2 normalized and mean-centered RPKM values. The primary response
genes were broadly classified based on their expression in Myd88-/- (red), Trif-/- (orange), Irf3-/-
(green), and MAP kinase inhibitor-treated (light blue) BMDMs with the following order: IRF3-
dependent (cluster 1; < 33% in both Trif-/- and Irf3-/-), TRIF-dependent (cluster 2-5; < 33% in
Trif~/- only), and MAPK-dependent (cluster 6-9; < 33% in MAPK inhibitor-treated samples). The
remaining primary response genes were not dependent on any perturbation examined (cluster
10-16; > 33% in all perturbed datasets). The genes in each broad class were subclustered (k-

means) based on their expression kinetics using Cluster3. To the right of the expression kinetic
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heatmap shows the following properties for each gene: basal expression value (grey), fold
induction magnitude (blue), promoter CpG-island (beige), and the maxiumum percent
expression in Myd88-/- (red), Trif-/- (orange), Irf3-/- (green), and MAP kinase inhibitor-treated

(light blue) BMDMs.

Figure 2-5. Highly Induced Primary Response Genes Ordered by Their Dependence on

Various Signaling Pathways

An expanded version of Figure 2-4D is shown to include gene names for each 10-fold

significantly induced primary response gene.

Figure 2-6. Promoter Motif Analysis of Primary Response Gene Clusters

Overrepresented transcription factor binding motifs are shown for each cluster, 1-16. The genes
were clustered as described in Figure 2-4D. The transcription factor families are shown to the

left, in alphabetical order. The color intensity is proportional to the negative log (p-value).

Figure 2-7. Identification of Putative NF-xB Target Genes Through Transcription Factor

Binding Motif and ChIP-seq Analysis

(A) The protein binding microarray (PBM) z scores of p50:RelA (y-axis) and RelA ChlP-seq
peak scores (x-axis) in the promoter (-500 to +150) for the primary response genes (right) and
all remaining genes in the genome (left) were plotted. The genes were subcategorized into 2-10
fold induced (blue), not induced (red), secondary response (green), and low expression (grey).

The horizontal dashed grey line indicates the PBM z score threshold (6.4), and the vertical
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dashed grey line indicates the ChlIP-seq peak score threshold (19). (B) Tables indicating the
distribution of genes as shown in (A), as number of genes (left) and percent of genes (right)
within each gene class. (C-F) Tables indicating the best matching kB motif (column 1), gene
name (column 2), PBM p50:RelA z score (column 3), location of the motif from the TSS (column
4), RelA ChlP-seq peak score (column 5), and either the function or fold induction (column 6) for
the primary response genes with strong kB motifs and strong RelA binding (C), strong kB motifs
that do not support strong RelA binding (D), weak kB motifs at support strong RelA binding (E),
and other NFxB and IkB family members (F). (G) A line graph of the p50:RelA motif Z score

enrichment for the primary response genes relative to the expressed but not induced genes.

Figure 2-8. The Position of RelA Peaks Relative to the Transcriptional Start Sites of All

Genes

(A) For each annotated gene in each gene category (primary, secondary, 2-10 fold induced, not
induced but expressed, and unexpressed), RelA binding peaks were identified at the following
distance ranges relative to the transcription start site (TSS): promoter, 10 kb, 20 kb, 100 kb, and
> 100 kb. The promoter was designated as the region spanning -500 to +150 relative to the
TSS. Peaks included those identified either upstream or downstream from the TSS. The
annotated RelA peaks were then grouped based on their ChIP-seq peak score (> 19 or < 19). If
a gene did not have a peak in the indicated region, a score of 0 was given to that gene. The top
table represents the number of genes in each group, and the bottom table indicates the percent
of genes in each group relative to the gene class. (B) The distribution of RelA peaks as shown
in the bottom table of (A) is shown as a bar graph. Strong binding indicates a RelA peak score >

19, and weak binding indicates a RelA peak score < 19.
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Figure 2-9. Kinetic and Functional Analysis of Putative NF-xB Target Genes

(A) The 37 putative NF-xB target genes were grouped based on their role in mediating NF-xB
signaling, MAPK dependence, or IRF3 dependence. The normalized expression values from 0-
25 minutes (left panel) and 0-120 minutes (middle panel), and the fold change relative to the
previous time point (right panel) are shown. To the right of the heatmaps, the basal expression,
fold induction magnitude, promoter-CpG content, expression in Rela-/-, Trif~/-, Irf3-/-, and
MAPK-inhibited BMDMs are shown from left to right. The presence of a p50:RelA motif based
on PBM datasets and the RelA ChlP-seq binding peak scores at 0, 15, 30, 60, and 120 minutes
of lipid A stimulation are indicated in the far right panels. (B) The primary response genes that
exhibited similar activation kinetics and/or RelA dependence to the 37 putative NF-xB target
genes are shown in the same layout as in (A). (C) The average activation kinetics of the NF-xB
subgroups is shown as log2 fold inductions relative to basal during the 120-minute lipid A
treatment period. (D) The average activation kinetics of the two additional clusters from Figure
2-9B (Cluster 5 and 6) are shown as log2 fold inductions relative to basal during the 120-minute

lipid A treatment period.

Figure 2-10. Putative NF-xB Target Genes and the Genes That Exhibit Similar Kinetics

and/or RelA-Dependence

An expanded version of Figure 2-9A and Figure 2-9B is shown to include gene names for each

putative NF-xB target and other genes that may be enhancer regulated NF-kB target genes.
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Figure 2-11. Analysis of IRF3 and SRF Target Genes

(A) The primary response genes exhibiting dependence on IRF3 (< 33% expression in both /rf3-
/- and Trif-/- macrophages) were separated based on their additional requirement for NF-xB for
their activation. The colors indicate the percentile of the relative expression. To the right of the
heatmap are columns indicating the basal RPKM level, fold induction magnitude relative to
unstimulated, and promoter-CpG content for each gene. The rightmost heatmap indicates the
RelA ChlP-seq binding peak scores for the indicated lipid A treatment time points. (B) The fold
induction for each IRF3-dependent gene is shown over the 2 hour stimulation time period,
grouped based on their additional requirement for NF-xB. (C) For each primary response gene,
the higher maximum percent expression from either Trif~- or Irf3-/- BMDMs (y-axis) was
assessed against the best scoring IRF3 motif (x-axis) within the promoter based on the IRF
Transfac position weight matrix (PWM). The five IRF3/NF-kB genes are highlighted in blue, and
the four IRF3 genes are highlighted in green. The horizontal dashed grey line indicates the 33%
expression threshold, and the vertical dashed grey line indicates the 90% Transfac score
threshold. (D) For each IRF3-dependent gene, we identified the IRF3 and p50:RelA binding
sites (for the IRF3/NF-kB groups of genes) as well as the position of each motif relative to the
transcriptional start site. The spacing between the NF-xB and IRF3 motifs is indicated in the
right column. (E) Scatterplot comparing the Transfac PWM scores of SRF binding motifs (y-axis)
versus the SRF ChIP-seq peak scores (x-axis) in the promoter (-500 to +150) for the primary
response genes (right) and all remaining genes in the genome (left) is shown. These genes in
the right hand graph were subcategorized into 2-10 fold induced (blue), not induced (red),
secondary response (green), and low expression (grey). The horizontal dashed grey line
indicates the SRF motif threshold (90%), and the vertical dashed grey line indicates the SRF
ChlP-seq peak score threshold (10). (F) Tables of the distribution of all annotated genes, shown

as number of genes (left) and percent of genes (right) within each class. (G) The log2
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normalized expression values from 0-25 minutes (first panel), 0-120 minutes (second panel),
and the fold induction relative to the expression level at the previous time point (third panel) for
the seven putative SRF target genes are shown. To the right of the heatmaps are columns
indicating the basal expression level, fold induction magnitude, promoter-CpG content, and
MAPK dependence for each gene. (H) Genes that exhibited similar activation kinetics as the

putative SRF target genes are shown, with the same layout as in Figure 2-11G.

Figure 2-12. Regulation of Transiently Transcribed Genes by SRF

(A) The activation kinetics of the seven putative SRF target genes is shown. The values
represent fold induction magnitudes relative to unstimulated. (B) The two genes that exhibited
similar activation kinetics as the seven putative SRF targets were examined on UCSC Genome
Browser to identify distal SRF binding peaks. RelA binding peaks were also examined for these
two genes. The transcription start sites of the genes are indicated as red arrows, and the green
rectangles indicate CpG-islands. (C) The log2 fold induction relative to unstimulated samples in
control (black) and MAPK inhibitor-treated (blue) BMDMs for the seven putative SRF targets are
shown. (D) For each annotated gene in each gene category (primary, secondary, 2-10 fold
induced, not induced but expressed, and unexpressed), SRF binding peaks were identified at
the following distance ranges relative to the transcription start site (TSS): promoter, 10 kb, 20
kb, 100 kb, and > 100 kb. The promoter was designated as the region spanning -500 to +150
relative to the TSS. Peaks included those identified upstream and downstream from the TSS.
The SRF peaks were then grouped based on their ChlP-seq peak score (>10 or < 10). If a gene
did not have a peak in the indicated region, a score of 0 was assigned to that gene for that
region. The top table represents the number of genes in each group, and the bottom table

indicates the percent of genes in each group relative to the gene class.
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Figure 2-13. Classification of Lipid A-Induced Genes

(A) The 132 primary response genes were grouped based on their regulation by SRF or RelA,
dependence on MAPK, TRIF, or IRF3. The left heatmap represents log2 normalized expression
values, and the right heatmap represents the log2 fold change relative to the previous time
point. To the right of the heatmaps are columns indicating the following, from left to right: the
presence of a strong SRF motif, a strong SRF binding peak, expression in MAPK-inhibited
BMDMSs, a strong RelA motif, a strong RelA binding peak, expression in Rela-/- FLMs, Trif-/-,
and Irf3-/- BMDMs. (B) The 94 secondary response genes were grouped based on their
dependence on IFNAR. The left heatmap represents log2 normalized expression values, and
the right heatmap represents the log2 fold change relative to the previous time point. To the
right of the heatmaps are columns indicating the following, from left to right: expression in Ifnar-

/- BMDMSs, and expression in Pam3CSK4-stimulated WT BMDMs.

Figure 2-14. Final Classification of the Primary Response Genes

An expanded version of Figure 2-13A is shown to include gene names within each class of

primary response genes.

Figure 2-15. Final Classification of the Secondary Response Genes

An expanded version of Figure 2-13B is shown to include gene names within each class of

secondary response genes.
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Figure 2-1. Properties of the Lipid A-Induced Transcriptional Cascade
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Figure 2-2. Analysis of IFNAR-Independent and IFNAR-Dependent Secondary Response

Genes
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Figure 2-3. IFNAR-Independent and IFNAR-Dependent Secondary Response Genes

Minutes Treated With Lipid A
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Figure 2-4. Properties of Primary Response Genes
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Figure 2-5. Highly Induced Primary Response Genes Ordered by Their Dependence on

Various Signaling Pathways
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Figure 2-6. Promoter Motif Analysis of Primary Response Gene Clusters
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Figure 2-7. Identification of Putative NF-xB Target Genes Through Transcription Factor

Binding Motif and ChIP-seq Analysis
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Figure 2-8. The Position of RelA Peaks Relative to the Transcriptional Start Sites of All

Genes
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Figure 2-9. Kinetic and Functional Analysis of Putative NF-xB Target Genes
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Figure 2-10. Putative NF-xB Target Genes and the Genes That Exhibit Similar Kinetics

and/or RelA-Dependence
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Figure 2-11. Analysis of IRF3 and SRF Target Genes
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Figure 2-12. Regulation of Transiently Transcribed Genes by SRF

Log2 Fold Induction

RelA
SRF

RelA
SRF

Log2 Fold Induction Relative to Control 0

N

Number of Genes

Gene Category Promoter 10kb 20kb 100kb > 100kb
125 126 126 125 132
0 Primary (n=132) 0 1 0 0 0
8 7 5 6 7 0
94 92 94 93 94
6 <O Secondary (n=94) g (2) g ? g
710 704 721 707 725
4 2to 10 Fold (n=732) 5 3 1 1 0
2 / 17 25 10 24 7
~ 1689 1664 1709 1689 1720
Not Induced (n=1723) 3 1 1 1 0
0 x ' 31 58 13 33 3
2 18395 18372 18449 18378 18467
- Low Expression (n=18487) 10 7 2 2 0
_4 82 108 36 107 20
Py f G
O 10 20 30 . 40 . 50 60 Gene Category Promoter 10kb ercer;Ookb enes100kb > 100kb
Minutes of Stimulation 94.7 955 95.5 94.7 100.0
Primary (n=132)| 0.0 0.8 0.0 0.0 0.0
5.3 3.8 45 5.3 0.0
100.0 97.9 100.0 98.9 100.0
Secondary (n=94) 0.0 0.0 0.0 0.0 0.0
10 kb 0.0 21 0.0 1.1 0.0
97.0 96.2 98.! . .
Btgz 2to 10 Fold (n=732) 07.7 0.4 0.15 ?16 909[?
7} 23 3.4 1.4 3.3 1.0
98.0 96.6 99.2 98.0 99.8
Not Induced (n=1723) 0.2 0.1 0.1 0.1 0.0
i ‘ [_> 1.8 34 0.8 1.9 0.2
99.5 99.4 99.8 99.4 99.9
= Low Expression (n=18487) 0.1 0.0 0.0 0.0 0.0
0.4 0.6 0.2 0.6 0.1
ler2
rL
8 Egr1
4 Control
MAPKi
0
4 /\/\
0 30 60 90120
6 Egr 2 6 DUSp5 4 Fos
4 4 2
0
2 2
-2
0 0 -4
-2 2 6
0 30 60 90120 0O 30 60 90120 0 30 60 90120
4 Zfp36 4 Rnd3 4 Nrdat
3 2 2
2 0
1 0 2 x
0 2 -4
0 30 60 90120 O 30 60 90120 O 30 60 90 120
Minutes of Stimulation >

97

0
<10
>10
0
<10
>10

<10
>10

<10
>10

<10
>10

<10
>10

<10
>10
0
<10
>10

<10
>10

<10
>10



Figure 2-13. Classification of Lipid A-Induced Genes
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Figure 2-14. Final Classification of the Primary Response Genes
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Figure 2-15. Final Classification of the Secondary Response Genes
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Abstract

Recognition of pathogen-associated molecular patterns such as lipopolysaccharide (LPS)
through Toll-like receptor 4 (TLR4) results in an immense transcriptional response that includes
the upregulation of genes encoding for proinflammatory cytokines. While necessary to
counteract environmental dangers, excessive responses can be devastating to host tissues and
organs. LPS tolerance is a well-studied phenomenon in which cells or organisms become
refractory to repeated exposures of endotoxin to avoid hyperinflammation and host damage.
Although long appreciated as a mechanism of immunosuppression, there is still no consensus
as to the mechanisms underlying this phenomenon. In this study, we took a global approach to
analyze the transcriptome of LPS tolerance. The use of transcripts isolated from chromatin
represented a novel approach to study LPS tolerance. The analysis of gene induction in the
tolerant state in the context of co-regulated gene classes from the TLR4 transcriptional
activation network analysis provided us with insight into the mechanisms underlying LPS
tolerance. Additionally, we have uncovered differences in the prolonged expression of subsets
of genes, which complicated efforts to determine whether specific subsets of genes are
susceptible or resistant to tolerance. Numerous Interferon-stimulated genes (ISGs) remained
highly expressed after removal of the tolerizing LPS, which may be due to the persistence of
IFN-$ production. Furthermore, the overall hyporesponsiveness of the majority of inducible
genes appeared to diminish over time. Together, the data suggest a broad downregulation in
expression of genes upon repeated exposure to LPS, but that the immunosuppression may be
transient. The findings should help to uncover the multiple mechanisms that contribute to

establishment of the hyporesponsive state in cells after prolonged exposure to endotoxin.

Introduction
The recognition of microbial dangers by the cells of the innate immune system is critical to

initiate responses that counteract infection. However, innate immune responses to pathogens

105



are a double-edged sword: Failure to respond to such dangers can be fatal to host organisms,
yet prolonged or hyperactive responses can lead to chronic or oftentimes fatal inflammation. A
tightly regulated response that allows for successful antimicrobial responses while
simultaneously limiting excessive inflammation is therefore necessary for effective immunity.
Because of these reasons, a better understanding of the underlying mechanisms that balance
innate immune responses is required.

One well-studied mechanism of preventing excessive inflammation is endotoxin or LPS
tolerance, defined as an overall hyporesponsiveness of organisms to repeated exposure of
LPS. The initial observation took place in 1947 by Paul Beeson'?, where he observed that
rabbits given repeated intravenous doses of pyrogenic substances derived from bacterium
progressively diminished in their reaction over time. Since this initial observation, numerous
studies to understand the mechanisms underlying LPS tolerance both in vivo and in vitro have
been performed. One of the most well characterized effects of LPS tolerance is the decrease in
cytokine production and release after stimulation. Upon repeated exposures to LPS, studies
have found severe reduction in TNF-a production. At the transcriptional level, genes encoding
proinflammatory cytokines such as //12b, 1I6, and //1b are drastically reduced in expression after
LPS tolerance has been established compared to naive cells encountering LPS for the first time.

Despite the large amount of research to understand LPS tolerance, there is still no
consensus with respect to the underlying mechanisms. The proposed mechanisms that
establish LPS tolerance can be broadly classified into several groups based on the cellular
compartment of hyporesponsiveness. First, it has been proposed that tolerance occurs at the
level of the receptor. One study recently demonstrated that surface expression of the
TLR4/MD2 complex begins diminishing shortly after the first exposure to LPS, causing the cells
to become refractory to subsequent doses of LPS>.

Other groups suggest that cells become tolerant to repeated LPS stimulations due to

alterations in key signaling molecules that mediate the TLR4 response. In tolerized cells, IRAK1,
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a key mediator of the MyD88 arm of the TLR4 signaling pathway, has been shown to be
downregulated®, and the association between IRAK1 and MyD88 is impaired®. Additionally,
IRAK-M, a negative regulator of TLR4 proximal signaling, is upregulated after activation of
TLR4>%. Studies of tolerance further downstream from the proximal signaling machinery have
demonstrated defects in both NF-xB and MAPK signaling. For example, lkB-a degradation does
not occur when cells are exposed to repeated doses of LPS*'' while studies have
demonstrated that activating NF-xB dimers, such as p50:RelA, are suppressed and inhibitory
NF-kB dimers, such as p50 homodimers, are increased'?. Further, activation of ERK1/2 and
JNK members of the MAPK signaling pathways is impaired following the initial LPS
exposure®'°.

The third broad class of mechanisms of tolerance implicates suppressive autocrine
mediators secreted out of cells after initial exposure to LPS. Studies have demonstrated a role
for IL-10"®", a potent anti-inflammatory cytokine that suppresses activity of cytokines, such as
IL-12 and IL-1p, as well as roles for other secreted factors, such as TGF-B18, soluble TNF
receptor'® and prostaglandin E2 (PGE,)® in establishing a tolerant state.

Most recently, chromatin has been implicated to play a role in LPS tolerance. In one
particular study, the genes induced by LPS could be categorized into two broad classes:
antimicrobial genes that remain inducible (not tolerizable), and inflammatory genes that are not
inducible (tolerizable) when challenged with a second dose of LPS?'. Importantly, both classes
of genes acquire histone methylation marks after treatment with the first dose of LPS. Upon
stimulation of cells with a second dose of LPS, however, only the antimicrobial genes acquire
histone acetylation marks, RNA polymerase |l recruitment, and transcription. Moreover, the
inflammatory genes that require nucleosome remodeling for activation return to an inaccessible
state after stimulation and nucleosome remodeling is not observed during the second

stimulation; in contrast, antimicrobial genes return to a closed chromatin conformation, but
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nucleosome remodeling occurs upon re-stimulation with LPS. The findings from this study imply
that chromatin is an essential mechanism that establishes tolerance of selective subsets of
genes: Antimicrobial genes retain their inducibility due to their critical roles in maintaining
immunity against infection, while inflammatory genes become silent following the first exposure
to LPS in order to prevent hyperinflammation and tissue damage.

Taken together, the great interest in understanding the etiology of endotoxin tolerance is
an indication of its importance in human disease settings, such as sepsis and surgery. Patients
who have previously encountered pathogen are at risk of developing secondary infections due
to their refractory state towards pathogens?. Additionally, the lack of consensus of the
mechanisms underlying LPS tolerance supports the complexity of the phenomenon, and
demonstrates that unanswered questions remain. Importantly, a global analysis of gene
expression changes during LPS tolerance is necessary to provide insight into the functional
consequences of prolonged hyporesponsiveness. Previous studies have focused on readouts
from model genes such as //6 and Tnf, but whether the findings apply to all LPS-inducible genes
remain unclear.

RNA-sequencing technologies have emerged as a quantitative and highly accurate
method to measure gene expression®. In this study, we took a global approach to identify
genes that may or may not be inducible after the tolerization period. Initial studies revealed that
global analysis of tolerance using mMRNA did not provide an accurate measurement of tolerance
at the transcriptional level, and that global analysis of primary transcripts was necessary to
circumvent these challenges. We also examined the duration of the hyporesponsive state to
determine whether tolerance diminishes over time. Using these findings in conjunction with our
understanding of the TLR4 transcriptional activation network (Chapter 2) has revealed insight
into the extent of LPS responsiveness after tolerance, as well as the activation dynamics of co-

regulated genes. These observations should help to clarify the global extent of LPS tolerance,
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understand what signaling pathways might be involved in the hyporesponsive state, and may

provide useful tools in the future to help understand immunosuppressive pathologies.

Results

Primary and Mature Transcripts Exhibit Distinct Gene Expression Patterns

In initial studies to study the impact of LPS tolerance on gene expression, bone marrow-derived
macrophages (BMDMs) were either not tolerized or tolerized with lipid A (the active component
of LPS) for 24 hours (henceforth called “tolerizing LPS”; Figure 3-1A). After 24 hours, lipid A-
containing media was replaced with lipid A-free media and rested for 0.25, 4, 8, or 24 hours to
determine how long the effects of LPS tolerance last. After the rest period, cells were stimulated
for 2 hours with a low (10 ng/ml) or high (100 ng/ml) dose of lipid A (“stimulating LPS”).
Additionally, the cells that did not receive the tolerizing LPS dose were treated with the
stimulating LPS dose to measure the transcriptional activation potential in non-tolerized
macrophages. We assessed the effect of tolerance by monitoring gene expression for genes
reported to be “not tolerizable” (inducible in tolerized cells given the stimulating LPS dose) such
as Ccl5 and Saa3, and “tolerizable” (not inducible in tolerized cells given the stimulating LPS
dose) such as //12b and 1/6%".

Consistent with previous findings, analysis of Cc/5 and Saa3 mRNA revealed that these
genes were expressed at a high level after the 24-hr initial lipid A treatment and rest period, with
only a modest decline in mRNA levels as the rest period increased from 0.25 hr to 24 hrs.
Moreover, the Ccl5 and Saa3 mRNA levels did not increase when the rested cells were re-
stimulated with lipid A. The absence of induction during this second stimulation period at first
glance suggests that the Ccl/5 and Saa3 genes may be tolerized. However, the fact that the Ccl5
and Saa3 mRNA levels remain very high relative to the levels observed in unstimulated non-

tolerized BMDMs could be interpreted as evidence that the cells are not subject to tolerance.
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Thus, it is difficult to determine from these mRNA data whether the Ccl/5 and Saa3 genes should
be placed in the tolerized or not tolerized classes.

To evaluate more carefully the extent to which the Ccl5 and Saa3 genes are tolerized, it
was necessary to analyze transcription independently of influences of mMRNA stability. This was
accomplished by examining nascent unspliced transcripts through the use of gqRT-PCR primers
that amplified fragments spanning exon-intron junctions. Strikingly, the nascent transcript level
for the Ccl5 gene was reduced nearly to background in the tolerized and rested cells (Fig. 3-1B,
bottom), demonstrating that the high Cc/5 mRNA level in these cells was not due to continued
transcription, but rather to the existence of a stable mRNA pool. Importantly, when the tolerized
and rested cells were re-stimulated with lipid A, induction of the Ccl5 gene was observed with a
high dose of lipid A, but not with a low lipid A dose. This result demonstrates that the Ccl5 gene
was partially tolerized, in that it was resistant to low-dose lipid A re-stimulation, but was not fully
tolerized because it was potently induced by a high dose of lipid A.

We next analyzed the //12b and /6 genes. An analysis of //12b nascent transcripts (Fig.
3-1B, bottom) revealed that this gene was efficiently tolerized after the 24-hr initial stimulation
period and short rest times of either 0.25 or 4 hrs, as nascent transcript induction was not
observed after these short rest periods with either low or high doses of lipid A. However, potent
I112b induction was observed after rest periods of 8 or 24 hrs, but only by high-dose lipid A. An
analysis of /6 nascent transcripts revealed strong tolerance to low-dose lipid A after a rest
period of 0.25 hrs, with loss of tolerance to low-dose lipid A after longer rest periods of 4, 8, and
24 hrs. With high-dose lipid A, //6 tolerance was not observed, even with the 0.25-hr rest period,
as potent induction was consistently observed. The results obtained with //72b and /6 mRNAs
were consistent with those obtained with their nascent transcripts, but these results were more
challenging to interpret due to the apparent presence of stable pools of the /I12b and 16
mRNAs, which made it difficult to determine the extent to which gene transcription was

tolerized.
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To summarize, these results provide evidence that an examination of nascent transcripts
is likely to be preferable for determining the extent to which genes are sensitive or resistant to
endotoxin tolerance, due to confounding effects of mRNA stability. Furthermore, the results
suggest that the extent of tolerance varies from gene to gene in a lipid A dose-dependent
manner, and with the extent of tolerance diminishing to a variable extent with the length of the

rest period following tolerance induction.

Global Analysis of Gene Expression Patterns in Tolerized Cells

To investigate endotoxin tolerance at a global level, we performed RNA-seq with non-tolerized
and tolerized BMDMs. Based on the pilot studies in Figure 3-1, cells were either not tolerized
(TO) or given a tolerizing lipid A dose (T24) and rested for either 0.25 or 8 hours (R0.25 or “short
rest’, and R8 or “long rest”, respectively). After the rest period, cells were given the low dose of
stimulating lipid A (10 ng/ml) for 0, 0.5, or 2 hours (S0, S0.5, or S2). Additionally, naive (non-
tolerized) cells were given the low dose of stimulating lipid A for 0, 0.5, or 2 hours (S0, S0.5, or
S2). The experimental design with sample name designations are indicated in Table 3-1.

Because our initial studies indicated that primary transcripts more accurately measured
the effect of endotoxin tolerance at the transcriptional level, RNA-seq was performed on
chromatin-associated RNA isolated from biochemically fractionated cell lysates. Nascent
transcript RNA-seq has previously been shown to provide accurate kinetics and quantitation of
transcriptional activation and inactivation of genes®.

Preliminary examination of well-studied genes affected in tolerized cells verified that this
approach would be useful to better understand endotoxin tolerance at a global level.
“Tolerizable” genes, such as /112b, 116, Tnf, and I/1b, were induced by lipid A in non-tolerized
(TO) cells, but these genes were activated to less than half of that stimulated level in tolerized
cells (T24) treated with lipid A (Figure 3-2A). Of these genes, lI12b was the most potently

suppressed, as its nascent transcript level was less than 1% of the TO-RO-S+ level (S+ is
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henceforth used to designate cells given a stimulating dose of LPS for either 0.5 or 2 hours) in
the T24-R0.25-S+ samples, and less than 3% of the TO-R0-S+ level in the T24-R8-S+ samples.
Notably, the Tnf nascent transcript level in the T24-R.5-S+ samples were 37.7% of that
observed in the TO-R0-S+ sample, whereas, after the long rest period (T24-R8-S+), it was
59.4% of the level observed in the TO-R0-S+ sample. Thus, the strength of tolerance observed
at Tnf appeared to diminish with the length of the rest period.

The II1b gene provides an example of another type of profile (Fig. 3-2A). In tolerized
cells rested for 0.25 hrs, the nascent transcript level for //[1b remained high prior to re-
stimulation, presumably because active transcription was taking place at the end of the 24-hr
initial stimulation period and had not yet subsided by the end of the 0.25 hr rest period.
However, slightly lower transcript levels were observed 0.5 hrs after re-stimulation. After the 8-
hr rest period, //1b nascent transcript levels returned to background levels and the gene was
susceptible to induction, but only to 39.2% of the induced level observed without tolerance
induction.

We next assessed the expression patterns of the “not tolerizable” genes. The Ccl5 and
Oasl1 nascent transcripts were induced to 62-63% of T0O-R0-S+ samples after the long rest.
Strikingly, we observed that some “not tolerizable” genes such as Oas/1, Saa3, and Fpr1 were
expressed higher in T24-R0.25-S0 and T24-R8-S0 compared to T0-R0-S+ samples. For
example, Oas/1 and Saa3 were expressed between 30-50% of TO-R0-S+ samples after the long
rest before given the stimulating LPS dose, and over 200% of T0-R0-S+ samples for Fpr1.
Since the data represent actively synthesized transcripts, this suggests that in addition to mMRNA
stability precluding the analysis for genes such as Ccl5 and Saa3 (Figure 3-1B), LPS tolerance
may be challenging to interpret for the genes that remain actively transcribed after removal of
the tolerizing LPS. It is important to note that the initial examination of Cc/5 primary transcript
levels through gRT-PCR analysis suggested that T24-R0.25-S0 levels were close to

background levels. In contrast, the nascent RNA-seq data revealed that Ccl5 transcript levels
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were expressed at 42% in T24-R0.25-S0 samples relative to T0-R0-SO (Figure 3-2A). The
inconsistency observed could be explained by experimental differences: In pilot studies using
gRT-PCR to measure tolerance, T24-R0.25-S0 cells were rested for two hours in addition to the
0.25-hour rest while the T24-R0.25-S+ samples were given the stimulating dose of LPS. When
preparing samples for RNA-seq, the T24-R0.25-S0 cells were rested for 0.25 hours only. The
two additional hours of rest in the pilot studies therefore likely allowed Ccl5 primary transcripts
to diminish. Furthermore, RNA-sequencing is a much more quantitative and accurate method to
measure gene expression, and therefore is likely to be capable of detecting low levels of gene
expression more accurately than gqRT-PCR methods. Together, this provides higher confidence
in the information obtained from RNA-seq than those gathered through qRT-PCR.

To focus on the effects LPS tolerance has on LPS inducible genes, we limited the
analysis to examine genes that were induced 5-fold or greater and expressed at least 1 RPKM
in TO-RO-S+ relative to T0-R0-SO. The 554 5-fold induced genes were then hierarchically
clustered to identify gene expression patterns in the T24 samples (Figure 3-2B). This approach
revealed subsets of genes that remained inducible and other subsets of genes that were
suppressed in both T24-R0.25-S+ and T24-R8-S+ samples. Interestingly, we observed a large
proportion of genes whose expression remained high in T24-R0.25-S0 samples, and a smaller
subset of genes with high expression in T24-R8-S0 samples (Figure 3-2B, right columns).
Specifically, 26.7% and 41.7% of the 5-fold induced genes were expressed greater than 50%
and between 10 and 50% in T24-R0.25-S0 samples relative to the maximum expression in TO-
RO-S+ samples, respectively (Figure 3-2C, blue). Furthermore, 6.5% and 33.2% of the 5-fold
induced genes were expressed greater than 50% and between 10 and 50% in T24-R8-S0
samples relative to the maximum expression in TO-R0-S+ samples, respectively (Figure 3-2C,
red). Similar results were observed when we examined more potently induced genes (10-fold
induction, 3 RPKM threshold; Figure 3-2D), indicating that this was not an artifact due to the

induction levels of genes. Since the global analysis focused on newly synthesized rather than
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mature transcripts, the data suggest that a large subset of LPS-inducible genes remain highly
transcribed after the short rest, with a subset of these genes maintaining active transcription

even after the long rest period prior to the stimulating LPS dose.

Inducible Genes With Sustained Transcription Tend to be Secondary Response
Inferferon-Stimulated Genes
To better understand the properties of genes that sustained high expression levels after removal
of the tolerizing LPS and before the stimulating LPS dose (henceforth called “high basal’
genes), we focused on the 226 genes induced 10-fold or greater and expressed at least 3
RPKM in response to lipid A that were characterized in Chapter 2. Importantly, the analysis in
Chapter 2 classified the 226 genes into those that do not (primary response) or do (secondary
response) require new protein synthesis for their activation. We therefore examined the
expression levels of T24-R0.25-S0 and T24-R8-S0 samples relative to naive T0-R0-S0 samples
for the 226 genes classified as either primary or secondary response to determine if the “high
basal” genes tended to be in one class or the other. We found that 8.6% and 34.1% of primary
response genes had expression levels greater than 50% and 10-50% of T0-RO-SO after the
short rest, respectively (Figure 3-3A, left, blue). After the long rest, the distribution decreased to
1.5% and 17.4% of primary response genes with expression greater than 50% and 10-50%,
respectively (Figure 3-3A, left, red). In contrast, 14.9% and 61.7% of the secondary response
genes exhibited expression levels greater than 50% and 10-50% of T0-R0-SO after the short
rest (Figure 3-3A, right, blue), and 10.6% and 52.2% of the secondary response genes
remained expressed greater than 50% and 10-50% after the long rest, respectively (Figure 3-
3A, right, red).

To gain further insight as to what signaling pathways or transcription factors may be
contributing to the high basal expression of the secondary response genes, we examined the

expression of the 226 genes in T24-R0.25-S0 and T24-R8-S0 samples in the context of the
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classification described in Chapter 2. In general, we observed broad and robust levels of
transcription after the short rest, including moderately high expression levels of IRF3 and TRIF
gene classes from the primary response and high expression of the IFN-dependent secondary
response gene class (Figure 3-3B). After the long rest, expression of most genes across all of
the gene classes diminished to levels near 10% of T0O-R0-S0O samples with the exception of the
IFN-dependent secondary response genes, whose median expression was maintained above
10% of TO-R0-SO samples. Together, these results suggest that there is broad sustained
expression of many genes after the short rest, but the IFN-dependent secondary response
genes remain highly expressed even after the long rest.

Due to the finding that genes with “high basal” expression after the long rest tended to
be IFN-dependent secondary response genes, we further extended the analysis to explore the
relationship between IFN-dependence and “high basal” expression of the 554 5-fold induced
genes. The 554 genes were first classified into “high basal” or “low basal” based on the lowest
expression they reached in either T24-R0.25-S0 or T24-R8-S0 samples. If a gene reached less
than 10% of TO-R0-SO0 in either short or long rested samples that were not given the stimulating
LPS dose, it was classified as a “low basal”’ gene (further discussed in Figure 3-5 and 3-6). On
the other hand, if a gene was expressed greater than 10% of T0-R0-SO in both short and long
rested samples, it was classified as a “high basal” gene. The “low basal” and “high basal” genes
were then examined for their sensitivity to cycloheximide (CHX) as well as their dependence on
IFN-signaling.

We observed that 63.4% of the “high basal” genes had low expression in CHX-treated
cells (< 33% expression in CHX relative to wildtype), compared to 33.8% of the “low basal”
genes that exhibited CHX sensitivity (Figure 3-3C, left). Similarly, 48.1% of the “high basal”
genes were IFN-dependent (< 33% expression in Ifnar-/- relative to wildtype), compared to
16.3% of “low basal” genes (Figure 3-3C, right). Furthermore, an analysis of all cycloheximide-

sensitive genes in the group of 554 5-fold induced genes revealed a relationship between IFN-
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dependence and T24-R0.25-S0 or T24-R8-S0 expression levels: genes that were more strongly
dependent on IFN signaling exhibiting higher expression in T24-R0.25-S0 or T24-R8-S0
samples (Figure 3-3D). Taken together, the findings from the analysis of T24-R0.25-S0 and
T24-R8-S0 samples in the context of the 226 well-characterized genes were consistent with the
observations made when analyzing in the context of the 554 5-fold induced genes, and that the

“high basal” genes tended to be secondary response and IFN-dependent.

Persistent IFN-§ Contributes to Prolonged Transcription of ISGs

To investigate why many interferon stimulated genes (ISGs) maintained high transcription levels
after the cells were removed of the tolerizing LPS and rested for both short and long periods, we
assessed the expression of the Ifnb1 gene, which encodes for the type | interferon IFN-3. Since
many ISGs remained highly transcribed, we hypothesized that this could be due to high
expression of Ifnb1 transcripts. gqRT-PCR analysis revealed that /fnb1 transcripts were induced
in TO-RO-S+ samples, with maximal induction in TO-R0-S2 (Figure 3-4A). However, after the 24-
hour tolerizing LPS, Ifnb1 expression returned to background levels and was not induced when
given the stimulating LPS dose in both short and long rested cells. ELISA analysis confirmed
that IFN-p secretion was suppressed in both T24-R0.25-S2 and T24-R8-S2 samples relative to
T0-R0-S2 (Figure 3-4B). We next measured IFN-B levels after the 24-hour tolerizing LPS but
just prior to stimulus removal, as well as after the short and long rest period but prior to
receiving the stimulating LPS dose to assess the presence of the cytokine in media that may be
contributing to IFN-dependent gene expression. Interestingly, we observed low levels of IFN-$
present in the media after the 24-hour tolerizing LPS treatment (Figure 3-4C, blue columns).
Although these levels were low (~4 pg/ml) relative to the amount of IFN-f secreted after 2
hours of lipid A stimulation in non-tolerized macrophages (~100 pg/ml, Figure 3-4B), it is well

documented that low levels of type | interferons is sufficient to stimulate expression of ISGs?.
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Furthermore, we observed trace levels of IFN-B present in the media after removal of the
tolerizing LPS and the long rest (T24-R8-S0), indicating that low amounts of IFN- continued to
be secreted out of the cell even after removal of the tolerizing LPS. Together, these results
suggest that the “high basal” expression of IFN-dependent genes in T24-R0.25-S0 and T24-R8-
S0 samples could be due to the presence of IFN-f in the media 24 hours after the tolerizing

LPS was given, even after transcription of the /fnb1 gene has terminated.

LPS Tolerance Broadly Impacts Inflammatory Gene Induction

We next sought to better understand the “low basal” genes, which we defined as those that
returned to within 10% expression in T24-R0.25-S0 or T24-R8-S0 samples relative to TO-R0-S0.
The 337 “low basal” genes within the 554 5-fold induced genes from Figure 3-2A were first
separated into 222 primary and 115 secondary response genes based on their sensitivity to
cycloheximide (33% threshold). The secondary response “low basal” genes were further
classified as IFN-independent (n=70) and IFN-dependent (n=45) based on their expression in
Ifnar’” macrophages stimulated with lipid A (33% threshold). Each of these classes of genes
was then hierarchically clustered, taking into consideration all stimulation conditions (Figure 3-
5A). This revealed that a large proportion of genes in the three classes exhibited tolerance in
T24-R0.25-S+ and T24-R8-S+ relative to T0-R0-S0.

Importantly, we also observed that nearly half of the 337 “low basal’ genes were
expressed greater than 10% in T24-R0.25-S0 samples relative to T0-R0-SO (Figure 3-5A, fourth
column; Figure 3-5B, top panel). Specifically, 103 of 222 primary response, 31 of 70 IFN-
independent secondary response, and 28 of 45 IFN-dependent secondary response genes
exhibited expression levels greater than 10% in T24-R0.25-S0 samples relative to T0-R0-SO.
This indicated that the “low basal” expression and inclusion in the analysis of these genes was

due to T24-R8-S0 samples reaching within 10% of the T0-R0-SO samples. Examination of the
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maximum expression in T24-R0.25-S+ samples (Figure 3-5B, top panel) revealed that 80%,
87%, and 82% of the primary response, IFN-independent, and IFN-dependent secondary
responses (excluding those indicated as “high basal”) were expressed at less than 25% relative
to TO-RO-S+, respectively. Furthermore, the T24-R08-S+ samples (Figure 3-5B, bottom panel)
exhibited a similar broad level of tolerance, with just 10%, 17%, and 2% of the primary
response, IFN-independent, and IFN-dependent secondary responses reaching at least 75% of
the TO-RO-S+ stimulation level, respectively. Thus, the data indicate that after the short rest, the
majority of genes exhibited “high basal” expression levels prior to treatment with the stimulating
dose of LPS. Furthermore, nearly all of the genes that exhibited “low basal” expression were
robustly tolerized. After the long rest however, many of these genes become inducible to 50% of
the initial induction magnitude. These observations are further addressed below in Figure 3-6.
To more concisely measure the level of tolerance, we used the maximum expression
level of each “low basal” gene from either T24-R0.25-S+ or T24-R8-S+ samples to represent the
overall degree of tolerance. This revealed that both primary response and IFN-independent
secondary responses contained large subsets of genes that were “tolerized” and fewer genes
that were “not tolerized”. For example, 80 of 222 (36%) and 35 of 70 (50%) of the genes were
induced to less than 25% in the primary response and IFN-independent secondary response,
respectively (Figure 3-5C). In contrast, just 24 of 222 (11%) and 12 of 70 (17%) of the genes
were inducible to at least 75% of TO-RO-S+ in the primary response and IFN-independent
secondary response, respectively. Furthermore, of the 45 IFN-dependent secondary response
genes, 33 were expressed at less than 25% relative to T0-R0-S+ samples, while just one was
expressed at greater than 75% in either T24-R0.25-S+ or T24-R8-S+ samples relative to TO-RO-
S+. Among the “not tolerized” subset were the primary response genes Ptgs2 and Tir2, two
genes that are involved in mediating inflammatory responses. Interestingly, both of these genes

were previously classified as NF-kB target genes (Chapter 2). Further examination of the status

of NF-xB signaling components in cells given the tolerizing dose of LPS and either long or short
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rested may provide insight into the mechanism of tolerance for this subset of genes.
Additionally, the IFN-independent secondary response genes ltgb8 and FIrt3 were inducible
when given the stimulating dose of LPS after treated with the tolerizing LPS and rested. While
these genes play roles in mediating cell migration and adhesion, how their expression is
regulated is not known. It is important to note that these “not tolerized” genes exhibited high
expression in T24-R0.25-S0 samples, and therefore their inducibility in T24-R0.25-S+ samples
could not be examined.

Because of the possibility that the classification of “tolerized” and “not tolerized” genes
could be an artifact of the initial TO-R0-S+ induction levels, we next examined the fold inductions
of genes in TO-R0-S+ samples in various degrees of tolerance bins. This revealed a broad fold
induction distribution for genes in T0-R0-S+ samples, and across all of the defined tolerance
bins for both the primary and secondary response classes (Figure 3-5D), suggesting that the
broad downregulation of gene induction in tolerized cells was not due to an artifact of the
dynamic range of the TO-R0-S+ fold induction levels.

To gain insight as to what regulatory pathway the “tolerized” and “not tolerized” genes
belonged to, we next assessed the maximum expression levels in either the T24-R0.25-S+ or
T24-R8-S+ samples for the 149 of 226 “low basal’ genes from Chapter 2 (Figure 3-4E).
Interestingly, each co-regulated gene class demonstrated a broad range of expression levels
relative to TO-R0-S+. For example, some genes were expressed at less than 10% in T24-R0.25-
S+ and T24-R8-S+ samples relative to TO-R0-S+ while others were expressed at greater than
90% relative to TO-R0-S+ samples. Examination of median expression values within each co-
regulated gene cluster revealed a similar downregulation of expression, with median values
ranging between 30-45% relative to TO-R0-S+ samples across all of the co-regulated gene
classes. Notably, the three gene classes with the lowest median expression levels were the NF-

kB/IRF3 primary response, the IFN-dependent secondary response, and the IFN-independent

secondary response. However, because the NF-kB/IRF3 cluster contained just three genes (the
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other two NF-kB/IRF3 genes were “high basal” and not included in this analysis), it is unclear
how significant this observation is. Nevertheless, both the IFN-dependent and IFN-independent
secondary response genes exhibited lower expression levels in T24-R0.25-S+ and T24-R8-S+
compared to expression levels in the other co-regulated gene classes. This suggests a
possibility that the low T24-R0.25-S+ and T24-R8-S+ expression levels observed for the
secondary response genes could be due to the overall dampened response of the primary

response in T24-R0.25-S+ and T24-R8-S+ samples.

The Effect of LPS Tolerance Diminishes Over Time

One observation made of the “low basal” genes was the moderately transient nature of gene
suppression in tolerized cells, as discussed above (Figure 3-5B). Although we noted a broad
downregulation of gene activation in T24-R0.25-S+ and T24-R8-S+ samples (Figure 3-5C,E),
many genes appeared to be induced more highly after the long rest and treatment with the
stimulating LPS compared to the short rest (Figure 3-5B). To more quantitatively investigate the
differences, we subcategorized the “low basal” genes into 4 primary response clusters, 3 IFN-
independent secondary response clusters, and 1 IFN-dependent secondary response cluster
based on the hierarchical clustering of the “low basal”’ genes (Figure 3-5A). We then performed
box plot analysis of the nine stimulation conditions for each cluster of genes (Figure 3-6A). This
revealed that some clusters such as Primary 3, Primary 4, IFN-i 1, and IFN-i 3 exhibited a
higher dynamic range of induction in T24-R8-S+ samples compared to T24-R0.25-S+ samples.
Furthermore, correlation dendrograms of the primary response and IFN-independent secondary
response genes revealed that the long rest stimulation conditions (T24-R8) grouped with the
non-tolerized samples (T0-R0), while short rested stimulation conditions (T24-R0.25) grouped
with each other (Figure 3-6B). In contrast, the IFN-dependent secondary response genes
generally clustered into the rest periods: the naive non-tolerized samples grouped with each

other while the T24-R0.25 samples clustered together. The T24-R8 samples were scattered
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throughout the dendrogram, with the T24-R8-S+ samples more correlated with the T24-R0.25
samples and the T24-R8-S0 sample grouped with the T0-RO samples. This suggests that the
tolerance of the long rested samples stimulated with LPS may be wearing off, and therefore
exhibit similarities to T24-R0.25 samples that exhibit high transcription levels of the majority of
IFN-dependent genes. Furthermore, the finding that the T24-R0.25 samples clustered with each
other supports the hypothesis that many of the “high basal’ IFN-dependent genes continued to
be highly expressed in all T24-R0.25 samples due to the presence of IFN-f in the media (Figure
3-4C). Taken together, the data suggests that although there is a broad downregulation of

inflammatory gene expression during LPS tolerance, the effect of tolerance may be transient.

Expression of Regulators Downstream of TLR4 Activation

Numerous regulators of the TLR4 signaling pathway and response have been implicated in
establishing the LPS tolerant state. We therefore examined expression patterns of the genes
encoding these regulators using the RNA-seq datasets to gain insight as to what role they might
play in LPS tolerance. Specifically, we compared gene expression in non-tolerized resting cells
(TO-R0O-S0) to cells given the tolerizing LPS but not the stimulating LPS (T24-R0.25-S0 and
T24-R8-S0). This allows us to examine any changes in expression before and after
establishment of tolerance. Examination of TLR4 signaling molecules and downstream
transcription factors did not reveal substantial downregulation of expression for these genes in
the tolerized state (T24, both short and long resting periods; Table 3-2, column 12 and 13).
Nearly all genes examined after removal of the tolerizing LPS (T24-R0.25-S0 and T24-R8-S0)
were expressed within 2-fold relative to T0O-R0-S0. Furthermore, we also did not observe a
substantial upregulation of anti-inflammatory mediators of the TLR4 response such as //10
(Table 3-3). However, it is important to note that unaltered gene expression does not
necessarily translate to unaltered function of the protein encoded by the gene. In contrast, we

observed upregulated expression of genes encoding for negative regulators of TLR4 signaling
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in T24-R0.25-S0 and T24-R8-S0 samples relative to TO-R0-S0. For example, expression of the
Irak3 gene encoding for IRAK-M was nearly 4-fold and 2-fold increased in T24-R0.25-S0 and
T24-R8-S0 samples, respectively (Table 3-4, column 12 and 13). This agrees with previous
studies demonstrating that IRAK-M inhibits TLR4 signaling, and that IRAK-M deficient mice fail
to develop LPS tolerance’. We also observed a 8-fold and 4-fold higher induction of Socs3 in
tolerized T24-R0.25-S0 and T24-R8-S0 samples relative to T0O-R0-S0, respectively. Although
SOCS3 has not been demonstrated to have a role in mediating LPS tolerance, it is a well-
studied molecule that negatively regulates of cytokine signaling through inhibition of STAT
proteins®®?’. Other genes encoding for negative regulators of the TLR4 response such as
Dusp1 and Trafd1 also exhibited elevated levels in cells given the 24-hour tolerizing LPS dose
compared to naive, unstimulated cells. Taken together, the findings suggest that the global
downregulation of gene expression observed in tolerized cells may be due to upregulation of

various known negative regulators of TLR4 proximal signal transduction.

Discussion

The results of this study provide evidence that LPS tolerance broadly impacts inflammatory
gene induction. Performing RNA-seq on chromatin-associated transcripts enabled us to
examine LPS tolerance at the transcriptional activation level. By examining gene expression in
tolerized cells compared to non-tolerized cells given a stimulating LPS dose in the context of the
TLR4 network analysis (Chapter 2), we found only a small subset of not tolerized genes
(inducible in T24-R0.25-S+ and T24-R8-S+ samples), but a much larger subset of genes that
were tolerized in cells given the tolerizing LPS dose (not inducible in T24-R0.25-S+ and T24-
R8-S+ samples). Furthermore, the tolerized genes were broadly distributed across all of the co-
regulated gene classes. The finding that many well-known negative regulators of TLR4 signal

transduction such as IRAK-M were upregulated after the 24-hr tolerizing LPS treatment suggest
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that the broad inhibition of gene activation may be due to a proximal block in TLR4 signal
transduction events.

The broad suppression of gene induction also suggests that multiple mechanisms likely
contribute to LPS tolerance. In contrast to a previous study'’, we did not find substantial
upregulation of //70. However, this may be due to differences in cell type or tolerance protocol,
or due to regulation of 1I-10 through post-translational mechanisms. Further investigation of 1I-10
levels in tolerized and non-tolerized cells should clarify this. Furthermore, although we observed
broad gene suppression in tolerized cells across nearly all of the co-regulated gene clusters, a
closer examination of how components of signaling pathways such as NF-xB and MAP kinase
are affected will help clarify both the degree and duration of LPS tolerance for each pathway.

It is worthy to note that although we observed a broad suppression of TLR4-induced
genes in tolerized macrophages, the suppression of genes was less substantial in the long rest
compared to short rest cells given the stimulating LPS. This suggests that the hyporesponsive
state of tolerized cells could be transient, and the resting time between tolerizing and stimulating
LPS treatments allows cells to return to baseline. Although our analysis in context of the TLR4
transcriptional network study did not reveal co-regulated gene clusters that were “not tolerized”,
it will be interesting to further investigate what signaling molecules have returned to basal levels
after the long rest period but not the short rest period that may account for the moderate de-
suppression in gene expression observed in T24-R8-S+ samples compared to T24-R0.25-S+. It
will also be informative to better understand the regulatory mechanisms underlying activation of
the genes that are “not tolerized” such as TIr2 and Ptgs2, as it may reveal specialized
mechanisms that are unaltered in tolerized cells.

The global analysis of LPS tolerance uncovered a large subset of genes whose
expression remained highly transcribed after stimulus removal (“high basal’). The high levels of
expression during the rest period for these genes (After the tolerizing LPS was removed but

before the stimulating LPS was given) proved to be difficult to classify as “tolerized” or “not
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tolerized” because it appeared that the genes were not shut off after removal of the tolerizing
LPS. Difficulty arose in determining what sample condition to use as a baseline for determine
the level of tolerance, and it therefore seemed reasonable to perform a separate assessment of
the “high basal” genes. Analysis in the context of the TLR4 transcriptional network revealed that
nearly two-thirds of the “high basal’ genes were secondary response genes. The secondary
response genes require new protein synthesis, and their activation kinetics is delayed relative to
the primary response, indicating that the secondary response genes likely have complex
regulatory mechanisms responsible for their activation by the 24-hour tolerizing LPS period due
to multiple layers of feedback. For example, transcription of these genes may be prolonged and
can result in “high basal” expression levels if cytokines synthesized during the primary response
have the capability to activate them and are synthesized at different times during the tolerizing
LPS dose. Additionally, expression of these genes may be prolonged if the cytokine involved in
its activation is synthesized during the primary response and has a long half-life. The finding
that IFN-B was present in culture media after the 24-hour tolerizing LPS period, and the
observation that nearly half of the “high basal” genes were IFN-dependent, supports this idea.

For this study, we found it necessary to examine chromatin-associated transcripts due to
differences in mMRNA stability that complicated the analysis. It will be interesting to compare
these datasets to a global analysis of LPS tolerance using mRNA to highlight any differences in
LPS tolerance for different subsets of genes, which may indicate mechanisms of tolerance at

post-transcriptional levels such as mRNA processing, export, and stability.
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Methods and Materials

Cell Culture and Activation

Bone marrow-derived macrophages were prepared from C57BI/6 mice. Bone marrow cells were
harvested from the femurs and tibiae and cultured for 6 days in M-CSF conditioned media
containing 20% serum. Macrophages were activated on day 6 with a tolerizing dose of lipid A
(Sigma, 100 ng/ml). After 24 hours, the lipid A-containing media was removed and
macrophages were washed with warm PBS before replacing with fresh lipid A-free media. Cells
were rested for varying amounts of time before challenging with a second dose of lipid A (10

ng/ml or 100 ng/ml).

gRT-PCR

RNA was extracted using TRI-Reagent (Molecular Research Center). RNA was DNase | treated
(Qiagen) and purified using an RNeasy kit (Qiagen). RNA was reverse transcribed into cDNA
using the Omniscript RT kit (Qiagen) and primed with random hexamers. cDNA fragments were
analyzed by gRT-PCR using SensiMix Plus (Quantace) using primer pairs to amplify both

mMRNA and primary transcript products.

RNA-seq Library Preparation

Chromatin-associated RNA was purified as described. Chromatin purity was confirmed by
immunoblot analysis of SNRP70, g-Tubulin (Sigma), and Histone H3 (Abcam). Chromatin RNA
was depleted of ribosomal RNA using the Ribominus Eukaryote kit (Life Technologies). Strand-
specific libraries were generated by using 60 ng of chromatin RNA according to manufacturer’'s
instruction from the Truseq RNA Sample Preparation Kit v2 (lllumina), with the following
modifications: second strand cDNA was synthesized in the presence of deoxyuridine
triphosphate (dUTP) according to the dUTP method. cDNA libraries were single-end sequenced

(50 bp) on an lllumina HiSeq 2000.
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RNA-seq Read Mapping and Processing
Reads were aligned to the mouse genome (NCBI37/mm9 build) with TopHat v1.3.3 and
allowing reads to be aligned once with up to two mismatches per read permitted. RPKM values
were calculated as described. Due to the possibility that chromatin transcripts may be spliced
but remain associated with the chromatin/RNA polymerase complex, RPKM values were
calculated by counting reads mapped to introns and divided by the sum of the length of all
introns within the transcription unit. All RPKMs represent an average from two biological
replicates.

To determine the expression relative to non-tolerized samples, the RPKM value in basal,
unstimulated samples was set to 0% and the maximum RPKM value from the non-tolerized
samples given a stimulating LPS dose was scaled to 100% for each gene. The RPKM

expression values for each sample were converted to percent expression using this scale.
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Figure Legends

Figure 3-1: Primary and Mature Transcripts Exhibit Distinct Gene Expression Patterns

(A) Basic experimental design to investigate LPS tolerance. Cells were first given a tolerizing (T)
LPS dose. After 24 hours, the stimulus was removed and rested (R) for 0.25, 4, 8, or 24 hours
prior receiving a stimulating LPS (S) dose. (B) The fold induction of mRNA (top panel) and
primary transcripts (bottom panel) for representative genes in tolerized cells stimulated with a
low (10 ng/ml) or high (100 ng/ml) dose of LPS relative to naive, unstimulated samples,
quantified by qRT-PCR is shown. Cells that did not receive the second, stimulating LPS dose
are indicated by the white bars. The rest periods between the tolerizing LPS and stimulating

LPS are indicated in hours.

Figure 3-2: Global Patterns of Gene Expression and Suppression Analyzed by RNA-seq

of Chromatin-Associated RNA

(A) Expression of genes previously described as either “tolerized” or “not tolerized” are shown
and represented as a percent expression relative to the maximum expression in TO-RO-S+
(naive cells given a stimulating LPS dose). (B) The 554 5-fold, 1 RPKM LPS-induced genes
were hierarchically clustered taking all stimulation conditions (described in Table 3-1) into
consideration. The heatmap is colored based on percentile of RPKM values. The expression
levels after removal of the tolerizing LPS and before given the stimulating LPS are indicated to
the right of the heatmap after the short rest (R0.25, left column) or long rest (R8, right column)
but prior to the stimulating LPS dose. The distribution of T24-R0.25-S0 (blue) and T24-R8-S0
(red) percent expression relative to T0-R0-S0 samples for the (C) 5-fold and (D) 10-fold induced

genes is shown. The horizontal dashed grey lines indicate the 10% expression threshold. The
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tables below each graph indicate the number of genes in T24-R0.25-S0 and T24-R8-S0

samples with expression levels of varying ranges.

Figure 3-3: LPS-Inducible Genes with Sustained Expression Tend to be Interferon-

Dependent Secondary Response Genes

(A) The 226 inducible genes from TLR4 network studies (Chapter 2) were subdivided into
primary response (left) and secondary response (right). The distribution of the percent
expressions in T24-R0.25-S0 (blue) and T24-R8-S0 (red) samples relative to T0-R0-SO0 for the
primary and secondary responses is shown. (B) The RPKM values in T24-R0.25-S0 (blue) and
T24-R8-S0 (red) samples are plotted for each gene in each co-regulated gene class. The
median RPKM values within each class for each resting period are indicated as horizontal black
bars. The dashed grey line indicates the 10% expression threshold. (C) The 554 5-fold induced
genes were separated based on the minimum percent expression reach in either T24-R0.25-S0
or T24-R8-S0 samples. If a gene expressed within 10% of T0O-R0-SO samples in either T24-
R0.25-S0 or T24-R8-S0 samples, it was classified as “low basal’. If a gene was expressed
greater than 10% in both T24-R0.25-S0 and T24-R8-S0 relative to T0-R0-S0, it was classified
as “high basal’. The distribution of expression in cycloheximide-treated samples (CHX; left) and
Ifnar-/- cells (right) are shown for the “high basal” (blue) and “low basal” (grey) genes. (D) The
554 5-fold induced genes were first separated into those that were or were not sensitive to CHX
treatment (33% expression threshold). The expression in Ifnar” macrophages (x-axis) and the
minimum percent expression from either T24-R0.25-S0 or T24-R8-S0 (y-axis) is shown for the
253 CHX-sensitive genes. The horizontal dashed grey line represents the 10% expression
threshold. The table below the scatterplot indicates the distribution of the 253 CHX-sensitive

genes based on their IFN-dependence and T24-R0.25-S0 or T24-R8-S0 expression.
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Figure 3-4: Persistent IFN-§ Contributes to Prolonged Transcription of ISGs

(A) The expression of Ifnb1 primary transcript in non-tolerized (TO) or tolerized (T24)
macrophages given a stimulating dose of LPS for 0, 0.5, 1, 2, or 3 hours was quantified by qRT-
PCR. Tolerized macrophages were rested for 0.25 or 8 hours prior to treatment with the
stimulating LPS. The values represent the relative amounts of transcript (ng) relative to genomic
DNA standard curves. (B) IFN-p secretion was measured in non-tolerized (TO) and tolerized
(T24) macrophages that were activated with LPS for 2 hours by ELISA. The tolerized
macrophages were rested for either 0.25 (R0.25) or 8 (R8) hours after removal of the tolerizing
LPS before given the stimulating dose of LPS. (C) IFN-p secretion was measured in
macrophages treated with the 24-hour tolerizing LPS, both before the tolerizing LPS was

removed, and after the indicated rest period (R0.25 or R8) by ELISA.

Figure 3-5: LPS Tolerance Broadly Impacts Inflammatory Gene Induction

(A) The 337 of 554 5-fold induced genes that had expression levels within 10% of TO-R0-SO0 in
either T24-R0.25-S0 or T24-R8-S0 samples (‘low basal’) were separated into primary and
secondary response based on their sensitivity to cycloheximide (33% expression threshold).
The secondary response genes were further separated into IFN-dependent and IFN-
independent based on their expression in /fnar’” macrophages (33% expression threshold). The
primary response and IFN-independent secondary response classes were then each
hierarchically clustered, taking all stimulation conditions into account. The IFN-dependent genes
were not clustered any further. Heatmap colors are based on percentile of expression. (B) The
337 “low basal” genes were classified into primary response, IFN-independent secondary
response, and IFN-dependent secondary response as described in (A). The maximum

expression in T24-R0.25-S+ (top panel) and T24-R8-S+ (bottom panel) samples were binned
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and is shown as a percent of total within each category. If expression in either T24-R0.25-S0 or
T24-R8-S0 did not reach within 10% of T0-R0-SO but did reach that threshold in the other, it
was categorized as “high basal” for the sample that did not fall within the 10% threshold. (C)
The distribution of maximum percent expression values in either T24-R0.25-S+ or T24-R8-S+
samples is shown for the “low basal” primary response, IFN-independent secondary response,
and IFN-dependent secondary response classes. Values represent the maximum expression
relative to TO-R0-S0 samples. (D) The primary response (top) and secondary response (bottom)
genes were binned based on their maximum expression in tolerized macrophages treated with a
stimulating LPS dose (T24-R0.25-S+ or T24-R8-S+). Each of these bins was further grouped
based on the maximum fold induction in naive, non-tolerized macrophages given the stimulating
LPS dose (T0-R0-S+). The values indicate the relative distribution of these fold induction values
within each expression bin. (E) The 226 inducible genes from Chapter 2 were analyzed for their
expression in T24-R0.25-S0 and T24-R8-S0 samples. The 147 of 226 genes with “low basal’
expression were grouped into co-regulated gene classes. The values represent the maximum
expression level in either T24-R0.25-S+ or T24-R8-S+ samples. The median expression for

each co-regulated group is indicated as horizontal red dashes.

Figure 3-6: The Effect of LPS Tolerance Diminishes Over Time

(A) The 337 5-fold induced genes with “low basal’ expression were classified into primary
response, IFN-independent secondary response, and IFN-dependent secondary response
genes as described in Figure 3-5A. The primary response was separated into 4 sub-classes and
the IFN-independent secondary response was separated into 3 sub-classes based on the
hierarchical clustering in Figure 3-5A. We then performed box plot analysis on each of the 8

groups of genes to identify the distribution of RPKM values within each group. (D) The 337 5-
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fold induced, “low basal’ genes were separated into primary response, IFN-independent
secondary response, and IFN-dependent secondary response. The experimental datasets
(described in Table 3-1) were hierarchically clustered to identify experimental conditions that

exhibited the highest degree of similarity to each other.

Table 3-1: Experimental Design and Sample Name Designations of Global Analysis of

LPS Tolerance

The experimental design and sample naming system is shown in the table. The tolerizing LPS
dose is designated as T, followed by either 0 or 24 to denote if the cells were non-tolerized (T0)
or tolerized (T24) for 24 hours. The resting period is denoted by R, followed by the number of
hours the cells were rested (0, 0.25, or 8). The stimulating LPS dose is designated as S,
followed by a number to indicate the number of hours the cells received the stimulating dose of
LPS (0, 0.5, or 2). In the text, “S+” is used to indicate any stimulated timepoint (0.5 or 2 hours)

for simplicity.

Table 3-2: Expression of TLR4 Signaling Molecules and Related Factors During LPS

Tolerance

The RPKM values of genes encoding for components of the TLR4 signal transduction pathway
and related factors that promote inflammatory gene activation are shown. RPKM values are
given for both tolerized (T24) and non-tolerized (TO) cells. The last two columns indicate the fold
induction of each gene in T24-R0.25-S0 and T24-R8-S0 relative to expression in TO-R0-S0

cells.
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Table 3-3: Expression of Anti-Inflammatory Mediators During LPS Tolerance

The RPKM values of genes encoding for anti-inflammatory mediators previously demonstrated
to be critical to establish LPS tolerance are shown. RPKM values are indicated for both tolerized
(T24) and non-tolerized (TO) cells. The last two columns indicate the fold induction of each gene

in T24-R0.25-S0 and T24-R8-S0 relative to expression in TO-R0-SO cells.

Table 3-4: Expression of Negative Regulators of TLR4 Signal Transduction During LPS

Tolerance

The RPKM values of genes encoding for negative regulators of TLR4 signal transduction are
shown. RPKM values are indicated for both tolerized (T24) and non-tolerized (TO) cells. The last
two columns indicate the fold induction of each gene in T24-R0.25-S0 and T24-R8-S0 relative to

expression in TO-R0-SO0 cells.
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Figure 3-1: Primary and Mature Transcripts Exhibit Distinct Gene Expression Patterns
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Figure 3-2: Global Patterns of Gene Expression and Suppression Analyzed by RNA-seq

of Chromatin-Associated RNA
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Figure 3-2 (continued)
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Figure 3-3: LPS-inducible Genes with Sustained Expression Tend To Be Interferon-

Dependent Secondary Response Genes
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Figure 3-4: Persistent IFN-§ Contributes to Prolonged Transcription of ISGs
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Figure 3-5: LPS Tolerance Broadly Impacts Inflammatory Gene Induction
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Figure 3-5 (continued)
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Table 3-1: Experimental Design and Sample Name Designations of Global Analysis of
LPS Tolerance

Name Tolerizing LPS (T) Rest period (R) Stimulating LPS (S)
1 T0-R0-S0 0 0 0
2 T0-R0-S0.5 0 0 0.5
8 TO-R0-S2 0 0 2
4 T24-R0.25-S0 24 0.25 0
5 T24-R0.25-S0.5 24 0.25 0.5
6 T24-R0.25-S2 24 0.25 2
7 T24-R8-S0 24 8 0
8 T24-R8-S0.5 24 8 0.5
9 T24-R8-S2 24 8 2
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Table 3-2: Expression of TLR4 Signaling Molecules and Related Factors During LPS

Tolerance
Reads Per Kilobase x Total Mapped Reads (RPKM) Fold Induction

Product Gene NT 0 NT30 NT120 T150 T1530 T15120 T80 T830 T8120 |T150/NTO0 T8O0/NTO
Irak4 Irak4 1.3 0.5 0.6 1.4 1.1 1.1 1.7 1.0 1.4 1.1 1.3
Irak1 Irak1 4.3 3.3 2.6 3.0 34 2.4 3.8 3.6 3.0 0.7 0.9
p105 (p50) Nfkb1 3.6 14.5 24.4 5.3 121 17.0 3.9 11.9 16.1 1.5 1.1
p100 (p52) Nfkb2 3.6 30.1 36.9 7.7 17.4 17.4 41 17.7 17.3 2.1 1.1
RelA RelA 3.8 141 9.3 4.6 8.6 6.3 3.2 11.4 55 1.2 0.8
cRel Rel 2.4 12.9 19.6 4.2 7.9 6.9 3.0 11.1 8.5 1.8 1.3
Myd88 Myd88 23 4.8 121 4.4 7.0 71 4.1 6.7 5.4 1.9 1.8
Traf6 Trafé 1.7 2.2 1.8 2.0 2.0 2.0 1.8 2.1 1.9 1.2 1.1
Mal Mal 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.9 0.9
Tirap Tirap 1.0 0.2 1.5 1.0 0.6 1.2 1.0 0.4 1.5 0.9 0.9
Tbk1 Tbk1 5.2 9.0 8.6 9.8 11.9 9.1 7.0 8.8 7.3 1.9 1.3
IKKB Ikbkb 3.1 6.1 8.5 34 4.4 55 3.1 438 6.6 1.1 1.0
IKKy IKBKg 2.2 1.4 3.1 3.0 2.8 34 1.8 1.4 2.1 1.4 0.8
Tram1 Tram1 3.7 0.5 0.8 3.1 2.1 2.3 3.1 1.3 2.2 0.9 0.9
Tir4 Tir4 3.3 0.4 1.2 5.6 2.6 34 47 0.9 1.7 1.7 1.4
Lbp Lbp 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.8 1.2
Cd14 Cd14 11.9 98.7 18.8 42.6 68.1 37.8 134 88.6 221 3.6 1.1
Md2 Ly96 1.5 0.9 22 2.6 2.7 2.8 2.1 1.8 2.6 1.8 1.5
Trem1 Trem1 0.1 0.7 0.0 0.8 3.1 0.7 0.3 24 0.2 6.2 2.3
Itgb2 Itgh2 6.8 1.9 0.5 10.7 1.2 6.5 8.6 7.3 4.6 1.6 1.3
Usp18 Usp18 24 0.5 28.6 15.0 9.7 22.8 10.6 3.6 10.7 6.2 44
Tram2 Tram2 1.0 0.8 1.3 0.6 0.6 1.0 0.6 0.5 0.8 0.6 0.6
Irak2 Irak2 44 14.9 18.8 9.1 14.5 1.4 5.1 17.6 13.6 21 1.2
Tak1 Map3k7 2.3 1.9 1.6 2.8 2.8 2.7 2.9 2.5 2.8 1.2 1.2
Tab2 Tab2 6.4 9.2 16.8 7.7 71 8.6 7.3 71 10.1 1.2 1.1
Tab1 Tab1 3.6 1.1 1.0 1.7 1.4 1.3 2.4 1.5 1.4 0.5 0.7
Mekk3 Map3k3 3.2 1.6 0.8 25 1.6 1.9 3.6 24 2.9 0.8 1.1
Mkk3 Map2k3 438 11.2 0.9 4.9 7.7 3.2 3.3 6.3 1.4 1.0 0.7
Mkk6 Map2k6 0.1 0.1 0.0 0.1 0.1 0.2 0.1 0.1 0.1 0.5 0.6
Mkk7 Map2k7 5.4 42 3.2 5.1 54 438 47 47 43 0.9 0.9
p38 Mapk14 5.6 2.2 3.6 4.5 4.2 5.4 6.5 41 7.2 0.8 1.2
Jnk Mapk8 1.2 0.8 0.5 1.2 1.3 1.4 1.1 1.1 1.3 1.0 0.9
Erk Mapk14 5.6 2.2 3.6 4.5 4.2 5.4 6.5 41 7.2 0.8 1.2
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Table 3-3: Expression of Anti-Inflammatory Mediators During LPS Tolerance

Reads Per Kilobase x Total Mapped Reads (RPKM)

Fold Induction

Product Gene NTO NT30 NT 120 T150 T1530T15120 T80 T830 T8120T150/NTOT80/NTO
110 Y 0.5 22 22 0.8 0.9 0.7 1.2 1.1 0.7 1.6 24
Tgfb1 Tgfb1 6.8 7.2 21 4.3 55 4.6 5.1 8.3 41 0.6 0.8
PIBK p85 | pik3r1 2.8 3.9 22 22 24 1.8 27 26 1.8 0.8 1.0
PIBK p110| pik3ca 1.7 23 1.3 28 22 3.1 26 1.8 3.4 1.6 15
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Table 3-4: Expression of Negative Regulators of TLR4 Signal Transduction During LPS

Tolerance
Reads Per Kilobase x Total Mapped Reads (RPKM) Fold Induction

Product Gene NT 0 NT30 NT120 T150 T1530 T15120 T80 T830 T8120 |T150/NTO0 T8O0/NTO
Tyro3 Tyro3 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.4 0.3
ST2L i1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.3
TRAILR Tnfrsf10b 0.1 0.2 0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.6
Sigirr Sigirr 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.2 0.6
Mer Mertk 2.6 1.2 2.8 34 1.9 2.3 3.3 22 1.8 1.3 1.3
Axl Axl 2.0 1.9 9.7 1.8 1.8 2.3 1.6 22 21 0.9 0.8
Tollip Tollip 24 25 1.0 2.3 2.8 2.0 2.1 24 2.1 0.9 0.9
IRAK-M Irak3 1.1 1.6 3.2 4.4 7.9 12.3 2.7 44 11.6 3.9 2.3
SHIP1 Inpp5d 11.6 6.7 0.3 11.9 10.6 44 11.1 11.7 2.9 1.0 1.0
Socs1 Socs1 0.4 0.1 9.3 0.9 0.2 1.9 0.6 0.1 0.9 25 1.7
Mkp1 Dusp1 10.7 103.4 7.4 315 323 13.8 13.9 50.4 9.6 2.9 1.3
Atf3 Atf3 13.8 49.5 42.0 20.6 14.0 21.2 15.0 26.2 12.9 1.5 1.1
Trafd1 Trafd1 6.0 3.0 347 18.8 17.6 222 13.6 8.4 15.2 3.1 2.3
Socs3 Socs3 0.4 38.7 44 .4 3.3 14.3 18.1 1.8 20.5 21.0 7.9 4.3
IkBa Nfkbia 11.5 154.1 106.3 18.8 64.9 46.5 16.6 76.2 69.4 1.6 1.4
IxBp Nfkbib 1.3 26.0 4.4 25 8.2 3.4 1.3 12.7 3.8 1.9 1.0
IkBe Nfkbie 2.0 30.3 21.0 9.5 18.1 11.6 2.8 27.8 124 4.8 1.4
IkB-NS Nfkbid 11.6 38.8 6.1 9.1 13.3 9.0 8.0 254 7.4 0.8 0.7
kBT Nfkbiz 6.9 161.6 58.5 18.0 57.7 225 12.2 90.0 31.6 2.6 1.8
A20 Tnfaip3 3.8 168.0 86.7 10.3 57.5 23.2 5.5 65.4 229 2.7 1.4
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Although Toll-like receptors (TLRs) were discovered less than 20 years ago', an
extensive number of studies related to TLRs now exist and continues to rapidly grow. The
studies now provide us with the understanding that each member of the TLR family recognizes
a unique and conserved pathogen-associated molecular pattern (PAMP) derived from foreign
material. This recognition initiates numerous complex signaling events, resulting in the
activation of many transcription factors that coordinate a stimulus-specific transcriptional output.
Furthermore, mechanisms at the post-transcriptional, translational, and post-translational levels
also exist to regulate the innate immune response. Importantly, Charles Janeway postulated
over 20 years ago that the innate immune system is the critical link to adaptive immunity, as
antigen alone is not sufficient for activation®. Indeed, it is now appreciated that the innate
immune response activates adaptive immunity through cytokine release, antigen processing,

and upregulation of co-stimulatory molecules.

An appropriately balanced response is required for effective immunity. For example, a
rapid and efficient response is necessary to counteract foreign pathogens and dangers, but
excessive or prolonged responses can have pronounced damage to host tissues that can lead
to chronic inflammatory disorders, autoimmune disorders, and tumor development. Current
therapies are in use that target cytokines and signaling cascades to treat inflammatory diseases
such as Crohn’s disease, colitis, and arthritis®>. However, because these therapies target broad
cytokine signaling pathways that can affect a wide array of targets, patients undergoing these
treatment plans are often susceptible to opportunistic infections. Therefore, a more refined
understanding of the precise transcriptional events that occur in response to pathogen
recognition and how specificity of the response is achieved in innate immune cells is necessary

to be able to develop more specific therapies for the future.

The innate immune response is initiated by the transcriptional upregulation of hundreds

of genes that is stimulus and cell-type specific. However, the mechanisms underlying selectivity
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of the response remains unresolved. Additionally, the field of innate immunity continues to grow
as more stimuli, signaling molecules, and transcription factors are identified and implicated to
play indispensible roles in mediating inflammatory responses. This has resulted in an extremely
complex picture of the events that occur, beginning from pathogen recognition to activation of
numerous signaling molecules and transcription factors that mediate the upregulation of
hundreds of genes to resolve infection. Therefore, in order to make progress towards
understanding how selectivity of the innate immune response is achieved, a more careful
examination of the contributions from various signaling and transcriptional cascades is

necessary.

The studies described in the dissertation attempt to uncover the mechanisms and
regulatory logic underlying transcriptional activation of genes during the TLR4-mediated innate
immune response. Previous work from the lab began to assemble a framework describing the
mechanisms of gene activation in response to LPS in macrophages, and demonstrated that
LPS-inducible genes could be classified based on promoter properties, chromatin conformation,
and transcription factor dependence®. However, because the studies were performed on a
limited number of well-known proinflammatory genes using quantitative real-time PCR (qRT-
PCR), whether or not the findings were relevant on a global scale at all LPS-inducible genes

were unclear.

In Chapter 2, we expanded as well as refined these studies. Recent advancements in
technology have transformed the fields of genetics and molecular biology. In particular, high-
throughput sequencing methods such as RNA-seq and ChIP-seq have allowed for a deeper
understanding of the principles governing innate immune responses at a genome-wide level.
Although microarray-based studies have greatly contributed to our knowledge of molecular
immunology, next-generation sequencing methods are beneficial because they produce highly

specific and quantitative information, and are not limited to probes of known genomic regions.
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Moreover, studies from our lab demonstrated that RNA populations from subcellular fractions
could be isolated biochemically and subjected to RNA-seq®®. This revealed a number of insights
into the dynamic regulation of gene expression cascades at the levels of transcription, RNA
processing, and RNA transport. One key finding was that RNA-seq analysis chromatin-
associated transcripts isolated from stimulated cells provided a highly quantitative and accurate
view of the activation kinetics of inducible genes. Using the approach of analyzing chromatin-
associated transcripts in stimulated cells by RNA-seq, LPS-inducible genes were classified into
primary and secondary response based on their requirement for new protein synthesis.
Additionally, using BMDMs derived from gene knockout mice provided highly quantitative
information as to what subsets of genes require signaling cascades such as MyD88, TRIF,
IRF3, or MAPK. The inducible genes were further characterized by taking a unique approach to
analyze the genes in the context of ChIP-seq and transcription factor binding motif datasets.
This revealed critical insights into the quantitative relationship between ChIP-seq peaks and
transcription factor binding motifs. Furthermore, using these methods, putative NF-kB, IRF3,
and SRF target genes were identified. These findings in conjunction with their expression
dynamics and requirement for the signaling pathways and transcription factors known to
activate them provided strong evidence for their regulation. This approach provided the ability to
connect a transcription factor to a set of target genes with higher confidence than previously
appreciated, and should advance our understanding of how selective immune responses to

pathogens are achieved.

The studies presented in Chapter 3 demonstrated how the framework established in
Chapter 2 could be applied to a physiological setting by examining the mechanisms of LPS
tolerance. Notably, a global downregulation of inflammatory gene activation in tolerized
macrophages given a second LPS treatment was observed. The finding that genes encoding for

numerous negative regulators of the TLR4 response were upregulated, such as those blocking
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proximal signal transduction events at the TLR4 receptor, in tolerized cells suggest that multiple
mechanisms targeting a broad range of signaling cascades likely coordinate the tolerant state.
In addition, the interferon receptor-dependent genes identified in Chapter 2 remained highly
transcribed after the tolerizing LPS was removed. This was partially explained by the finding that
IFN-f was present at low levels in the tolerant state. Thus, although LPS tolerance was exerting
its effects downstream of TLR4, many secondary response genes could still be transcribed due
to prolonged half-lives of their regulators that were induced during the primary response. Further
studies focusing on candidate regulators should expand our understanding of the degree to

which these factors contribute to the tolerant state.

The studies presented in the dissertation describe how signaling pathways and
transcription factors contribute to the TLR4 transcriptional activation network. Importantly, the
framework is not comprehensive but serves as a foundation to begin understanding how
selectivity of innate immune responses is achieved. In this chapter, | briefly discuss future
directions that should advance our understanding of selective transcription during immune

responses.

Importantly, the mechanisms regulating inflammatory gene activation are not limited to
the signaling cascades discussed in the dissertation. Although numerous transcription factors
and signaling pathways have been implicated to be critical for the inflammatory response, how
these various cascades act together to coordinate gene activation is unclear. Therefore, it will
be critical to continue dissecting the TLR4 response through whole-genome profiling of
activated macrophages deficient for various signaling pathways. This would most certainly
refine the framework into additional co-regulated classes and would provide a deeper

understanding of the inflammatory gene program.
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A critical aspect of the TLR4 transcriptional network that needs to be addressed is the
role that chromatin plays in regulating selective transcription in the context of the described
framework. First, previous studies from the lab highlighted the important role that chromatin
plays in mediating selective gene activation. A subset of TLR4-inducible genes including Ccl5
requires chromatin remodeling by the SWI/SNF remodeling complex to induce promoter
accessibility that is necessary for its activation. The findings also coincided with the delayed
activation kinetics of these genes, supporting the hypothesis that nucleosome remodeling at
selective promoters allows access for transcription factors to bind and recruit the transcription
machinery. Indeed, the ChIP-seq studies described in Chapter 2 demonstrated that RelA bound
to the promoter of Ccl5 with delayed kinetics relative to other RelA target genes, likely because
RelA did not have access to DNA until SWI/SNF complexes reconfigured the promoter to an
open and accessible conformation. Along these lines, it will be informative to understand in the
context of the framework which subset of TLR4 responsive genes remodel their promoters in
response to lipid A through genome-wide DNase hypersensitivity approaches, as well as
identifying the subset of these genes that require the SWI/SNF chromatin remodeling complex

or other remodeling factors.

Secondly, there is still a limited understanding of the role that histone modifications play
in regulating inducible gene activation. Numerous studies of the epigenetic landscape in
macrophages have demonstrated extensive diversity of histone modifications present in resting
cells, as well as modifications that are inducibly gained or lost after stimulation’. Importantly,
specific histone modifications are more often found at a subset of rather than at all inflammatory
genes. Both the diversity and specificity of these epigenetic markers indicates that distinct
mechanisms likely exist to regulate select subsets of genes to achieve a transcriptional output

that is tailored towards the stimulus detected. Therefore, further investigation of the role of
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histone modifications in inducible transcription will reveal properties of select subsets of genes

and should provide insight into their unique regulatory mechanisms.

Selectivity of inducible gene activation occurs not only in response to different stimuli,
but in different cell types responding to the same stimulus. For example, preliminary studies
from our lab have demonstrated that //6 transcription is a secondary response in LPS-stimulated
macrophages, but a primary response in endothelial cells stimulated with LPS*. Furthermore,
the findings described in Chapter 2 suggest that a subset of putative NF-kB target genes may
be activated in a cell type-specific manner. A large proportion of the promoter-regulated NF-xB
genes encode for NF-kB family members and regulators itself, suggesting a possibility that they
may be activated by diverse stimuli and in various cell types. Notably, a subset of primary
response genes exhibited similar activation kinetics and RelA dependence, yet did not have
promoter-bound RelA in response to stimulus. This implies that RelA may be functioning at
distal enhancer elements that are established through binding of lineage-determining factors
such as PU.1 in macrophages to induce a cell type-specific response. Genome-wide profiling of
diverse cell types stimulated with LPS will reveal if promoter- or putative enhancer-regulated
NF-xB targets are differentially expressed between the cell types. Furthermore, because
enhancers are important in mediating tissue-specific responses, detailed enhancer analysis by
examining the overlap between distal RelA binding peaks, PU.1, and enhancer markers such as
H3K4me1 should further clarify the prevalence of RelA binding at enhancers. Mapping
enhancers to their target genes is a major challenge in the field that has been difficult to
overcome because enhancers can regulate its targets as much as hundreds of kilobases
upstream or downstream from the transcriptional start site and do not necessarily regulate the
closest gene®. Chromatin-conformation studies such as Hi-C will be useful to decipher the three-
dimensional organization of chromosomes in the LPS-inducible system. While these studies will

certainly advance our understanding of the interactions made between distal functional
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elements such as enhancers and their putative target genes, additional studies will be
necessary to determine the in vivo functional relevance by connecting these interactions with
changes in gene expression. The recent advancement of engineered nucleases such as the
CRISPR/Cas9 system that enables rapid genome editing’ has already begun to transform
biological research. Using this strategy to disrupt sequence-specific binding sites at enhancers
should reveal the functional significance they have in regulating expression of their target
genes, and will undoubtedly play a critical role in advancing our understanding of mechanisms

that establish cell type-specific responses.

It is clear that our understanding of selective transcription during the innate immune
response has only just begun. However, technological advances have come to a point where
the cis-elements and trans-factors for every gene can be investigated to better understand how
they coordinate gene expression in response to an environmental change. Furthermore,
investigating how these components interact in three-dimensional space, the functional
consequences of these interactions, as well as the heterogeneity of inflammatory responses
through single-cell studies will be essential to understand the selectivity of transcriptional

activation in the innate immune system.

156



Works Cited

1. Medzhitov, R., Preston-Hurlburt, P. & Janeway, C. A. . A human homologue of the

Drosophila Toll protein signals activation of adaptive immunity. 388, 394-397 (1997).

2. Janeway, C. A. Approaching the Asymptote? Evolution and Revolution in Immunology.
Cold Spring Harb. Symp. Quant. Biol. 1-3 (1989). at

<http://symposium.cshlp.org/content/54/1.full.pdf>

3. Mclnnes, |. B. & Schett, G. Cytokines in the pathogenesis of rheumatoid arthritis. Nat.

Rev. Immunol. 7, 429-42 (2007).

4. Ramirez-Carrozzi, V. R. et al. A unifying model for the selective regulation of inducible

transcription by CpG islands and nucleosome remodeling. Cell 138, 114-28 (2009).

5. Bhatt, D. M. et al. Transcript dynamics of proinflammatory genes revealed by sequence

analysis of subcellular RNA fractions. Cell 150, 279-290 (2012).

6. Pandya-Jones, A. et al. Splicing kinetics and transcript release from the chromatin

compartment limit the rate of Lipid A-induced gene expression. RNA 19, 811-27 (2013).

7. Smale, S. T. Selective transcription in response to an inflammatory stimulus. Cell 140,

833-44 (2010).

8. Shen, Y. et al. A map of the cis-regulatory sequences in the mouse genome. Nature 488,

116-20 (2012).

9. Jinek, M. et al. A programmable dual-RNA-guided DNA endonuclease in adaptive

bacterial immunity. Science 337, 816-21 (2012).

157



APPENDIX A

Transcript Dynamics of Proinflammatory Genes Revealed by

Sequence Analysis of Subcellular RNA Fractions

158



Transcript Dynamics of Proinflammatory
Genes Revealed by Sequence
Analysis of Subcellular RNA Fractions

Dev M. Bhatt,'* Amy Pandya-Jones,'25 Ann-Jay Tong, Iros Barozzi,* Michelle M. Lissner,’ Gioacchino Natoli,*

Douglas L. Black,'226* and Stephen T. Smale'.3.6*
'Department of Microbiology, Immunology, and Molecular Genetics
2Howard Hughes Medical Institute

SMolecular Biology Institute

University of California, Los Angeles, Los Angeles, CA 90095, USA

“Department of Experimental Oncology, European Institute of Oncology, Milan 1-20139, Italy

5These authors contributed equally to this work
¢These authors contributed equally to this work

*Correspondence: dougb@microbio.ucla.edu (D.L.B.), smale@mednet.ucla.edu (S.T.S.)

http://dx.doi.org/10.1016/j.cell.2012.05.043

SUMMARY

Macrophages respond to inflammatory stimuli by
modulating the expression of hundreds of genes
in a defined temporal cascade, with diverse tran-
scriptional and posttranscriptional mechanisms
contributing to the regulatory network. We examined
proinflammatory gene regulation in activated macro-
phages by performing RNA-seq with fractionated
chromatin-associated, nucleoplasmic, and cyto-
plasmic transcripts. This methodological approach
allowed us to separate the synthesis of nascent tran-
scripts from transcript processing and the accumula-
tion of mature mRNAs. In addition to documenting
the subcellular locations of coding and noncoding
transcripts, the results provide a high-resolution
view of the relationship between defined promoter
and chromatin properties and the temporal regula-
tion of diverse classes of coexpressed genes. The
data also reveal a striking accumulation of full-length
yet incompletely spliced transcripts in the chromatin
fraction, suggesting that splicing often occurs after
transcription has been completed, with transcripts
retained on the chromatin until fully spliced.

INTRODUCTION

Macrophages play an important role in regulating immune
responses following exposure to a microbial insult or danger
signal. Their response involves widespread changes in gene
expression that are often tailored to the stimulus. Some inducible
genes encode proteins that help polarize the subseguent innate
and adaptive immune responses, whereas others encode
effector molecules that protect the host from the insult. Microbial
pathogens have acquired mechanisms to subvert immune

responses, and deregulated inflammation has been associated
with numerous diseases ranging from inflammatory autoimmune
disorders to atherosclerosis and cancer. A major challenge has
been to elucidate the molecular circuitry that regulates an inflam-
matory gene program, with the ultimate aim of selectively
altering the response to diminish disease pathology while main-
taining antimicrobial immunity (Medzhitov and Horng, 2008;
Smale, 2010).

To understand the transcriptional response to an inflammatory
stimulus, several studies have focused on the regulatory proper-
ties of primary response genes, which are rapidly induced in the
absence of new protein synthesis (reviewed in Fowler et al.,
2011). Primary response genes induced by Toll-like receptor
(TLR) ligands and tumor necrosis factor (TNF) usually contain
CpG island promoters. Such genes are associated with RNA
polymerase Il in unstimulated cells and possess histone tail
modifications commonly found at the promoters of actively tran-
scribed genes (Hargreaves et al., 2009; Ramirez-Carrozzi et al.,
2009). These genes can be activated by inducible transcription
factors in the absence of SWI/SNF-dependent nucleosome re-
modeling (Ramirez-Carrozzi et al., 2006, 2009).

Rapid transcriptional induction may also be facilitated by the
active release of polymerase molecules that have initiated
transcription in unstimulated cells but are paused near the tran-
scription start site (TSS) (Nechaev and Adelman, 2011). Paused
polymerase molecules can be released by signal-dependent
recruitment of P-TEFb, phosphorylation of RNA polymerase I
on serine 2 of the C-terminal domain (CTD), and release of the
NELF repressor. Although some genes are regulated by pausing
in close proximity to the TSS, others are reported to be efficiently
transcribed into precursor transcripts, with inducible P-TEFb
recruitment regulating the efficiency of transcript processing
(Adelman et al., 2008; Hargreaves et al., 2009).

In contrast to the features described above, many secondary
response genes and some primary response genes require SWI/
SNF-dependent nucleosome remodeling for their induction
(Ramirez-Carrozzi et al., 2006, 2009; Fowler et al., 2011). These
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genes often lack CpG islands and are inaccessible to nucleases
in unstimulated cells. Prior to stimulation, they also lack histone
modifications characteristic of active genes. The remodeling
requirement may facilitate highly selective regulation by impos-
ing an additional barrier to activation.

A major long-term goal is to elucidate the precise network of
events that coordinates the complex, temporally ordered gene
expression cascade induced by an inflammatory stimulus. Prog-
ress toward this goal has been made primarily through the use of
microarrays to examine temporal changes in messenger RNA
(mRNA) levels, followed by efforts to connect transcription
factors and signaling pathways to clusters of coregulated genes
(Ramsey et al., 2008; Amit et al., 2009; Litvak et al., 2009).
However, temporal changes in mRNA levels can diverge consid-
erably from temporal changes in transcription. For example,
a lag period can follow the maximal activation of transcription
before the peak mRNA level is reached (Hao and Baltimore,
2009; Rabani et al., 2011). Microarrays also tend to underesti-
mate the magnitudes of changes in mRNA levels, further limiting
efforts to examine transcriptional cascades (Marioni et al., 2008).

RNA sequencing (RNA-seq) has emerged as an improved
method for examining transcriptomes. Although this method
is usually used to study mRNAs, three strategies have been
described for the analysis of nascent transcripts, thereby
allowing dynamic changes in transcription to be distinguished
from changes in mRNA levels. First, the genome-wide nuclear
run-on (GRO-seq) involves the incubation of nuclei with labeled
nucleoside triphosphates, followed by high-throughput se-
quencing of complementary DNA (cDNA) prepared from the
labeled nascent transcripts (Core et al., 2008; Hah et al., 2011).
In a second method, native elongating transcript sequencing
(NET-seq), ternary complexes containing RNA polymerase, the
DNA template, and the nascent transcript are isolated by cross-
linking, chromatin fragmentation, and polymerase immunopre-
cipitation, followed by high-throughput sequencing of cDNAs
(Churchman and Weissman, 2011). Finally, metabolic labeling
has been used to monitor the fate of nascent transcripts (Friedel
and Délken, 2009, and references therein). This method was
recently employed to characterize clusters of coexpressed
genes in mouse dendritic cells stimulated with lipopolysaccha-
ride (LPS) (Rabani et al., 2011).

Here, we describe RNA-seq analysis of biochemically fraction-
ated chromatin-associated, nucleoplasmic, and cytoplasmic
transcripts from unstimulated and stimulated macrophages.
Like the three methods described above, this method provides
basic information about nascent transcription. However, the
results have provided several additional insights of broad rele-
vance concerning the dynamic regulation of RNA processing
and transport and have allowed us to define, at high resolution,
the properties of specific classes of coexpressed genes acti-
vated by an inflammatory stimulus.

RESULTS

RNA-Seq Analysis of Fractionated Transcripts

Inflammatory gene transcription was studied in mouse bone-
marrow-derived macrophages stimulated with lipid A (the active
component of LPS) for 0, 15, 30, 60, and 120 min. We fraction-

ated cells (Wuarin and Schibler, 1994) to isolate chromatin-asso-
ciated, nucleoplasmic, and cytoplasmic transcripts as done
previously to analyze nascent transcripts from individual genes
(Dye et al., 2006; Pawlicki and Steitz, 2008; Pandya-Jones and
Black, 2009). In pilot studies, the purity of the chromatin, nucle-
oplasm, and cytoplasm was assessed by western blot analysis
of B-tubulin, SNRP70, and histone H3, respectively (Figure S1A
available online). To facilitate the analysis of nascent transcripts,
an oligo-deoxythymine (dT) purification step was omitted during
the isolation of RNA from the three fractions. However, in sepa-
rate experiments, an oligo dT resin was used to isolate polyade-
nylated RNA from whole-cell macrophage lysates.

Random primed, strand-specific cDNA libraries prepared
from the RNA populations were analyzed by high-throughput
sequencing. Inspection of the aligned reads for individual genes
provided strong support for the notion that the transcripts in the
chromatin samples were newly transcribed. First, as illustrated
for the inducible Nfkb1 gene (Figure 1A), the reads from the chro-
matin samples were broadly distributed across both the exons
and introns of many genes, whereas in nucleoplasmic and cyto-
plasmic samples, exon reads were strongly enriched. Reads
were not observed at genomic regions flanking transcription
units, demonstrating that the reads were derived from RNA
rather than from DNA. Reads from oligo-dT-selected RNA
showed a similar pattern of exon enrichment (Figure S1B). Also,
transcript levels for inducible genes increased at earlier time
points in the chromatin samples than in the nucleoplasmic and
cytoplasmic samples (see Figure 1B for Nfkb1) or the mRNA (Fig-
ure S1C). This finding suggests that an analysis of chromatin
transcripts provides a more accurate view of the kinetics of
transcriptional induction than is provided by mRNA analyses.

Distinct Subcellular Transcript Profiles

We divided 10,020 expressed RefSeq genes (reads per kilobase
per millions of mapped reads (RPKM) >1 in at least one of the
three fractions) into 12 clusters based on their transcript profiles
in the three subcellular fractions and five time points (Figure 2A).
Most lipid-A-induced genes were found in clusters 1-3 (Figures
2A and 2B). Transcriptional downregulation was detected in
clusters 4-6 (Figures 2A and 2B). Surprisingly, far more genes
were downregulated than upregulated (Figure 2C). However,
the average magnitude of downregulation in two clusters (clus-
ters 4 and 6) was only slightly >2-fold in the chromatin sample
(Figure 2B). It is noteworthy that reduced transcript levels were
observed in the chromatin samples at earlier time points than
in the nucleoplasmic and cytoplasmic samples (Figures 2A and
2C). This difference is presumably due to the time required for
pre-existing mRNAs to decay. The remaining clusters showed
little change in transcript levels during the time course (Figures
2A and 2B, clusters 7-12).

The cluster analysis also reveals extensive variability in the
distribution of transcripts between the chromatin, nucleoplasm,
and cytoplasm (Figure 2A). Although we cannot accurately
calculate the percentage of transcripts for a gene in each of
the three fractions, relative differences are apparent. Cluster 7,
for example, contains abundant transcripts in the chromatin,
with much lower transcript levels in the nucleoplasm and cyto-
plasm relative to the other clusters. This cluster is dominated

160



A B
50 kb F———iy
500 -
120
' 5
£ :
g . 3
a =
5}
3" 2
1000 -
120 |
E €
E o0
Q 30
g °
S 15
z
1000 -
120 TS WEPTTY WPDTOY VUIURETN WP TN
.
®
E
g ®
F
S s
0 .
-
Nfkb1 »

by annotated and unannotated noncoding transcripts and
micro RNA (miRNA) precursors. (The analysis excluded tran-
scripts shorter than 400 nucleotides and therefore excluded
mature miRNAs and many miRNA precursors.) Some noncoding
RNAs, such as Xist, are highly enriched in the chromatin because
they function at this location (Figure S2). Examples of other
noncoding RNAs in cluster 7 are Neat1 and Malat1/Neat2 (Fig-
ure S2). Further mining of the data sets may provide insights
into the subcellular locations at which many noncoding RNAs
function. Cluster 7 also includes transcripts from constitutive
protein-coding genes that may be highly unstable and therefore
present at low levels in the cytoplasm (e.g., Leng8 in Figure S2).

Cluster 11, by contrast, contains abundant cytoplasmic tran-
scripts, with fewer transcripts in the chromatin and nucleoplasm.
This cluster includes genes that are likely to encode highly stable
mRNAs, such as Actb (B-actin) and Tuba (a-tubulin).

Clusters 8 and 9 contain genes whose transcripts are more
abundant in the nucleoplasmic fraction than in the chromatin
or cytoplasm. Many genes in these clusters encode proteins
that would be expected to be translated by ribosomes associ-
ated with the endoplasmic reticulum (ER; see Chen et al.,
2011). Thus, their enrichment in this fraction is likely due to the
copurification of ER-associated transcripts with the nuclear
envelope.

Further analysis of individual transcripts or clusters of tran-
scripts enriched in different subcellular fractions is likely to
provide important insights into the role of RNA stability in gene
regulation at a genome-wide scale, the functions of specific non-
coding RNAs, and possibly other facets of RNA dynamics.

Fundamental Properties of the Lipid-A-Induced
Transcriptome

For this analysis, we focused on lipid-A-induced genes. An
examination of reads for ~26,000 RefSeq genes (normalized
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Figure 1. RNA-Seq Read Distributions and
Induction Kinetics for Nfkb1 Transcripts

(A) The distribution of RNA-seq reads at the Nfkb1
locus is shown for libraries prepared from cyto-
plasmic, r ic, and chromatin-associ-
ated RNA. Time points and scale are indicated at
the left. Exons and introns are shown at the
bottom, and the TSS is indicated (bent arrow).

(B) Nfkb1 transcript levels in each of the three
fractions through the time course are shown as
fold-induction values relative to the unstimulated
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as RPKM) revealed changes in chro-
matin-associated transcript abundance
through the time course (Figure S3A). By
examining genes with a read coverage
of at least 1 RPKM at one of the stimu-
lated time points, we found 560 genes
that were induced in the chromatin
samples at least 5-fold during the 2 hr
stimulation period. 246 genes were
induced between 5- and 10-fold, 247 between 10- and 100-
fold, and 67 more than 100-fold (Figure S3B). Peak chromatin
transcript values were reached at the 15 min time point for only
16 genes, with 145, 94, and 304 genes reaching their highest
levels at 30, 60, and 120 min, respectively (Figure S3C). We
also determined the time point at which each gene exhibited
its maximum fold increase, or “ramp,” relative to the preceding
time point. Although only 16 genes exhibited their peak chro-
matin transcript level at the 15 min time point, 154 genes showed
maximum ramp values within 15 min of stimulation (Figure S3C).

To examine the reproducibility of the data sets, Pearson corre-
lation values (R values) were determined for chromatin-associ-
ated transcripts from two independent experiments performed
several months apart with macrophages from different mice
(Figure S4). R values derived from a comparison of RPKMs for
inducible genes equaled or exceeded 0.94 at each time point
(Figure S4A). Hierarchical clustering showed that each time point
correlated more closely with the corresponding time point from
the second experiment than with any of the other time points
(Figure S4B). Similar results were obtained when all expressed
genes or all RefSeq genes were examined rather than all induced
genes (Figures S4C-S4F).

The 560 lipid-A-induced genes were clustered into six classes,
A-F, on the basis of the temporal profiles of their chromatin-
associated transcripts (Figures 3A and 3B). We further subdi-
vided class A into classes A1 and A2 to highlight, in class A1,
the 16 genes that exhibited peak chromatin transcript levels at
the 15 min time point in the two experiments. Interestingly, 10
of these 16 genes encode proteins that directly regulate gene
expression: transcription factors (Fos, FosB, Jun, Atf3, Egr1,
Egr3, and Nr4a1 [NUR77)), transcriptional coregulators (Nfkbid
[IkBNS] and Btg2), and an RNA-binding protein (Zfp36 [TTP)).
The other six participate in diverse functions (Ppp1r15a, PIk3,
Pmaip1, ler2, Gdf15, and Fabp4). Class A2 is largely composed
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of transiently induced genes that exhibit maximal chromatin tran-
scripts 30 min poststimulation. Most class B genes peak at
60 min, with substantial decreases by 120 min. Class C genes,
like class A2 genes, are induced early and usually peak at the
30 min time point, but unlike the transient induction of class A2
genes, transcription of class C genes is sustained. Classes D,
E, and F exhibit increasingly later induction of chromatin-associ-
ated transcripts (Figure 3B).

Progression of Transcripts from Chromatin to
Nucleoplasm to Cytopl;

To monitor the progression of transcripts from the chromatin to
the nucleoplasm and cytoplasm, we visualized the profiles of
individual genes and analyzed complete coexpression classes.
Nucleoplasmic and cytoplasmic transcripts (and mRNAs) largely
followed the same temporal profile as the chromatin transcripts
but with a clearly detectable delay (Figures 3B and S5). These
data are consistent with those obtained by metabolic labeling
(Rabani et al., 2011). Thus, transcription appears to be a domi-
nant regulator of mRNA expression kinetics. We have been
unable to identify genes that exhibit large changes in mRNA
levels without corresponding changes in nascent transcripts,
which would be suggestive of regulation primarily at the level
of mRNA stability.

Promoter and Chromatin Properties within
Coexpression Classes

Our ability to define gene classes from the temporal profiles of
nascent transcripts allowed us to examine promoter and chro-
matin properties within each class. Previous studies suggested
that rapidly induced genes frequently contain CpG island
promoters, whereas secondary response genes and primary
response genes induced with delayed kinetics usually contain

. shown.
See also Figure S2.

low CpG (LCG) promoters (Hargreaves
et al., 2009; Ramirez-Carrozzi et al.,
2009). Consistent with these studies,
88%, 84%, and 71% of genes in classes
A1, A2, and B contain CpG island promoters (Figures 4A and
4B). Interestingly, however, 36%-58% of genes in the remaining
classes also contain CpG island promoters, which is higher than
predicted from the previous studies of limited numbers of genes.
It is noteworthy that a high prevalence of CpG island promoters
correlated more closely with transient induction than with rapid
induction. That is, classes A1, A2, and B contain a much higher
percentage of CpG island promoters than class C (Figure 4B);
class C is induced as rapidly as class A2 and more rapidly than
class B, but class C transcription is sustained, which is in
contrast to the transient induction of classes A1, A2, and B.

In unstimulated cells, inducible CpG island promoters often
assemble into chromatin with features commonly associated
with transcriptionally active genes, and it has been suggested
that this property facilitates rapid transcriptional induction
(Hargreaves et al., 2009; Ramirez-Carrozzi et al., 2009). Consis-
tent with this hypothesis, histone H3 lysine 4 trimethylation
(H3K4me3), a mark found at the promoters of active genes,
was generally higher at CpG island promoters than at LCG
promoters in unstimulated cells (Figures 4A and 4C; chromatin
immunoprecipitation sequencing (ChIP-seq) data from De Santa
et al., 2009). It is noteworthy, however, that this active chromatin
mark was enriched at CpG island promoters in all classes. Simi-
larly, RNA polymerase |l association was more prevalent in unsti-
mulated cells at CpG island promoters than at LCG promoters in
all of the classes (Figures 4A and 4C).

An examination of the repressive histone H3K27me3 modifica-
tion revealed association with a small fraction of promoters
within all classes (Figure 4A). Interestingly, this repressive mark
appears to be most prevalent in CpG island promoters that
exhibit relatively low levels of the H3K4me3 mark.

Together, these results confirm that rapidly induced genes
frequently contain CpG island promoters, high levels of
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Figure 3. Kinetic Analysis of Lipid-A-
Induced Transcripts

(A) Lipid-A-induced genes were divided into six
classes (A-F) on the basis of their chromatin-
d transcript profiles. Class A was divided
into classes A1 and A2 to highlight 16 genes that
exhibit peak or near-peak transcript levels at the
15 min time point. Nucleoplasmic and cytoplasmic
transcript levels were aligned on the basis of
the clustering of chromatin transcripts. Transcript
values are normalized to the average RPKM for
each fraction. Colors indicate percentile values.
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H3K4me3, and RNA polymerase |l association in unstimulated
cells. However, these features were also found in many genes
with delayed induction kinetics. A more detailed examination of
the distinct regulatory capabilities conferred by CpG island and
LCG promoters is presented below.

Dynamic Range of Inducible Transcription

It has been proposed that rapidly induced genes with active
chromatin features in unstimulated cells are transcribed at rela-
tively high levels prior to cell stimulation but that the elevated
transcription does not lead to elevated mRNA levels because
transcription elongation and RNA processing are inefficient prior
to stimulation (Hargreaves et al., 2009). The RNA-seqg analysis
of chromatin-associated transcripts allowed us to test this
hypothesis.

An examination of RPKMs revealed that basal nascent tran-
script levels span more than three orders of magnitude within
most classes (Figure 5A). The median basal RPKMs were similar
for classes A2-F, whereas the median RPKM for the 16 genes in
class A1 was moderately higher. The significance of this higher
median value is difficult to determine due to the small size of
class A1. Little difference was observed between genes contain-
ing CpG island promoters and LCG promoters (Figure 5A).

An examination of RPKMs at the nascent transcript peak for
each gene (i.e., the RPKM at the time point with the highest
nascent transcript level) also revealed similarities between all
classes (Figure 5B). However, the median peak RPKMs for
LCG genes in classes D, E, and F were ~3-fold higher than the
RPKMs for CpG island genes in the same classes.

Most interestingly, the median fold-induction values for LCG
genes in classes D and E were substantially higher than for
CpG island genes (Figure 5C). Of particular relevance, LCG

(B) The average fold induction within each class
(y axis) is shown for each time point (x axis).
Chromatin (blue), nucleoplasmic (red), and cyto-
plasmic (green) transcripts were analyzed sepa-
rately.

See also Figures S3, S4, and S5.
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promoters are highly prevalent among
genes induced by more than 100-fold,
whereas CpG island promoters are more
prevalent among genes that are weakly
induced (5- to 10-fold) (Figures 5C
and 5D). Similar profiles were observed
when cytoplasmic RNA or mRNA were
examined (data not shown), demonstrating that these differ-
ences in nascent transcripts lead to similar distributions in
mature mRNA.

These findings explain why LCG promoters were found to be
more prevalent during the secondary response in previous
studies (Ramirez-Carrozzi et al., 2009; Hargreaves et al., 2009).
The previous studies focused on limited numbers of genes that
encode critical regulators of immunity, such as /6, Nos2, and
1112b. Nascent transcripts for these genes were induced in this
study by 700-, 1,300-, and 1,600-fold, respectively (see Fig-
ure 5C), placing them in a fold-induction range dominated by
genes with LCG promoters. The unusually potent induction of
these and other LCG genes may be related to their key roles in
regulating innate and adaptive immune responses.

Together, these results reveal a broad range of basal and peak
nascent transcript levels, with LCG promoters strongly enriched
among genes that are most potently induced. We propose that
the absence of H3K4me3 and the absence of associated RNA
polymerase |l at LCG promoters in unstimulated cells contribute
to potent induction by limiting basal transcription from pro-
moters that have evolved to support particularly high levels of
transcription following stimulation. CpG island promoters can
support either high or low levels of transcription, but they rarely
need to support the potent induction observed at many LCG
genes.

Importantly, the quantitative RNA-seq results fail to support
models that proposed that rapidly induced genes with CpG
island promoters are transcribed at high levels in unstimulated
cells, with mRNA induction due primarily to stimulus-dependent
enhancement of RNA processing. Additional results presented
below (Figure 6) provide further support for the view that induc-
ible genes are transcribed at variable basal levels, with increased
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transcription initiation/promoter release playing a prominent role
in the induced expression of all or aimost all genes. Our findings
are not incompatible with models in which cell stimulation
enhances transcription elongation and/or the rate of RNA pro-
cessing. However, we propose that any enhancement of elonga-
tion and processing that occurs following stimulation primarily
serves the purpose of promoting the efficient expression of
genes that are also strongly upregulated at the level of transcrip-
tion initiation and/or promoter release.

Class-Specific Differences in Transcriptional
Regulation
The high-resolution temporal profiles of nascent transcripts
provide a step toward identifying signaling pathways and tran-
scription factors that regulate genes within each coexpression
class. To gain insight into factors that may regulate specific
classes, a motif enrichment analysis was carried out with pro-
moter sequences (Figures 5E and S6A). NF-xB motifs were
overrepresented in most classes, which is consistent with the
expectation that this factor contributes to the regulation of
many lipid-A-induced genes. In addition, binding sites for factors
within the ATF, JUN, and CREB families were strongly enriched
in class A1 and A2 promoters. These motifs were more strongly
enriched than NF-xB motifs in these classes, whereas NF-xB
motifs were strongly overrepresented in class C. Genes in all
three classes were potently induced at the 15 min time point,
but classes A1 and A2 were transiently induced, whereas class
C transcription was sustained (see Figure 3). These results
suggest that different sets of factors may coordinate the tran-
sient and sustained responses to TLR4 signaling.

The motif analysis also uncovered a high prevalence of STAT
and IRF binding sites within the promoters of genes in classes
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Figure 4. Promoter and Chromatin Properties
of Coexpressed Genes

(A) The distribution of CpG island promoters was
determined for each class from Figure 3 on the basis
of expression kinetics of chromatin-associated
transcripts. Levels of histone H3K4me3, H3K27me3,
and RNA polymerase Il at the promoters in un-
stimulated cells are shown. ChIP-seq values repre-
sent the signal within a 1 kb window centered on the
TSS. Each column is normalized to the average
enrichment at all inducible promoters and is color-
ceded according to percentile.

) The number of genes that contain CpG island
(red) or LCG (blue) promoters within each coex-
pressed class is shown.

(C) The quantitative distributions of promoter-asso-
ciated histone H3K4me3 (top) and RNA polymerase
Il {bottem) in unstimulated cells is shown for each
class subdivided by promoter CpG content. The scale
of the box plots represents the intensity of ChiP-seq
peaks as determined in De Santa et al. (2009).
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E and F (Figure 5E). Genes containing these

motifs may be direct targets of interferon

signaling. IFN-B is potently induced by

lipid A and can induce interferon (IFN)

response genes through the type 1 inter-
feron receptor, IFNAR (Vaidya and Cheng, 2003). To identify
IFN-dependent genes, we performed RNA-seg analysis with
mRNA from wild-type and Ifnar /-~ macrophages stimulated
with lipid A. Figure S6C highlights genes whose mRNA levels
were reduced by 3- to 10-fold (orange) or >10-fold (red) in the
Ifnar "~ macrophages compared to wild-type. Consistent with
the results of the motif analysis, 94% of the genes that exhibit
at least 3-fold dependence on IFNAR were located in classes
E and F. Also consistent with the motif analysis, IFNAR depen-
dence was biased toward genes with LCG promoters (Figures
S6B and S6C). These results are consistent with previous
suggestions that, unlike the primary responses to LPS and
TNF, the primary response to IFN favors LCG promoters (Ram-
irez-Carrozzi et al., 2009).

~th | d

Accumulation of Full-L 1, mpletely Spli
Transcripts in the Chromatin Fraction
As discussed above, the contributions of promoter-proximal
pausing, transcription elongation, and transcript processing to
the regulation of inducible transcription are of considerable
interest. The RNA-seq data from chromatin-associated tran-
scripts allowed an examination of transcript dynamics by analyz-
ing the read density across inducible transcription units over
time. An initial expectation was that read density would exhibit
adecreasing 5' to 3' gradient across actively transcribed genes.
This gradient was expected because 5 end reads will be gener-
ated by both partial and complete transcripts, whereas 3’ reads
will be generated only by complete or nearly complete tran-
scripts. We also expected to observe read peaks at the 5’ end
due to promoter-proximal pausing.

As shown in Figure 1 for the Nfkb7 gene, a clear 5’ to 3’
gradient was detected at the 15 and 30 min time points in the
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chromatin fraction. However, a gradient was not observed in the
unstimulated cells, despite substantial basal transcription prior
to stimulation (see Figure S1B). The gradient was also absent
atthe 60 and 120 min time points, after transcription had reached
its peak. These results reveal that, during steady-state transcrip-
tion (prior to induction or after transcription had reached its
peak), full-length transcripts accumulated on the chromatin
and that release from the chromatin was slow relative to the
completion of transcription. Moreover, many of these transcripts
remained incompletely spliced (see below).

The features described above for Nfkb1 were apparent when
genes of each class were analyzed together, after normalizing
the lengths of all genes (Figure 6A). For example, in class A2,
a 5' to 3’ gradient was observed at the 15 min time point, which
is the point at which transcripts were beginning to accumulate.
By the 30 min time point, the gradient had disappeared. The
nascent transcript levels declined at the 60 and 120 min time
points, but without a 5’ to 3’ gradient. The only class that failed
to show evidence of a gradient is class A1. This class is notable
for its extremely rapid induction and the short length of its genes
(1-4 kb; data not shown). Genes of this length would be pre-
dicted to be fully transcribed well before the 15 min time point.

These results suggest that, following the completion of tran-
scription, a lag period exists prior to transcript release. Splicing
may be completed during this lag period, as introns are abundant
on the chromatin but scarce in the nucleoplasm and cytoplasm.
Consistent with the hypothesis that completed transcripts accu-
mulate on the chromatin, we found that sequence reads for most
genes in the chromatin fraction declined dramatically at the pol-
yadenylation site. This is apparent in Figure 6B, which shows the
read distributions across the RefSeq polyadenylation sites for all

>100-fold Induced Genes

AMlA2 B CDEF
5 to 10-fold Induced Genes (B)

AtA2 B CDEF

Figure 5. Dynamic Ranges of Expression
within Coexpression Classes

(A) Chromatin-associated transcript levels
(RPKMs) in unstimulated macrophages are shown
for all genes in each class. Genes containing CpG
island promoters (red) and LCG promoters (blue)
are shown separately. The median transcript level
for each group is indicated by a black bar.
Chromatin-associated transcript  levels
(RPKMs) at their peak time point are shown for all
genes in each class, with CpG island and LCG
promoters shown separately.

(C) The maximum feld induction of chromatin
transcripts for each gene is shown by dividing the
peak RPKM by the RPKM in unstimulated cells.
Representative genes with LCG promoters that
exhibit strong activation are indicated.

(D) The numbers of genes in each class activated
by more than 100-fold and by only 5- to 10-fold are
shown.

(E) Overrepresented transcription factor binding
sites are shown for each class. Data are presented
after hierarchical clustering. CpG island and LCG
promoters were analyzed separately. Transcrip-
tion factor families are shown at the right (see
Figure S6A for details). Color intensity is propor-
tional to the negative log(p value). Single and
double stars indicate p < 0.01 and p < 0.001,
respectively.

See also Figure S6.
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inducible genes. Similar profiles were observed when polyade-
nylated mRNA was analyzed, providing additional evidence
that the decline observed in the chromatin fraction corresponds
to cleavage of completed transcripts at the polyadenylation site
(data not shown). RNA-seq analysis of oligo-dT-primed cDNA
libraries revealed that polyadenylated transcripts are abundant
on the chromatin (data not shown). However, only a fraction of
the unspliced transcripts cleaved at the polyadenylation site ap-
peared to be polyadenylated (data not shown), with the precise
percentage of polyadenylated transcripts difficult to determine.

The data described above suggest that completed transcripts
accumulated at many genes in the chromatin fraction and that
these transcripts were usually cleaved at the polyadenylation
site but incompletely spliced. Additional insight into transcript
dynamics was obtained from an examination of transiently
induced genes after transcription had subsided. As shown for
the //12b gene in Figure 6C, intronic reads were lost more rapidly
than exonic reads from the chromatin fraction after transcription
subsided. At the 60 min time point, abundant //12b transcripts
were present on the chromatin (Figure 6C) and also in the nucle-
oplasm and cytoplasm (data not shown); in the chromatin frac-
tion, reads were abundant in both the exons and introns. //12b
transcription peaked between 60 and 120 min and then subsided
by the 120 min time point. At this latter time point, exon reads
were far more abundant than intron reads (Figure 6C), suggest-
ing that excised introns were released from the chromatin and/
or degraded more rapidly than spliced transcripts were released.
These results demonstrate that excised introns are not stably
maintained on the chromatin and suggest that the incompletely
spliced transcripts observed at //72b and many other genes
are precursors of fully spliced transcripts (see Discussion).
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To examine splicing efficiency of chromatin-associated tran-
scripts in greater depth, we determined the ratio of exon reads
to total reads for genes within each constitutive and inducible
class from Figures 2A and 3A. Using constitutively expressed
cluster 11 as an example (Figure 7A, blue), we found that, in
the chromatin fraction, most genes were incompletely spliced.
In Figure 7A, the genes are ordered on the basis of splicing level.
Genes at the far left correspond to those whose chromatin-asso-
ciated transcripts are efficiently spliced, as they primarily have
exon reads in the chromatin fraction. Genes at the far right corre-
spond to those with greater numbers of reads in introns than
exons; examining several of these genes revealed that they
contain aberrant intron read spikes that are likely to be derived
from additional transcripts from the locus (data not shown).
Between these extremes, the large majority of genes were
comparable to Nfkb1 in that only a moderate fraction of introns
had been excised from the pool of transcripts. In contrast to
the incomplete splicing observed in the chromatin fraction, effi-
cient splicing was observed at almost all genes in the nucleo-
plasm and cytoplasm (Figure 7A). Similar results were obtained
with each constitutive and inducible class (data not shown).

As mentioned above (Figure 6B), the decline in reads at the
polyadenylation site suggests that most transcripts in the chro-
matin fraction are full-length and cleaved at the polyadenylation
site despite the incomplete splicing. Additional evidence that
incompletely spliced transcripts are frequently cleaved at the
polyadenylation site is provided by published RNA-seq data ob-
tained by using the metabolic labeling (4sU-Seq) and GRO-seq
methods (Rabani et al., 2011; Escoubet-Lozach et al., 2011). Fig-
ure 7B shows the read profiles obtained with these methods at
Nfkb1 in dendritic cells (4sU-Seq) or macrophages (GRO-seq)
stimulated with LPS for 1 hr. The 4sU profile was similar to
the profile observed with chromatin-associated transcripts; a
modest 5' to 3' gradient was observed, which was similar to
the gradient observed in Figure 1A at the 15 and 30 min time
points with the chromatin transcripts. The 4sU profile also shows

for length. Relative gene position is shown on the x
axis, and cumulative reads at each relative posi-
tion are shown on the y axis.

(B) Cumulative read distributions spanning the
polyadenylation site are shown for lipid-A-induced
genes. The x axis shows the gene position relative
to the polyadenylation cleavage site, and the y axis
shows cumulative reads at each position.

(C) Read profiles are shown for chromatin-asso-
ciated transcripts at the //12b locus. Time points
and scale are shown at the left, and exon-intron
structure of the locus is at the bottom. In the
lasmic and cytoplasmic fr: abun-
dant exonic reads accumulated by the 60 min time
point (not shown).

nuclec

a dramatic decline in reads at the polyadenylation site, despite
abundant intronic reads throughout the gene. This decrease is
most apparent in the fifth track of Figure 7B, in which the 15
read scale revealed greatly reduced read numbers after the pol-
yadenylation site in comparison to the final intron. Thus, both the
4sU method and the analysis of chromatin-associated tran-
scripts revealed a high abundance of incompletely spliced tran-
scripts that had been cleaved at the polyadenylation site.

In contrast to the read profiles obtained with the 4sU-Seg and
chromatin-associated transcript methods, abundant reads ex-
tending past the polyadenylation site were observed by GRO-
seq (Figure 7B). This finding is consistent with the knowledge
that polymerase molecules continue transcription past the poly-
adenylation site and that these transcripts can be captured in the
short labeling time of the GRO-seq experiment.

Finally, although reads in our chromatin fraction declined
at the polyadenylation site on most genes, exceptions were
apparent. One example is the Mapkapk2 gene, for which reads
can be detected more than 20 kb downstream of the gene
30 min after induction (Figure S7). Reads from apparent
Mapkapk?2 transcripts decline gradually with distance from the
gene and extend into the neighboring /70 gene; /10 is tran-
scribed on the opposite strand and is also induced by many
stimuli (Figure S7). It is difficult to predict at this time whether
the extensive read-through transcription observed at this gene
has functional relevance or simply reflects the fortuitous absence
of transcription termination sequences.

DISCUSSION

We describe the use of RNA-seq to examine chromatin-associ-
ated, nucleoplasmic, and cytoplasmic transcripts in macro-
phages exposed to an inflammatory stimulus. This approach al-
lowed us to obtain insights into transcription and RNA dynamics
and to examine the inflammatory gene transcription program at
high resolution. Although other methods have been developed
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Figure 7. Analysis of Exon:intron Ratios
and a Comparison of Nascent Transcript
Methods

(A) Reads mapping to ~1,450 genes from cluster
11 (Figure 2) were analyzed for relative exon and

intron coverage. The genes were rank ordered

ding to levels (length-normalized
exon reads over total reads) in the chromatin

fraction (blue) and were compared to splicing

levels in the nucleoplasm (red) and cytoplasm
(green). Similar results were obtained with all gene
clusters (data not shown).

(B) RNA-seq read distributions at Nfkb 1 are shown
comparing reads from the cytoplasmic (green),
nucleoplasmic (red), and chromatin (blue) frac-
| tions to data obtained by 4sU-Seq and GRO-
seq (Rabani et al., 2011; Escoubet-Lozach et al.,
2011). GRO-seq was performed with LPS-stimu-
lated bone-marrow-derived macrophages. 4sU-
Seq was performed with LPS-stimulated bone-
marrow-derived dendritic cells. The fifth track
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displays the 4sU-Seq data with a scale of 15 reads
to show the reduced number of reads after the
polyadenylation site relative to the last intron. The

for genome-wide analysis of nascent transcripts, the experi-
mental strategy described here is unigue in its ability to provide
information about the properties of transcripts that remain asso-
ciated with chromatin and the changes that occur as the tran-
scripts proceed to the nucleoplasm/ER or cytoplasm.

At most protein-coding genes, full-length transcripts appear to
accumulate on the chromatin during steady-state transcription,
and these transcripts are often cleaved at the polyadenylation
site but are incompletely spliced. The retention of polyadeny-
lated yet incompletely spliced transcripts at a gene locus has
been observed previously in an analysis of integrated DNA
constructs (Brody et al., 2011). Our results demonstrate that
such transcripts accumulate at most endogenous genes in
mammalian cells. Fully spliced transcripts were predominant
within the nucleoplasm and cytoplasm, suggesting that the
temporal delay in transcript release could allow the completion
of splicing. Such a delay may be indicative of a quality control
step ensuring full processing prior to release (Schmid and Jen-
sen, 2010). It is noteworthy that the splicing delay is not indica-
tive of when spliceosome assembly occurs. Spliceosome
assembly may be linked to active transcription, with elongating
transcripts assembling factors at exon-intron junctions as the
RNA polymerase proceeds along the transcription unit (Perales
and Bentley, 2009).

Previous studies have provided strong evidence of cotran-
scriptional splicing (Singh and Padgett, 2009; Perales and Bent-
ley, 2009). Other studies have indicated that splicing can follow
the completion of transcription (Nevins and Darnell, 1978; Var-
gas et al., 2011). Our results demonstrate that, in mammalian
cells, the completion of splicing often follows the completion
of transcription, although some genes accumulate chromatin-
associated transcripts that have been efficiently spliced, which

cleavage site (red arrow) and reads representing
transcription past this site (green bracket; abun-
dant only in the GRO-seq data set) are indicated.
See also Figure S7.

Poly-A Pozt-Cleavage
Chearvage St Reac-Through

is consistent with cotranscriptional splicing. One recent study
analyzed chromatin-associated transcripts in Drosophila at
steady state and reported evidence of more extensive cotran-
scriptional splicing (Khodor et al., 2011). It is possible that
cotranscriptional splicing is more prevalent in some species
than others. However, differences in the experimental proce-
dures and analysis methods may also have influenced the inter-
pretation of the results. In particular, our finding that full-length
transcripts frequently accumulate on the chromatin was strongly
dependent on the analysis of inducible transcription; the
dynamic transition from a read distribution lacking a 5 to 3’
gradient to one exhibiting a gradient during transcriptional induc-
tion to one in which the gradient is again lost (Figure 6A) provided
clear evidence of the accumulation of full-length transcripts.
Furthermore, Knhador et al. (2011) depleted polyadenylated tran-
scripts from their chromatin fraction prior to RNA-seq analysis,
which may have obscured the abundance of full-length tran-
scripts that are incompletely spliced.

One important question that must be considered when inter-
preting our RNA-seq data is whether the abundant full-length,
incompletely spliced transcripts that accumulate on the chro-
matin are precursors to productive fully-spliced mRNA or
whether they might instead by nonproductive “dead-end” tran-
scripts. The rapid increase and decrease in chromatin tran-
scripts at transiently induced genes (classes A1, A2, and B in
Figure 3) argue against the existence of a large pool of nonpro-
ductive chromatin-associated transcripts. The hypothetical non-
productive transcripts would need to be eliminated from the
chromatin at the same rate as the release of productive tran-
scripts. The fact that the increase in chromatin transcripts is fol-
lowed by an increase in nucleoplasmic and cytoplasmic tran-
scripts, with a defined temporal delay, further supports the
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notion that the chromatin transcripts are precursors to mRNA. In
fact, because chromatin transcripts are not maintained on tran-
siently induced genes for a prolonged period, the hypothetical
full-length nonproductive transcripts would need to be far
more abundant than the pool of nascent productive transcripts
to obscure the 5’ to 3’ read gradient generated by these nascent
transcripts. Finally, the results in Figure 6C suggest that the full-
length incompletely spliced transcripts are competent for the
completion of splicing, as the incompletely spliced transcripts
resolve into transcripts containing only exons after transcription
has subsided.

It was also necessary to consider the possibility that the broad
read coverage of both exons and introns on the chromatin may
be due to the stable maintenance of introns that were excised
immediately after transcription. However, our data suggest that
excised introns are short-lived on the chromatin. For example,
at the Fos gene, intron reads peaked at the 15 min time point
and decreased by 8-fold at the 30 min time point (data not
shown), suggesting that introns were released from the chro-
matin and/or degraded with a half-life of ~5 min. Fos exon reads
decreased by only 3-fold during these 15 min, indicating that
introns were lost from the chromatin more rapidly than exons.
Introns were also lost more rapidly than the fully spliced RNA
at the //12b gene (Figure 6C) and at many other genes (data
not shown) after transcription had declined, possibly because
the spliced transcripts were not released until all introns had
been excised. A detailed analysis of the kinetics of intron and
exon accumulation and loss relative to the kinetics of splice
exon-exon junction accumulation provides additional evidence
of a splicing delay following transcription through an intron
(A.P.-J. and D.L.B., unpublished data).

Our results and the results of Rabani et al. (2011) highlight
the importance of transcriptional induction kinetics in shaping
the temporal mRNA profiles of lipid-A-induced genes. Although
genes could not be identified that are induced primarily via
enhanced mRNA stability, mRNA stability must act in concert
with transcriptional control to shape the temporal expression
profile of each gene. Because the transient induction of nascent
transcripts (i.e., transcription) for genes in classes A and B is
mirrored by the transient induction of the mRNA, these tran-
scripts must either be intrinsically unstable, or their stability
must be tightly regulated (Caput et al., 1986; Hao and Baltimore,
2009). Conversely, mRNAs from genes that exhibit sustained
induction are likely to be intrinsically stable or may be stabilized
in stimulated cells. Thus, our results support the hypothesis that
the temporal dynamics of gene expression required the coevolu-
tion of mechanisms regulating transcription and mRNA stability.

In previous studies, we defined chromatin and promoter prop-
erties of 67 genes by quantitative RT-PCR (qRT-PCR) (Ramirez-
Carrozzi et al., 2009). By RNA-seq, we can now discern 560
genes whose nascent transcripts are activated by lipid A at least
5-fold within 2 hr of stimulation. By classifying genes on the basis
of nascent transcript kinetics, we found that binding sites for
transcription factors in the ATF, JUN, and CREB families are
abundant in the most rapidly and transiently induced genes
and that IFN-dependent genes are tightly clustered in two
gene classes whose nascent transcripts are induced at later
times. The framework provided by classifying genes on the basis

of their nascent transcript profiles will greatly aid future efforts to
understand how a broad range of signaling pathways, transcrip-
tion factors, and chromatin events shape the inflammatory gene
transcription program.

Finally, the current analysis provides genome-scale confirma-
tion of previous models of inflammatory gene activation, while
suggesting revisions of other models. The results confirm that
a high percentage of genes that are rapidly induced by a TLR
stimulus contain CpG island promoters. In unstimulated cells,
these promoters exhibit chromatin features of active genes
and can be activated in a nucleosome-remodeling-independent
manner (Ramirez-Carrozzi et al., 2009). The results also support
the previous finding that IFN-induced genes are biased toward
LCG promoters, which are not assembled into constitutively
active chromatin, consistent with the view that IFN-induced tran-
scription factors promote nucleosome remodeling (Huang et al.,
2002; Liu et al., 2002).

However, in contrast to previous suggestions, our results
reveal that both CpG island and LCG promoters are abundant
among genes induced at late times. One important distinction
is that LCG promoters are highly enriched among the most
potently induced genes, and CpG island promoters are more
prevalent among weakly induced genes. The CpG island pro-
moters associated with late genes possess features of active
chromatin in unstimulated cells and are thus similar to CpG
island promoters associated with early genes. We propose that
late genes containing CpG island promoters are poised for
induction just like the early genes but that transcriptional induc-
tion of the late genes requires transcription factors or signaling
pathways that are expressed following the primary response
to the stimulus. These genes may tolerate constitutively active
chromatin because the required dynamic range of expression
between the unstimulated and stimulated states is relatively
small. In contrast, genes that require a large dynamic range of
expression often contain LCG promoters. An LCG promoter
may help limit basal transcription and, at the same time, may
facilitate tight regulation by conferring a requirement for an
inducible nucleosome remodeling event. The ability to perform
high-resolution genome-scale analysis of nascent transcripts
should facilitate future efforts to further dissect and understand
inflammatory gene regulation networks.

EXPERIMENTAL PROCEDURES

Cell Culture, Cell Fractionation, and Library Preparation
Macrophages were prepared from the bone marrow of 4-week-old C57BL/6 or
Ifnar '~ mice (Ramirez-Carrozzi et al., 2009). Adherent macrophages were
activated on day 6 with lipid A (100 ng/ml) (Invivogen).

Subcellular fractions were prepared as described (Pandya-Jones and
Black, 2009), with minor changes. The cell lysis buffer contained 0.15%
NP-40, and the sucrose cushion did not contain detergent. Fraction purity
was confirmed by immunoblot analysis of SNRP70, B-tubulin (Sigma), and
histone H3 {(Abcam). Cytoplasmic and nucleoplasmic RNA was purified by
using QIAGEN RNeasy columns. Chromatin RNA was isolated by using TRI-
reagent (MRC), fol d by further purifi with RNeasy columns. All
samples were eluted into 100 ul RNase-free water. RNA (10 ug) from each
fraction was depleted of ribosomal RNA {rfRNA) by using the Mouse/Human
Ribominus Kit (Invitrogen). Whole-cell RNA was purified using TRI-reagent
and RNeasy columns. Polyadenylated RNA was purified by using the
MicroPoly(A) Purist Kit (Ambion).

168



Strand-specific libraries were generated by using 500 ng RNA input accord-
ing to the “deoxyuridine triphosphate (dUTP)" methed (Levin et al., 2010).
Libraries from mRNA were not strand specific. An lllumina HiSeq 2000 was
used for sequencing with a single-end-sequencing length of 50 nt.

Seq! M. and Analysi
All bioinformatics analyses were conducted by using the Galaxy platform
except as noted (Goecks et al., 2010). Reads were aligned to the mouse
mm@ reference genome with Tophat (Trapnell et al., 2010) by using most
default parameters. Alignments were restricted to uniquely mapping reads,
with two pessible mismatches permitted. RPKM values were calculated as
described (Mortazavi et al., 2008) for mm9 RefSeq genes (Pruitt et al., 2005)
by using Segmonk (nttp://www.bioinformatics.babraham.ac.uk/projects/
seqmonk/). Because chromatin transcripts were largely unspliced, RPKMs
were calculated by counting all locus mapping reads and dividing by the length
of the entire locus. RPKMs for r ic and cytop! nic transcripts and
mRNAs were calculated by counting exonic reads and dividing by mRNA
length. Coexpressed gene classes were generated with Cluster3 by applying
k-means clustering to mean-centered log>{RPKM) expression values. Analysis
of 5' to 3’ read distribution trends was conducted by using the Seqmonk probe
trends tool. Splicing levels were analyzed by comparing the base coverage of
exons alone divided by the base coverage of an entire locus; the calculations
included exonic and intronic reads as well as exon:exon and exon:intron junc-
tion-spanning reads. This ratio was subsequently compared to three data
points by using the PERCENTRANK function in Excel: 0, X, and 1, where X
is the ratio of exon length to locus length. Genome tracks were generated by
using the genome coverage utility in the BEDTools suite (Quinlan and Hall,
2010) and visualized in the UCSC genome browser.

ChiP-Seq and Motif Analyses

ChIP-seq data sets were obtained from GEO accession GSE17631 (De Santa
et al., 2009). Data sets were converted from mm8 to mm39 genome builds by
using the liftover utility in Galaxy. Promoter enrichment was calculated as
the height of peaks falling within a 1 kb window centered on the TSS.

Pscan was used to detect DNA motifs overrepresented in each class
between nucleotides —500 and +250 relative to the TSS (Zambelli et al.,
2009). Significance was tested against CpG-content-matched promoters as
background. A binding site was considered significantly overrepresented
with a p value <0.01.

ACCESSION NUMBERS

Sequencing data have been submitted to GEO under accessions GSE32916
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Splicing kinetics and transcript release from the chromatin
compartment limit the rate of Lipid A-induced gene
expression
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ABSTRACT

The expression of eukaryotic mRNAs is achieved though an intricate series of molecular processes that provide many steps for
regulating the production of a final gene product. However, the relationships between individual steps in mRNA biosynthesis
and the rates at which they occur are poorly understood. By applying RNA-seq to chromatin-associated and soluble
nucleoplasmic fractions of RNA from Lipid A-stimulated macrophages, we examined the timing of exon ligation and transcript
release from chromatin relative to the induction of transcription. We find that for a subset of genes in the Lipid A response,
the ligation of certain exon pairs is delayed relative to the synthesis of the complete transcript. In contrast, 3’ end cleavage
and polyadenylation occur rapidly once transcription extends through the cleavage site. Our data indicate that these
transcripts with delayed splicing are not released from the chromatin fraction until all the introns have been excised. These
unusual kinetics result in a chromatin-associated pool of completely transcribed and 3'-processed transcripts that are not yet
fully spliced. We also find that long introns containing repressed exons that will be excluded from the final mRNA are excised
particularly slowly relative to other introns in a transcript. These results indicate that the kinetics of splicing and transcript

release contribute to the timing of expression for multiple genes of the inflammatory response.

Keywords: gene expression; pre-mRNA splicing; splicing kinetics; mRNA maturation; inflammatory response

INTRODUCTION

Eukaryotic mRNAs mature via a complex series of molecular
reactions prior to their export from the nucleus for translation
in the cytoplasm. RNA synthesis commences upon the initia-
tion of transcription by RNA polymerase II (Pol II) from
a promoter, followed by elongation through the template
DNA, and termination often many kilobases downstream
(Selth et al. 2010). Early in transcription, a 7-methyl guano-
sine cap is added to the 5' end of precursor messenger
RNAs (pre-mRNAs) (Cho et al. 1997; McCracken et al.
1997; Shuman 2001). Most nascent Pol II transcripts also con-
tain introns that must be excised during mRNA maturation
(Matlin and Moore 2007; Pandya-Jones and Black 2009;
Perales and Bentley 2009; Wahl et al. 2009). It is thought
that initial spliceosome assembly on the pre-mRNA occurs
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Article published online ahead of print. Article and publication date are at
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during synthesis, and some introns on long transcripts are re-
moved prior to complete transcription (Osheim et al. 1985;
LeMaire and Thummel 1990; Bauren and Wieslander 1994;
Tennyson et al. 1995; Wetterberg et al. 1996; Lacadie et al.
2006; Listerman et al. 2006). Once transcription through
the gene is complete, the pre-mRNA must be cleaved and pol-
yadenylated to generate its mature 3’ end (Chan et al. 2011).
Full-length transcripts are released from the DNA template
to allow export to the cytoplasm (Stewart 2010). These mul-
tiple reactions provide many potential steps at which to regu-
late gene expression, and some of these steps are coupled to
each other, either kinetically or mechanistically (Hocine
et al. 2010; Hsin and Manley 2012). However, the mecha-
nisms regulating individual steps and how they each contrib-
ute to the output of the final product are not well understood.

Our incomplete picture of the gene expression pathway is
in part due to limited information on the reaction kinetics
of many of the steps. The rate of transcription elongation
has been estimated using a variety of approaches (Ardehali
and Lis 2009). However, endogenous rates of RNA processing
reactions in mammalian systems have proven more difficult
to measure, and how they affect the time required for a pre-
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mRNA to be matured for export is not known (Grunwald and
Singer 2010; Schmid and Jensen 2010; Rabani et al. 2011). The
kinetics of excision for individual introns have been de-
scribed, but larger scale analyses are limited (Kessler et al.
1993; Bauren and Wieslander 1994; Tennyson et al. 1995;
Singh and Padgett 2009; Hicks et al. 2010). Nevertheless, un-
derstanding the sequence of events in mRNA production will
be essential before we can accurately describe their mecha-
nisms of regulation.

We recently reported the application of RNA sequencing
(RNA-seq) to understanding the Lipid A-induced transcrip-
tional response in mouse bone marrow-derived macrophages
(Bhatt et al. 2012). This analysis of RNA from the chromatin,
soluble nucleoplasmic, and cytoplasmic compartments over
time after Lipid A stimulation enabled us to characterize the
pro-inflammatory gene expression program at a new level
of detail. Notably, it was possible to follow the transcription
kinetics of individual genes from initiation to completion
on chromatin, the release of transcripts into the nucleoplasm,
followed by appearance of mRNAs in the cytoplasm. The
varying kinetics by which transcripts proceeded through these
steps permitted a quantitative and comprehensive categoriza-
tion of different components of the Lipid A response. An in-
teresting feature of these data was the apparent abundance of
fully transcribed and only partially spliced RNAs that re-
mained associated with chromatin, beyond the time required
for transcription to complete. This implied that transcript re-
lease from this compartment might be a slower step than was
previously thought and presented the question of what was
necessary for release to occur.

Using this Lipid A induction system, we sought to examine
the timing of the splicing reaction and transcript release for
genes of the inflammatory response. We find that particular
introns in this regulatory cascade are often excised with mark-
edly slower kinetics than has been measured in constitutive
transcripts and that incompletely processed RNAs are held
within the chromatin fraction until fully spliced. These results
have important implications for understanding mechanisms
of splicing regulation and of quality control during mRNA
biogenesis. Most notably, our data indicate that transcript re-
lease from chromatin plays a substantial role in the timing of
inflammatory gene expression.

RESULTS
Assessing splicing of Lipid A-induced transcripts

In a recent study, we applied RNA-seq to chromatin-associat-
ed, nucleoplasmic, and cytoplasmic RNA isolates from mac-
rophages (Bhatt et al. 2012). Using this RNA sampling, we
examined gene responses at 15, 30, 60, or 120 min post-
Lipid A treatment (Fig. 1A; Materials and Methods). This
work defined groups of Lipid A-responsive genes with differ-
ent induction kinetics that we tracked from transcription ini-
tiation and elongation, through the movement of completed
messages from the chromatin to the nucleoplasm and into

the cytoplasm. We noted that many introns were present
within the chromatin compartment at times when transcrip-
tion through the gene appeared complete. Using these data
sets, we wanted to closely examine the timing of intron re-
moval relative to the initiation of transcription, the comple-
tion of transcript synthesis, and the release of the message
from chromatin. Our goal was to understand how these dif-
ferent steps contribute to the overall timing of inflammatory
gene induction.

In previous studies of fractionated cell nuclei, nascent pre-
mRNAs co-purified with the salt, detergent, and urea-resis-
tant pellet while the soluble nuclear extract largely contained
complete, spliced messages, as well as many components of
nuclear speckles (Wuarin and Schibler 1994; Pandya-Jones
and Black 2009; Khodor et al. 2011; Bhatt et al. 2012). The
nascent RNAs are released from the pellet by DNase treat-
ment, indicating their association requires intact chromatin
(A Pandya-Jones and DL Black, unpubl.). In primary mouse
macrophages we found a similar distribution of steady-state
RNA populations. For constitutive genes, whose expression
was unaffected by Lipid A treatment, nucleoplasmic reads
were highly enriched for exonic regions, as would be expected
of fully spliced RNA (Supplemental Fig. S1A,B, red). For most
of these genes, intron reads in the nucleoplasm were at the lev-
el of background contamination from the chromatin, which
was estimated from the amount of the known chromatin-as-
sociated RNA Xist found in the nucleoplasm (see Materials
and Methods; Supplemental Fig. S1C, red). However, this pat-
tern was variable and certain constitutive genes produced
higher numbers of nucleoplasmic reads mapping to intro-
nic sequences (Supplemental Fig. S1D, red). It is not clear
whether introns in this group of constitutive transcripts are
spliced away from the chromatin or are more stable after their
excision.

In the chromatin fraction patterns of read accumulation
on constitutive genes were more variable. For some genes at
steady state, decreasing gradients of read density were ob-
served across the locus, presumably derived from the 5'-to-
3" polarity of transcription, but this was not a general
pattern (Supplemental Fig. S1A, green; Bhatt et al. 2012).
We also observed some constitutive genes exhibiting higher
levels of reads mapping to exons than to adjacent introns
(Supplemental Fig. S1B, green), and some genes exhibited al-
most entirely exon reads even on chromatin (Supplemental
Fig. S1E, green). If introns are excised soon after their 3’
exon is synthesized, then exons should be enriched relative
to their neighboring intron sequences, particularly toward
the 5" end of the gene. However, again this was not a consistent
pattern and many genes exhibited reads that were evenly dis-
tributed across the locus regardless of exon or intron location
(Supplemental Fig. S1A,B, green and data not shown; see
also Ameur et al. 2011; Khodor et al. 2011, 2012). Given the
variability in the steady-state read accumulation patterns of
constitutive genes, it is difficult to draw conclusions about
their rates of RNA synthesis and processing. Thus, we used

173



The kinetics of Lipid A-induced mRNA maturation
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FIGURE 1. RNA synthesis and splicing can be resolved over time on Lipid A-responsive genes.
(A) In vitro differentiated mouse macrophages were treated with Lipid A and collected at 0, 15, 30,
60, or 120 min post-simulation. Chromatin-associated and nucleoplasmic RNA fractions from
the same biological sample, for each time point, were analyzed by RNA-seq. (B) Reads mapping
to genic regions were classified by their location. Continuously mapping genomic reads include
the following: exon body reads (blue) that map entirely within exons; intron reads (red) that map
entirely within introns; spliced reads (black) mapping discontinuously to the genome represent
reads that cross a spliced exon—exon junction. (C) Line graph representing the total RPKM of
exon body (blue), intron (red), and spliced reads (black) averaged from all chromatin-associated
Group A, transcripts at each time point post-Lipid A treatment. (D) Same as C except that the
exon, intron, and spliced RPKMs were calculated for all nucleoplasmic Group A, transcripts.
(E) Same as C except that RPKMs were calculated for all chromatin-associated Group A, tran-
scripts. (F) Same as D except that RPKMs were calculated for all nucleoplasmic Group A, tran-
scripts. (G) Same as C except that RPKMs were calculated for all chromatin-associated Group B
transcripts. (H) Same as D except that RPKMs were calculated for all nucleoplasmic Group B
transcripts. In all figures, error bars represent the standard error of the mean.

the Lipid A-induced genes to examine the rates of intron ex-
cision relative to initiation of transcription and release of the
completed transcripts from the template.

To identify genes activated by Lipid A treatment, an aver-
aged Reads Per Kilobase of gene per Million mapped reads
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(RPKM) value was assigned to each
gene, at each time point, for all isoforms
within the RefSeq database. This in-
cluded all exon body, intron body, in-
tron—exon junction, and spliced exon—
exon reads (Fig. 1B and below). The
fold induction was calculated by com-
paring the isoform with the highest
gene RPKM value over the time course
relative to the zero time point. We lim-
ited our analysis to those genes up-reg-
ulated fivefold or more. This included
a majority of the previously identified
Lipid A-responsive genes, but excluded
genes with substantial constitutive ac-
tivity that show a small increase in ex-
pression upon stimulation (Ramirez-
Carrozzi et al. 2009).

Exons constitute only a small portion
of the precursor mRNA sequence. To
ensure that a majority of exons within
the up-regulated transcripts had suffi-
cient coverage for splicing analysis,
only genes with an RPKM of >60 at
one or more time points were selected.
At this RPKM threshold, the fraction
of exons exhibiting coverage across all
nucleotides approached 100% at peak
transcription (data not shown). To as-
sess splicing relative to transcription,
we determined RPKM values for four
features, at each time point in each frac-
tion (Fig. 1B). The exon body RPKM
included only those reads that map en-
tirely within an exon. Since a majority
of exons within a precursor are included
in the mature message, the exon body
RPKM was used as a measure of overall
RNA volume in subsequent analyses.
The intronic RPKM was calculated
from reads that mapped entirely within
an intron. We measured splicing by
quantifying the reads that map discon-
tinuously with the genome and cross
an annotated exon—exon junction (Fig.
1). Note that the transcripts studied
here are minimally expressed in macro-
phages prior to Lipid A exposure, allow-
ing the accumulation of spliced exon
reads to be measured over time. This is

in contrast to the measurement of steady-state RNA, where
ratios of spliced to unspliced introns are inferred from the ra-
tio of reads mapping across a 3’ intron—exon junction to reads
within the adjacent exon (Khodor et al. 2011, 2012). Since
individual sequences along a transcript generate reads with
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varying efficiencies, we found that this ratio is highly variable
when applied to individual introns. By examining genes in-
duced by Lipid A, we could directly measure the rates of splic-
ing from the accumulation of individual exon—exon junction
reads over time, and avoid comparing read levels between
different short segments of a transcript. We compared the
increase in spliced RNA-seq reads with the gain and loss of
intron reads over the same time course. Levels of selected
exon, intron and spliced exon-exon sequences were also
measured by gPCR and RT/PCR and found to match the tem-
poral profiles determined by RNA-seq (data not shown). We
also determined RPKM values for reads spanning 3’ intron—
exon boundaries and found that these reads show similar
temporal profiles to those mapping within the intron body
(Supplemental Fig. S2).

Splicing of some Lipid A-induced transcripts
is delayed relative to transcription

Genes that made both cutoffs (equal to or greater than fivefold
induction and RPKM >60) were grouped by their kinetics of
induction, as described previously (Fig. 1C-H; Bhatt et al.
2012). The 11 Group A, genes reached
peak RNA volume on the chromatin
within 15 min (Figs. 1C, blue; 2A, green;

over time. We find that Group A, genes show similar patterns
of exon body and intron body read accumulation on the chro-
matin between 0 and 15 min (Fig. 1C, blue and red). Tran-
scriptional volume on these genes is maximal at 15 min,
when the majority of A, transcripts appear to be completely
synthesized (Fig. 2A; Supplemental Fig. S3A,E, green; and
data not shown). Interestingly, the peak of spliced RNA
from these genes is not reached until 30 min (Fig. 1C, cf. the
black and blue lines). Thus, chromatin-associated Group A,
transcripts exhibit an observable delay between the accumu-
lation of nascent transcripts and that of the spliced RNA
(Fig. 1C, cf. the red and black lines). The length of this delay
cannot be precisely measured given rapid induction of A,
genes and the time resolution of the experiment. However,
the time of maximum increase in spliced reads is offset from
the rapid rise in intron and exon reads by 15 min and occurs
after transcription through the genes is complete (see below).
We find that the nucleoplasmic accumulation of A, transcripts
also begins between 0 and 15 min, but does not peak until 30
min (Fig. 1D, blue). The early accumulating nucleoplasmic
RNA includes greater numbers of intron body reads than are
seen in more slowly induced genes (cf. Fig. 1D and Fig. 1F,

Supplemental Fig. S3A,E, green). This A GroupAs g::\e: Nikbid (‘)(S‘Mkb)"m
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near basal transcription within the 2-h
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basal transcription levels during the
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time course, precluding further splicing
analysis (data not shown). Character-
ization of the expression kinetics of
genes comprising Groups A,-F is pre-
sented elsewhere (Bhatt et al. 2012).

To determine the timing of splicing
relative to transcription initiation, the
exon body RPKM was compared with
the intron and the spliced exon RPKMs
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FIGURE 2. Splicing and release of Nfkbid transcripts. (A) Plot of all reads mapping to the 5.44-kb
Nfkbid gene from the chromatin (green) and nucleoplasmic (red) fractions at each time point
post-Lipid A treatment aligned to the UCSC genome browser track. The gene structure and
mappability for the 50-nt reads are depicted below. (B-D) Line graphs representing the RPKM
(normalized to the maximum value) of individual intron (red) or exon (blue) regions within
the Nfkbid gene in the chromatin fraction at each time point post-Lipid A treatment. The normal-
ized read numbers mapping to the corresponding exon—exon junctions in the chromatin fraction
(black, solid) and nucleoplasm (black, dashed) are also plotted.
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H, red). These reads may derive from excised introns released
from the chromatin and/or a minor subset of incompletely
spliced transcripts being released into the nucleoplasm.
Taken together, these data show that, for Group A, transcripts,
the nucleoplasmic accumulation of RNA is delayed relative to
its production on the chromatin, but that, since the maximal
accumulation of spliced RNA coincides with that of the exon
sequences in the nucleoplasm (Fig. 1D, blue and black), the
RNA released from the chromatin after 15 min is largely
spliced.

A delay in splicing relative to the onset of transcription is
also observed for A, genes. Production of RNA on the chro-
matin from A, genes begins between 0 and 15 min after Lipid
A treatment (Fig. 1E, blue) and is accompanied by a com-
mensurate rise in intron reads (Fig. 1E, red). There is no ob-
servable accumulation of spliced reads during this time
period (Fig. 1E, black). In the next interval (15-30 min), a
rapid increase in spliced exon reads is observed (Fig. 1E,
black). Intron reads continue to increase during this interval,
but at a slower rate than exon body reads, presumably due to
splicing. In contrast to the A, transcripts, exon body, intron,
and spliced exon reads mapping to A, genes all peak simulta-
neously on the chromatin, in spite of the delayed onset of the
spliced reads (Fig. 1E). For this group, the nucleoplasmic in-
tron reads are at the level of background contamination from
the chromatin (Fig. 1F, red). Notably, the exon body and
spliced reads do not reach maximal values in the nucleoplasm
until 60 min. Thus, Group A, spliced RNAs exhibit an ob-
servable delay in nucleoplasmic accumulation relative to their
apparent completion on the chromatin (Fig. 1E,F, black).

Group B transcripts show a pattern of read accumulation
on the chromatin similar to Group A, transcripts, except
that the maximal values are shifted to a later time. Exon
body and intron reads accumulate at equal rates between 15
and 30 min (Fig. 1G, blue and red), but substantial spliced
read accumulation does not begin until after 30 min (Fig.
1G, black). After this time, accumulation of exon body reads
continues, but intron reads begin to plateau, presumably due
to splicing. Similar to Group A,, the peak of spliced reads for
Group B genes coincides with the peak of total transcript, even
though its initial onset is delayed (Fig. 1E,G, cf. black and
blue). In the nucleoplasm, both exon body and spliced reads
continue to accumulate at 2 h post-Lipid A stimulation, a
time when their abundance on chromatin is decreasing. The
intron body reads in the nucleoplasm are at background
levels, indicating that these transcripts are nearly completely
spliced upon release or are rapidly degraded if released
when splicing is incomplete (Fig. 1H, red).

Taken together, these data indicate that transcription,
splicing, and chromatin release can be followed over time.
Moreover, the three groups of genes differ in their accumu-
lation rates for the different types of reads, but splicing gen-
erally precedes nucleoplasmic accumulation. Excision of
constitutive introns has been measured as ranging from 2
to 10 min after synthesis of the 3’ exon in mammalian cells,

and faster in yeast (Singh and Padgett 2009; Alexander et al.
2010a; Schmidt et al. 2011). The delayed accumulation of
spliced exon reads relative to RNA synthesis in the Lipid A-
induced genes indicates that some introns in this set might
exhibit significantly slower than typical excision rates. To
measure these rates, we examined individual genes and in-
trons within each of the three groups.

Individual Group A, transcripts exhibit differences
in their kinetics of splicing and chromatin release

Almost all Group A, genes are <10 kb long and contain three
or fewer introns (Supplemental Table S1; Bhatt et al. 2012).
As expected, this makes the kinetics of their induction, splic-
ing, and release too fast to completely resolve using 15-min
time intervals. For example, at 15 min the c-Fos gene has al-
ready reached peak values for intron, exon body, and spliced
reads on the chromatin, as well as exon and spliced reads in
the nucleoplasm (Supplemental Fig. S3A-D). Interestingly,
not all Group A, genes had the same kinetics for splicing
and nucleoplasmic accumulation. The gene Nfkbid is only
5.44 kb long and shows complete transcription across the lo-
cus by 15 min (Fig. 2A, green). Nfkbid differs from other
Group A, genes in that it contains 10 introns (Fig. 2A, short
isoform). We examined the accumulation of reads for several
introns and exons along its length. As expected, we found
that reads for introns 1, 8, and 10 peak between 15 and 30
min on the chromatin, after which RPKM decreases for all in-
trons (Fig. 2B-D, red). The drop in intronic RPKM after 15
min coincides with a rapid increase in spliced exon reads,
which reach their maxima ~30 min (Fig. 2B-D, black).
Reads for the body of exons 2, 9, and 11 show similar rapid
increases in the first 15 min but peak later as these reads
derive from both spliced and unspliced RNA (Fig. 2B-D,
blue). Thus, even though this gene undergoes rapid tran-
scription to synthesize all of its introns and exons by 15
min, the accumulation of spliced RNA is delayed (Fig. 2B—
D, black; see also Supplemental Fig. S2 for examples of abso-
lute RPKM:s per feature). For these introns, the gain in spliced
exons coincides with the decrease in intron sequences, indi-
cating that the excised lariats are short lived. This is seen for
many but not all introns (see below and data not shown).
Differences in the splicing kinetics of different introns cannot
be resolved on this short gene (see below). Interestingly, nu-
cleoplasmic RNA shows no accumulation prior to 15 min
and then rapidly rises to peak sometime after 30 min (Fig.
2B-D, dashed). These data show that both splicing and tran-
script release occur more slowly than synthesis of full Nfkbid
transcripts on the locus. A similar delay in the splicing relative
to the accumulation of total reads on chromatin was observed
for the longest gene within this group, Atf3 (Supplemental
Fig. S3E-G). This confirms our previous observations of
full-length but incompletely processed RNAs associated
with chromatin whose transcription is induced by Lipid A
(Bhatt et al. 2012). We suggest that the delayed nucleoplasmic
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accumulation allows splicing of all in-
trons to be completed prior to release
from the chromatin compartment (see
below). It is notable that Nfkbid and
c-Fos are of comparable length and ap-
pear to be transcribed at similar rates.
However, their rates of splicing dif-
fer, and by influencing the time that a
transcript is retained on the chromatin
these splicing kinetics are determin-
ing the rate at which the encoded pro-
tein can be expressed in the cytoplasm
(Fig. 2; Supplemental Fig. $3).

Nucleoplasmic RNA accumulation
can be delayed relative to synthesis
and splicing on chromatin

Although Group A, genes are all short,
the other Lipid A-induced gene groups
showed broad length distributions
(Supplemental Table S1; Bhatt et al.
2012). We found that transcriptional
gradients could be detected on Lipid
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A-responsive genes that were >20 kb.
As shown for the Group A, gene Ifrdl,
at 15 min the chromatin-associated
reads are more abundant in the 5’ por-
tion of the transcription unit than to-
ward the 3’ end (Fig. 3A, green). By 30
min, reads are more evenly distributed
along the length of the gene. Plotting
the read accumulation for individual in-
trons, we found that introns 1 and 3 at
the 5’ end of the gene (Fig. 3B, blue) ac-
cumulate prior to those in the middle
(red) or 3’ portions of the transcription unit (black). Intron
2 also showed early accumulation similar to introns 1 and 3
(Fig. 3C, red). The time resolution of the experiment is not
sufficient to distinguish more closely spaced introns.
Similarly, for the assayable exons the exon body reads and
spliced read accumulation could not be resolved from the in-
tron accumulation (Fig. 3B,D,E). These introns are all spliced
relatively quickly, although there was a notable delay in the ac-
cumulation of spliced exon 2—exon 3 reads after the synthesis
of intron 2 (Fig. 3C, black and red). This difference could be
due to polymerase pausing, although the profile of RNA accu-
mulation across this region does not show an obvious up-
stream enrichment that might indicate such a pause.
Interestingly, the Ifrdl transcripts display a further delay
between the accumulation of spliced reads on the chromatin
and their appearance in the nucleoplasm, where they peak at
60 min (Fig. 3C-E, cf. the solid and dashed black lines). This
is in contrast to the transcripts analyzed in the Group A, that
are more rapidly released into the nucleoplasm after being

FIGURE 3. mRNA release from chromatin can be significantly delayed relative to synthesis. (A)
Plot of all reads mapping to the 20.1-kb Ifrd! gene from the chromatin (green) and nucleoplasmic
(red) fractions at each time point post-Lipid A treatment aligned to the UCSC genome browser
track. The gene structure and mappability for the 50-nt reads are depicted below. Note that intron
1 contains the gene for mirl1938. A microsatellite repeat across the intron 1-exon 2 junction pre-
vents identification of 3 intron junction and spliced exon 1-2 reads. (B) Line graph showing the
RPKM (normalized by the maximum value) of the odd-numbered Ifrd1 introns within chroma-
tin-associated transcripts at each time point post-Lipid A treatment. (C-E) Line graphs of the
normalized RPKM for individual intron (red) or exon (blue) regions within the Ifrdl gene in
the chromatin fraction. Reads mapping to the corresponding exon-exon junctions in the chro-
matin fraction (black, solid) and nucleoplasm (black, dashed) are also shown.

spliced. The delay in nucleoplasmic accumulation might
reflect the time required for splicing introns in Ifrdl whose
excision is slower than those we were able to assay. Whatever
mechanisms are mediating this retention, the lag in Ifrdl
transcript release from the chromatin is determining when
Ifrdl protein can finally be expressed after stimulation.
Even though Ifrd1 transcription is rapidly induced upon sti-
mulation, a substantial delay occurs before its final mRNA
is available for translation. Thus, the timing of transcript re-
lease will be an important component of the overall regulato-
ry program of inflammation.

Splicing catalysis can occur substantially later than
transcript completion

We next examined long genes that provide greater resolution
of splicing and transcription over the time course. Fchsd2 is
175 kb long and contains 21 exons (Fig. 4A). Introns within
this gene accumulate in sequence, 5' to 3’, in the chromatin
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FIGURE 4. Splicing catalysis on long pre-mRNAs can be greatly delayed relative to transcription. (A) Plot of all reads mapping to the 175.2-kb Fchsd2
gene from the chromatin (green) and nucleoplasmic (red) fractions at each time point post-Lipid A treatment aligned to the UCSC genome browser
track. The gene structure and mappability for the 50-nt reads are depicted below. For clarity, an enlargement of the 3’ region of the gene is included. (B)
Line graph showing the normalized RPKM of introns within chromatin-associated Fchsd2 transcripts. (C-F) Line graphs representing the RPKM of
individual intron (red) or exon (blue) regions within the Fchsd2 gene in the chromatin fraction. The reads mapping to the corresponding exon-exon
junctions in the chromatin fraction (black, solid) and nucleoplasm (black, dashed) are also shown.

fraction (Fig. 4B). We find that intron 1 and its neighbor-
ing exon 2 appear almost simultaneously between 15 and 30
min (Fig. 4C, red and blue). However, there is a significant
delayin the accumulation of exon 1-2 spliced reads, which be-
gin to accumulate between 30 and 60 min, coincident with the
loss of intron 1 reads (Fig. 4C, cf. red and solid black). Similar
results are seen for 5" proximal intron/exon pairs in NfkbI and
other long genes (Supplemental Fig. $4 and data not shown).
A delay in spliced read accumulation could be due, in part, to
pausing of the polymerase within an intron and before its
downstream exon. However, we do not observe patterns of
read enrichment in introns that might be indicative of tran-
scriptional pauses (Core et al. 2008). In addition, published
Chromatin Immunoprecipitation (ChIP-seq) data for RNA
Pol II in LPS-stimulated macrophages does not indicate
polymerase pausing in these regions (De Santa et al. 2009;
Escoubet-Lozach et al. 2011). Most significantly, we find
that the spliced exon junction reads from 5" proximal exons
display kinetics of accumulation similar to intron and exon
reads mapping to the 3’ terminus of the gene (cf. Fig. 4C, black

line, and Fig. 4D-F, blue lines, and Supplemental Fig. S4).
These results indicate that splicing catalysis for many of these
introns coincides roughly with transcript completion (Fig.
4D,E; Bhatt et al. 2012). Once splicing has begun, spliced
reads for exons from the 5’ region generally reach maximal
abundance earlier than reads for more 3’ spliced exons (Fig.
4C-F; Supplemental Fig. $4). This may indicate that, although
splicing catalysis for some introns is delayed relative to intron
synthesis, spliceosome assembly is likely initiating during
transcription and affecting the relative timing of some splicing
events. However, other factors are also clearly affecting the
timing of catalysis. The peak RNA volume on the Fchsd2 locus
occurs at 60 min, but the exons flanking introns 13 and 20 do
not reach maximum ligation until at least 120 min. A similar
delay is seen in the splicing of the last exon of NfkbI
(Supplemental Fig. $4). These data indicate that the timing
of inflammatory gene product expression, including Nfkb1 it-
self, is not determined solely by the kinetics of transcriptional
induction and elongation, but also by the rate of splicing and
release of the mRNAs. Importantly, even where splicing

178



Pandya-Jones et al.

catalysis is completed quite late, the nucleoplasmic accumula-
tion of RNA coincides with the excision of these slowest in-
trons (Fig. 4C-F; Supplemental Fig. $4).

The changes in read accumulation for different portions of
a gene over time can be used to estimate the rate of transcrip-
tion elongation on Lipid A-induced genes. Examining the
Fchsd2 gene, reads at the 5" end of the gene become detectable
at 15 min, whereas those at the 3’ end do not appear until 60
min (Fig. 4A). Thus, RNA Pol II takes at most 45 min to tran-
scribe the 175.2-kb Fchsd2 gene, yielding a minimum elonga-
tion rate of 3.89 kb/min. This value agrees reasonably well
with rates of transcription on endogenous mammalian genes
determined by a variety of methods (Darzacq et al. 2007;
Ardehali and Lis 2009; Singh and Padgett 2009; Brody et al.
2011).

3’ end cleavage and polyadenylation can precede
the splicing of nascent transcripts

We previously noted that the reads accumulating on chroma-
tin were largely depleted of sequences downstream from the
poly(A) site, and much of the RNA appeared to be polyadeny-
lated (Bhatt et al. 2012). To quantify this 3 processing and as-
sess its timing, we again stimulated primary macrophages
with Lipid A and isolated chromatin-associated RNA at 0, 5,
15, 20, 30, and 60 min. We then primed reverse transcriptase
with primers located either downstream from the poly(A) site
(Fig. 5A, blue primer) or at this site after cleavage and polya-
denylation (Fig. 5A, red primer). The cDNA was subjected to
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FIGURE 5. Polyadenylation can precede splicing on chromatin. (A) Line graph showing the mo-
lar amount of Nfkbid 3’ terminal exon per microgram of input chromatin-associated RNA at
times post-Lipid A simulation. The RNA was primed for reverse transcription using either a prim-
er downstream from the cleavage site (blue) or one complementary to the poly(A) tail (red). Error
bars represent the standard error of the mean. (B) Ethidium bromide stained agarose gel showing
the PCR product of the Nfkbid intron 9—exon 10 junction (35 cycles) and the corresponding exon
9-exon 10 spliced product (35 cycles) within the chromatin fraction at times post-Lipid A stim-
ulation. We note that the intron 9—exon 10 product is short, and appears at the 30-min time point.
The band visible at the 0- and 15-min time points is a primer dimer. A PCR product (25 cycles)

amplified from the U6 snRNA cDNA served as a loading control.

%

qPCR to determine the molar amount of 3’ terminal exon
sequence in each sample. We analyzed short transcripts syn-
thesized from Group A, and A, genes because their cleavage
and polyadenylation status could be assayed early in the
time course. Absolute quantification revealed accumulation
of both uncleaved and polyadenylated Nfkbid RNA on chro-
matin over the time course (Fig. 5). We find that polyadeny-
lated transcripts account for >75% of the total RNA on
chromatin at peak levels of expression, confirming our previ-
ous observation of read enrichment upstream of the cleavage
and polyadenylation site of most genes (Fig. 5A; Bhatt et al.
2012; and data not shown). This finding is consistent with
long-standing observations that polyadenylation occurs rap-
idly after transcription, and with more recent data that pol-
yadenylated RNAs are retained at a locus after completion
of transcription (Derman and Darnell 1974; Nevins and
Darnell 1978; Salditt-Georgieff et al. 1980; Brody et al. 2011;
Daguenet et al. 2012). Notably, the peak of uncleaved Nfkbid
RNA on chromatin occurs at 15 min post-Lipid A stimulation,
coincident with the first appearance of full-length transcripts
(Fig. 5A). Even at this early time, most of the RNA is already
cleaved and polyadenylated. 3’ processed RNA continues toac-
cumulate and peaks ~30 min post-stimulation, with similar ki-
netics to the exon body and spliced exon reads (Figs. 2B-D,
5A). We find that 60% of all reads mapping to spliced exon—
exon junctions within Nfkbid accumulate on chromatin be-
tween 15 and 30 min post-stimulation (Fig. 2B-D, black).
During this time period, ~85% of the Nfkbid transcripts on
chromatin are already polyadenylated (Fig. 5A, red). Thus, a
large fraction of intron excision events
occur on RNAs that have already been
3'-cleaved and polyadenylated. In the
nucleoplasm, uncleaved transcripts are
at the level of background, confirming
that 3’ end cleavage occurs in association
with chromatin (data not shown).

To further confirm that polyadeny-
lated RNAs on chromatin contain in-
trons, we measured the presence of
unspliced introns in the polyadenylated
Nfkbid RNA samples by PCR. The in-
tron 9—exon 10 splice site was readily de-
tected in this RNA and accumulated
with the same kinetics as the polyadeny-
lated 3’ exon, peaking on chromatin at
20-30 min post-stimulation (Fig. 5B).
Additional introns in Nfkbid and other
Group A, and A, transcripts were also
seen in the polyadenylated RNA (data
not shown). Thus, splicing catalysis for
some introns follows 3’ end maturation.
This is consistent with long-standing in
vivo labeling data, as well as in vitro data
showing that cleavage and 3’ end forma-
tion can precede splicing, even though
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2011). Our data here suggest that the in-
tron with the slowest excision rate might
determine the release kinetics of its par-
enttranscript. To examinean example of
exon skipping, we analyzed the Group B
Cd44 gene, which contains a set of well-
characterized alternative exons that are
organized in tandem (exons 6 through
15) (Fig. 6A; Lynch 2004). These exons
are excluded from the mature mRNA in macrophages (Fig.
6A and data not shown). We find that spliced reads across
the exon 4—exon 5 junction peak at 60 min, ~30 min after tran-
scription through the intron (Fig. 6B, cf. red and black). In con-
trast, accumulation of spliced reads across the exon 5—exon 16
junction was delayed relative to all other junctions analyzed
(Fig. 6C, black), including the 3’ terminal junction between ex-
ons 18and 19 (Fig. 6D, black). These dataconfirm the interpre-
tation of steady-state read enrichment within alternatively
spliced introns, and indicate that skipping of regulated exons
can cause a significant delay in splicing (Pandya-Jones and
Black 2009; Khodor et al. 2011, 2012).

CD44 is a membrane protein, whose mRNA is associated
with the ER. We previously showed that these mRNAs are
enriched in the nucleoplasmic fraction, presumably due to
the co-fractionation of endoplasmic reticulum (ER) with
the contiguous nuclear envelope (Bhatt etal. 2012). This pro-
duces abackground of Cd44 mRNA in the nucleoplasmic frac-
tion even prior to induction. Nevertheless, we observe the
increase in nucleoplasmic Cd44 mRNA after gene induction.
Notably, this nucleoplasmic accumulation coincides with

FIGURE 6. The long Cd44 intron containing skipped exons is spliced more slowly than adjacent
constitutive introns. (A) Genome browser tracks of reads mapping to the 90.5-kb Cd44 gene in
the chromatin (green) and nucleoplasmic (red) fractions. Alternating SINE and LINE elements
interfere in the analysis of reads that map to exon 2. (B-D) Line graphs representing the
RPKM of individual intron (red) or exon (blue) regions within the Cd44 gene in the chromatin
fraction. The reads mapping to the corresponding exon—exon junctions in the chromatin fraction
(black, solid) and nucleoplasm (black, dashed) are also shown.

splicing across exons 5-16 (Fig. 6C), consistent with the
idea that the intron with the slowest splicing kinetics within
a transcript will determine the timing of release into the solu-
ble nucleoplasm.

To look at other regions encompassing regulated exons,
we examined the constitutively expressed gene Cd45. The
Cd45 mRNA also contains a group of well-characterized al-
ternative exons that appear to be predominantly skipped in
macrophages (Fig. 7A; Tong et al. 2005). As this gene is
equally transcribed at all time points, we cannot follow its
synthesis and splicing over time. However, as observed on
Cd44, there is a higher read density in the long Cd45 intron
containing the skipped exons 4, 5, and 6 than elsewhere along
the locus (Fig. 7A,B). This intron accumulation might, in
part, result from Pol II pausing as described in a T-lympho-
cyte cell line (Shukla et al. 2011). However, reads for the ex-
ons downstream from exon 7 are enriched in the chromatin
fraction indicating that they may be spliced prior to exons 3—
7 (Fig. 7A). Moreover, the transcriptional pausing in T-cells
was associated with exon inclusion and not skipping, and in
published data sets for LPS-stimulated macrophages there
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FIGURE 7. Aberrant splicing of skipped alternative exons. (A) Genome browser tracks of reads mapping to the 112.5-kb Cd45 gene in the chromatin
(green) and nucleoplasmic (red) fractions. This gene is constitutively expressed, thus each time point can be considered a biological replicate. (B) Line
graph showing the total RPKM for each intron of the Cd45 gene in the chromatin and nucleoplasmic fractions, averaged over all five time points. Error
bars represent the standard error of the mean. (C) Diagram of Cd45 exons 3-12. Exons 4-7 outlined in red are alternative, although in macrophages
the dominant isoform includes exon 7. Diagonal lines join exons where chromatin-associated splicing events were observed. The predominant alter-
native splicing pattern is shown in bold. Numbers indicate the number of reads mapping to the indicated junction averaged over all five time points in
the chromatin fraction. For clarity, the information for all junctions within the depicted region is not included. (D) A diagram of the Cd44 alternative
region. Constitutive exons 5 and 16 are outlined in black, and alternative exons 6-15 in red. Diagonal lines join exons where splicing events were
observed. Bold lines depict productive splicing between exons 5 and 16. Numbers report the reads per event at 60 min on the chromatin. For clarity,
the information for all junctions is not included. The values shown are representative of the range in read number per junction found across the Cd44
alternative region. (E) Sequence of the 3" end of exon 15 and the 5’ end of exon 16 in the Cd44 gene.

is no obvious enrichment of Pol II ChIP-seq reads in this re-
gion (Escoubet-Lozach et al. 2011; Shukla et al. 2011). In
macrophages, the increased chromatin-associated read den-
sity extends through the entire long intron encompassing
all the skipped exons (Fig. 7A and B). These results are con-
sistent with the observations of Cd44 that the splicing ma-
chinery takes longer to catalyze excision of long introns
encompassing exons that will be excluded from the mature
RNA.

Splicing to cryptic splice sites and the incorrect
joining of exons is rare

Given the observed delays between the synthesis and splicing
of some introns, we examined whether aberrant splicing
could be observed in these regions. Within Cd44 intron 1,
we found multiple instances of spliced reads that map to
pairs of cryptic splice sites internal to the two correct sites
(Supplemental Fig. S5). These reads were rare; only one or
two reads were found for each aberrant event over all five

time points, compared with hundreds of reads mapping to
the correct junctions (Supplemental Fig. S5 and data not
shown). Almost all the observed aberrant splicing events uti-
lized GU-AG splice sites (Supplemental Fig. S5 and data not
shown), indicating their likely origin from cryptic splicing by
the spliceosome and not some other process. These cryptic
splicing events in intron 1 are notable in that they will be elim-
inated from the final mRNA by the correct splicing of the in-
tron (Supplemental Fig. S5).

Interestingly, we did not find a single read derived from
the incorrect joining of two constitutive exons within Cd44
(data not shown). We did find some reads of this type in
the Cd45 gene, albeit at extremely low frequency (Fig. 7C).
The skipping of constitutive exons can generate mRNAs sub-
ject to nonsense-mediated decay (NMD). NMD requires
translation and should lead to the loss of cytoplasmic
mRNA and not the nuclear species. These observations sug-
gest that the fidelity of splice site recognition by the spliceo-
some is high, or that processes that remove aberrantly spliced
transcripts prior to template release are very efficient.
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Nevertheless, there is a measurable error rate, with some of
the observed errors possibly eliminated by subsequent cor-
rect splicing.

Although the incorrect joining of constitutive exons ap-
pears to be rare, we found more significant numbers of reads
derived from splicing of the variable exons in Cd44 and Cd45
(Fig. 7C,D; variable exons are highlighted in red). Both Cd44
and Cd45 encode membrane proteins whose final mRNAs
fractionate with the nucleoplasm, preventing measurement
of relative exon levels in the cytoplasm. In the nucleoplasm
there are very few exon body reads for the variable exons of
Cd44 and Cd45 (Figs. 6A, 7A). RPKM and total read numbers
are not directly comparable between fractions because theyare
sampling from RNA populations with different overall com-
plexities. As a general comparison, reads for correct exon—
exon junctions were generated in higher numbers from nu-
cleoplasmic RNA than from chromatin, because the loss of
intron sequence makes the spliced RNA a larger fraction of
the nucleoplasmic RNA pool (data not shown). In contrast,
reads for exon—exon joints involving the skipped exons de-
creased in nucleoplasm relative to chromatin, indicating a
loss of the incorrectly spliced RNA (data not shown). On
the chromatin, we find that spliced reads derived from the
joining of skipped alternative exons occurred at higher fre-
quencies than reads mapping to incorrectly paired constitu-
tive exons. In fact, reads for certain alternative exon-exon
junctions were nearly as abundant as those mapping to cor-
rectly joined constitutive exons (Fig. 7C,D). Thus, there is ap-
parently a higher error rate for the joining of these alternative
exons, even though these aberrant products are subsequently
eliminated.

In Cd44, the variable exons are nested between exons 5 and
16, where their exclusion from the mRNA would be achieved
by excision of the long intron, whether they had previously
been spliced to each other or not (Fig. 7D). Many of the
most abundant splicing events involving the Cd44 variable ex-
ons could be eliminated in this way. In contrast, events joining
a variable exon to one of the flanking constitutive exons could
be eliminated by a second splicing event only if a new splice
site was generated to allow subsequent splicing of exon 5 to
exon 16. Interestingly, for exon 16, the only observed alterna-
tive splicing event involved splicing to exon 15. This event was
quite frequent, occurring on chromatin at ~60% the frequen-
cy of exon 5-16 splicing. Notably, the junction between exons
15 and 16 has potential to regenerate a 3’ splice site that could
be used in resplicing of exon 16 to exon 5, thus resolving the
incorrect splicing event (Fig. 7E). In contrast, splicing events
between exon 5 and the downstream alternative exons 7 and
8, and between Cd45 exons 3 and 5, would not generate new
splice sites at the exon—exon junctions. These products would
have to be eliminated by other mechanisms, perhaps through
decay processes acting on incompletely spliced RNA. These
findings indicate that some nonproductive splicing occurs be-
tween exons, and that this may be subsequently rescued by
resplicing.

DISCUSSION

In this study, we characterize the relative kinetics of transcrip-
tion, splicing, and transcript release from the chromatin com-
partment for genes of the inflammatory response. Stimulating
primary macrophages with Lipid A, we induced transcription
of a large set of endogenous genes. We applied RNA-seq to
isolates of chromatin-associated and soluble nuclear RNA
collected over time to measure the rates of exon ligation and
transcript release from chromatin relative to RNA synthesis.
This experimental approach allowed us to follow the RNA
products as they were transcriptionally elongated, terminated,
spliced, and then released into the nucleoplasm. We find that
the rates of later steps in mRNA maturation strongly affect
the timing of when a final protein product can be made after
stimulation. This timing has important implications for un-
derstanding the inflammatory gene cascade. For example,
Nfkbid, which is rapidly induced by Lipid A, encodes a nuclear
inhibitor of NFkB. Unlike another immediate early gene, c-
Fos, Nfkbid mRNA maturation and release are delayed by
~15 min, thereby slowing the negative feedback on NFkB ac-
tivity that it controls. Thus, these rates of mRNA maturation
and release will need to be incorporated into predictive mod-
els of the inflammatory gene response (Hetru and Hoffmann
2009).

We find that the appearance of some spliced exon—exon
junctions can be substantially delayed relative to synthesis of
the exons themselves and that introns in the Lipid A-induced
gene set often are excised after the time needed to fully tran-
scribe a locus. These introns can be substantially slower in
their excision than other introns whose removal occurs prior
to transcript completion. In contrast, 3’ end cleavage of na-
scent transcripts occurs rapidly after transcription across the
poly(A) site. These differing kinetics result in pools of tran-
scripts associated with chromatin that are cleaved and polya-
denylated at the 3" end but are not yet completely spliced (Fig.
8). This is consistent with previous results demonstrating that
cleavage and polyadenylation can occur prior to splicing in
adenoviral and mammalian transcripts, as well as with obser-
vations that pools of polyadenylated RNA can be observed at
active gene loci (Nevins and Darnell 1978; Harpold et al. 1979;
Weber et al. 1980; Kessler et al. 1993; Rigo and Martinson
2009; Brody et al. 2011).

We observe that a lag occurs after the completion of tran-
scription before transcript release from the chromatin frac-
tion into the nucleoplasm, and that RNA passes through
this nucleoplasmic fraction prior to appearance in the cyto-
plasm (Fig. 8; Bhatt et al. 2012). Introns in sporadic constitu-
tive genes are detectable in the nucleoplasmic fraction, and
imaging data indicate that some introns may be excised
away from their chromatin template (Supplemental Fig. S1;
Vargas et al. 2011; Girard et al. 2012). However, measure-
ments of steady-state RNA levels from most constitutive genes
found intronic RNA sequence primarily in the chromatin
fraction (Supplemental Fig. S1; Wuarin and Schibler 1994;
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FIGURE 8. The sequence of maturation events observed for Lipid A-
induced transcripts. We find that splicing and transcript release from
chromatin are slow relative to RNA synthesis and 3’ end cleavage.
This gives rise to the following sequence of events for Lipid A-induced
transcripts. (A) Transcription initiates upon Lipid A stimulation. (B)
Transcription of the gene completes. Some splicing likely initiates prior
to this, but for the genes assayed here, spliced read accumulation largely
coincided with the time of transcript completion or later. (C) Cleavage
and polyadenylation at the 3’ splice site is rapid once transcription pro-
ceeds across the site. Introns are removed roughly in a 5'-to-3’ order
along the transcript. (D) Introns encompassing an alternative exon
that is to be excluded from the final message are spliced especially slowly.
(E) Fully processed, mature mRNAs are released from the DNA tem-
plate. (F) RNA released into the nucleoplasm is largely complete.

Pandya-Jones and Black 2009; Khodor et al. 2011, 2012;
Tilgner et al. 2012; and data not shown). If these transcripts
become dissociated from the locus after transcription, they
must rapidly rebind to components of the chromatin pellet.
We find that serine/arginine (SR) proteins and other speckle
components do not pellet with the chromatin and that the as-
sociation of RNA with this fraction is sensitive to DNase treat-
ment, indicating that its interaction requires intact DNA (data
not shown). Thus, the RNA in the chromatin fraction is most
likely still associated with the locus. However, this RNA is not
necessarily still bound to the Pol Il on the DNA template. The
fraction presumably contains what have been called peri-
speckles that contain polyadenylated RNA and are adjacent
to speckles and gene loci (Brody et al. 2011; Daguenet et al.
2012). Once released into the soluble nucleoplasm, transcripts
rapidly appear in the cytoplasmic fraction, in agreement with
relatively rapid rates of RNA nuclear export observed by mi-
croscopy (Ben-Ari et al. 2010; Grunwald and Singer 2010;
Bhatt et al. 2012).

In the Lipid A-induced genes, we find nearly all intron-
containing RNA within the chromatin fraction, and that
RNA within the soluble nucleoplasm is fully spliced. For these
Lipid A-induced genes, the release of RNA into the nucleo-
plasm coincided with the splicing of the slowest intron.
Thus, the lag in transcript release from the chromatin may re-
flect the time needed to complete splicing. A requirement for
complete splicing prior to release is consistent with many

studies showing an accumulation of RNA at gene loci in re-
sponse to perturbations of the splicing reaction or disruptions
in mRNA export (Custodio et al. 1999; Jensen et al. 2001;
Abruzzi et al. 2006; Brody et al. 2011; Martins et al. 2011).
The coupling of final transcript maturation to template re-
lease would provide a site of action for quality control mech-
anisms that act on incorrectly processed RNAs prior to their
entry into the nuclear export pathway. It will be very interest-
ing to examine how factors involved in RNA quality control
and export, such as the TREX/THO complexes, affect the dis-
tribution of mRNAs between the chromatin and nucleoplas-
mic fractions (Strasser et al. 2002; Rougemaille et al. 2008;
Dias et al. 2010; Schmid and Jensen 2010).

Some introns are excised during RNA synthesis and others
later (Bauren and Wieslander 1994; Tennyson et al. 1995;
Wetterberg et al. 1996). Singh and Padgett (2009) made the
most extensive measurements of splicing rates, examining
constitutive transcripts restarted after DRB inhibition of tran-
scription. They found that introns are typically excised ~8
min after synthesis of the 3’ exon. Although a large fraction
of the introns we examined are excised at comparable rates,
some are much slower. One interesting possibility is that the
transcriptional induction process by Lipid A contributes to
a delay in splicing for certain introns. Factors required for
these slow introns may not be immediately recruited to a lo-
cus, and this would contribute to the timing of the evolving
Lipid A response. In contrast, introns in transcripts from con-
stitutively expressed genes may be tuned for rapid excision.
However, the patterns of steady state RNA accumulation on
the introns and exons of constitutive genes are highly variable,
and this may be an indication of different rates of intron exci-
sion on these transcripts as well.

The source of the differing intron excision kinetics is not
clear. In vitro, the rate of splicing can be altered by changing
the strength of the 5’ splice site or the length of the intron, or
by adding enhancer or silencer elements (Hertel and Maniatis
1998; Yu et al. 2008; Hicks et al. 2010). We did not observe
correlations of either splice site strength or intron length
with the rates of splicing (data not shown). The variability
in intron excision rates presumably reflects rate differences
in steps of spliceosome assembly and catalysis subsequent to
initial splice site recognition and perhaps subsequent to splice
site pairing.

Regulated introns can be particularly slow in their excision.
In earlier observations, introns containing exons that will be
excluded from the final mRNA were found to be present on
the chromatin at higher levels than adjacent constitutive in-
trons (Pandya-Jones and Black 2009; Khodor et al. 2011,
2012). In now measuring the excision rate of such an intron
in Cd44, we find that it is indeed excised much more slowly
than the other introns in the transcript. Splicing of complex
regions that offer competing choices for spliceosome assem-
bly may involve additional rate limiting regulatory steps prior
to proper exon ligation. For example, there is evidence that
SR proteins bound within introns are inhibitory for splicing
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(Kanopka et al. 1996; Ibrahim et al. 2005). Since exons that
are excluded during splicing will likely bind SR proteins at
their exonic splicing enhancer elements, these proteins must
somehow be removed or ignored during splicing. These re-
sults underscore how little we know regarding the kinetics
of spliceosome assembly, which steps are rate limiting, and
how features of the pre-mRNA might alter those rates.

There is substantial evidence for cross-talk between tran-
scription and splicing. Specifically, transcription elongation
rates are thought to affect the choice of some alternative splic-
ing patterns (Perales and Bentley 2009; de la Mata et al. 2010;
Pandya-Jones 2011). Although intron excision can be slow
relative to RNA synthesis, as we show here, splice site pairing
choices may still occur during transcription. In fact, introns
near the 5 end of long genes do appear to be excised prior
to introns near the 3’ end, even though some splicing catalysis
is occurring long after the intron is synthesized; this may be
indicative of the sequence of spliceosome assembly during
transcription (de la Mata et al. 2010). On the other hand,
the long delay in the excision of regulated introns relative
to their synthesis offers additional opportunities for altering
the choice of splicing patterns. There is evidence that regula-
tory proteins can alter splice site choice after the initial pair-
ing of splice sites (Lim and Hertel 2004; Kotlajich et al. 2009).
It will be interesting to examine whether pools of completed
but unspliced transcripts can be differentially spliced de-
pending on cellular conditions. It has been shown that a
pool of partially spliced Clk1/4 mRNA is stored for later com-
pletion in response to stress, but this RNA does not appear to
be at the Clk1/4 locus (Ninomiya et al. 2011).

In a previous study, we examined the splicing of ¢c-Src and
Fibronectin transcripts in chromatin and nucleoplasmic frac-
tions of tissue culture cells by RT-PCR (Pandya-Jones and
Black 2009). As described above, the results of this study
were largely consistent with our observations here, except
that we found increasing levels of intron sequence at the 3’
ends of genes. We interpreted the 5'-to-3’ gradient in intron
abundance as reflecting the excision of introns as polymerase
progresses through the locus. This may be correct for ¢-Src,
Fn, and other constitutive genes. However, these measure-
ments were of steady-state RNA levels where the rates of splic-
ing and transcription could not be directly assessed. We find
here that the patterns of intron and exon abundance of con-
stitutive genes measured at steady state are highly variable
and that it is difficult to draw general conclusions about the
order of intron excision from these data. Moreover, we find
that intron excision may still progress in a roughly 5'-to-3' or-
der along a transcript even if splicing initiates after transcrip-
tion has proceeded through most of the gene.

Other recent studies also applied RNA-seq analysis to chro-
matin-associated RNA of constitutive genes (Khodor et al.
2011, 2012; Tilgner et al. 2012). Khodor and colleagues exam-
ined Drosophila melanogaster and rat liver genes at steady state,
with the added step of removing poly(A)' RNA from the
chromatin RNA pool to ensure only nascent chains were pre-

sent. While the differences in the experimental systems pre-
vent the exact comparison of their results with ours, the
authors similarly conclude that splicing largely occurs in the
chromatin fraction and that regulated introns are slow to
splice. The authors also report higher levels of introns in na-
scent mammalian transcripts than in Drosophila, indicating
that splicing may be slower relative to RNA synthesis for
mammalian genes (Khodor et al. 2012). Another genome-
wide metagene analysis of RNA-seq data from K562 cells
also found a modest cross-gene gradient of ligated exons
(Tilgner et al. 2012). These authors found that long noncod-
ing RNAs may also have relatively slowly spliced introns,
although again the rates could not be determined from
steady-state conditions.

In another study, RNA-seq was applied to total human
brain RNA. Saw-tooth patterns of decreasing read density ob-
served across introns were interpreted as indicating rapid
intron excision as the polymerase passed through a 3’ splice
site (Ameur et al. 2011). This analysis was conducted on total,
steady-state RNA containing both fully spliced nuclear and
cytoplasmic RNA, as well as immature RNA presumably asso-
ciated with the chromatin. This precluded examination of
exon abundance in the nascent RNA. In examining steady-
state genes that are not affected by Lipid A stimulation, we
also find examples of saw-tooth patterns of read density across
introns (Supplemental Fig. S1); however, these patternsare not
pervasive across all introns nor all genes (see also Khodor et al.
2012). Moreover, although there is some enrichment of exon
reads surrounding these introns, we do not observe decreasing
5'-to-3' gradients of exon reads along the length of these genes
that would indicate very rapid intron excision during tran-
scription. It is important to point out that there is wide varia-
tion in the patterns of RNA-seq read accumulation between
individual genes, particularly at steady state. Thus, we would
not rule out the possible rapid excision of some introns, in-
cluding in ¢-Src and Fn transcripts (although also see Khodor
et al. 2012). The pattern of decreasing 5'-to-3' read densities
within introns was not generally seen in the Lipid A-induced
transcripts, but again it is possible that there are differences
in intron excision rates between some constitutive genes and
Lipid A inducible genes.

The error rate of the splicing process is difficult to estimate
in vivo. In analyzing total RNA or mRNA, a variety of quality
control mechanisms have likely degraded many of the non-
functional mRNAs produced from aberrant splicing patterns.
We examined whether we might observe higher levels of ab-
errant products in our nascent RNA fraction. In general, the
fidelity of splice site selection appears to be high, even when
splicing is relatively slow and abundant unspliced RNA accu-
mulates at a gene locus (Fox-Walsh and Hertel 2009). Nev-
ertheless, we do find low levels of aberrant splicing events
occurring in the analyzed transcription units. The more com-
monly observed errors appear to be splicing events that will
be resolved by subsequent splicing at the correct junctions.
These include splicing at cryptic splice sites internal to the
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correct sites and splicing between alternative exons that will
not affect the final mRNA after excision of the long intron
that contains them. It also appears that Cd44 exon 16 may
join to exon 15 only to subsequently resplice to exon 5.
The resplicing of exon 16 is conceptually similar to the recur-
sive splicing that has been described in a long intron of the
Drosophila Ubx locus (Hatton et al. 1998; Burnette et al.
2005). In that case, a 5" splice site is repeatedly respliced to
a series of 3’ splice sites along the long intron. We did not ob-
serve intermediate spliced products for this kind of recursive
splicingin the genes analyzed, butit may occur on other mam-
malian genes (although see Shepard et al. 2009). Aberrant
spliced products that can be resolved by subsequent resplic-
ing may not have a strong selection against their occurrence.
Further analyses of nascent RNA after induction at greater se-
quence depth should allow more accurate measurement of
splicing error rates.

This experimental approach can be applied to characteriz-
ing splicing responses to myriad other stimuli and cellular
conditions. The isolation of the chromatin-associated RNA
pool offers more rapid measurement of RNA changes than
the traditional analysis of cytoplasmic mRNA. The method
can also be applied to other RNA processing events, such as
the maturation of microRNAs. A majority of miRNA genes
are housed within introns and their processing is thought to
occur in association with chromatin (Kim and Kim 2007;
Pawlicki and Steitz 2008). We identified a miRNA within
the Lipid A-induced gene set, miR1938 encoded within intron
1 of the Ifrd1 gene (Fig. 3). We did not observe obvious differ-
ences in the excision kinetics for this intron, nor did the intron
show unusually high read numbers after excision, as might be
expected if the lariat product were particularly stable (data not
shown). Using this approach, it will be interesting to assess
where and when miRNA maturation occurs relative to the
processing of host mRNAs. In this way, we hope to obtain
much needed information on the maturation rates of a variety
of transcripts.

MATERIALS AND METHODS
Cell culture

Bone marrow derived macrophages were isolated from mixed-sex
C57BL/6 mice and cultured and stimulated with Lipid A as previ-
ously described (Bhatt et al. 2012).

RNA isolation

Cells were collected at 0, 15, 30, 60, and 120 min post-stimulation.
Chromatin-associated and nucleoplasmic RNA fractions were iso-
lated and characterized as previously described (Pandya-Jones and
Black 2009; Bhatt et al. 2012). To estimate the loss of RNA from
the chromatin into the nucleoplasm during purification, we exam-
ined the nuclear Xist transcripts. We found that >95% of the total
Xist RNA reads at all time points were found in the chromatin frac-
tion (Supplemental Fig. S1A), as would be expected given its func-

tion in initiating X chromosome silencing (Wutz 2011). Read
numbers between the chromatin and nucleoplasmic fractions can-
not be compared directly, because of differences in library construc-
tion and the sequence complexity between the two fractions.
Nevertheless, the chromatin fraction generated 20-40 times more
Xist reads than the nucleoplasm, indicating that the Xist association
with chromatin was stable to the fractionation. These data indicate
that there is little loss of RNA from the chromatin into the nucleo-
plasm during purification and that the two fractions are composed
of distinct RNA populations.

Library construction

Chromatin-associated and nucleoplasmic RNA fractions were sub-
jected to library preparation as outlined in the Illumina mRNA li-
brary preparation kit. Ribosomal RNA was removed using the
Ribominus kit (Invitrogen). A modification to the protocol involved
the incorporation of dUTP into the second strand synthesis as de-
scribed in Levin et al. (2010) to create a strand-specific library.

Mapping statistics

Fifty-nucleotide reads were aligned to the mouse mm9 male canon-
ical genome using TopHat on Galaxy (options: —a=6; —m =0; —i
=50; —1=>500,000; —F = 0; —g = 1; segment length =25, segment
mismatch=2) (Giardine et al. 2005; Trapnell et al. 2009;
Blankenberg et al. 2010; Goecks et al. 2010).

Normalization and RPKM calculations

Reads were assigned to genic regions using the RefSeq gene database
and the BEDTools suite (Quinlan and Hall 2010). Exon and intron
body reads were calculated using the annotated UCSC known gene
database and the BEDTools commands coverageBed piped after
intersectBed with flag —f 1.0. The same command was used to ex-
tract the 3’ intron junction reads, except —f 0.02, since we required
that the reads overlap the splice site by 1 nt. The spliced exon—exon
reads were identified using the intersectBed command and curated
manually. The RPKM values were calculated by normalizing the
number of reads mapping to a feature by the total number of reads
mapped per sample, as well as the length of the feature in kilobase.
For spliced reads crossing an exon—exon junction, the feature size
was set at 88 nt because we required a 6-nt overlap across the junc-
tion. We limited analysis of ligated exon junctions to those with >15
mapped reads at peak expression, with the vast majority of junctions
accumulating between 25 and 200 reads at this time point (Pan et al.
2008). For the 3’ intron junction reads, feature length was set at 98 nt
to force a 1-nt overlap with the 3’ splice site.

Quantitative RT-PCR

Five-hundred nanograms of input RNA, as quantified on a nano-
drop-1000 spectrophotometer, was random-primed according to
the manufacturers protocol (Superscript II1, Invitrogen). One-tenth
of the cDNA and appropriate primers were added to LightCycler
qPCR mix (Roche) and used in a qQPCR reaction as described by the
manufacturer. All qPCR reactions were performed on an MX300P
machine (Stratagene). The efficiency of each primer set was deter-
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mined using a standard curve and quantification was normalized
against absolute values of U6 snRNA. Primer sequences used in
the analysis of Nfkbid are as follows:

Reverse primer against uncleaved RNA: ccccactecccatttttaat
Reverse primer against poly(A) RNA: tttttttttetttteetttttttctaa
Exon 11 forward: GGAGTTTCCATGGGATTTGA

Exon 11 reverse: CACAGACCAAGGGGAACAAT

Exon 9 forward: CCATTCTGCACTTGGCTGTA

Intron 9 forward: ggttcaaagacccagagacg

Exon 10 reverse: GCAGTGTCGGGTCTGCTC

DATA DEPOSITION

Sequencing data have been submitted to GEO under accession
number GSE32916.
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Supplemental material is available for this article.
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Abstract

A variety of age-related differences in the innate and adaptive immune systems have been
proposed to contribute to the increased susceptibility to infection of human neonates and older
adults. The emergence of RNA sequencing (RNA-seq) provides an opportunity to obtain an
unbiased, comprehensive, and quantitative view of gene expression differences in defined cell
types from different age groups. An examination of ex vivo human monocyte responses to
lipopolysaccharide stimulation or Listeria monocytogenes infection by RNA-seq revealed
extensive similarities between neonates, young adults, and older adults, with an unexpectedly
small number of genes exhibiting statistically significant age-dependent differences. By
examining the differentially induced genes in the context of transcription factor binding motifs
and RNA-seq data sets from mutant mouse strains, a previously described deficiency in
interferon response factor-3 activity could be implicated in most of the differences between
newborns and young adults. Contrary to these observations, older adults exhibited elevated
expression of inflammatory genes at baseline, yet the responses following stimulation correlated
closely with those observed in younger adults. Notably, major differences in the expression of
constitutively expressed genes were not observed, suggesting that the age-related differences
are driven by environmental influences rather than cell-autonomous differences in monocyte

development.

Introduction

Age-related differences in clinical susceptibility to infection have been extensively documented,
with diminished protective responses and enhanced susceptibility observed in pre-term and
term infants, as well as in older adults when compared to young adults [1-5]. This clinical
observation of an age-dependent risk for infectious morbidity and mortality has led to an interest
in identifying the underlying mechanisms and deriving strategies to enhance protective immune

responses at the extreme ends of life [1-3].
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Differences in innate immune responses are thought to contribute to the overall
susceptibility observed in neonates and older adults [2,6]. Neonates have been reported to
produce lower levels of effector molecules, such as oxygen radicals [2,7]. A number of other
proteins have also been reported at reduced levels in innate immune cells, including reduced
expression of IFNa, CD40, CD80, CD83, and CD86 in neonatal plasmacytoid dendritic cells [5].
Furthermore, newborns and older adults produce altered levels of cytokines that regulate the
development of adaptive immunity (reviewed in [2]). For example, the heterodimeric, Th1-
inducing innate cytokine, interleukin(IL)-12, is expressed at reduced levels in neonates, due to
the reduced expression of its p35 subunit [8-10]. In contrast, the anti-inflammatory cytokine, IL-
10, and the Th17-inducing cytokines, IL-6 and IL-23, have been observed at elevated levels in
neonates [9,11]. In older adults, a variety of innate effector responses appear to be reduced,
including superoxide generation and the phagocytosis of microorganisms [12,13]. Systemic low-
level inflammation is another common characteristic of older adults that may alter their response
to infection (reviewed in [2]).

The approaches used to identify age-dependent differences that lead to an increased
risk to suffer from infection at the extreme ends of life have been largely balkanized and focused
on a few particular components, the choice of which appears to depend on the expertise of a
given group of investigators. What has been missing is an unbiased yet comprehensive
interrogation of the events that occur in the very young and the very old following recognition of
an infectious threat. In addition to our deficiency in knowledge of age-dependent differences in
the immune system, little is known about the molecular mechanisms responsible for these
differences. Reduced activation of transcription factors such as interferon response factor 3
(IRF3), defects in nucleosome remodeling, and differences in the expression of pattern
recognition receptors and signaling molecules (e.g. MyD88) are among the mechanisms that
have been proposed to be responsible for the diminished innate immune responses observed in

neonates [2,14-16].
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Age-dependent differences in hematopoietic stem cells and in the development of
hematopoietic lineages have also been observed, providing one possible explanation for the
immune response differences [17-19]. According to this scenario, myeloid cell types may be
fundamentally different in neonates, adults, and older adults, resulting in different gene
expression responses following stimulation or infection. As an alternative, the myeloid cell
populations may be similar, but age-related differences in the blood or tissue microenvironment
may lead to different responses [20]. The response differences may be lost when cells from
different age groups are cultured under the same conditions, or they may be retained via
epigenetic mechanisms or other memory mechanisms [3].

DNA microarrays were previously used to obtain genome-scale insight into age-
dependent differences in gene expression following infectious exposure [15]. More recently,
RNA sequencing (RNA-seq) has emerged as a more quantitative method for examining
transcriptomes [21]. The availability of the RNA-seq method provides an opportunity to unravel,
with greater precision, the age-dependent differences in the immune system that increase risk
for a serious outcome following infection. As a first step, the identification of age-related
differences in gene expression following ex vivo infectious exposure of defined cell populations,
along with the identification of differences in constitutive gene expression in these populations,
would be of considerable value.

In this study, RNA-seq was used to compare the gene expression responses to LPS
stimulation or Listeria monocytogenes (Lm) infection in cord blood monocytes and in peripheral
blood monocytes from young and older adults. LPS provides an example of a well-defined
innate immune stimulator; Lm causes suffering and dying in the very old and the very young,
while most young adults rarely even display symptoms if infected [22]. Our data reveal
extensive similarities in constitutive gene expression and in the response to stimulation or
infection in monocytes from the three age groups. Furthermore, most of the differences
identified between neonates and young adults could be connected to the previously reported

reduction in IRF3 activity in neonates [15]. In contrast, most differences between young adults
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and older adults appeared to result from a low-level inflammatory state (‘inflammaging’) that
characterized monocytes from older adults. Interestingly, large differences in the expression of
constitutively expressed genes, which would be expected if blood monocytes from neonates,
adults, and older adults were fundamentally different, were not identified. This finding supports a
hypothesis in which age-related environmental differences are responsible for the inability of

neonatal monocytes to mount a robust IRF3-mediated response.

Materials and Methods
Isolation of cells and stimulation conditions
All studies were approved by the Institutional Ethics Review Board at the University of British
Columbia. Samples of cord blood from healthy, full-term elective Caesarean sections without
labor and samples of healthy young adult and older adult peripheral blood were collected
directly into sodium heparin-containing vacutainers (BD Biosciences). Within two hrs of the
blood draw, mononuclear cells were isolated by density gradient centrifugation [11]. Positive
selection of monocytes from mononuclear cells was then carried out using Miltenyi microbeads
according to the manufacturer’s protocol with some revisions. Briefly, mononuclear cells were
incubated with 800 uL MACS buffer and 200 uL anti-human CD14 microbeads at 4°C. Cells
were then washed with MACS buffer prior to positive selection of monocytes using Miltenyi
selection columns. Purified monocytes from each donor were cultured in RPMI 1640 medium
supplemented with Glutamax (Gibco, Life Technologies) and 10% human AB serum (Gemini
Bio Products). The monocytes were counted and plated onto 96 well plates at a density of 1x10°
cells/well. Monocytes were stimulated with LPS (10 ng/ml) (InvivoGen) or infected with Lm at
MOI=5. Wild-type (WT) Lm strain 10403s was provided by Dr. D. Portnoy (University of
California, Berkeley, CA) and grown as described [23].

Mouse macrophages were prepared from the bone marrow of 6-week-old C57BL/6,
IRF3™”, or IFNAR™ mice as described [24,25], and were stimulated with lipid A (100 ng/mL)

(Sigma) after 6 days of differentiation.
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RNA isolation, library preparation, and sequencing

Human monocyte RNA was purified using the RNeasy Mini Kit (Qiagen) according to the
manufacturer’s protocol. Strand-specific libraries were prepared using 120 ng RNA input
according to the “deoxyuridine triphosphate (dUTP)” method [26]. Mouse macrophage
experiments involved analyses of chromatin-associated RNAs, as previously described [25]. A
HiSeq 2000 (lllumina) was used for sequencing, with a single end sequencing length of 50
nucleotides. Sequencing data have been submitted to GEO under accession number

GSE60216.

Bioinformatic analyses

All bioinformatic analyses were conducted using the Galaxy platform [27]. Reads were aligned
to the human GRCh37 or mouse mm9 reference genomes with Tophat [28] using most default
parameters. Alignments were restricted to uniquely mapping reads with two possible
mismatches permitted. RPKM (reads per kilobase pair per million mapped reads) were

calculated using Segmonk (http://www.bioinformatics.babraham.ac.uk/projects/seqmonk/).

Coexpressed gene classes were evaluated with Cluster3 by applying k-means clustering to
mean-centered log2(RPKM) expression values [29]. Statistically significant gene expression
differences were evaluated using DESeq [30]. Mouse orthologs of human genes were identified
using BLAST (http://blast.ncbi.nlm.nih.gov/Blast.cgi). Pscan was used to detect DNA motifs
overrepresented in each class between nucleotides -450 and +50 relative to the transcription

start site [31].

Results

Gene expression cascades induced in monocytes by LPS and Lm

An attractive starting point toward a full understanding of age-related differences in immune
responses is to employ RNA-seq to carefully examine mRNA transcript levels following

stimulation or infection of defined cell types. Toward this goal, peripheral blood monocytes were
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obtained from healthy young adults between the ages of 19 and 45, and healthy older adults
aged 65 years and older. In addition, neonatal monocytes were obtained from umbilical cord
blood samples. The monocytes were stimulated with LPS or infected with Lm immediately after
isolation to avoid alterations in cell properties caused by culturing. For both the LPS and Lm
experiments, three individuals from each age group were analyzed. For the LPS experiments,
samples for RNA-seq were secured at 0, 1, and 6 hrs post-stimulation. For the experiments
involving live Lm infection, samples were collected for RNA-seq 2 and 6 hrs after infection; in
this experiment, uninfected cells (referred to as 0-hr time point) were collected after culturing
without Lm for 2 hrs, whereas the unstimulated cells in the LPS experiment were collected
immediately after isolation. After mRNA isolation and cDNA library preparation, RNA-seq was
performed. The number of mapped reads ranged from 3.4 x 10° to 1.3 x 107 per sample.

An examination of the data sets from the LPS experiment identified 1147 annotated
RefSeq genes that were induced by at least five-fold at the 1- or 6-hr time point (relative to the
unstimulated sample) in at least one sample from any age group, and that exhibited a transcript
level exceeding four RPKM following induction. To examine the relationship between the
different time points and age groups in the response to LPS, hierarchical clustering was
performed with these 1147 genes (Figure C-1A). This analysis revealed that each of the nine
samples from a given time point was more closely related to the other samples from the same
time point than to any sample from the other two time-points. The most significant difference
that showed a possible relationship to age was that the three unstimulated samples from older
adults (OA1.0, OA2.0, and OA3.0) and one young adult unstimulated sample (A1.0) clustered
separately from the remaining unstimulated samples from young adults and neonates.

Small age-related differences were also observed with the 6-hr time-point data, in that,
with only one exception (neonatal sample N3.6), each age group clustered separately from the
others. In contrast, the nine 1-hr time-point samples correlated closely, with no apparent age-
related differences. The Pearson correlation values (R values) used for the hierarchical

clustering are shown in Figure C-1B. These results provide initial evidence that the vast majority
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of LPS-induced genes are induced similarly in the three age groups.

Examination of the Lm data sets identified 865 annotated RefSeq genes that were
induced by at least five-fold at the 2-hr or 6-hr time point in at least one sample, and that
exhibited a transcript level exceeding four RPKM following induction. The hierarchical clustering
results and the Pearson correlation values revealed even stronger correlations between age
groups at each time point than were observed with the LPS data (Figure C-2). That is, although
strong time-dependent clustering was observed, no consistent age-related differences were

observed at any of the time points.

K-means cluster analysis of LPS- and Lm-induced genes

To extend the analysis of age-related differences in inducible gene expression, k-means
clustering was used to define groups of genes that exhibited similar expression patterns among
the three age groups and three time points. The k-means algorithm considers induction kinetics,
induction magnitudes, and differences among age groups. Figure C-3A shows the results
obtained when the 1147 LPS-induced genes (using the average expression values from the
three independent samples analyzed for each age group and each time point) were assigned to
one of ten distinct clusters. As expected on the basis of the hierarchical clustering, extensive
similarities were apparent in the three age groups in almost all of the clusters. The similarities
are also apparent in line graphs showing the average relative expression levels for all genes in
a given cluster (Figure C-3B).

Only one cluster (Cluster 1) was identified that showed substantial age-related
differences (Figure C-3A,B). Genes in this cluster were generally expressed at a lower level in
both unstimulated and LPS-stimulated monocytes from neonates in comparison to the young
adult and older adult samples. Although the average induction magnitude for genes in this
cluster was comparable among the age groups, the average expression level of these genes
was significantly lower in neonates than in young adults at all three time points.

K-means clustering of the Lm-induced genes also revealed extensive similarities among
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the three age groups (Figure C-4). Only one cluster (Cluster G) showed slightly reduced
average expression in the neonatal and older adult samples in comparison to the young adult

samples.

Analysis of genes exhibiting statistically significant expression differences
Because the clustering results described above revealed extensive similarities with limited age-
related differences, we envisioned that meaningful insights would require the use of defined
parameters to identify genes that exhibited the greatest differential expression. Toward this end,
we first focused our attention on genes induced to a statistically significant extent (p<0.01) that
also exhibited differential expression between neonates and young adults at a high level of
statistical significance (p<0.01). Only 118 of the 1147 LPS-induced genes met these criteria.

The 118 genes (gene identities listed in Figure C-6) were separated into groups
according to the time point at which their maximum mRNA level was observed (Figure C-5A: 1-
hr peak expression for Groups | and II; 6-hr peak expression for Groups IlI-VI). The genes were
then further grouped according to their expression level in neonates relative to their expression
level in young adults (Figure C-5A, column 7). (For this calculation, the baseline and maximum
expression levels in young adults were defined as 0% and 100%, respectively; the maximum
expression level in neonates was then determined as a percentage relative to that range.) This
analysis revealed 35 genes that exhibited enhanced expression in the neonatal samples
(Groups | and lll, lightest shade of purple) and 83 genes that exhibited reduced expression
(Groups I, IV, V, and VI, three darker shades of purple). Group VI contains the 34 genes that
exhibited the greatest difference between neonates and young adults. For these genes, the
maximum LPS-induced mRNA level in neonates was less than 20% of the maximum level
observed in young adults.

A parallel analysis with the Lm samples identified 123 genes (listed in Figure C-8) that
were inducible and differentially expressed between neonates and young adults with a high

level of statistical significance (p<0.01 for both induction and differential expression). Grouping
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of these genes using the same strategy as above revealed 13 genes that were expressed more
highly in neonates than young adults (Figure C-7A, Groups | and V) and 110 genes that were
expressed more highly in young adults than neonates (Groups Il-IV and VI-VIII). Forty-seven of
these later genes exhibited mRNA levels in neonates that were less than 20% of the young

adult levels (Groups IV and VIII).

A prominent role for IRF3 and Type | IFN signaling in the neonate-adult differences

To gain insight into the mechanisms responsible for differential gene expression in neonatal and
young adult monocytes, we first examined the requirements for expression of the mouse
orthologs of the differentially expressed genes. This analysis took advantage of a large number
of RNA-seq data sets that have been generated in our laboratory using mouse bone marrow-
derived macrophages stimulated with the Lipid A component of LPS. This collection of data sets
includes kinetic analyses of lipid A-induced gene expression in macrophages from a variety of
mutant mouse strains lacking key signaling molecules or transcription factors thought to be
important for inducible transcription ([25] and unpublished results).

By examining the expression requirements for the mouse orthologs of the genes that
were differentially expressed in human neonates and young adults, evidence was obtained that
these genes frequently require the transcription factor IRF3 or Type | IFN receptor signaling.
That is, many of the age-dependent differentially expressed genes were expressed at
substantially reduced levels in Irf3” and/or Ifnar” macrophages stimulated with Lipid A.

To document the extent to which IRF3 and IFNAR signaling might contribute to the
differential expression of LPS-induced genes in neonates and adults, human genes for which
mouse orthologs could clearly be identified (114 of 118 genes; Figure C-5A, column 8, dark pink
and red) were first separated from the small number of genes lacking obvious mouse orthologs
(Figure C-5A, column 8, lightest pink). Then, the RNA-seq data sets were analyzed to identify
genes that were both expressed (RPKM > 4 when maximally expressed) and induced (>5-fold)

in both the human monocytes and wild-type mouse macrophages. The 38 genes that met these
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criteria (Figure C-5A, column 8, red) were then evaluated for their dependence on IRF3 and
IFNAR in mouse bone marrow-derived macrophages stimulated with Lipid A. The results
revealed IRF3-dependence for 14 of the 16 genes in Group VI (Figure C-5A, column 9, dark
blue if <10% of the wild-type expression level in /rf3” macrophages and light blue if 10-33% of
the wild-type level in Irf3” macrophages). 14 of the 16 genes also exhibited reduced expression
in Ifnar” macrophages (column 10). IRF3- and/or IFNAR-dependence was also observed for
most Group V genes for which mouse orthologs were both expressed and induced in mouse
macrophages (Figure C-5A).

As an independent strategy, a transcription factor binding site motif analysis was
performed using the Pscan program [31] with the promoter regions of all genes in Groups |
through VI. The goal of this analysis was to identify transcription factors whose binding sites are
over-represented in the promoters of specific clusters of genes. The small number of
transcription factors for which significant enrichment was observed are shown in Figure C-5B.
Transcription factor binding motif enrichment generally was not observed for Groups | through
V. However, highly significant enrichment of binding sites for IRF1, IRF2, STAT1, and a
STAT2:STAT1 heterodimer was found at the promoters of Group VI genes (Figure C-5B). The
IRF1 and IRF2 binding sites used by the Pscan program are similar to the experimentally
defined consensus IRF3 binding motif [32], which is not assessed by Pscan. Importantly, IRF
and STAT motifs were identified in the promoters of the vast majority of Group VI genes,
including most genes whose mouse orthologs could not be examined for IRF3 and IFNAR
dependence due to lack of inducible expression in both mice and humans (Figure C-5A, column
11).

Thus, both the functional analysis and motif analysis strongly support the hypothesis that
reduced activation of IRF3- and IFNAR-dependent genes explains most gene expression
differences between neonatal and adult monocytes. It is noteworthy that a previous study which
documented reduced IRF3 activity in neonatal dendritic cells found that neonatal and adult cells

were similarly responsive to IFNf stimulation, suggesting that the reduced expression of IFNAR-
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dependent genes is due to reduced IRF3 activity (resulting in reduced IFNf expression) rather
than a reduction in IFNAR signaling [15].

Consistent with the analysis of the LPS-induced genes, mouse orthologs of the human
genes that exhibited differential expression upon Lm infection were generally found to exhibit
IRF3- and/or IFNAR-dependence (Figure C-7A). Furthermore, binding sites for IRF1, IRF2,
STAT1, and the STAT2:STAT1 heterodimer were greatly enriched in the Group VIl genes and
to a lesser extent in Group VIl genes (Figures 6A and 6B). Thus, although IRF3 is thought to be
activated by different pathways in LPS-stimulated and Lm-infected cells [33,34], a common
reduction in IRF3 activity is likely to be responsible for the strongest gene expression

differences between neonatal and adult monocytes.

Low-level inflammation in older adults

To evaluate gene expression differences between young adults and older adults, we first used
the strategy described above to identify differentially induced genes. This analysis revealed
minimal differences in transcriptional induction (data not shown), suggesting that the pathways
involved in the responses to LPS and Lm in monocytes from the two age groups are highly
similar. Instead, the largest differences were observed when examining transcript levels for
inducible genes prior to stimulation. Specifically, 189 LPS-induced genes (>5-fold induction
magnitude; induction significance p<0.01; maximum induced transcript level >4 RPKM)
exhibited transcript levels that were significantly different (p<0.01) in unstimulated cells from
young adults in comparison to older adults (Figure C-9A; gene list in Figure C-10). For these
189 genes, Figure C-9A, column 7 shows the ratio of the unstimulated transcript level in older
adults to that in younger adults (OAO0/AO0). In this figure, the genes are grouped on the basis of
their time point of maximum expression, and the genes were then rank-ordered by the ratio of
the unstimulated transcript level. This analysis revealed that a large majority of the differentially
expressed genes are expressed at an elevated level in older adults (shown as shades of red,

see vertical color scale at right). In fact, 52% of the differentially expressed genes exhibited
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unstimulated transcript levels in older adults that were at least 3-fold higher than in young
adults, whereas only 3% exhibited transcript levels that were at least 3-fold higher in young
adults than in older adults. Similar results were observed in the Lm experiment (data not
shown), but the number of genes showing differential expression was lower, probably because
the unstimulated cells for the Lm experiment were cultured for 2 hrs prior to collection, whereas
the unstimulated cells in the LPS experiment were collected without culturing.

Importantly, although relatively large differences in expression between young adults
and older adults were observed in the unstimulated cells, the magnitudes of the differences
were generally lower after stimulation. This is apparent in Figure C-9A, column 8 (max OA/max
A), which shows the ratio between the maximum induced transcript levels in older adults versus
young adults. Because the same color scale is used for columns 7 and 8, it is readily apparent
that the transcript level ratios move toward 1 after stimulation for most genes that are
differentially expressed prior to stimulation. Figure C-9B, which displays average transcript
levels for all genes in Groups | and Il, also shows that transcript levels in older adults were
elevated to a greater extent prior to stimulation than after stimulation. Thus, an inflammatory
state is readily apparent in unstimulated monocytes from older adults. This inflammatory state in
unstimulated cells may influence transcript levels observed after stimulation or infection, but to a

limited extent relative to the differences observed in the basal state.

Discussion

The diminished capacity of human neonates and older adults to mount an immune response to
infectious agents has been well documented [1,2]. However, because of the complexity of the
human immune system and limitations in the experimental approaches that are available for
studying immune responses in humans, insights into the underlying mechanisms have been
difficult to obtain. One starting point toward a mechanistic understanding can be characterized

as reductionist, in which the goal is to first delineate age-related differences intrinsic to defined
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immune cell types in an ex vivo setting, with subsequent experiments focusing on how these
intrinsic differences contribute to clinical observations in the far more complex in vivo setting.

In this study, RNA-seq was used to examine the intrinsic response of blood monocytes
to LPS stimulation and Lm infection. The improved dynamic range of the RNA-seq method in
comparison to microarray methods [21] led to the expectation that the results might reveal
extensive differences among the age groups. Given this expectation, the most striking finding is
perhaps the extensive similarity in both constitutive and inducible gene expression. The results
suggest that a single mechanism — variable induction of IRF3 — may be responsible for most
and perhaps all differences between neonatal and young adult monocytes. Another defined
mechanism, variable low-level inflammation prior to induction, may explain most of the
differences between young adults and older adults.

Our results strengthen previous evidence that reduced IRF3 activity makes a major
contribution to the deficient innate responses of neonates to infectious stimuli [15]. The previous
study was performed with LPS-stimulated dendritic cells differentiated from cord blood or adult
peripheral blood, whereas the current study was performed with freshly isolated monocytes
stimulated with LPS or infected with Lm. In the previous study, a large number of IRF3- and
Type 1 IFN-dependent genes were found to be expressed at reduced levels in neonates. The
reduced expression of these genes was attributed to reduced IRF3 activity because the
neonatal and adult cells responded similarly to direct stimulation with IFNf. Reduced IRF3
activity would lead to a broad reduction in the expression of IFN-dependent genes because
IRF3 is critical for the initial induction of IFNB transcription in LPS-stimulated cells.

Interestingly, the previous study found that IRF3 translocated to the nucleus similarly in
neonatal and adult cells, and its in vitro DNA-binding activity was similarly induced [15].
However, its ability to bind endogenous target genes was reduced, suggesting that an additional
event — possibly an additional post-translational modification — is needed for binding to target
genes and may be reduced in neonatal cells. Of relevance, a separate study identified a major

defect in IRF7 activation in neonatal plasmacytoid dendritic cells and, in this cell type, a defect
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in nuclear translocation of IRF7 was observed in neonates [35]. An additional clue into the
underlying mechanism is our finding of a similar deficiency in both LPS-stimulated and Lm-
infected cells. LPS and Lm activate IRF3 via different signaling pathways — the TRIF pathway
for LPS and the STING pathway for Lm [33,34] — suggesting that the reduced IRF3 activity in
neonatal cells involves a mechanism that influences the activation of IRF3-dependent genes via
both of these pathways.

In addition to elucidating the specific mechanism, it will also be important to understand
why this difference exists between neonatal and adult monocytes. The simplest model is that
neonatal monocytes are fundamentally different from adult monocytes and represent a
developmentally distinct monocyte subtype. However, this model predicts that prominent gene
expression differences would be observed prior to stimulation. The differentially expressed
genes would be expected to include cell-surface markers that define different myeloid cell
populations and genes that might help regulate IFN responses. Surprisingly, the expression
profiles of the unstimulated monocytes from neonates and adults were remarkably similar (data
not shown), with no large differences suggesting that they represent different myeloid subtypes,
and no differences that would be predictive of the differential induction of IRF3-dependent
genes.

One possible explanation for this apparent paradox is that the differences between
neonatal and adult monocytes are due to the differential expression of micro-RNAs or long
noncoding RNAs, which were not examined in this analysis. However, the differential
expression or processing of non-coding RNAs would be expected to require the differential
expression of transcription factors that regulate the non-coding RNA genes, or the differential
expression of processing enzymes; these protein-coding genes would have been included in
our analysis. Differences in alternative pre-mRNA splicing also were not examined in our
analysis. Once again, differential splicing would be expected to require the differential

expression of genes encoding splicing factors. A more likely possibility is that the pronounced
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difference in the induction of IRF3-dependent genes is regulated by genes whose expression
levels vary by only a small and statistically insignificant amount.

Because the RNA-seq profiles failed to provide evidence that the neonatal and adult
cells represent developmentally distinct monocyte subtypes, the neonatal-adult differences may
instead be due to environmental differences that act on the fully differentiated cells to influence
their capacity to induce IRF3 activity. Such a mechanism would need to influence IRF3’s
capacity for induction for a prolonged time period, because the IRF3 difference has been
observed in dendritic cells differentiated for several days in vitro [15]. This environmental
difference may lead to small and stable differences in the expression of genes that regulate
IRF3 activity. Alternatively, the neonatal microenvironment may alter the structure of chromatin
at IRF3-dependent genes, resulting in a reduced capacity for IRF3 binding in response to a
stimulus.

To summarize, the results of this study will help guide future efforts to understand the
mechanisms responsible for the immune deficiencies observed in neonates and older adults.
The results suggest that the intrinsic properties of blood monocytes are remarkably stable
throughout life and vary to only a limited extent. The reduced capacity of neonatal monocytes to
activate IRF3-dependent genes could play an important role in the deficient response of
neonates to many microbial pathogens. Furthermore, the low-level inflammation that is readily
apparent in monocytes from older adults could also influence anti-microbial responses. RNA-
seq studies to quantitatively characterize intrinsic age-related differences in other innate and
adaptive immune cell types should provide additional insights and should ultimately suggest

strategies to enhance immune responses in deficient populations.
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Figure Legends

Figure C-1. Hierarchical clustering of LPS-stimulated monocyte transcriptomes from
human neonates, adults, and older adults. (A) RNA-seq experiments were performed with
three independent human monocyte samples from cord blood (N), young adult peripheral blood
(A), and older adult peripheral blood (OA) stimulated with LPS for 0, 1, and 6 hrs. Hierarchical
clustering was performed with the 1147 genes found to be induced by at least 5-fold at the 1- or
6-hr time point in at least one sample and with an induced RPKM of at least 4 (genes smaller
than 200 bp were also excluded from the analysis). Sample codes correspond to the age
abbreviation followed by the sample number (1 through 3 for each age); the time point (0, 1, or 6
hr) is indicated after the period. Inducible transcriptomes exhibit strong time-dependent
clustering, with much less age-dependent clustering. (B) Pearson correlation values (R) used for
the hierarchical clustering in panel A are shown. Each time point from each sample was
compared to every other sample and time point. R values are color-coded from low (green) to
high (red). Samples on the X and Y axes are grouped first according to age group, then time

point (0, 1, or 6), and then sample number (1-3).

Figure C-2. Hierarchical clustering of Lm-infected monocyte transcriptomes from human
neonates, adults, and older adults. (A) RNA-seq experiments were performed with three
independent human monocyte samples from cord blood (N), young adult peripheral blood (A),
and older adult peripheral blood (OA) infected with Lm for 0, 2, and 6 hrs. Hierarchical clustering
was performed with the 865 genes found to be induced by at least 5-fold at the 2- or 6-hr time
point in at least one sample and with an induced RPKM of at least 4 (genes smaller than 200 bp
were also excluded from the analysis). Sample codes correspond to the age abbreviation
followed by the sample number (1 through 3 for each age); the time point (0, 2, or 6 hr) is
indicated after the period. Inducible transcriptomes exhibit strong time-dependent clustering,
with much less age-dependent clustering. (B) Pearson correlation values (R) used for the

hierarchical clustering in panel A are shown. Each time point from each sample was compared
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to every other sample and time point. R values are color-coded from low (green) to high (red).
Samples on the X and Y axes are grouped first according to age group, then time point (0, 2, or

6), and then sample number (1-3).

Figure C-3. Analysis of LPS-induced genes in monocytes by K-means cluster analysis.
(A) The 1147 genes that exceeded 200 bp in length, exhibited an RPKM of at least 4 in one
sample, and were induced by LPS by at least 5-fold in the same sample were divided into 10
clusters by k-means cluster analysis, which considers similarities in transcript levels for each
gene across all 27 samples (3 age groups, 3 samples for each age group, and 3 time points for
each sample). The three independent samples are shown in parallel for each age group. Colors
indicate the percentile of the relative expression level (based on the log-transformed mean-
centered RPKM for each gene), as indicated at the bottom. (B) The average relative transcript
levels for genes within each cluster are shown for each age group (neonates, blue diamonds;

young adults, red squares; older adults, green triangles).

Figure C-4. Analysis of Lm-induced genes in monocytes by K-means cluster analysis. (A)
The 865 genes that exceeded 200 bp in length, exhibited an RPKM of at least 4 in one sample,
and were induced by Lm infection by at least 5-fold in the same sample were divided into 10
clusters by k-means cluster analysis, which considers similarities in transcript levels for each
gene across all 27 samples (3 age groups, 3 samples for each age group, and 3 time points for
each sample). The three independent samples are shown in parallel for each age group. Colors
indicate the percentile of the relative expression level (based on the log-transformed mean-
centered RPKM for each gene), as indicated at the bottom. (B) The average relative transcript
levels for genes within each cluster and are shown for each age group (neonates, blue

diamonds; young adults, red squares; older adults, green triangles).
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Figure C-5. Genes that exhibit the greatest expression deficit in LPS-stimulated cord
blood monocytes in comparison to adult monocytes are regulated by IRF3 and/or Type |
IFNs. (A) LPS-induced genes exhibiting statistically significant differential expression in
neonates and adults (n = 118) were grouped according to the time point at which their maximum
transcript levels were observed (1 or 6 hrs). They were then grouped according to their relative
maximum transcript levels in cord blood (neonates) versus young adults. Induced genes with a
higher maximum transcript level in neonates than young adults (with statistically significant
differential expression) are included in classes | (1-hr peak) and Il (6-hr peak) (column 7).
Genes exhibiting a maximum transcript level in neonates that was 50-100% of the young adult
transcript level (but with statistically significant differential expression) are included in class IV
(no genes with peak transcript levels at 1-hr fit this criterion). Genes exhibiting a maximum
transcript level in neonates that was 20-50% of the young adult transcript level are in classes Il
(1-hr) and V (6-hr). Genes with a maximum transcript level in neonates below 20% of the young
adult transcript level are in class VI. Columns 1-6 show the relative transcript levels (based on
the log-transformed mean-centered RPKM) for these 118 classified genes in all samples and all
time points from both neonates and young adults. Column 8 indicates genes that lack obvious
mouse orthologs (lightest pink), genes that contain mouse orthologs that are either not
expressed or not induced in mouse bone marrow-derived macrophages (dark pink), and genes
containing mouse orthologs that are both expressed and induced by LPS (red). Columns 9 and
10 show relative expression of the mouse ortholog of the human gene in Lipid A-stimulated
macrophages from IRF3” and IFNAR” mice, respectively (see blue scale at right). Note that
these columns are only relevant for genes shown in red in Column 8. Column 11 indicates
genes with promoters that contain an IRF1 transcription factor binding motif between -450 and
+50 bps relative to the transcription start site. (B) Enrichment of transcription factor binding sites
determined using the Pscan program is shown for each gene class from panel A. Color intensity

is proportional to the negative log(p-value).
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Figure C-6. LPS-induced genes exhibiting statistically significant differences in transcript
levels in cord blood and young adult monocytes. An expanded version of Figure C-5A is
shown, which includes the identities of the LPS-induced genes that are differentially expressed
in cord blood and young adult monocytes. RefSeq IDs and gene names are shown for human

genes and their mouse orthologs.

Figure C-7. Genes that exhibit the greatest expression deficit in Lm-stimulated cord
blood monocytes in comparison to adult monocytes are regulated by IRF3 and/or Type |
IFNs. (A) Lm-induced genes exhibiting statistically significant differential expression in neonates
and young adults (n = 123) were grouped according to the time point at which their maximum
transcript levels were observed (2 or 6 hrs). They were then grouped according to their relative
maximum transcript levels in cord blood (neonates) versus young adults. Induced genes with a
higher maximum transcript level in neonates than young adults (with statistically significant
differential expression) are included in classes | (2-hr peak) and V (6-hr peak) (column 7).
Genes exhibiting a maximum transcript level in neonates that was 50-100% of the young adult
transcript level (but with statistically significant differential expression) are included in classes Il
(2-hr) and VI (6-hr). Genes exhibiting a maximum transcript level in neonates that was 20-50%
of the young adult transcript level are in classes Ill (2-hr) and VII (6-hr). Genes with a maximum
transcript level in neonates below 20% of the young adult transcript level are in classes IV (2-hr)
and VIII (6-hr). Columns 1-6 show the relative transcript levels (based on the log-transformed
mean-centered RPKM) for these 123 classified genes in all samples and all time points from
both neonates and young adults. Column 8 indicates genes that lack obvious mouse orthologs
(lightest pink), genes that contain mouse orthologs that are either not expressed or not induced
in mouse bone marrow-derived macrophages (dark pink), and genes containing mouse
orthologs that are both expressed and induced by LPS (red). Columns 9 and 10 show relative
expression of the mouse ortholog of the human gene in Lipid A-stimulated macrophages from

IRF3” and IFNAR™ mice, respectively (see blue scale at right). Note that these columns are
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only relevant for genes shown in red in Column 8. Column 11 indicates genes with promoters
that contain an IRF1 transcription factor binding motif between -450 and +50 bps relative to the
transcription start site. (B) Enrichment of transcription factor binding sites determined using the
Pscan program is shown for each gene class from panel A. Color intensity is proportional to the

negative log(p-value).

Figure C-8. Lm-induced genes exhibiting statistically significant differences in transcript
levels in cord blood and young adult monocytes. An expanded version of Figure C-7 is
shown, which includes the identities of the Lm-induced genes that are differentially expressed in
cord blood and young adult monocytes. RefSeq IDs and gene names are shown for human

genes and their mouse orthologs.

Figure C-9. Elevated expression of a broad range of inflammatory genes prior to
stimulation of freshly isolated monocytes from older adults. (A) LPS-induced genes
exhibiting differential basal expression between adults and older adults (n = 189) are grouped
according to maximum mRNA level. Columns 7 and 8 show the ratio of transcript levels
between older adults and young adults before stimulation and at maximum transcript levels,
respectively. (B) The average relative transcript levels within each cluster and for each age are

shown.

Figure C-10. LPS-induced genes that exhibit statistically significant differences in basal
transcript levels in monocytes from young and older adults. An expanded version of Figure
C-9A is shown, which includes the identities of LPS-induced genes that are differentially
expressed in unstimulated young and older adult monocytes. Human RefSeq IDs and gene

names are shown.

210



Figure C-1. Hierarchical clustering of LPS-stimulated monocyte transcriptomes from

human neonates, adults, and older adults.
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Figure C-2. Hierarchical clustering of Lm-infected monocyte transcriptomes from human
neonates, adults, and older adults.
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Figure C-3. Analysis of LPS-induced genes in monocytes by K-means cluster analysis.
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Figure C-4. Analysis of Lm-induced genes in monocytes by K-means cluster analysis.
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Figure C-5. Genes that exhibit the greatest expression deficit in LPS-stimulated cord

blood monocytes in comparison to adult monocytes are regulated by IRF3 and/or Type |

IFNs.
c
A 5§ B
2 8
c 35 1h 6h
o s 3 | I Il v Vv Vi
— x
] 8 4o Foxd3
g = o FOXP1
g 2z gtﬁ IRF1
C
g =2 > IRF2
= '5 L, PRDM1
S Vo 9O STAT1
< §3232 2 STAT2:STATL
Neonate Adult 5 588 — Statd
T o =
Oh 1h  6h Oh 1h 6h R Sece & P-value
1 6.73E-26

Relative Expression

T 1 0 Percentile 100

>100%
50% - 100%
20% - 50%
<20%

No mouse ortholog
Not expressed and induced in mice
Expressed and induced

10-33% of WT
<10% of WT

IRF motif

7 8 910 11

215



Figure C-6. LPS-induced genes exhibiting statistically significant differences in transcript

levels in cord blood and young adult monocytes.
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Figure C-7. Genes that exhibit the greatest expression deficit in Lm-stimulated cord

blood monocytes in comparison to adult monocytes are regulated by IRF3 and/or Type |
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Figure C-8. Lm-induced genes exhibiting statistically significant differences in transcript

levels in cord blood and young adult monocytes.
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Figure C-9. Elevated expression of a broad range of inflammatory genes prior to

stimulation of freshly isolated monocytes from older adults.
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Figure C-10. LPS-induced genes that exhibit statistically significant differences in basal

transcript levels in monocytes from young and older adults.

£ H
H H
3 3
RefSeq ID. Gene Name ® E
e
e e
o e
oo
sy o
i
oo i
e s
o e
N
e e
b e
o heia
v,
o
e o
s e
s s
ey i
e o
e s
o (oo
W o
e
s oo
o om
iz X
o2 s
e -
o Sertion
oo i
i m
o
3 o
o
o cown
o s
Wi
e
i
o e
W
s o
o

Relative Expression
>500%
0 Percentile 100 200-500%
100-200%
Ratio 50-100%
20-50%
1 5 <20%

TS
Piaca
Loci00130230
i

sed

ALeam
Doc

Cim1
A
cues

=)
Loci00132891
Meoln2

oig2

nr
APoBECID

220



Works Cited
1. Prabhudas M, Adkins B, Gans H, King C, Levy O, et al. (2011) Challenges in infant

immunity: implications for responses to infection and vaccines. Nat Immunol 12: 189-194.

2. Kollmann, TR, Levy, O, Montgomery, RR, Goriely, S (2012) Innate immune function by

Toll-like receptors: distinct responses in newborns and the elderly. Immunity 37: 771-783.

3. Levy O, Goriely S, Kollmann TR (2013) Immune response to vaccine adjuvants during the

first year of life. Vaccine 31: 2500-2505.

4. De Wit D, Tonon S, Olislagers V, Goriely S, Boutriaux M, et al. (2003) Impaired
responses to toll-like receptor 4 and toll-like receptor 3 ligands in human cord blood. J

Autoimmun 21:277-281.

5. De Wit D, Olislagers V, Goriely S, Vermeulen F, Wagner H, et al. (2004) Blood
plasmaytoid dendritic cell responses to CpG oligodeoxynucleotides are impaired in human

newborns. Blood 103: 1030-1032.

6. Wilson CB, Kollmann TR (2008) Induction of antigen-specific immunity in human neonates

and infants. Nestle Nutr Workshop Ser Pediatr Program 61: 183-195.

7. lliodromiti Z, Anastasiadis A, Varras M, Pappa KI, Siristatidis C, et al. (2013) Monocyte

function in the fetus and the preterm neonate: immaturity combined with functional impairment.

Mediators Inflamm 2013: 753752.

221



8. Goriely S, Vincart B, Stordeur P, Vekemans J, Willems F, et al. (2001) Deficient IL-
12(p35) gene expression by dendritic cells derived from neonatal monocytes. J Immunol 166:

2141-2146.

9. Vanden Eijnden, S, Goriely S, De Wit D, Goldman M, Willems F (2006) Preferential
production of the IL-12(p40)/IL-23(p19) heterodimer by dendritic cells from human newborns.

Eur J Immunol 36: 21-26.

10. Lavoie PM, Huang Q, Jolette E, Whalen M, Nuyt AM, et al. (2010) Profound lack of
interleukin (IL)-12/IL-23p40 in neonates born early in gestation is associated with an increased

risk of sepsis. J Infect Dis 202: 1754-1763.

11. Corbett NP, Blimkie D, Ho KC, Cai B, Sutherland DP, et al. (2010) Ontogeny of Toll-like
receptor mediated cytokine responses of human blood mononuclear cells. PLoS One 5:

e15041.

12. Fortin CF, McDonald PP, Lesur O, Fulop T Jr (2008) Aging and neutrophils: there is still

much to do. Rejuvenation Res 11: 873-882.

13. Plackett TP, Boehmer ED, Faunce DE, Kovacs EJ (2004) Aging and innate immune

cells. J Leukoc Biol 76: 291-299.

14. Goriely S, Van Lint C, Dadkhah R, Libin M, De Wit D, et al. (2004) A defect in

nucleosome remodeling prevents IL-12(p35) gene transcription in neonatal dendritic cells. J Exp

Med 199: 1011-1016.

222



15. Aksoy E, Albarani V, Nguyen M., Laes JF, Ruelle JL, et al. (2007) Interferon regulatory
factor 3-dependent responses to lipopolysaccharide are selectively blunted in cord blood cells.

Blood 109: 2887-2893.

16. van Duin D, Mohanty S, Thomas V, Ginter S, Montgomery RR, et al. (2007) Age-

associated defect in human TLR-1/2 function. J Immunol 178: 970-975.

17. Mold JE, Venkatasubrahmanyam S, Burt TD, Michaelsson J, Rivera JM, et al. (2010)
Fetal and adult hematopoietic stem cells give rise to distinct T cell lineages in humans. Science

330: 1695-1699.

18. Krow-Lucal ER, Kim CC, Burt TD, McCune JM (2014) Distinct functional programming of

human fetal and adult monocytes. Blood 123: 1897-1904.

19. Krow-Lucal ER, McCune JM (2014) Distinct functional programs in fetal T and myeloid

lineages. Front Immunol 5: 314.

20. Pettengill M, Robson S, Tresenriter M, Millan JL, Usheva A, et al. (2013) Soluble ecto-
5’-nucleotidase (5°-NT), alkaline phosphatase, and adenosine deaminase (ADA1) activities in

neonatal blood favor elevated elevated extracellular adenosine. J Biol Chem 288: 27315-27326.

21. Marioni JC, Mason CE, Mane SM, Stephens M, Gilad Y (2008) RNA-seq: an assessment

of technical reproducibility and comparison with gene expression arrays. Genome Res 18:

1509-1517.

223



22. Kollmann TR, Mailman T, Bortolussi R (2013) Listeriosis. In Feigin and Cherry’s Textbook
of Pediatric Infectious Diseases. 7" ed. Philadelphia, Elsevier Saunders. Eds: Feign R, Cherry

J, Demmler-Harrison G, Kaplan S.

23. Way SS, Kollmann TR, Hajjar AM, Wilson CB (2003) Cutting edge: protective cell-
mediated immunity to Listeria monocytogenes in the absence of myeloid differentiation factor

88. J Immunol 171: 533-537.

24. Ramirez-Carrozzi VR, Braas D, Bhatt DM, Cheng CS, Hong C, et al. (2009) A unifying
model for the selective regulation of inducible transcription by CpG islands and nucleosome

remodeling. Cell 138: 114-128.

25. Bhatt DM, Pandya-Jones A, Tong AJ, Barozzi I, Lissner MM, et al. (2012) Transcript
dynamics of proinflammatory genes revealed by sequence analysis of subcellular RNA

fractions. Cell 150: 279-290.

26. Levin JZ, Yassour M, Adiconis X, Nusbaum C, Thompson DA, et al. (2010)
Comprehensive comparative analysis of strand-specific RNA sequencing methods. Nat

Methods 7: 709-715.

27. Goecks J, Nekrutenko A, Taylor J, Team G (2010) Galaxy: a comprehensive approach for
supporting accessible, reproducible, and transparent computational research in the life

sciences. Genome Biol 11: R86.

28. Trapnell C, Williams BA, Pertea G, Mortazavi A, Kwan G, et al. (2010). Transcript
assembly and quantification by RNA-Seq reveals unannotated transcripts and isoform switching

during cell differentiation. Nat Biotechnol 28: 511-515.

224



29. de Hoon MJ, Imoto S, Nolan J, Miyano S (2004) Open source clustering software.

Bioinformatics 20: 1453-1454.

30. Anders S, Huber W (2010) Differential expression analysis for sequence count

data. Genome Biol 11: R106.

31. Zambelli F, Pesole G, Pavesi G (2009) Pscan: finding over-represented transcription factor
binding site motifs in sequences from co-regulated or co-expressed genes. Nucleic Acids Res

37: W247-52.

32. Lin R, Genin P, Mamane Y, Hiscott J (2000) Selective DNA binding and association with
the CREB binding protein coactivator contribute to differential activation of alpha/beta interferon

genes by interferon regulatory factors 3 and 7. Mol Cell Biol 20: 6342-6353.

33. Witte CE, Archer KA, Rae CS, Sauer JD, Woodward JJ, et al. (2012) Innate immune
pathways triggered by Listeria monocytogenes and their role in the induction of cell-mediated

immunity. Adv Immunol 113: 135-156.

34. Liu S, Cai X, Wu J, Cong Q, Chen X, et al. (2015) Phosphorylation of innate immune
adaptor proteins MAVS, STING, and TRIF induced IRF3 activation. Science, epub ahead of

print.

35. Danis B, George TC, Goriely S, Dutta B, Renneson J, et al. (2008) Interferon regulatory

factor 7-mediated responses are defective in cord blood plasmacytoid dendritic cells. Eur J

Immunol 38: 507-517.

225





