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ABSTRACT OF THE DISSERTATION 

 

Aβ-degrading proteases in the pathogenesis of  
late-onset Alzheimer disease  

by 

Caitlin N. Suire 

Doctor of Philosophy in Biological Sciences 

University of California, Irvine, 2020 

Dean Frank LaFerla, Chair 

 

Alzheimer disease (AD) is a devastating neurodegenerative disorder, affecting almost 6 

million people in the United States alone, characterized by abnormal accumulation of an 

aggregation-prone, variable-length peptide known as the amyloid-β protein (Aβ). Considerable 

progress has been made elucidating the molecular pathogenesis of rare forms of early-onset AD 

(EOAD) attributable to autosomal-dominant mutations, which in all cases have been found to 

affect the production of Aβ either by elevating the levels of all forms of Aβ or by increasing the 

relative proportion of longer, more amyloidogenic species (e.g., Aβ42) to shorter, less 

aggregation-prone species (e.g., Aβ40). Nevertheless, these familial forms of the disease account 

for <2% of all AD diagnoses, and the precise mechanistic cause(s) of the remaining >98% of 

late-onset AD (LOAD) cases remains poorly understood, apart from the identification of certain 

genetic and environmental factors affecting AD risk. This proposal explores the overall 

hypothesis that LOAD can be triggered by defective clearance of Aβ by one or more 

Aβ-degrading proteases (AβDPs). More specifically, we investigate the hypothesis that a 

transient increase in Aβ early in life can serve as a common pathogenic mechanism for LOAD 

risk factors. We demonstrate that a severe traumatic brain injury in novel model of LOAD, 



 

xvii 
 

which lacks the genetic mutations associated with EOAD, can trigger an acute rise in Aβ as well 

as accumulation of Aβ fibrils by 1-day post-injury. Additionally, we identify cathepsin D (CatD), 

a lysosomal protease, as a novel AβDP, demonstrating that it is the most important in vivo 

regulator of intracellular, insoluble Aβ yet identified. Intriguingly, we discovered that CatD 

degrades Aβ42 and Aβ40 with markedly different kinetics, resulting in increases to the Aβ42/40 

ratio resembling those produced by EOAD-linked mutations. Finally, we detail the successful 

development of high-throughput assays to measure the proteolytic degradation of different 

substrates for insulin-degrading enzyme (IDE). We use these assays, in combination with other 

methods, to discover novel peptidic and zinc-targeting inhibitors of IDE, which can serve as 

novel pharmacological tools to help elucidate the role of IDE in the pathogenesis of LOAD. 
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CHAPTER 1 

INTRODUCTION 

1.1 Rationale and Aims 

Alzheimer disease (AD) is a devastating and presently incurable neurodegenerative 

disorder that affects millions of individuals worldwide and exacts an enormous economic and 

interpersonal burden on society (1). Histopathologically, AD is characterized by abnormal 

accumulation of neurotoxic peptides known as amyloid β-protein (Aβ), which accumulate in 

extracellular deposits known as “plaques,” as well as hyperphosphorylated forms of the 

microtubule-associated protein, tau, which form intraneuronal aggregates known as neurofibrillary 

“tangles” (NFTs) (2). Much has been learned about the molecular pathogenesis of AD from the 

study of rare, very aggressive, inherited forms of the disease, known as early-onset AD (EOAD), 

but the cause(s) of the vast majority of AD cases, known as late-onset AD (LOAD), remains 

unknown. Moreover, despite heroic efforts within academia and the pharmaceutical industry to 

develop therapeutics, these efforts have so far failed to generate successful disease-modifying 

treatments (3, 4). Thus, there remains a great need to identify the cause(s) of LOAD so that 

interventions can be developed that slow or halt the development of this devastating disease of 

brain and mind. 

To date, most research within the AD field has been focused on the mechanisms by which 

Aβ is produced from the amyloid precursor protein (APP). This is in part because the mutations 

that cause EOAD have been shown to affect Aβ production universally, and also because the 

proteases that cleave Aβ from APP have been regarded as attractive therapeutic targets (5). 

However, Aβ levels are determined not only by its production but also by its elimination—via 

proteolytic degradation and other clearance mechanisms—and research on the catabolic fate of Aβ 
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holds great promise both for elucidating the molecular pathogenesis of LOAD and also potentially 

for developing effective treatments (6, 7). This thesis is focused on elucidating the role of Aβ-

degrading proteases (AβDPs), including the prominent proteases cathepsin D (CatD) and insulin-

degrading enzyme (IDE), in the pathogenesis of LOAD. AβDPs are potent regulators of Aβ 

accumulation and are likely to be centrally involved in the altered proteostasis that occurs in aging 

and in neurodegenerative diseases. AβDPs also constitute important research tools for 

understanding different aspects of AD pathogenesis, in particular because they are located in 

different cellular and subcellular compartments and, as such, regulate distinct pools of Aβ that may 

be differentially relevant to downstream pathological sequelae (8, 9). Dysfunction of certain 

AβDPs has also been implicated in other diseases, some of which alter risk for AD, by virtue of 

their action on different peptide substrates (10, 11). Despite numerous disease-relevant aspects of 

AβDPs, to date only a subset has been identified and, for known AβDPs, substantially more study 

is needed to fully understand their role in AD pathogenesis and potentially therapeutic value. 

Finally, for some key AβDPs, such as IDE in particular, we currently lack the pharmacological 

tools needed to fully elucidate their role(s) in Aβ proteostasis and AD pathogenesis. 

The overall focus of this thesis is on elucidating the role of AβDPs in the pathogenesis of 

AD, particularly LOAD. The work presented herein covers many different aspects of AβDPs, in 

the form of three Aims: 

Aim 1:  To test the hypothesis that the emergence of LOAD late in life can be triggered by transient 

increases in Aβ early in life and, further, that this represents a common molecular 

mechanism linking different known risk factors for AD, such as traumatic brain injury 

(TBI). This hypothesis is tested a novel mouse model of LOAD. 
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Aim 2:  To characterize a candidate AβDP that is genetically linked to LOAD, CatD, specifically 

its ability to degrade different-length Aβ species (Aβ40 and Aβ42) in vitro and its impact 

on Aβ proteostasis in vivo relative to other, major AβDPs. 

Aim 3: To develop novel substrate-specific pharmacological inhibitors of IDE for probing the 

involvement of different substrates in LOAD pathogenesis. To this end, we develop novel 

high-throughput-compatible assays for different IDE substrates and use them to screen 

compound libraries and develop potent pharmacological inhibitors of IDE. 

 

1.2 Background 

AD was described for the first time by the German psychiatrist Alois Alzheimer in 1906 

(12). In that report, Dr. Alzheimer described the clinicopathological examination of a woman, 

Auguste Deter, who presented severe symptoms of dementia at the early age of 51 years (13). AD 

is characterized clinically by the appearance of gradual and progressive memory loss and cognitive 

impairment. Although Auguste Deter was in her early 50s, most AD cases appear in individuals 

65 and older, with increased incidence in subsequent decades (14). From a public health 

perspective, AD imposes a severe financial and social burden, currently ranked as the 6th leading 

cause of death, with a current global estimated annual cost of ~$600 billion that is projected to 

grow to $1.1 trillion by 2030 (14). Alzheimer’s Disease International estimates that AD affects 

~35 million people worldwide today, a figure that is expected to quadruple in the next 30 years, 

with one new case appearing every 33 seconds (15-17).  

Thought to be the most common form of dementia, AD is studied across the world in efforts 

to understand its causes, identify biomarkers, and discover new methods of treatment. However, 

all science is limited by the tools and technology that we use to explore it, and while there have 
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been many advances in recent years, faithfully modeling complex diseases such as AD remains a 

challenging goal. AD is incredibly complicated: the proteins and proteases involved are often 

implicated in other diseases, making them difficult to study in isolation. Current animal models 

are ideal for the study of genetic mutations responsible for EOAD, but create several confounds 

when used in the investigation of environmental and external components of AD. These 

components are vital to the understanding of LOAD, which accounts for >98% of AD diagnoses 

and is influenced by an array of factors including age, genetics, diet, and injury (18, 19). Dementia 

is most commonly known for the behavioral and cognitive changes, such as memory loss, 

aggression, and depression, that do not occur until later stages of the disease (Fig. 1.1) (20), but 

there is a prolonged pre-symptomatic period in AD patients during which distinct AD pathological 

changes take place (Fig. 1.2). 

 

 

 

 

Figure 1.1. Alzheimer disease continuum. Cartoon illustrating the approximate times that 
different neuropsychological symptoms occur over the course of dementia. Reprinted from 2020 
Alzheimer’s disease facts and figures with permission from John Wiley and Sons (20). 
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Figure 1.2. Progression of AD pathology. Cartoon illustrating the approximate times that 
different pathological changes occur over the course of dementia. Reprinted from Sperling et al., 
2011 Alzheimer Dement with permission from John Wiley and Sons (21). 

 

The brains of AD patients are characterized by the presence of two principal 

histopathological hallmarks, which accumulate to abnormally high levels, progressively and 

irreversibly during the course of the disease. The first defining hallmark is extracellular deposits 

RI�$β��often referred to as “plaques” (Fig. 1.3) (22, 23). Amyloid plaques come in two major 

forms: neuritic and diffuse. Neuritic or “dense-core” plaques are infrequent in normal aging and 

are thus believed to be pathognomonic for AD, while diffuse plaques, which are less dense 

DFFXPXODWLRQV� RI� $β�� DSSHDU� HYHQ in cognitively normal aged individuals. The second major 

histopathological feature is the accumulation of intraneuronal deposits, sometimes referred to as 

“neurofibrillary tangles” (NFTs), that are composed of hyperphosphorylated forms of the 

microtubule-associated protein, tau (Fig. 1.3) (22, 23). NFTs are a common feature in several other 

forms of dementia (e.g., frontotemporal dementia), suggesting that they play a necessary causal 

role in the development of dementia, perhaps mediating the extensive neuronal loss that 
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characterizes many neurodegenerative diseases (22, 23). Other well-known features of AD 

include: synapse loss, the best correlate to cognitive changes; inflammation, typified by the 

presence of activated microglia surrounding neuritic plaques; and mitochondrial and lysosomal 

dysfunction, often thought to be among the earliest signs of neuronal malfunction (24). 

 

Figure 1.3. AD pathology in the human brain. Example of the histopathological hallmarks of 
AD. Aβ plaques (brown staining; arrowheads) and NFTs (PHF1 antibody; blue staining; arrow) in 
the frontal cortex of a 46-year-old person with Down syndrome and end-stage AD. Reprinted from 
Lott and Head, 2019 Nat Rev Neurol with permission from Springer Nature (22). 

 

 A widely accepted theory about the molecular pathogenesis of AD is known as the amyloid 

cascade hypothesis (ACH) (25, 26)��ZKLFK�SRVWXODWHV� WKDW�DEQRUPDO�DFFXPXODWLRQ�RI�$β� LV� WKH�

trigger for all other pathological sequelae, including tangle formation, synapse loss, and eventual 

neuronal cell death (Fig. 1.4). Widespread acceptance of the ACH is primarily attributable to the 

discovery of several hundred autosomal-dominant mutations in 3 different genes that cause EOAD 

ZLWK�KLJK�SHQHWUDQFH�DQG�LQYDULDEO\�GLVUXSW�$β�SURWHRVWDVLV�LQ�RQH�ZD\�RU�DQRWKHU��UHYLHZHG�LQ�

detail below) (26, 27). While the ACH remains the leading hypothesis about AD pathogenesis, 
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others, such as the mitochondrial dysfunction hypothesis or the oxidative stress hypothesis (Fig. 

1.5) still enjoy substantial support (28). 

 

Figure 1.4. The amyloid cascade hypothesis (ACH). Overview of the basic tenets of the ACH. 
1RWH� WKDW� $β� DFFXPXODWLRQ� LV� WKH� PRVW� XSVWUHDP� HYHQW�� WULJJHULQJ� DOO� RWKHU� V\PSWRPV� DQG�
hallmarks of AD. Reprinted via Open Access from Reitz, 2012 Int J Alzheimer’s Dis (25). 

 

 

Figure 1.5. Alternative hypotheses for the etiology of AD. Alternative hypotheses besides the 
ACH include the inflammation hypothesis, oxidative stress hypothesis, and the mitochondrial 
dysfunction hypothesis. Reprinted from Drouet et al., 2000 Cell Mol Life Sci with permission from 
Springer Nature (28). 

 

'HVSLWH�WKH�ZLGHVSUHDG�DFFHSWDQFH�RI�WKH�$&+��WKH�UROH�RI�$β�DV�WKH�proximal cause of 

various aspects of AD pathology remains somewhat problematic. For instance, the brains of many 
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FRJQLWLYHO\�QRUPDO�DJHG�DGXOWV�KDYH�EHHQ�IRXQG�WR�FRQWDLQ�DEXQGDQW�$β�SODTXHV�(29), and human 

VWXGLHV�KDYH�VKRZQ�WKDW�RYHUDOO�$β�OHYHOV�GR�QRW�FRUUHODWH�ZLWK�FRJQLWLYH�IXQFWLRQ�LQ�$'�SDWLHQWV�

or those with mild cognitive impairment (MCI: a stage at which there are some cognitive deficits 

but not to the extent of AD) (30). These inconsistencies suggest that there are many additional 

IDFWRUV�WKDW�FDQ�WULJJHU�RU�ZRUVHQ�WKH�HIIHFWV�RI�$β�RU��DOWHUQDWLYHO\��WKDW�$β�PD\�VHUYH�D�UROH�LQ�

the initiation of AD-type pathology but is not the primary factor contributing to cognitive 

symptoms emerging at later stages.  

 AD cases can be broadly divided into two groups: early-onset and late-onset, also 

commonly known as familial and sporadic AD. EOAD is highly heritable, represents only a tiny 

minority of all AD cases (<2%), and occurs in patients younger than 65 years of age, in some cases 

as early as the 40s (17). LOAD, on the other hand, the most common form of AD, is typically 

found in individuals 65 years of age or older and does not have a clear-cut genetic basis like EOAD; 

instead, risk for LOAD appears to be influenced by numerous factors, both environmental and 

genetic. Although the triggering factors for the two types of AD are drastically different, the 

pathology—accumulation oI�$β�DQG�K\SHUSKRVSKRU\ODWHG�WDX��V\QDSVH�DQG�QHXURQDO�ORVV��HWF�—

looks very similar in both forms of the disease. Given that the vast majority of AD cases are late 

onset, identifying the triggers and contributing risk factors that lead to LOAD is critical for 

preventative efforts and discovery of new therapeutics. 

 

1.3 Molecular pathogenesis of AD 

From a historical perspective, the elucidation of the molecular pathogenesis of AD in 

JHQHUDO��DQG�WKH�GHWDLOHG�PROHFXODU�PHFKDQLVPV�RI�$β�SURGXFWLRQ�LQ�SDUWLFXODU��LV�D�FRPSOH[�VWRU\�

derived from an interconnected series of advances in the areas of human molecular genetics and 
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basic molecular biology. This section aims to provide a roughly historical account of these two 

principal lines of evidence, describing the key discoveries that made the ACH a dominant 

paradigm in the AD field. 

Historically, one of the most helpful clues about the specific molecular pathogenesis of AD 

came from the investigation of individuals with Down syndrome (DS), a genetic disease caused 

by triplication of Chromosome 21 (trisomy 21) that produces mild to moderate intellectual 

disability and physical growth delays. Notably, AD-type pathology is found in the vast majority 

of DS patients over the age of 40 (Fig. 1.6) (22), and it is estimated that these individuals have 

over a 90% risk of developing dementia in their lifetime (31).  

 

 

Figure 1.6. Progression of AD-type pathology in DS patients. Cartoon illustrating the average 
time course for the development of various features of AD in DS patients. All of these features 
appear earlier in DS than is typical in LOAD. Reprinted from Lott and Head, 2019 Nat Rev Neurol 
with permission from Springer Nature (22). 
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The fact that an extra copy of Chr. 21 leads to the development of AD-type pathology 

meant little until coupled with several other key advances. First, George Glenner purified amyloid 

SODTXHV� IURP�DP\ORLG�SDWLHQWV��DQG�VXFFHHGHG� LQ�VHTXHQFLQJ� WKH�$β�SHSWLGe (32). Second, this 

VDPH�WHDP�VKRZHG�WKDW�WKH�DP\ORLG�SODTXHV�LQ�'6�SDWLHQWV�DUH�DOVR�FRPSULVHG�RI�$β�(33). Finally, 

XVLQJ�WKH�$β�SHSWLGH�VHTXHQFH�WR�JHQHUDWH�UHGXQGDQW�DNA primers, the amyloid precursor protein 

(APP) gene (APP) was cloned and sequenced and found to be located on Chr. 21 (34). Together, 

WKHVH�REVHUYDWLRQV�PDGH�D�VWURQJ�FDVH�WKDW�$β�SOD\V�D�FDXVDO�UROH�LQ�WKH�SDWKRJHQHVLV�RI�$'��VLQFH�

D�PHUH�����LQFUHDVH�LQ�$β�SURGXFWLRQ—in this case due to 3 copies of the APP gene instead of 2, 

as happens in DS—is sufficient to trigger the full spectrum of AD-type pathology with extremely 

high penetrance. 

The cloning of APP initiated an “amyloid cascade” of its own, in the form of a series of 

GLVFRYHULHV�DERXW�WKH�IXQGDPHQWDO�ELRORJ\�RI�$β�SURGXFWLRQ��,W�ZDV�HYLGHQW�IURP�WKH�DPLQR�DFLG�

sequence that APP is a Type I integral membrane protein (Fig. 1.7), with a large ectodomain facing 

the extracellular space or lumen of the endoplasmic reticulum (34)��7KH�$β� VHTXHQFH� LWVHOI� LV�

positioned on the extracellular/lumenal side, adjacent to the plasma membrane, with the C-

terminus partially embedded within the latter, followed by a short cytoplasmic domain, the APP 

intracellular domain (AICD). Three principal splice isoforms were discovered varying lengths, 

with 695, 751 or 770 amino acids in length (35). Although the 695-amino acid variant is the most 

common isoform within neurons (36), it is interesting to note that the two longer variants both 

contain a Kunitz protease inhibitor domain that potently inhibits serine proteases (35). Notably, a 

second protease inhibitor domain, present in all isoforms of APP was later identified (37) that 

potently inhibits matrix-metalloproteinases (MMPs). 
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Figure 1.7. APP processing. Cartoon demonstrating the complexities of APP processing. In the 
non-amyloidogenic pathway (left side), the transmembrane protein APP is sequentially cleaved by 
α- and γ-secretases, producing three fragments: a secreted ectodomain (sAPPĮ), the P3 fragment 
(amino acid 37-43), and the APP intracellular domain (AICD). In the amyloidogenic pathway 
�ULJKW� VLGH��� $33� LV� VHTXHQWLDOO\� FOHDYHG� E\� β- and γ-secretases, producing a slightly smaller 
VHFUHWHG�HFWRGRPDLQ��V$33β���$β��ZKLFK�FDQ�UDQJH�LQ�OHQJWK��IURP�$β�� to $β�����DQG�the AICD. 
The different cleavage products have all been shown to have various physiological functions; for 
example, sAPPĮ protects against cell death (17, 25, 38) Reprinted from Cacace et al., 2016 
Alzheimer Dement with permission from John Wiley and Sons (17). 
 
1.3.1 APP processing and the production of Aβ and P3 peptides 

APP processing is divided into mutually exclusive non-amyloidogenic and amyloidogenic 

pathways. In the former, full length APP is first processed by any one of a group of proteases 

collectively known as α-secretases, which cut inside WKH� $β� VHTXHQce within APP, thereby 

SUHFOXGLQJ�$β�IRUPDWLRQ (17, 39). The action of α-secretases results in the liberation and ultimate 

secretion of the large ectodomain of APP, referred to as sAPPα (Fig. 1.7). An estimated 90% of 

all APP is processed via the non-amyloidogenic pathway (40). In the amyloidogenic pathway, by 

contrast, full-OHQJWK�$33�LV�LQLWLDOO\�FOHDYHG�E\�D�SURWHDVH�FDOOHG�β-secretase, thereby liberating a 

VOLJKWO\�VPDOOHU�VHFUHWHG�HFWRGRPDLQ��V$33β��DQG�VLPXOWDQHRXVO\�SURGXFLQJ�WKH�1-WHUPLQXV�RI�$β�

(Fig. 1.7). After cleavage by α- RU�β-secretase, the C-terminal fragments (CTFs) of APP remains 
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remain membrane bound until further proteolytic processing (Fig. 1.���� β-secretase activity is 

mediated by a single membrane-ERXQG��DVSDUW\O�SURWHDVH��NQRZQ�DV�β-site APP-cleaving enzyme 

1 (BACE1) (41, 42). 

 The next step in APP processing is cleavage of the membrane-bound CTFs by yet another 

protease known as γ-secretase. Interestingly, γ-secretase cleaves APP within the highly 

hydrophobic plasma membrane, an unusual site for hydrolysis to occur (since hydrolysis, by 

definition, requires an H2O molecule). Another notable feature of γ-secretase activity is that it does 

not cleave at a single site; instead, γ-secretase can cleave at any of 6-7 different sites within the 

&7)V�RI�$33��)RU�WKH�DP\ORLGRJHQLF�SDWKZD\��WKLV�UHVXOWV�LQ�WKH�JHQHUDWLRQ�RI�$β�SHSWLGHV��)LJ��

1.���RI�YDULRXV�OHQJWKV��UDQJLQJ�IURP����WR����DPLQR�DFLGV��ZLWK�FHUWDLQ�$β�YDULDQWV��VXFK�DV�$β����

EHLQJ�PRUH�FRPPRQ�WKDQ�RWKHUV��7KLV�SRLQW�LV�FULWLFDO��EHFDXVH�ORQJHU�$β�VSHFLHV�DUH�PRUH�OLNHO\�

to aggregate (43). For the non-amyloidogenic pathway, the action of γ-secretase results in the 

JHQHUDWLRQ�RI�D�GLIIHUHQW�VHW�RI�KHWHURJHQHRXV�SHSWLGHV�LQ�WKH�SODFH�RI�$β��)LJ��1.7). Known as P3 

fragments, these peptides share the C-WHUPLQDO� KHWHURJHQHLW\� RI� $β� �L�H��� FRUUHVSRnding to C-

terminal fragments from $β���to $β�����EXW�LQ�WKLV�FDVH�DUH���-amino acids shorter, because α-

VHFUHWDVH� FXWV� $33� ��� DPLQR� DFLGV� LQVLGH� WKH� $β� UHJLRQ�� 1RWDEO\�� 3�� IUDJPHQWV� DUH� PRUH�

K\GURSKRELF� WKDQ�$β�SHSWLGHV�EHFDXVH�D�FRPSDUDWLYHO\�JUHDWHU�SURportion of their sequence is 

embedded within the plasma membrane, yet they are less prone to aggregation. Moreover, it is 

ZRUWK�HPSKDVL]LQJ�WKDW�$33�SURFHVVLQJ�\LHOGV�DSSUR[LPDWHO\����WLPHV�PRUH�3��SHSWLGHV�WKDQ�$β�

peptides. In the final stage of APP processing, the same proteolytic complex that mediates 

γ-secretase cleavage cleaves the remaining C-terminal fragment of APP once more at yet another 

site (the ε-site), thereby liberating the AICD (Fig. 1.7). 
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1.3.2 Discovery of APP mutations 

 The cloning of the APP gene represented a major breakthrough not only for the elucidation 

RI�WKH�GHWDLOHG�PROHFXODU�PHFKDQLVPV�RI�$β�SURGXFWLRQ��EXW�DOVR�IRU�WKH�KXPDQ�PROHFXODU�JHQHWLFV�

of EOAD, albeit reached by a somewhat circuitous route. By 1987, families of EOAD patients had 

been identified that exhibited a clear autosomal-dominant pattern of transmission of the disease, 

and with the discovery of the APP gene, the race was on to identify mutations within APP in those 

cases. Ironically, the first APP mutations were discovered not in those EOAD cases, but in patients 

with an entirely separate but related disease called hereditary cerebral hemorrhage with 

DQJLRSDWK\��'XWFK�W\SH��+&+:$ဨ'���,Q�WKLV�UDUH�EOHHGLQJ�GLVRUGHU��EORRG�YHVVHOV�LQ�WKH�EUDLQ�DUH�

OLQHG�ZLWK�WKH�VDPH�$β�SHStide that accumulates extracellularly in plaques in AD (44). Sequencing 

of the APP gene in these families led to the discovery of a mutation (APP E693Q) located within 

WKH�$β�VHTXHQFH�(45, 46). Encouraged by this seminal discovery, multiple mutations in APP linked 

to EOAD cases were discovered soon thereafter and reported in rapid succession (47-49). 

 The discovery of APP mutations definitively linked to EOAD cases both confirmed and 

H[WHQGHG�WKH�$&+��0HFKDQLVWLFDOO\��LW�ZDV�VRRQ�GLVFRYHUHG�WKDW�WKHVH�PXWDWLRQV�DIIHFWHG�$β�LQ�

several discrete ways (Fig. 1.����6RPH�PXWDWLRQV��ORFDWHG�QHDU�WKH�β-secretase cleavage site (e.g., 

WKH� 6ZHGLVK� PXWDWLRQ��� OHDG� WR� LQFUHDVHV� LQ� β-secretase activity and therefore increased the 

SURGXFWLRQ� RI� DOO� $β� SHSWLGHV� (50). This discovery reinforced the prior conclusion that 

RYHUSURGXFWLRQ�RI�$β�ZDV�FUitical for AD. MXWDWLRQV�LQ�RWKHU�UHJLRQV�RI�WKH�$β�VHTXHQFH act by 

GLIIHUHQW� PHFKDQLVPV�� UDWKHU� WKDQ� LQFUHDVLQJ� $β� SURGXFWLRQ�� PDQ\� ORFDWHG� ZLWKLQ� WKH� FHQWUDO�

UHJLRQ�RI�$β�DFFHOHUDWH�DJJUHJDWLRQ�RI�WKH�SHSWLGH�(51), while others in this region decrease α-

secretase processing (52). Yet other mutations located near the C-WHUPLQXV�RI�$β�ZHUH�IRXQG�WR�

affect γ-secretase activity in specific ways (53). As of today, more than 52 pathogenic APP 
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PXWDWLRQV�KDYH�EHHQ�GLVFRYHUHG��DOO�ORFDWHG�ZLWKLQ�WKH�$β�UHJLRQ�RI�$33��DORQJ�ZLWK�GXSOLFDWLRQV�

of the APP region of Chr. 21, that are causally linked to EOAD (Fig. 1.8). Intriguingly, other 

mutations have been identified that are actually protective against LOAD. As might be predicted, 

WKHVH�PXWDWLRQV�GHFUHDVH�WKH�SURGXFWLRQ�RI�$β�(54, 55). 

 

 

 

Figure 1.8. Mutations in APP. 7KH�$β�UHJLRQ�RI�WKH�KXPDQ�$33�SURWHLQ�LOOXVWUDWLQJ�WKH�YDULRXV�
missense mutations discovered to date. Portions of the extracellular domain (green), the 
transmembrane domain (orange) and the intracellular domain (dark blue) are shown. Known 
pathogenic mutations are depicted in purple. In red are two recessive pathogenic mutations, grey 
are non-pathogenic. Deltas (Δ) denote a deletion . Reprinted from Cacace et al., 2016 Alzheimer 
Dement with permission from John Wiley and Sons (17). 
 
1.3.3 Discovery of presenilin mutations and elucidation of the γ-secretase complex 

In 1995, Peter St. George-Hyslop and colleagues reported on the discovery of mutations 

linked to EOAD cases that were within an entirely new gene, dubbed “presenilin” (PSEN1) to 

reflect the fact that the mutations caused presenile dementia (56). Soon thereafter, a second 

presenilin gene was identified, later dubbed presenilin-2 (PSEN2) that also harbored EOAD-linked 

mutations (57). Initially, the function of the presenilin proteins (PS1, PS2), which are multi-pass, 

integral membrane proteins with both the N- and C-termini located on the cytoplasmic side (see 

Fig. 1.����ZDV�XQNQRZQ��$Q�HDUO\�FOXH�DV� WR� WKHLU� UHODWLRQVKLS� WR�$β�SURGXFWLRQ��KRZHYHU��ZDV�

provided by Steve Younkin and colleagues, who reported that PS1 missense mutations result in 
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LQFUHDVHV�LQ�WKH�SURSRUWLRQ�RI�ORQJHU�IRUPV�RI�$β��VXFK�DV�$β����WKDW�DUH produced by cultured 

cells (53).  

 Michael Wolfe, Dennis Selkoe and colleagues hypothesized that presenilins might 

represent aspartyl proteases mediating γ-secretase cleavage, based on the unusual presence of 

aspartyl residues within two (normally hydrophobic) transmembrane-spanning domains. 

Confirming their hypothesis, mutation of these residues led to an abrogation of γ-secretase-

mediated cleavage of APP, together with accumulation of APP CTFs (58). These results, together 

with numerous other lines of evidence, confirmed that presenilins do indeed make up the active 

site of what is now referred to as the γ-secretase complex, which is comprised of at least 4 proteins, 

either PS1 or PS2, plus nicastrin, presenilin enhancer 2, and anterior pharynx defective 1 (59).  

 To date, several hundred mutations have been identified within PSEN1, together with at 

least 31 within PSEN2 (Fig. 1.9) (17). The age of onset for patients with mutations in these genes 

vary by the type of mutation and the affected gene, but all typically cause onset before the age of 

65 (17)��,Q�WHUPV�RI�WKH�PHFKDQLVWLF�HIIHFWV�RQ�$β��DOO�RI�WKHVH�SDWKRJHQLF�PXWDWLRQV�KDYH�EHHQ�

VKRZQ�WR�LQFUHDVH�WKH�SURSRUWLRQ�RI�ORQJHU��PRUH�DP\ORLGRJHQLF�$β�VSHFLHV��VXFK�DV�$β����UHODWLYH�

to shorter, less aggregation-SURQH� VSHFLHV�� VXFK� DV� $β��� (52, 60), confirming the initial 

observations by Younkin and colleagues (53). It is worth emphasizing that presenilin mutations 

are not pathogenic because they LQFUHDVH�WKH�RYHUDOO�SURGXFWLRQ�RI�$β��EXW�specifically because 

they LQFUHDVH�WKH�$β������UDWLR�(61)��,QGHHG��VRPH�SUHVHQLOLQ�PXWDWLRQV�DFWXDOO\�ORZHU�RYHUDOO�$β�

production (62). Hence, WKH�$β������UDWLR�KDV�HPHUJHG�DV�RQH�RI� WKH�PRVW�FULWLFDO�PHFKDQLVWLF�

determinants of AD pathogenesis. Thus far, however, perturbations to this key parameter have 

only been observed in EOAD cases. 
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Figure 1.9. Presenilin mutations. A,B, EOAD-linked, pathogenic mutations (purple) discovered 
as of 2016 in PSEN1 (A) and PSEN2 (B). C, Proposed structure of presenilin proteins. Cytoplasmic 
domains are shown in blue, transmembrane domains in yellow, luminal domains in red, a 
controversial intermembrane/transmembrane domain in green. Reprinted from Cacace et al., 2016 
Alzheimer Dement with permission from John Wiley and Sons (17). 

 

1.3.4 Other genetic risk factors for AD 

As the preceding section makes evident, EOAD is known to be caused by hundreds of 

GLIIHUHQW�PXWDWLRQV�ORFDWHG�LQ���GLIIHUHQW�JHQHV��DOO�LQYROYHG�LQ�$β�SURGXFWLRQ��,V�WKHUH�DQ\�JHQHWLF�

contribution to LOAD? Despite several decades of intensive genetic research, relatively few 

genetic factors have been shown to contribute to LOAD risk. By far the strongest risk factor for 

AD so far identified is attributable to variations in the apolipoprotein E (ApoE) gene (APOE), 

which encodes a protein involved in cholesterol metabolism (63). Notably, the link between ApoE 

and AD was made in 1993 (64, 65), prior to the discovery of APP and the presenilin proteins. 
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Three different alleles of the APOE gene are present in the human population, referred to as ε2, 

ε3, and ε4. The different alleles have drastically different effects on AD risk. A single copy of the 

APOEε4 allele increases AD risk 3-fold, while two copies increase risk 12-fold, leading to severe 

pathology and behavioral deficits very early in life, oftentimes around the age of 60 (66). APOEε2, 

by contrast, decreases AD risk and contributes to later age of onset (66). Unlike the autosomal-

dominant mutations in APP, PSEN1, and PSEN2, the presence of one or more copies of the 

APOEε4 allele is neither necessary nor sufficient to lead to AD (67). Although APOE’s primary 

function involves transportation of cholesterol to glial cells, extensive work in the literature has 

VKRZQ�WKDW�LW�SOD\V�D�UROH�LQ�WKH�FOHDUDQFH�DQG�DJJUHJDWLRQ�RI�$β (63, 68). These lines of evidence 

would seem to bolster the ACH, but ApoE has more recently been implicated in the development 

of tau-related diseases such as frontotemporal lobe dementia (63, 69)��VXJJHVWLQJ�LW�PD\�SOD\�$β-

independent roles in the pathogenesis of AD.  

 In addition to APP, PSEN1, PSEN2, and APOE, a growing number of genetic variants in 

other genes have been identified, albeit playing significantly smaller roles in LOAD risk than 

APOE. One example is triggering receptor expressed on myeloid cells 2, a gene that encodes a 

transmembrane glycoprotein involved in chronic inflammation and immune response (63, 68). 

Another well-studied gene is sortilin related receptor L, which encodes a cargo protein and 

regulates the direction of APP recycling and is reduced in the AD brain (66, 68, 70). Yet another 

interesting gene is clusterin, also known as apolipoprotein J, which provides a variety of functions, 

serving as a stress-activated regulator of cell-cell interactions, apoptosis, and lipid transport (66, 

71). Many more genes beyond these are being investigated, primarily for their role in LOAD, each 

affecting a different aspect of AD development, as is summarized in Figure 1.10.  
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Figure 1.10. Genetic risk factors for AD. The figure shows a categorization of various genetic 
risk factors in AD, separated by their impact on EOAD vs. LOAD, as well as by general 
physiological function. Reprinted from Rezazadeh et al., 2019 J Cell Physiol with permission from 
John Wiley and Sons (63). 
 
1.3.5 Non-genetic risk factors for AD 

Risk for AD—and LOAD in particular—is not determined solely by genetics. This 

conclusion is confirmed by a recent, well powered twin study, which revealed that, although 

concordance for AD is predictably higher in monozygotic twins than in dizygotic twins (males 

45% vs. 19%; females 61% vs. 41%), AD is far from being determined exclusively by genetics 

(68). As this section discusses, numerous factors, such as aging, vascular issues, or previous injury 

can drastically influence the onset, progression, and severity of AD. 

Aging 

 In marked contrast to early-onset forms of AD, which are attributable to pathogenic 

mutations, LOAD emerges in the context of aging. In fact, aging is by far the most critical non-
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genetic risk factor influencing the development of LOAD, with incidence of AD rising from 10% 

in the 70s to as high as 50% in individuals >80 years old (72). Thus, in order to fully understand 

the etiology of LOAD, aging itself needs to be taken into consideration, together with 

environmental factors that can influence it.  

 Aging results in a host of changes of many different kinds, ranging from the molecular to 

the cognitive. Even normal, healthy aging is associated with some degree of decreased working 

memory and short-term recall, as well as slower information processing (29). Numerous 

neurological changes are associated with normal aging, as well. For example, decreases in 

dendritic branching and loss of synaptic function and density are considered critical alterations in 

the aging brain, leading to issues with long-term potentiation—a proposed mechanism for memory 

formation—thus affecting learning (29). An accumulation of damaged DNA, perturbed cellular 

membranes, misfolded proteins, and oxidative stress can occur through acquired mutations, and 

defects in proteostasis and/or modified neurotransmitter signaling can lead to cell death (73-75). 

Problematically, many normal consequences of aging overlap with early signs of 

QHXURGHJHQHUDWLYH�GLVHDVH�SDWKRORJ\��LQFOXGLQJ�WKH�GHYHORSPHQW�RI�H[WUDFHOOXODU�$β�GHSRVLWV��WKH�

buildup of proteins within lysosomes, and accumulation of NFTs (29). Thus, many signs of a true 

underlying disease are matters of degree, rather than being clear-cut distinctions. Complicating 

things further, although a “healthy ager” may not have age-related cognitive defects, older 

individuals often have other health problems, some of which are known risk factors for AD, such 

as diabetes, heart disease/vascular issues, and obesity, which have been shown to affect numerous 

EUDLQ�IDFWRUV�LQFOXGLQJ�LQIODPPDWLRQ�DQG�$β�SURFHVVLQJ (76-82). These risk factors can influence, 

in isolation or in combination, whether or not a person switches from normal aging to “unhealthy 

aging” or the disease state.  



20 
 

 Risk factors can help explain some aspects of both unhealthy aging and LOAD but can be 

difficult to target therapeutically or preventively. For instance, diet, exercise, and lifestyle can be 

manipulated both to delay the onset and treat certain symptoms of AD (19, 78, 79, 83), but can be 

difficult to implement and therefore is subject to low rates of compliance by patients and 

caretakers. 

Brain injury 

 The rise in popularity of many high-impact sports has made brain injuries increasingly 

common in younger people, with an estimated 1.7 million Americans visiting the emergency room 

for a traumatic brain injury (TBI) every year (84). This is likely a severe underestimation of actual 

TBI incidents, as many people assume that only head injuries resulting in loss of consciousness 

require medical attention. These brain injuries, in conjunction with those acquired in older age due 

WR� D� IDOO�� D� VWURNH�� HWF��� FDQ� OHDG� WR� GUDVWLF� FKDQJHV� LQ� $β�� WDX�� DQG� LQIODPPDWLRQ�� 7KHUH� LV�

contradictory evidence, however, about precisely how and to what extent such insults affect aging 

and the severity or onset of AD. In a variety of AD animal models, TBI has been shown to increase 

$β�SODTXHV��WDX�K\SHUSKRVSKRU\ODWLRQ��LQIODPPDWLRQ��DQG�occasionally result in cognitive changes, 

leading to the conclusion that a TBI may accelerate the onset of AD (85-88). Research has 

confirmed that similar short-term pathological consequences of TBI occur in humans, but there is 

limited data showing a correlation between TBI and AD, with either no association found (89), or 

only a correlation in men (summarized in 84). Difficulty in analyzing this association arises due 

to the wide variance in the types and severity of traumas that can occur, with severe injuries likely 

playing a larger impact in older individuals (90) and multiple mild injuries potentially creating an 

additive effect that is difficult to quantify (85, 91).  
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 One well-established short-term consequence of TBI is the acute activation of astrocytes 

and microglia, the immune cells of the brain, due to inflammation. Inflammation is caused by a 

variety of factors including TBI, ischemia, as well as injection of lipopolysaccharide (LPS), a 

constituent of bacterial membranes (88, 92, 93). The recruitment and activation of microglia is a 

particularly important component of AD, being a potentially protective response in the short-term, 

because microglia are typically co-ORFDOL]HG�ZLWK�QHXULWLF�SODTXHV�DQG�ZLOO�UHOHDVH�$β'3V�VXFK�DV�

CatD (see Aspartyl AβDPs: page 29) in response to inflammation (94-96). However, injury and 

disease states can also contribute to chronic inflammation, lasting months to years after injury. 

5DWKHU� WKDQ�EHLQJ�SURWHFWLYH�� SURORQJHG� LQIODPPDWRU\� UHVSRQVHV� FDQ� OHDG� WR�$β�DFFXPXODWLRQ��

neuronal death, and disruption of the blood-brain barrier (BBB) (88, 97). These factors can initiate 

a positive-feedback loop wherein chronic inflammation activates immune cells, leading to a release 

of pro-inflammatory cytokines, which can stimulate γ-VHFUHWDVH�DFWLYLW\�DQG�SURPRWH�WR[LF�$β���

production (98), making anti-inflammatory treatments a prime target for new therapeutics. 

1.3.6. Aβ proteostasis: Aβ clearance and AβDPs 

 7KH�$&+�SURSRVHV�WKDW�DEQRUPDO�DFFXPXODWLRQ�RI�$β�LV�DQ�LQYDULDQW��FDXVDO�IHDWXUH�RI�DOO�

$'�FDVHV��EXW�LW�LV�FULWLFDO�WR�UHFRJQL]H�WKDW�$β�DFFXPXODWLRQ�FDQ�RFFXU�LQ�PXOWLSOH�ZD\V�EHVLGHV�

those triggered by mutations in APP or presenilins (Fig. 1.11). Like all biogenic molecules in the 

ERG\��$β�OHYHOV�DUH�GHWHUPLQHG�E\�WKH�UHODWLYH�UDWHV�RI�LWV�production versus its elimination. (Fig. 

1.11). Thus, whereas many EOAD-linked genetic mutations lead to increased production RI�$β�

�WRWDO�$β�RU�VSHFLILFDOO\�$β�����Lt is reasonable to hypothesize that reduced elimination RI�$β—

JHQHUDOO\�DQG�RU�VSHFLILFDOO\�E\�$β'3V—may represent the operative pathogenic mechanism in 

/2$'��2I�VSHFLDO�VLJQLILFDQFH�WR�WKLV�WKHVLV��VHOHFWLYH�LPSDLUPHQWV�LQ�WKH�GHJUDGDWLRQ�RI�$β���

UHODWLYH�WR�$β���FRXOG�DOVR�WKHRUHWLFDOO\�DOWHU�WKH�$β������UDWLR��ZKLFK�LV�NQRZQ�WR�EH�WKH�PRVW�
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critical parameter in the pathogenesis of EOAD. Given that there LV�QR�RYHUSURGXFWLRQ�RI�$β�LQ�

/2$'��EXW�WKHUH�LV�QHYHUWKHOHVV�DQ�DFFXPXODWLRQ�RI�$β��WKLV�LV�D�UHDVRQDEOH�LQIHUHQFH��0RUHRYHU��

it is worth emphasizing that aging, oxidative damage, and other deleterious environmental factors 

tend to decrease the functioning of proteases and other catabolic processes, not increase them, 

DGGLQJ�ZHLJKW�WR�WKH�LGHD�WKDW�GHIHFWLYH�FOHDUDQFH�RI�$β��UDWKHU�WKDQ�LQFUHDVHG�SURGXFWLRQ��PD\�EH�

a more relevant pathogenic mechanism in LOAD (99). 

 8QWLO�UHODWLYHO\�UHFHQWO\��WKH�LGHD�WKDW�UHGXFHG�FOHDUDQFH�RI�$β�ZDV�RFFXUULQJ�LQ�/2$'�

remained purely hypothetical, but there is some direct evidence supporting this basic idea. 

Mawuenyega and colleagues used metabolic labeling to conduct real-WLPH�PHDVXUHPHQWV�RI�$β���

DQG�$β���SURGXFWLRQ�DQG�FOHDUDQFH�UDWHV�LQ�WKH�FHQWUDO�QHUYRXV�V\VWHP�RI�OLYH�/2$'�SDWLHQWV�DQG�

cognitively normal controls. Their data showed that the production of these two peptides was 

similar in all patients, but the clearancH�RI�ERWK�$β���DQG�$β���ZDV�VLJQLILFDQWO\�ORZHU�LQ�/2$'�

patients. When comparing production and clearance, they found a 30% impairment in the clearance 

RI�$β�LQ�/2$'�SDWLHQWV�(100). 

 $β�FOHDUDQFH� LV�PHGLDWHG�E\�D� ODUJH�QXPEHU�RI�SURFHVVHV�� LQFOXGLQJ�DFWLYH�DQG�SDVVLYH�

transport across the BBB, cell-PHGLDWHG�XSWDNH��DQG�SURWHRO\WLF�GHJUDGDWLRQ�E\�$β'3V�(101, 102). 

(YHQ� WKRXJK� PXOWLSOH� FOHDUDQFH� PHFKDQLVPV� DUH� RSHUDWLYH�� LW� UHPDLQV� WKH� FDVH� WKDW� DOO� $β�

molecules are eventually broken down by proteases, whether extracellularly, inside cells, or 

RXWVLGH�WKH�%%%��ZLWK�WKH�VROH�H[FHSWLRQ�RI�KLJKO\�DJJUHJDWHG�$β�PROHFXOHV�SUHVHQW�LQ�SODTXHV� 



23 
 

  

Figure 1.11. Aβ proteostasis. &DUWRRQ�LOOXVWUDWLQJ�WKH�LGHD�WKDW�$β�SURWHRVWDVLV�LV�GHWHUPLQHG�E\�
WKH� EDODQFH� EHWZHHQ� $β� SURGXFWLRQ� �E\� VHFUHWDVHV�� DQG� $β� FOHDUDQFH� �E\� $β'3V� DQG� RWKHU�
mechanisms (not shown)). Reprinted from Saido and Leissring, 2012 Cold Spring Harb Perspect 
Med with permission from Cold Harbor Laboratory Press (6). 

 

Characteristics of AβDPs 

 7KHUH�DUH�QXPEHU�RI�YHU\� LQWHUHVWLQJ�DVSHFWV�RI�$β'3V�WKDW�GHVHUYH�KLJKOLJKWLQJ��)LUVW��

there is a large, diverse, and JURZLQJ�FROOHFWLRQ�RI�$β'3V, HDFK�ZLWK�XQLTXH�SURSHUWLHV��$β'3V�

are thought to ZRUN�LQ�FRQFHUW�WR�HOLPLQDWH�$β��DOEHLW�QRW�WR�WKH�H[WHQW�WKDW�RQH�$β'3�FDQ�IXOO\�

compensate for the malfunction of another (103). Second, they operate at capacity, making many 

of them rate-limiting determinants of steady-VWDWH� $β� OHYHOV� (99). Genetic deletion of several 

$β'3V�FDXVHV�LQFUHDVHG�$β�LQ�JHQH-dosage-dependent manner and conversely, overexpression of 

YDULRXV� $β'3V� LQ� $'� WUDQVJHQLF� PLFH� UHVXOWV� LQ� UHGXFHG� $β� SDWKRORJ\� DQG�� LQ� VRPH� FDVHV��

improved cognitive performance (104-113)�� 7KLUG��$β'3V� FDQ� RSHUDWH� LQ� GLIIHUHQW� VXEFHOOXODU�

FRPSDUWPHQWV��DQG�WKHUHE\�FDQ�ERWK�GHILQH�DQG�UHJXODWH�GLIIHUHQW�SRROV�RU�$β��Table 1.1) (9). The 

GLVWLQFW�VXEFHOOXODU�ORFDOL]DWLRQV�RI�GLIIHUHQW�$β'3V�PD\�KHOS�H[SODLQ�ZK\�$β�DQG�SODTXH�OHYHOV�

GR�QRW�FRUUHODWH�ZHOO�ZLWK�FRJQLWLYH�GHFOLQH��FHUWDLQ�SRROV�RI�$β�DSSHDU�WR�EH�PRUH�LPSRUWDQW�Whan 

Aɴ 

Production 

AɴDP AɴDP 

Aɴ
 AɴDP AɴDP AɴDP 



24 
 

others due to differential toxicity, timing of the appearance of dysfunction, and other factors (114). 

)RXUWK��$β'3V�YDU\�LQ�WHUPV�RI�WKHLU�DELOLW\�WR�GHJUDGH�$β�LQ�GLIIHUHQW�DJJUHJDWLRQ�VWDWHV��H�J���$β�

monomers, oligomers, protofibrils, etc.) (Fig. 1.12���PHDQLQJ�WKH�ORVV�RI�VRPH�$β'3V�FDQ�RQO\�

DIIHFW�RQJRLQJ�DJJUHJDWLRQ�RI�$β�E\�ORZHULQJ�WKH�FRQFHQWUDWLRQ�RI�$β�PRQRPHUV��ZKLOH�RWKHUV�

FDQ�KHOS�EUHDN�GRZQ�$β�DJJUHJDWHV�DIWHU�WKH\�DUH�IRUPHG� 

 

Table 1.1. Subcellular location of known AβDPs. Figure shows a list of well-HVWDEOLVKHG�$β'3V�
categorized by protease class and by subcellular location (9). CatB, cathepsin B; CatD, cathepsin 
D; ECE, endothelin-converting enzyme; IDE, insulin-degrading enzyme; MMP, matrix 
metalloproteinase; NEP, neprilysin; PreP, presequence protease;. Reprinted via Open Access from 
Leissring and Turner, 2013 Alzheimers Res Ther. 
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Figure 1.12. Different AβDPs degrade different aggregation states of Aβ. Note that the 
PDMRULW\� RI� $β'3V� FDQ� GHJUDGH� PRQRPHULF� $β�� EXW� RQO\� D� VXEVHW� FDQ� GHJUDGH� SODTXHV� (8). 
Reprinted via Open Access from Leissring, 2008 J Biol Chem. 

 

Examples of known AβDPs 

7KHUH� DUH� D�ZLGH� YDULHW\� RI�$β'3V�� FRPSULVLQJ�PHPEHUV� RI� VHYHUDO� GLIIHUHQW� SURWHDVH�

classes, including metallo-, serine, cysteine, and aspartyl proteases. This section summarizes what 

is known about several well-FKDUDFWHUL]HG�$β'3V�� 

Zinc-metalloproteases 

7KH� PDMRULW\� RI� $β'3V� DUH� ]LQF-metalloproteases, which can be further divided into 

vasopeptidases, inverzincins, and matrix-metalloproteinases (MMPs). Vasopeptidases are the 

most well researched of zinc metalloproteases and include many well-HVWDEOLVKHG�$βDPs such as 

neprilysin (NEP) and endothelin-converting enzymes-1 and -2 (ECE1/2). These proteases are 

named for their ability to hydrolyze vasoactive peptides, and a particularly interesting feature is 

that their active site faces the extracellular space aOORZLQJ�WKH�GHJUDGDWLRQ�RI�VHFUHWHG�$β��1(3��

SHUKDSV�WKH�PRVW�H[WHQVLYHO\�VWXGLHG�$β'3��FDQ�GHJUDGH�PRQRPHULF�DQG�ROLJRPHULF�$β��DV�ZHOO�

as diffuse plaques (Fig. 1.12). Although SOD\LQJ�DQ�LQWHJUDO�UROH�LQ�$β�SURWHRVWDVLV��1(3�LV�DOVR�

involved in inflammation, cell migration and proliferation, and most critically, blood pressure 
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regulation. In the brain, NEP is expressed predominantly in neurons, and genetic deletion of NEP 

LQ�PLFH�UHVXOWV�LQ�URXJKO\�D�GRXEOLQJ�RI�FHUHEUDO�$β���OHYHOV�UHODWLYH�WR�:7�FRQWUROs (6, 74, 103, 

115). Conversely, transgenic overexpression of NEP in APP transgenic mice completely prevented 

$β�SODTXH�IRUPDWLRQ�LQ�$33�WUDQVJHQLF�PLFH�(10). It is of special relevance to note that, whereas 

$β�SODTXH�IRUPDWLRQ�LV�FRPSOHWHO\�DEURJDWHG�LQ�WKH�ODWWHU�1(3�$33�GRXEOH�WUDQVJHQLF�OLQH��WKese 

PLFH� QHYHUWKHOHVV� VWLOO� H[SUHVV� $β� ROLJRPHUV� DW� WKH� VDPH� OHYHOV� DV� $33� WUDQVJHQLF� OLQH� DQG��

moreover, cognitive deficits are not improved by NEP overexpression (116). These results 

highlight the fact that different forms and/or pools oI�$β�PD\�EH�GLIIHUHQWLDOO\�LPSRUWDQW�IRU�$'�

pathology. In terms of human studies, NEP levels and activity have been found to be elevated and 

positively correlated to Braak stage in the AD human brain, but interestingly negatively correlated 

with age (112). This decrease in NEP with age is recapitulated in the 5xFAD mutant APP/PS1 

transgenic mouse line with significant decreases in NEP expression at 6 and 18 months (117). 

 Several NQRZQ�$β'3V� EHORQJ� WR� D� VHFRQG� IDPLO\� RI� ]LQF�PHWDOORSURWHDVHV�� VRPHWLPHV�

referred to as “inverzincins” because they feature a zinc-binding motif (HxxEH) that is inverted 

with respect to that within most zinc-metalloproteases (HExxH) (118). The primary protease in 

this family is insulin-degrading enzyme (IDE), a ubiquitously expressed soluble protease that is 

present in the cytosol and various other subcellular compartments, but that also is exported into 

the extracellular space (119)��,'(�LV�WKH�PRVW�DEXQGDQW�$β'3�LQ�VROXEOH�EUDLQ�H[WUDFWV�(120), as 

well as in the conditioned medium of numerous cultured cells (121, 122), including primary 

neurons (123). This clam-VKHOO�VKDSHG�HQ]\PH�FDQ�RQO\�GHJUDGH�PRQRPHULF�$β�(51) and—like all 

RWKHU� $β'3V—is also is known to degrade several other substrates, including important 

physiological peptide hormones such as insulin (124) and glucagon (125). From a human 

molecular genetic perspective, there was considerable interest in IDE because of strong linkage of 
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the Chr. 10 region containing the IDE gene to LOAD (126, 127). Nevertheless, as is the case for 

most candidate LOA'� ULVN� IDFWRUV�� LQFOXGLQJ� DOO� NQRZQ� $β'3V�� QR� GHILQLWLYH� HYLGHQFH� KDV�

emerged for missense or other functional mutations and LOAD to date. Due to its ability to 

hydrolyze both insulin and Aβ, IDE has been considered an attractive therapeutic target for both 

type 2 diabetes and AD (128). However, these goals are in conflict: for diabetes, the therapeutic 

goal would be to decrease IDE activity, whereas for AD the goal would be to increase it. Until 

recently, available methods for manipulating IDE were all or nothing, affecting all IDE substrates 

equivalently. Remarkably, however, by virtue of its unusual structure, pharmacological 

modulators of IDE can be substrate selective, showing different potencies against different 

substrates (129). Maianti and colleagues recently developed a novel substrate-selective inhibitor 

of IDE that potently blocks insulin degradation while leaving the hydrolysis of other IDE 

substrates unaffected (130). Such substrate-selective IDE modulators are attractive for therapeutic 

applications, most certainly, but they are equally important as pharmacological tools for 

disentangling the effect of IDE on different substrates. Developing additional IDE modulators 

selective for other substrates is a major goal pursued in this thesis (see Chapter 4, page 131). 

 MMPs such as MMP-2 and MMP-9 are of special interest because they have been shown 

WR�GHJUDGH�ERWK�PRQRPHULF�DQG�ILEULOODU�IRUPV�RI�$β�(131). Although genetic deletion of MMPs 

LQ� PLFH� SURGXFHV� RQO\� PLQLPDO� HIIHFWV� RQ� HQGRJHQRXV� PRXVH� $β� OHYHOV� (132), MMPs may 

nevertheless be important in a pathological context: MMPs exist as proenzymes that can become 

DFWLYDWHG�LQ�FHUWDLQ�FLUFXPVWDQFHV��VXFK�DV�LQ�WKH�SUHVHQFH�RI�β-pleated sheet-containing proteins 

VXFK�DV�$β�(133). There are a large number of proteases in the MMP superfamily, but only a few 

KDYH�EHHQ�LPSOLFDWHG�DV�$β'3V��ZLWK�WKH�SULPDU\�IRFXV�KDV�EHHQ�RQ�003-2 and MMP-9 (131, 
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134, 135). With increasing interest in the role of inflammation in AD, MMPs may start to receive 

more attention, as they are well known to be expressed in astrocytes (132, 136). 

Serine AβDPs 

7KHUH�DUH�VHYHUDO�VHULQH�SURWHDVHV�WLHG�WR�$β�SURWHRVWDVLV��RI�ZKLFK�SODVPLQ�LV� WKH�PRVW�

widely studied (137). The plasmin cascade is initiated by the action of urokinase-type plasminogen 

activator and tissue-type plasminogen activator (tPA), which convert plasminogen to active 

plasmin. Although all of these components are located within the brain, they are localized in 

different cell types with tPA primarily in neurons and microglia, while plasminogen is chiefly 

present in neurons (138). Plasmin plays roles in long-term potentiation and cognition and can 

GHJUDGH�ERWK�PRQRPHULF�DQG�ILEULOODU�IRUPV�RI�$β (8, 73). Plasmin is located in the extracellular 

space and has been found to have reduced activity in both the serum and brain of AD patients (73). 

,QWHUHVWLQJ�ZRUN�E\�7XFNHU�DQG�FROOHDJXHV�IRXQG�WKDW��WKRXJK�SODVPLQ�YHU\�HIILFLHQWO\�FOHDUV�$β��

in a non-pathological environment the deletion of plasmin had no effect RQ�$β�VWHDG\-state levels 

(139). In contrast, when a pharmacological inhibitor of plasminogen activator inhibitor 1 (i.e., 

essentially an activator of plasmin) is orally delivered to APP transgenic mice, there is a significant 

deFUHDVH�LQ�ERWK�SODVPD�DQG�EUDLQ�$β�OHYHOV��$GGLWLRQDOO\��WKLV�LQKLELWRU�UHVFXHG�FRJQLWLYH�GHILFLWV�

and restored long-term potentiation deficits (138). It is of interest to note that sAPP containing a 

Kunitz protease inhibitor domain is a potent inhibitor of plasmin (140). 

Cysteine AβDPs 

 Of the cysteine proteases, cathepsin B (CatB), a lysosomal protease, has been definitively 

GHPRQVWUDWHG�WR�EH�LQYROYHG�LQ�$β�SURWHRVWDVLV�(141)��2ULJLQDOO\�WKRXJKW�WR�EH�DQ�DOWHUQDWLYH�β-

secretase, CatB is now thought to serve a role in the control of endolysosomal APP processing, as 

it degrades APP C-WHUPLQDO�IUDJPHQWV�DV�ZHOO�DV�$β�SHSWLGHV�(73). Notably, CatB has dipeptidyl 
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FDUER[\SHSWLGDVH�DFWLYLW\��ZKLFK�DOORZV�WR�SURJUHVVLYHO\�FRQYHUW�$β���LQWR�$β���DQG�VXFFHVVLYHO\�

smaller species (141)��&DW%�LV�RQH�RI�WKH�IHZ�$β'3V�FDSDEOH�RI�FOHDYLQJ�ERWK�ILEULOV�DQG�ROLJRPHUV��

and is active both intracellularly, within the endolysosomal system, and extracellularly, when 

secreted from microglia (73, 141). Contradictorily, although CatB has been also shown to reduce 

$β� OHYHOV� DQG� LV� WKRXJKW� WR� EH�SURWHFWLYH�� LQKLELWLRQ�RI�&DW%�KDV� DOVR�EHHQ� VKRZQ� WR� LPSURYe 

PHPRU\�GHILFLWV�DQG�UHGXFH�$β�OHYHOV�(73).  

Aspartyl AβDPs 

 $V� GLVFXVVHG� DERYH�� WKH� SURWHDVHV� UHVSRQVLEOH� IRU� $β� SURGXFWLRQ� �%$&(�� DQG� WKH�

presenilin/ γsecretase- complex) are both aspartyO�SURWHDVHV��6HYHUDO�NQRZQ�DQG�FDQGLGDWH�$β'3V�

DUH�DOVR�DVSDUW\O�SURWHDVHV��ZKLFK�PDNHV�VHQVH�JLYHQ�WKDW�$β�LV�SURGXFHG�LQ�DFLGLF�FRPSDUWPHQWV��

One of the more interesting discoveries is that BACE2, the closest homolog of BACE1, is an avid 

$β'3�ZLWK�D�FDWDlytic efficiency exceeded only by IDE (142). BACE2 is also known to have as 

α−secretase-like, so called “θ-VHFUHWDVH´�DFWLYLW\�ZKHUHLQ� LW�FOHDYHV�$33�ZLWKLQ� WKH�$β�UHJLRQ��

thus shuttling APP processing into the non-amyloidogenic pathway (143). Thus, BACE2 has two 

VHSDUDWH�$β-lowering mechanisms—intriguingly, precisely the opposite function of its closest 

KRPRORJ�%$&(���ZKLFK�LV�HVVHQWLDO�IRU�$β�SURGXFWLRQ�� 

 Cathepsin D (CatD) is a lysosomal aspartyl protease, within the same family as BACE1 

DQG�%$&(���9HU\�OLWWOH�LV�NQRZQ�DERXW�&DW'¶V�SUHFLVH�UROH�LQ�$β�SURWHRVWDVLV��EH\RQG�WKH�IDFW�

WKDW�LW�FOHDYHV�$β���DW�WKH�VDPH�VLWHV�DV�%$&(��(144, 145), and that haploinsufficiency has no 

effect on extracellular plaque burden in APP transgenic mice (146). Intriguingly, CatD was 

originally a candidate for bRWK�WKH�β- and γ-secretase (147-149), which may explain why its role in 

$β�FDWDEROLVP�ZDV�LJQRUHG��7KHUH�LV�D�ODUJH�OLWHUDWXUH�GDWLQJ�EDFN�GHFDGHV�WKDW implicates CatD 

dysfunction as playing a role in AD. For instance, high levels of CatD immunoreactivity were 
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found in senile plaques, but not in age-matched brains from control patients or in the brains of 

patients with different neurodegenerative disease (150). Furthermore, elevated expression was also 

found in degenerating neurons, and when tested, the proteases were found to be highly 

enzymatically active (150). Data from a separate cohort of AD patients showed increased CatD 

levels in portions of the neocortex responsible for cognition, with no changes in the levels of 

lysosomal markers (151). These and other observations likely contributed to the idea that inhibiting 

CatD might be warranted in AD. In terms of human molecular genetics, there is a coding, missense 

single-nucleotide polymorphism (SNP) in CatD (rs17571) that some groups, but not others, have 

linked to both early- and late-onset AD (152). More research is needed to elucidate the role of 

CatD, its therapeutic potential, and its potential pathogenic role in LOAD.  

 

1.4 Mouse models of AD 

The development of transgenic rodent models has been one of the most significant 

technological advances in science, allowing genetic manipulations that occur in a variety of human 

diseases to be placed in animals. However, successfully recapitulating all of the complexities of 

different disease states remains highly challenging, particularly with diseases like AD that have a 

variety of genetic and environmental components and also depend critically on aging. For the sake 

of brevity, this review will focus on only a few of the most widely used AD mouse models. 

 3URJUHVV�LQ�WKH�GHYHORSPHQW�RI�VXLWDEOH�PRGHOV�RI�$β�SODTXH�IRUPDWLRQ�ZDV�LQLWLDOO\�VORZ��

until the generation of transgenic mice that overexpress APP containing EOAD-linked mutations. 

Numerous mouse models containing EOAD have been created and although there are at least 52 

pathogenic APP mutations, 215 PSEN1 mutations, and 31 PSEN2 mutations (17) (Fig. 1.7 and 

1.8), only 9 familial mutations have been incorporated into mouse models (Fig. 1.13) (153). 
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Figure 1.13. EOAD-linked mutations used in mouse models. Despite the identification of a vast 
number of EOAD-linked mutations, only 9 have been used to make mouse models (153). 
Reprinted via Open Access from Jankowsky and Zheng, 2017 Mol Neurodegener. 

 

 Some of the most regularly used mouse models include Tg2576, 5xFAD, and 3xTgAD. 

Unfortunately, no single mouse model can fully recapitulate AD. These popular models display 

large variations in pathology (e.g., the 3xTg-AD line models tauopathy as well as 

amyloidogenesis), severity, and behavioral consequences. These and most other AD mouse models 

KDYH�LQWULQVLF�OLPLWDWLRQV��VXFK�DV�D�ODFN�RI�VLJQLILFDQW�QHXURQDO�FHOO�GHDWK�DQG�WKH�SUHVHQFH�RI�$β-

dependent memory defects (something not evident in humans). Most, but not all mouse models 

DOVR�IDOO�VKRUW�EHFDXVH�PXULQH�$β��DQG�WDX��DUH�SUHVHQW��ZKLFK�FDQ�LQWHUIHUH�ZLWK�WKH�DJJUHJDWLRQ�

RI�KXPDQ�$β�(154) (and human tau 155). Necessarily, by virtue of the presence of EOAD-linked 

PXWDWLRQV��ZKLFK�HLWKHU�LQFUHDVH�WRWDO�$β�RU�WKH�$β������UDWLR��WKHVH�PRGHOV—at best—represent 

models of EOAD, but not LOAD. Another major disadvantage of almost all AD mouse models 

GHULYHV�IURP�WKH�IDFW�WKDW� WKH\�UHTXLUH�YHU\�KLJK�OHYHOV�RI�RYHUH[SUHVVLRQ�RI�$33�WR�REWDLQ�$β�

plaques within a reasonable time frame. Thus, these models express super-physiological levels, 

QRW�RQO\�RI�$β��EXW�DOVR�of full-length APP and its many fragments, each of which has multiple 

known (and certainly many other unknown) functions (see Fig. 1.7).  

Tg2576 line 

 The Tg2576 is one of the first successful transgenic mouse models developed (156). This 

line overexpresses human APP containing the “Swedish” double mutation (K670N/M671L) (Fig. 
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1.13) leading to a 5-IROG� LQFUHDVH� LQ�$33� DQG�$β� SURGXFWLRQ��7KH� DP\ORLG� GHSRVLWLRQ� LV� DJH-

dependent and results in the development of large, dense, thioflavin S-positive plaques similar to 

those seen in AD beginning at approximately 11-13 months of age (157). However, the plaques 

DUH�FRPSRVHG�SULPDULO\�RI�$β���(158)��ZKLFK�LV�LQWHUHVWLQJ�JLYHQ�WKDW�$β���DQG�$β���DUH�HOHYDWHG�

SURSRUWLRQDOO\��UDWKHU�WKDQ�RQH�IRUP�RYHU�WKH�RWKHU��NHHSLQJ�WKH�UDWLR�RI�$β������WKH�VDPH��(OGHU�

et al. 2010). Although these mice have some impairments in short-term memory (159), these mice 

lack the profound cognitive impairments characterizing AD, even at old age (160). Additionally, 

XQOLNH�WKH�FDVH�LQ�$'��WKHVH�FRJQLWLYH�SUREOHPV�HLWKHU�SUHFHGH�RU�FRLQFLGH�ZLWK�$β�SODTXHV��(24) 

DQG��LQVWHDG��DUH�PRVW�FORVHO\�FRUUHODWHG�ZLWK�VROXEOH�$β�ROLJRPHUV�(161). Importantly, there is no 

documented neuronal loss or changes in synaptic density in the Tg2576 line (24). Little is known 

DERXW�PRGLILFDWLRQV�LQ�$β'3V�LQ�WKLV�PRXVH�OLQH��EXW�ZRUN�E\�/HDO�DQG�FROOHDJXHV�VXJJHVWV�WKDW�

IDE serves a protective role in AD-type pathology in Tg2576 mice by increasing IDE levels in 

UHVSRQVH�WR�$β�DFFXPXODWLRQ�(162). 

5xFAD line 

 One of the few AD mouse models to feature neuronal cell death, the 5xFAD mouse line 

(163) derives its name from the fact that it features 5 different EOAD-linked mutations: 3 APP 

mutations (Swedish K670N/M671L, Florida I716V, and London V7a7I) and 2 PS1 mutations 

(M146L and L286V) (12)��,QGLYLGXDOO\��HDFK�PXWDWLRQ�LV�VXIILFLHQW�IRU�$β�DFFXPXODWLRQ�EXW�QRW�

neuronal death (160). Interestingly, the neuronal loss occurs in cortical layer 5, with 25-40% of 

pyramidal neurons dying between 9 and 12 months of age (12, 153). Although there is no 

hippocampal cell loss (12), there are impairments in long-term potentiation in the hippocampus at 

6 months of age (161). 5xFAD mice develop rapid amyloid pathology beginning at 2 months of 

age (153), with memory deficits following at 3 months (164), and hippocampal specific 
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impairments around 6 months of age (161). A particularly interesting aspect of the 5xFAD line is 

that it recapitulates the deficits in neprilysin that are seen in AD patients (161); meanwhile CatD 

levels, which are normally increased in AD patients, are significantly decreased (165). 

3xTg-AD 

 To develop a mouse line that models both amyloidogenesis and tauopathy, LaFerla and 

colleagues generated the 3xTgAD mouse line (166). This line was generated by co-injecting 

transgenes expressing APP with the Swedish mutation and tau with the P301L mutation into 

fertilized embryos from mice homozygous for the PSEN1 M146V knock-in mutation (12). These 

miFH�GHYHORS�LQFUHDVHG�$β�OHYHOV��DORQJ�ZLWK�LQWUDFHOOXODU�DQG�H[WUDFHOOXODU�$β�DFFXPXODWLRQ��DW�

6 months of age, and neurofibrillary tangles at 12 months (12). This is paired with increases in 

inflammatory markers (12). Though this mouse line has no decrease in synapse number or density 

in the hippocampus (CA1) (12), there are data showing age-specific synaptic dysfunction and long-

term potentiation deficits (24, 160, 167). Memory deficits and cognitive impairments are reported 

to start between 3 and 6 months of age (24, 164). In contrast to the previously mentioned models, 

the 3xTgAD mice show decreases in neprilysin, cathepsin D, and IDE (although IDE was not 

found to be altered by Stargardt et al., 2013) (168-171). 

 While each mouse model brings unique features that are useful to elucidating the various 

molecular and cognitive changes that occur in EOAD, there are many things to take into 

consideration for general extrapolations, particularly when using these mice investigating LOAD. 

$33�RYHUH[SUHVVLRQ� OHDGV� WR�GUDVWLFDOO\� LQFUHDVHG� OHYHOV�RI� V$33�DQG�$β�� DV�ZHOO� DV� DOO� RWKHU�

cleavage products of APP processing, which does not occur in LOAD. Additionally, APP is almost 

always expressed via a heterologous promoter and so does not mimic the normal spatial and 

temporal expression patterns of endogenous APP, or the responsiveness of APP to various insults 
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(59, 153, 172). Moreover, because most AD mouse models develop plaques inexorably, often at 

an early age, it precludes the investigation of the triggers for AD such as aging, the most significant 

risk factor for LOAD. Nevertheless, designing an animal model of LOAD is challenging given 

that the exact cause(s) of LOAD are unknown. 

1.4.1 Mouse models of LOAD  

 Although the development of animal models for disease states is a difficult task, a large 

number of genetically modified and unmodified animals have been used as AD models, ranging 

from monkeys (173) to beagles (174, 175) to guinea pigs (176). These models each offer a different 

VHW�RI�EHQHILWV�VXFK�DV�WKH�ORQJHU�OLIH�VSDQV�RI�PRQNH\V�DQG�GRJV��WKH�LGHQWLFDO�$β�SHSWLGH�VHTXHQFH�

present in guinea pigs (176), and conserved age-related memory loss in several models (29, 174, 

177). Despite these benefits, it is often difficult to study AD in these animals as the expanded 

lifetime makes them very expensive to maintain, more difficult to control the numerous variables 

that can be important in the development of LOAD, and the use of more complex behavioral tasks 

make them harder to train. 

 It might be thought that an ideal mouse model for LOAD would invariably develop all 

aspects of AD-type pathology, including neuritic plaques, tangles, and microglial activation, and 

feature cognitive decline occurring only late in life. However, such a model would in fact be very 

limiting, because it would be impossible to investigate factors responsible for triggering AD 

pathology that would otherwise not develop. Moreover, mouse models that overexpress APP 

and/or GHYHORS�$β�SDWKRORJ\�HYHU\�HDUO\��OLNH�WKH��[)$'�OLQH��PDNH�LW�LPSRVVLEOH�WR�LQYHVWLJDWH�

how aging contributes to AD pathogenesis. A new mouse model has been developed by the LaFerla 

laboratory, called the K$β-KI mouse, which was generated in an attempt to better model LOAD 

in mice and offers new opportunities to explore the impact of risk factors and their interaction with 
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aging without the commonly used genetic mutations��7KH�K$β-KI line was generated by using 

homologous recombination to “knock in” one exon of the endogenous murine APP gene with a 

humanized version (full description of the model can be found in Chapter 2, Introduction, page 

54). Because this dissertation investigates hypothetical mechanisms by which LOAD is triggered, 

we use the K$β-KI line for these studies. 

 

1.5 Conclusion 

The study of AD, and LOAD in particular, is complex and made all the more difficult by 

the extended duration of disease, its late onset, and the multiplicity of disease pathways involved. 

The overarching goal of the work presented in this dissertation is to provide greater insight into 

the molecular mechanisms underlying LOAD, with specific emphasis on $βDPs. In Aim 1, we 

inhibit $βDPs as a means to manipulate Aβ levels and thereby test a specific mechanistic 

hypothesis about the etiology of LOAD. In Aim 2, we describe the identification and detailed 

characterization of a major new AβDP, CatD. Finally, in Aim 3, we develop novel 

pharmacological tools needed elucidate the role of IDE, a major AβDP, in the pathogenesis of 

LOAD.  
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CHAPTER 2 

AIM 1 

2.1 Background 

Historically, research on the molecular pathogenesis of Alzheimer disease (AD) has been 

focused primarily on two aspects of amyloid β-protein (Aβ) proteostasis: its production and its 

aggregation (1). The emphasis on these two topics was justified based on human molecular genetic 

findings showing that AD-linked mutations in APP, PSEN1, and PSEN2 affect both of these 

factors (2). Moreover, these discoveries provided substantial support for the amyloid cascade 

hypothesis (ACH), which proposes that excessive Aβ accumulation plays an invariant, causal role 

in AD pathogenesis, being the most upstream event triggering all other aspects of AD (3-5). 

Although the mechanisms of Aβ production and aggregation are critical for understanding the 

pathogenesis of all AD cases, as well as for developing potential therapies, what was left 

unanswered was the question of what causes the vast majority of late-onset AD (LOAD) cases that 

do not involve mutations affecting these aspects of Aβ homeostasis. Beginning in the mid- to late-

1990s, it became clear that Aβ production and aggregation are not the sole factors regulating Aβ 

proteostasis. Rather, Aβ levels are determined by the balance between Aβ production and 

clearance, the latter of which can occur through activity by Aβ-degrading proteases (AβDPs) and 

other catabolic pathways (6, 7). This more holistic view of Aβ proteostasis immediately suggests 

an alternative mechanism for the etiology of LOAD: decreased clearance of Aβ. Although Aβ can 

be cleared from the brain in several ways (e.g., via active or passive transport across the blood-

brain barrier (BBB)), it is speculated that a primary method of Aβ removal is through AβDPs (8). 

Consequently, dysfunction of AβDPs could be operative in many—possibly even most—cases of 

LOAD. This idea is supported by the literature in a variety of ways. For instance, direct 
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quantification of the rates of Aβ production and degradation in living LOAD patients, obtained by 

monitoring the incorporation of labeled amino acids into Aβ in real time, showed that Aβ 

clearance, rather than overproduction, is occurring in LOAD (9). Furthermore, ApoE, the most 

important genetic risk factor for LOAD, has been shown to regulate Aβ degradation in microglia 

(10) and astrocytes (11) as well as to mediate the trafficking of extracellular Aβ into the lysosome 

of neurons (12). Levels of neprilysin, a major AβDP, have been found to be decreased in both AD 

brains and cognitively normal control aged brains, with a significant negative correlation between 

neprilysin and insoluble Aβ levels in both groups (14, 15). Importantly, these decreases have been 

found in brain regions particularly important in AD such as the hippocampus (15). Likewise, 

cathepsin D (CatD), a lysosomal AβDP that is highly abundant in microglia, has decreased activity 

in AD brains (16, 17). On the other hand, two other AβDPs, matrix-metalloproteinase-2 and -9 

(MMP-2, MMP-9) have been shown to be upregulated after traumatic brain injury (TBI), an AD 

risk factor, and are associated with early inflammation (18-22). MMP-9 in particular has been 

shown to be elevated as early as three hours after a TBI; in MMP-9 KO mice, researchers have 

found less disruption of the BBB, decreased motor behavioral deficits, and smaller brain lesion 

volume (18-22). Similarly, yet another pair of AβDPs, endothelin-converting enzymes-1 and -2 

(ECE-1,ECE-2) have also been found to be upregulated following injuries such as a TBI or stroke 

(23). Taken together, these reports show that individual AβDPs respond differently to known AD 

risk factors, but several show reduced activity, which is expected if dysfunction of AβDPs plays a 

causal role in LOAD pathogenesis. Nevertheless, the more general hypothesis that Aβ clearance 

is impaired in LOAD is bolstered by the observation of deficiencies in the degradation of CSF Aβ 

in LOAD patients (9) as well as of age-associated alterations in AβDP levels in AD patients (14, 

24). 
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In what follows, we present experimental findings produced from two projects that explore 

whether risk factors for LOAD can, in the absence of mutations that cause early-onset AD 

(EOAD), affect Aβ accumulation, potentially via modulation of AβDP activity. We first 

investigated the acute effects of TBI on Aβ in the absence of APP mutations (Aim 1A), followed 

by a long-term project on how an early, transient increase in Aβ, induced by pharmacological 

inhibition of AβDPs, interacts with aging in a novel model of LOAD (Aim 1B). 

 

2.2 Aims and rationale 

Aim 1A: Effects of TBI on cerebral Aβ levels in a novel mouse model of LOAD 

Rationale & Hypothesis: It is hypothesized that transient increases in Aβ represent a common 

mechanism linking different AD risk factors, including TBI, transient ischemic stroke, and 

potentially other acute brain trauma. Mechanistically, we hypothesize that trauma-induced 

increases in Aβ may arise as a result of defects in AβDPs, and that these increases in Aβ occur 

irrespective of the presence of EOAD-linked mutations, such that they could be operative in 

LOAD. Regardless of the precise mechanism involved, if our hypothesis is confirmed, it follows 

that blocking Aβ production immediately after one of these acute risk factors could serve a 

protective role against the development of AD-type pathology later in life. This Aim focuses 

exclusively on TBI. 

Aim 1B: Is a transient increase in Aβ early in life, triggered by inhibiting AβDPs, sufficient 

to trigger AD-type pathology later in life in a mouse model of LOAD? 

Rationale & Hypothesis: It is hypothesized that a transient increase in Aβ early in life is sufficient 

to trigger AD pathogenesis later in life, in the absence of AD-linked mutations or overproduction 
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of Aβ. We hypothesize that transient increases in Aβ represent a common mechanism linking 

different AD risk factors, such as traumatic brain injury (TBI). 

 

2.3 Unpublished work:  

Transient increases in Aβ as a potential trigger for the pathogenesis of LOAD 

2.3.1 Abstract 

 Current research investigating the etiology of Alzheimer disease (AD) has focused 

primarily on the molecular pathogenesis of rare forms of early-onset AD (EOAD) attributable to 

autosomal-dominant mutations, which in all cases have been found to affect the production of an 

aggregation-prone peptide known as the amyloid β-protein (Aβ). The causes of late-onset AD 

(LOAD), on the other hand, remain poorly understood, apart from the identification of certain 

genetic and environmental factors affecting AD risk. This proposal explores the overall hypothesis 

that LOAD can be triggered by transient increases in Aβ occurring early in life, as the result of 

various known risk-factors for AD. In this project, we use a novel mouse model for LOAD, known 

as the hAβ-KI line, in which gene targeting was used to convert the Aβ region of the amyloid 

precursor protein gene (APP) from the murine form to the more amyloidogenic human form of 

Aβ. The resulting mice faithfully model the biological milieu present in LOAD, allowing us to 

examine how the brain responds to various insults in the absence of genetic mutations in APP or 

other genes linked to early-onset AD (EOAD). We successfully demonstrate that a closed-head 

TBI triggers an acute increase in Aβ, including the formation of fibrillar deposits of Aβ by 3 days 

after injury, while also triggering activation and migration of glial cells. These results closely 

resemble what occurs following TBI in humans, and therefore validate the hAβ-KI line as a useful 

model of LOAD. These findings are consistent with the hypothesis that acute increases in Aβ 
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arising early in life might represent a common molecular mechanism among TBI and other AD 

risk factors for triggering the full spectrum of AD pathology later in life, in the context of an aging 

brain. 

2.3.2 Introduction 

The effort to elucidate the etiology of LOAD is complicated by the fact that there are a 

multitude of environmental risk factors that, unhelpfully, are likely to interact in complex ways 

both with one another and with the greatest known risk factor—aging. As posited by the amyloid 

cascade hypothesis (ACH), perturbed Aβ proteostasis is a critical pathological process in AD, 

representing the most upstream event that subsequently triggers a cascade of pathological sequelae, 

including inflammation, tau hyperphosphorylation and, ultimately, neuronal cell death. Given that 

Aβ deposits are present in cognitively normal aged individuals, some Aβ deposition is clearly not 

inherently toxic. Hence, there must be some trigger or critical threshold, involving Aβ, that 

converts a person from the disease-free state to LOAD. 

 We hypothesize that transient increases in Aβ, induced by any of a variety of insults, 

represents the common Aβ-dependent molecular mechanism that triggers LOAD. As Aβ 

concentrations rise, its rate of aggregation increases. Thus, mechanistically, we propose that 

transient rises in Aβ levels trigger Aβ aggregation once they exceed a certain critical threshold 

concentration (Fig. 2.1). Once irreversible aggregates of Aβ are formed, they can “seed” the 

formation of larger aggregates, as is well established (25, 26). Thus, transient rises in Aβ occurring 

early in life, even if they are modest in amount, could result in pathological accumulation of Aβ 

later in life as aggregation of the “seeds” continues over the span of decades (Fig. 2.1). 
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Figure 2.1. Hypothetical mechanism for the pathogenesis of LOAD. Cartoon illustrating 
several concepts underlying the hypothesis that will be tested in Aim 1. A, In disease-free 
individuals, soluble Aβ levels (dashed line) remain steady across the lifetime, and insoluble Aβ 
levels (solid line) accumulate only slowly, never surpassing a hypothesized critical threshold 
(arrows, center) for the initiation of LOAD. B, As a hypothesized mechanism for triggering 
LOAD, trauma induces a transient rise in soluble Aβ levels (dashed line) that surpass the critical 
threshold, and thereby trigger Aβ accumulation, causing insoluble Aβ levels (solid line) to increase 
and, over time, surpass the critical threshold for onset of LOAD.  

 

 This hypothesis is supported by the finding that insults such as TBI or stroke increase the 

risk for developing LOAD (27, 28). TBI, more commonly known as a concussion, is often viewed 

as a risk factor for AD and a common problem in aged individuals, but the current literature 

contains many contradictory lines of evidence, with some agreeing that TBI is, indeed, a real risk 

factor for altered cognition with aging (29, 30). On the other hand, other results suggest that TBI 

is not an independent risk factor, but instead merely accelerates ongoing aging and disease 

processes within the brain (31-33). Despite disagreements about the precise role of TBI in LOAD 

onset, there is strong evidence showing rapid elevation in Aβ accumulation and glial activation in 

humans shortly following a TBI (hours to days) (34-37). Numerous studies in AD mouse models 

have shown that these injuries trigger a transient increase in Aβ, which returns to basal levels 

shortly after injury (30, 38, 39) (Fig. 2.1). Though only transient, a substantial increase in Aβ can 

result in long-lasting cognitive and pathological sequelae (33, 40, 41). However, it is important to 

A. B. 
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emphasize that most of the mouse models used in the latter studies featured high levels of 

overexpression of APP via heterologous promoters, usually in the presence of EOAD-linked 

mutations. These features are not present in humans, and so can confound, amplify, or obscure the 

true effects of a TBI on endogenous Aβ levels. Additionally, in animal modeling studies, 

inflammation, a major component of AD pathology that can be triggered by Aβ increases, is 

differentially increased after TBI in an age-associated manner (41, 42). For example, work by 

Morin and colleagues has found that decreasing inflammation can improve recovery after TBI, 

identifying Aβ-induced inflammation as a critical element (43). In addition, other research has 

revealed significant sex differences in the short-term response to brain injury, wherein males have 

increased inflammation and pro-inflammatory cytokine release, while females seem to be 

protected against cell death (44, 45). 

 To investigate whether transient increases in Aβ per se are sufficient to trigger LOAD, it 

is critical to design experiments in which Aβ levels represent the independent variable, with 

downstream pathological sequelae representing the dependent variables. For the experiments in 

Aim 1B, we elected to increase cerebral Aβ levels by pharmacological inhibition of Aβ 

degradation. To that end, we elected to use phosphoramidon, a broad-spectrum metalloprotease 

inhibitor that targets several major AβDPs, which primarily regulate extracellular pools of Aβ 

(Table. 2.1). As discussed in Chapter 1, many of the AβDPs inhibited by phosphoramidon can 

degrade not only monomeric Aβ, but also oligomeric, fibrillar, and diffuse aggregates of Aβ. 

Notably, in a study by Eckman and colleagues, i.c.v. infusion of phosphoramidon for just two 

hours resulted in as much as a 5-fold increase in Aβ levels in WT mice (Fig. 2.2A), and a >2-fold 

increase in an AD mouse model (Tg2576) (Fig. 2.2B) (46).  
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Table 2.1. Multiple AβDPs are inhibited by phosphoramidon. Highlighted (yellow) are well-
established AβDPs known to be inhibited by phosphoramidon. Note that all are localized in the 
extracellular space and the lumen of the endoplasmic reticulum (47). Reprinted via Open Access 
from Leissring and Turner, 2013 Alzheimers Res Ther. 

 

 

 

Figure 2.2. Effects of i.c.v administration of phosphoramidon on Aβ levels. Data show the 
levels of cerebral Aβ in WT (A) or Tg2576 (B) mice after i.c.v. infusion for 2 hours with: 
phosphoramidon (black bars; (A) n=3; (B) n=5); the angiotensin-converting enzyme (ACE) 
inhibitor, enalaprilat (grey bars; (A) n=7; (B) n=6); or vehicle only (white bars; normalized to 1; 
(A) n=5; (B) n=8). Note the dramatic increase in both Aβ40 and Aβ42 levels after phosphoramidon 
treatment in both WT and Tg2576 mice (46). (A) *P< 0.0001; (B) Aβ40 *P 0.0001; Aβ42 
*P=0.04. Reprinted from Eckman et al., 2013 with permission from the American Soc for 
Biochemistry & Molecular Biology. 

 

 In this Aim we sought to interrogate the role of transient increases in Aβ as a common 

mechanism in risk factors for LOAD, questions that would be confounded by the use of common 

mouse models such as TG2576 that contain EOAD-linked mutations and develop AD-type 

A. B. 
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pathology inexorably. A new mouse model developed by the LaFerla laboratory, hAβ-KI, was 

generated in an attempt to better model LOAD in mice. The hAβ-KI line was generated by using 

homologous recombination to “knock in” (replace) one exon of the endogenous murine APP gene 

with a slightly modified version that “humanizes” the Aβ region by introducing 3 mutations that 

convert the mouse Aβ amino acid sequence to the wild-type human sequence (Fig. 2.3A). By virtue 

of this design, the resulting mouse line expresses human, wild-type Aβ at physiological levels 

under the endogenous promoter, exhibiting stable expression up to 22 months of age (Fig. 2.3B). 

Although this model develops modest increases in Aβ with age (Appendix A Fig. S2.1), 

importantly, there are no changes to the Aβ42/40 ratios (Fig. 2.4) or development of neuritic 

plaques up to 22 months of age. Interestingly, the LaFerla laboratory detected the presence of Aβ 

fibrils, beginning in 10-month-old animals, which were associated with astrocytes (there was no 

evidence of microglial activation) (Appendix A Fig. S2.2). Together, the characteristics of this 

model make it ideal for investigating triggers of LOAD that might initiate pathological Aβ 

accumulation later in life, in the context of aging, specifically in the absence of other factors (e.g., 

EOAD-linked mutations) that precipitate amyloidogenesis on their own.  

 

Figure 2.3. hAβ-KI mouse model of LOAD. A, Cartoon showing the 3 amino acids mutated to 
convert murine Aβ to human Aβ in hAβ-KI mice. B, APP levels in hAβ-KI mice are comparable 
to those in wild-type (wt) animals and are stable across a wide range of ages (Baglietto-Vargas et 
al., submitted). 
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Figure 2.4. Consistent Aβ42/40 ratios in the hAβ-KI mouse model A, B, Aβ42/40 levels in 
hAβ-KI mice are stable over time. (Baglietto-Vargas et al., submitted). 

  

 Collectively, these results indicate that the hAβ-KI mouse model faithfully mimics the 

biological context in which LOAD emerges—i.e., with endogenous levels of human Aβ expressed 

via the endogenous APP promoter in the absence of EOAD-linked mutations. These features make 

this model appropriate for the study of risk factors that may cause or depend on transient increases 

in Aβ levels, whether due to changes in production or its clearance.  

 This study had two primary goals, investigating two independent hypotheses. The first 

hypothesis (Aim 1A) was that a known risk factor for AD, TBI, will trigger a transient increase in 

Aβ in the hAβ-KI mouse model of LOAD, as occurs in humans. To that end, TBI was administered 

to hAβ-KI mice, and Aβ levels and associated pathology were assessed before and 1 to 3 days after 

TBI. The second hypothesis (Aim 1B) was that a transient increase in Aβ administered early in 

life (mimicking an AD-risk factor like TBI) would be sufficient to trigger AD-type pathology later 

in life in the hAβ-KI model of LOAD. To that end, young hAβ-KI mice were administered either 

vehicle or phosphoramidon i.c.v. for 4 weeks, then the effects were examined immediately 

B. A.          



  60   
 

afterward or at 15 and 22 months of age. In addition, in an attempt to rule out Aβ-independent 

effects of phosphoramidon, the γ-secretase inhibitor begacestat, which blocks on-going Aβ 

production (48), was co-administered to one half of both the phosphoramidon and control groups. 

2.3.3 Results 

Aim 1A. 

Literature in the AD field using traditional AD mouse models has generally shown that 

immediately after TBI there is a transient (6 hours to 3 days) increase in Aβ levels, which returns 

to baseline levels shortly (3 to 7 days) after injury (49, 50). However, many of these animal models 

employ transgenic overexpression (and/or ectopic expression) of APP using heterologous 

promoters, which could drive increases in Aβ in non-physiological ways. It is therefore critical to 

first test whether TBI can trigger acute rises in Aβ in the hAβ-KI LOAD model, which expresses 

physiological levels of wild-type human Aβ under the control of the endogenous APP promoter. 

To that end, we administered a severe closed-head impact (sCHI) to 6-month-old hAβ-KI male 

and female mice, and tissues were collected 1- and 3-days post injury (1DPI, 3DPI), as well as 

from mice not receiving an impact (0DPI), but undergoing all other aspects of the procedure, 

including anesthetization. Figure 2.5 provides an overview of the experimental design. 
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Figure 2.5. Timeline for the experiments in Aim 1A. Cartoon illustrating the overall timeline 
(top) as well as the number male and female animals per group (bottom). DPI = days post-injury. 

 

After collection, soluble and insoluble fractions of Aβ were extracted then quantified using 

a multiplex assay that simultaneously quantifies levels of Aβ38, Aβ40 and Aβ42 (Meso Scale 

Diagnostics (MSD); Rockland, MD). sCHI triggered acute increases in total soluble Aβ, with 

elevations in soluble Aβ42/40 (and Aβ42/38) ratios (Fig. 2.6A-C), together with corresponding 

decreases in both total insoluble Aβ and Aβ42/40 ratio (Fig. 2.6D-E).  
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Figure 2.6. Effects of sCHI on cerebral Aβ in hAβ-KI mice. A-C, sCHI triggered a significant 
increase in total soluble Aβ both 1- and 3-days following injury (A), along with corresponding 
increases in Aβ42/40 (B) and Aβ42/38 (C) ratios. D, E, sCHI triggered a significant decrease in 
insoluble Aβ following injury (D), along with a decrease in the insoluble Aβ42/40 ratio (E). Note 
that Aβ42/38 ratios are not shown because this Aβ species does not typically form insoluble 
deposits. Data are mean ± SEM for 12 replicates per group. *P< 0.05; ** P< 0.01; *** P< 0.001; 
**** P< 0.0001.  

 

 Many studies of TBI in rodent models focus exclusively on males, as sexual dimorphisms 

in the brain have frequently led to conflicting results, owing in part to the protective effect of 

female hormones in injury (44, 51). We therefore analyzed whether females and males had 

differing responses to the injury in this study. As can be seen in Figures 2.7A and D, sCHI triggered 

an elevation in total soluble Aβ that was more prominent in females than in males 1DPI, although 

this did not affect the Aβ42/40 or Aβ42/38 ratios (Figs. 2.7B-C, E-F). Interestingly, in the case of 

total insoluble Aβ, both females and males exhibit a rapid drop in insoluble Aβ post injury (Figs. 

2.8A, C), but a parallel decrease in Aβ42/40 ratios occurs two days earlier in females than it does 

in males (Figs. 2.8B, D).  
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Figure 2.7. Effects of sCHI on soluble Aβ in male vs. female hAβ-KI mice. A-C, Effects of 
sCHI on total soluble Aβ (A) as well as Aβ42/40 (B) and Aβ42/38 (B) ratios as a function of time 
in male and female mice. Note that there are no significant differences between sexes (as opposed 
to between time points). D-F, Data in A-C graphed individually for each sex to demonstrate 
significant time-dependent changes. Data are mean ± SEM for 6 replicates per group. *P< 0.05; 
** P< 0.01; *** P< 0.001; ****P< 0.0001. 
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Figure 2.8. Effects of sCHI on insoluble Aβ in male vs. female hAβ-KI mice. A-B, Effects of 
sCHI on total insoluble Aβ (A) as well as insoluble Aβ42/40 ratios(B) as a function of time in male 
and female mice. Note that Aβ42/38 ratios are not shown because this Aβ species does not typically 
form insoluble deposits. Note that there are no significant differences between sexes (as opposed 
to between time points). C,D, Data in A and B graphed individually for each sex to demonstrate 
significant time-dependent changes. Data are mean ± SEM for 6 replicates per group. *P< 0.05; 
** P< 0.01. 

 

Upon closer examination of individual Aβ species, at 1DPI (but not 3DPI) we found no 

significant differences between males and females in the levels of soluble Aβ38 (Fig. 2.9A,D) or 

Aβ40 (Fig. 2.9B, E), but there was a significant between-sex difference for soluble Aβ42 (Fig. 2.9 

C, F), with Aβ42 being significantly higher in females. Analysis of insoluble Aβ species shows 

that the change in female insoluble Aβ42/40 ratios reflects drops in both Aβ40 and Aβ42, whereas 
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the decrease in male insoluble Aβ42/40 ratios is primarily due to a change in Aβ42 levels (Fig. 

2.10 A-D). Due to the limited duration and size of this initial study, these observations should be 

considered preliminary; however, we believe these data warrant further investigation.  

 

Figure 2.9. Effects of sCHI on individual soluble Aβ species in males vs. females. A-C, Effects 
of sCHI on soluble Aβ38 (A), Aβ40 (B) and Aβ42 (C) plotted separately for males and females as 
a function of time. D-F, The same data in A-C graphed by sex to demonstrate time-dependent 
effects for males and females separately and combined. Note that there are significant between-
sex differences in the levels of Aβ42, but not Aβ38 or Aβ40, at 1DPI. Data are mean ± SEM for 6 
replicates per group. *P< 0.05; ** P< 0.01; *** P< 0.001; ****P< 0.0001. 
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Figure 2.10. Effects of sCHI on insoluble Aβ40 and Aβ42 in males vs. females. A-C, Effects of 
sCHI on insoluble Aβ40 (A) and Aβ42 (B) plotted separately for males and females as a function 
of time. Note that there were no between-sex differences at any time points for either Aβ species. 
C,D, The same data in A and B graphed by sex to demonstrate time-dependent effects for males 
and females separately and combined. Data are mean ± SEM for 6 replicates per group. *P< 0.05; 
** P< 0.01. 

 

 To further investigate the effects of sCHI in the hAβ-KI model, we used 

immunohistochemistry (IHC) to probe for amyloid Aβ plaques and fibrils, APP, as well as for 

activation of astrocytes and microglia. Predictably, we did not find any evidence of amyloid plaque 

formation in response to sCHI at any time points tested, and glial activation at 0DPI (Appendix A 

Fig. S2.3). However, we observed minimal microglial activation, but clear astrocytic migration to 

the injury site at both 1DPI (Fig. 2.11, Appendix A Fig. S2.4) and 3DPI (Fig. 2.12, Appendix A 

S2.5).  
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Figure 2.11. Microglial and astrocytic responses to sCHI at 1DPI. A-F, Staining for the 
microglial marker, Iba1 (green, A, D), and the astrocytic marker, GFAP (red, B, E), in males (top, 
A-C) and females (bottom, D-F) at 1DPI. Panels C and F show both stainings merged. Note the 
presence of astrocytes near the site of injury (arrows), which is most prominent in females at this 
time point. Data are representative of 6 replicates per group. 
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Figure 2.12. Microglial and astrocytic responses to sCHI at 3DPI. A-F, Staining for the 
microglial marker, Iba1 (green, A, D), and the astrocytic marker, GFAP (red, B, E), in males (top, 
A-C) and females (bottom, D-F) at 3DPI. Panels C and F show both stainings merged. Note the 
presence of astrocytes near the site of injury (arrows), which is most prominent in females at this 
time point. Data are representative of 6 replicates per group. 
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To our surprise, Aβ fibrils were detected using the OC fibril antibody (52) in a small subset of 

male mice at 3DPI (Fig. 2.13). Significantly, the granular OC+ staining colocalizes with astrocytes 

(Fig. 2.13). The emergence of Aβ fibrils is especially notable given that this model does not 

develop such fibrils until later in life; research in humans, however, has shown the rapid formation 

of intermediary Aβ fibrils following a TBI (53). 

 

 

Figure 2.13. Detection of Aβ fibrils colocalized with astrocytes at 3DPI. A-F, GFAP staining 
(red, A, D), Aβ fibrils detected with the OC fibril antibody (blue, B, E) and their colocalization 
(highlighted by arrows, C, F). D-F show higher magnification images of the sections in A-C, 
highlighting the “granular” pattern of the Aβ fibrils. Data are representative of 3 replicates. 
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Aim 1B. 

Having confirmed that the hAβ-KI model exhibits acute increases in Aβ following TBI, 

we next wanted to establish whether an increase in Aβ levels per se might be sufficient to trigger 

amyloidogenesis in this LOAD mouse model. This is important, because sCHI and other forms of 

TBI have many other consequences besides those affecting Aβ levels, and our hypothesis is that a 

transient increase in Aβ specifically represents the common pathological mechanism linking a 

variety of AD risk factors. It was therefore critical to selectively induce an elevation in Aβ early 

in life (as the independent variable in our experiment) by some other means besides TBI, then 

assess whether this could trigger for AD-like pathology (the dependent variables) later in life. To 

that end, we administered the broad-spectrum metalloprotease inhibitor, phosphoramidon, 

intracerebroventricularly (i.c.v.) to 5-month-old hAβ-KI mice transiently (for 4 weeks), then 

examined the consequences immediately after (at 6 months) then in adult (15-month-old) and aged 

(22-month-old) animals (Fig. 2.14). Critically, to control for possible off-target effects of 

phosphoramidon (as opposed to the intended effect on Aβ levels), we also included groups of mice 

treated with the �γ-secretase inhibitor, begacestat, to block Aβ production during the inhibitor 

treatment. Thus, four groups of mice were treated separately with either: (C) vehicle alone, (CB) 

vehicle plus begacestat, (P) phosphoramidon alone, or (PB) phosphoramidon plus begacestat (Fig. 

2.14; Appendix A Fig. S2.6).  
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Figure 2.14. Timeline and treatment groups for the experiments in Aim 1B.Cartoon 
illustrating the overall timeline (top) as well as treatments given to the four experimental groups 
(bottom). Note: information on duration of treatment, survival rates, and changes in tissue with 
age can be viewed in Appendix A Figs. S2.7-S2.9. C = vehicle-only control; CB = vehicle plus 
begacestat; P = phosphoramidon; PB = phosphoramidon plus begacestat  
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Tissue from mice collected at each time point and condition was used to extract soluble 

and insoluble Aβ, which was then quantified. At the 6-month time point, significant elevations in 

both soluble and insoluble total Aβ were observed in phosphoramidon-treated versus control mice, 

indicating that phosphoramidon successfully inhibited the hydrolysis of Aβ by some AβDPs (Fig. 

2.15A, C). However, both soluble and insoluble total Aβ returned to baseline levels at 15 and 22 

months (Fig. 2.15A, C). Interestingly, animals that received phosphoramidon treatment had 

significantly lower Aβ42/40 ratios at 6-months, suggesting that the AβDPs inhibited by 

phosphoramidon preferentially cleave shorter Aβ fragments (Fig. 2.15B, D). 

 

Figure 2.15. Change in total Aβ and Aβ42/40 ratio in response to phosphoramidon treatment. 
A,C, Levels of total Aβ in soluble (A) and insoluble (C) fractions. Note that this fraction includes 
Aβ38, Aβ40 and Aβ42. C,D, Changes in Aβ42/40 ratios in soluble (C) and insoluble (D) fractions. 
Note that both soluble and insoluble total Aβ increase at 6 months, but return to baseline at 
subsequent time points. Note also that soluble Aβ42/40 ratios increase, and insoluble Aβ42/40 
ratios decrease, significantly only in the 6-month-old mice, with ratios returning to baseline at 
subsequent ages. Data are mean ± SEM for 12-16 replicates per group. ** P< 0.01; ****P< 0.0001. 
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 Although phosphoramidon appeared to be effective, given that significant increases in Aβ 

were evident immediately after treatment (6P), we next wanted to investigate the effect of 

begacestat; if begacestat worked, phosphoramidon-treated animals should look similar to vehicle-

only control mice. Regrettably, both the CB and PB groups were not statistically distinct from the 

counterpart groups not treated with begacestat (Fig. 2.16A-D). All following analyses will 

therefore combine these conditions (C and CB, P and PB) to increase the number of mice per 

group. 

 

Figure 2.16. Effect of phosphoramidon on difference Aβ species immediately after treatment 
in the absence or presence of begacestat. A, Levels of soluble total Aβ (Aβ38, Aβ40 and Aβ42) 
immediately after treatment (6 months) with the indicated inhibitors for 4 weeks. B, Levels of 
soluble total Aβ (Aβ38, Aβ40 and Aβ42) immediately after treatment (6 months) with the indicated 
inhibitors for 4 weeks. C, Levels of all soluble Aβ species combined at 6 months of age. D, Levels 
of insoluble total Aβ immediately after treatment. Note that no significant effect of begacestat was 
observed. Data are mean ± SEM for 12 replicates per group.  *P< 0.05; ** P< 0.01; *** P< 0.001; 
****P< 0.0001. 
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The profound effect of phosphoramidon on total Aβ immediately after treatment (6 

months) becomes more interesting when the individual Aβ species are considered. In particular, 

although phosphoramidon significantly increased all Aβ species, both soluble and insoluble, 

relative to controls (Fig. 2.17, Appendix A Fig. S2.10), this effect was disproportionately 

attributable to Aβ38 in the soluble fraction, and Aβ40 in the insoluble fraction (Fig. 2.17A, D). In 

addition, Aβ42 made only a minor contribution to the effects on total Aβ, both soluble and 

insoluble. 

 

Figure 2.17. Effects of phosphoramidon on individual Aβ species. A,B, Levels of soluble (A) 
and insoluble (B) Aβ38, Aβ40 and Aβ42 immediately after treatment with phosphoramidon 
(brown) or vehicle (blue) for 4 weeks (i.e., at 6 months of age). Note that Aβ38 is increased 
disproportionately by phosphoramidon in the soluble fraction, whereas Aβ40 is the only species 
increased significantly in the insoluble fraction. Data are mean ± SEM for 24 replicates per group. 
****P< 0.0001. 

 

Next, we wanted to establish whether the small sex differences found in our TBI project 

(Aim 1A) were recapitulated in this project. Surprisingly, we found that the effect on soluble Aβ 

seen with both sexes combined was disproportionately attributable to male mice (Fig. 2.18A-C), 

while males and females both contributed to the changes seen in insoluble Aβ (Fig. 2.18D-E).  
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Figure 2.18. Sex differences in responsiveness of individual Aβ species to phosphoramidon 
treatment. A-C, Levels of soluble Aβ38 (A), Aβ40 (B) and Aβ42 (C) in male and female control 
and phosphoramidon-treated mice as a function of age. Note that levels of all 3 Aβ species were 
disproportionately affected by phosphoramidon treatment in males, and only at 6 months of age. 
with no significant changes observed in females. D-E, Levels of insoluble Aβ40 (D) and Aβ42 (E) 
in male and female control and phosphoramidon-treated mice as a function of age. Note that levels 
of both Aβ40 and Aβ42 were significantly increased by phosphoramidon at 6 months in both males 
and females. Data are mean ± SEM for 12-16 replicates per group. ** P< 0.01; *** P< 0.001; 
****P< 0.0001. 

 

Interestingly, these sex differences did not extend fully to Aβ42/40 ratios. For soluble 

Aβ42/40 ratios, we observed no significant sex-, treatment-, or age-dependent differences (Fig. 
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treated females relative to controls at 6 months of age, but were not significantly different from 

males (Fig. 2.19B). 

 

 

Figure 2.19. Sex differences in soluble and insoluble Aβ42/40 ratios. A,B, Soluble (A) and 
insoluble (B) Aβ42/40 ratios in males and female control and phosphoramidon-treated mice as a 
function of age. Note that there were no significant differences between sex or treatment for soluble 
ratios, whereas for insoluble ratios, insoluble Aβ42/40 ratios were significantly reduced by 
phosphoramidon treatment in females relative to control females. Data are mean ± SEM for 12-16 
replicates per group. ** P< 0.01. 

 

 Consistent with the biochemical results for insoluble Aβ, no plaques were detected at any 

time point or in any condition (Appendix A Fig. S2.11 and S2.12). However, consistent with the 

LaFerla laboratory’s independent characterization of the hAβ-KI line, we detected Aβ fibrils in 

22-month-old animals, with consistent levels irrespective of sex or condition (Fig. 2.20).  
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Figure 2.20. Detection of Aβ fibrils and colocalized astrocytes in 22-month-old hAβ-KI mice. 
A-F, Hippocampal sections stained with the astrocytic marker, GFAP (red, A, D), with the OC 
antibody for Aβ fibrils (blue, B, E) and their colocalization (highlighted by arrows, C, F). D-E 
show higher magnification images of the sections in A-C, highlighting the “speckled” pattern of 
the Aβ fibrils. Data are representative of all 22-month animals. 

 

2.3.4 Discussion 

In humans, brain injury has been proposed as a candidate a risk factor for LOAD. Although 

contradictory evidence exists, many studies suggest that various types of head injury can trigger 

acute increases in cerebral Aβ. We assessed this idea using a novel model of LOAD, the hAβ-KI 

line, which closely models the biologic milieu in which LOAD emerges, with physiological levels 

of wild-type human Aβ expressed under the control of the endogenous APP promoter in the 

absence of EOAD-linked mutations. In Aim 1A, we assessed the consequences of a sCHI in this 
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model. Our results confirm that acute head injury can trigger transient Aβ elevations in the absence 

of APP overproduction or EOAD-linked mutations, thus validating the utility of the hAβ-KI mouse 

model for these experiments. At the same time, however, the response of insoluble Aβ in hAβ-KI 

mouse model differed in important ways from other published work. In conventional AD mouse 

models overexpressing mutant APP, TBI often triggers an increase in both soluble and insoluble 

Aβ following a concussion (30, 49). The increase in insoluble Aβ seen in most AD mouse models 

might be dependent on the high levels of APP expression and or elevated Aβ42/40 ratios usually 

present in these models, both of which would serve to promote Aβ deposition. This seems a 

satisfying explanation that suggests that new information can be gained using the hAβ-KI mouse 

model. However, Aβ aggregates have been found in human TBI patients that are composed of 

insoluble Aβ (34, 35, 54). This discrepancy may have several possible explanations, not mutually 

exclusive. It could be that the sCHI paradigm used in this case was insufficient to trigger insoluble 

aggregates; and/or insoluble aggregates might accrue later than 3DPI. In this regard, studies that 

use a single severe injury often observe Aβ returning to baseline after varying amounts of time 

post-injury: from 3 to 7 days (30, 49, 50, 55, 56). An extension of the current experiment including 

both earlier (e.g., 6- and 12-hour) and later (e.g., 5- and 7-day) timepoints may uncover a greater 

correspondence with other results within the field. Alternatively, or in addition, it may be that the 

hAβ-KI model does not have the characteristics needed to permit amyloidogenesis within the 

lifespan of a mouse and/or that it differs from humans in some other salient respect. Future studies 

investigating these questions are warranted. In this connection, it is notable that a recent TBI study 

conducted using another APP knock-in mouse model, the APPNL-F/NL-F line (57), which in this case 

has two copies of two different EOAD-linked mutations, found enhanced accumulation of both 

Aβ and phospho-tau following 14-day repeated mild closed head injury. This study did not 
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examine shorter term intervals after TBI, but it is significant that the pathology emerged from 3 to 

8 months post-injury. Of particular importance to the study of TBI, this model also found activated 

microglia surrounding the newly developed plaques (58), something not observed in the hAβ-KI 

model. 

 The mechanisms underlying the rise in Aβ induced by TBI have yet to be completely 

determined. Clearly, much more work remains to be done; these results highlight just how 

complicated it can be to obtain a holistic view of Aβ proteostasis, requiring as it does a 

comprehensive analysis of all the components mediating both Aβ production and Aβ clearance, 

something that might not be achievable merely by quantifying protein levels. In a technical 

complication, we unfortunately were not able to assess the traditional markers of Aβ production 

(e.g., holo-APP, APP CTFs, BACE1, etc.), because the insoluble fraction, once solubilized with 

the very harsh formic acid, was not amenable to western blotting. This is an unforeseen but 

nevertheless significant flaw in our experimental design, and it should be addressed in future 

experiments revisiting this topic.  

In Aim 1B, we sought to test the specific hypothesis that acute increases in Aβ represent a 

common pathogenic mechanism for TBI and potentially a variety of other AD risk factors. To test 

this, we increased cerebral Aβ levels pharmacologically for 4 weeks in young hAβ-KI mice, then 

examined the consequences immediately after treatment, as well as in middle-aged (15-month-

old) and aged (22-month-old) mice. These experiments were very difficult to execute, involving 

approximately 250 delicate brain surgeries that did not always go as planned. Among the 

complications we encountered were: (1) problems with the integrity of the cannulae, which 

frequently fell out before the 4-week treatment period; (2) the emergence of a widespread skin 

pathology in the animal colony (59), and well as (3) much higher than expected premature lethality 
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(Appendix A Fig. S2.8). Although we planned for some degree of lethality, we had originally 

hoped to allow the animals to age to at least 24 months (Dr. Leissring hoped we could age them 

considerably longer). Despite our best efforts, it proved necessary to sacrifice the oldest animals 

at 22 months. Because we were most interested in the interaction between the elevation in Aβ and 

aging, this was a disappointing outcome. Moreover, it was not entirely expected. In published 

reports employing other APP knock-in mice developed by Dr. Takaomi Saido, very little 

premature lethality occurs (57). It may be relevant to note that construction work was being 

performed periodically in our vivarium. Although not quantified, we did notice a distinct increase 

in premature deaths when construction was most active. Given the lack of premature lethality seen 

with similar animal models, this suggests that our vivarium environment was less than ideal.  

Given these caveats, and given the fact that phosphoramidon treatment did not trigger 

amyloidogenesis in aged animals as hoped, the conclusions we can make from the experiments in 

Aim 1B are necessarily tentative. First, regarding the treatment, on the one hand, it appeared to 

work as planned insofar as it produced significant elevations in both soluble and insoluble total 

Aβ. On the other hand, it did not result in any changes beyond the 6-month time point. In addition, 

relative to controls, phosphoramidon unexpectedly produced decreases in Aβ42/40 ratios in both 

soluble and insoluble fractions. This is different from that observed following sCHI, where soluble 

Aβ42/40 ratios increased, but insoluble ratios decreased. Additionally, this reduction in Aβ42/40 

ratios is precisely the opposite of what would be likely to seed Aβ deposition. As to the mechanism 

underlying this effect, we can only speculate, but it is notable that phosphoramidon treatment 

disproportionately affected shorter Aβ species (e.g., Aβ38, Aβ40). Shorter Aβ species have 

actually been shown to be antiamyloidogenic. For example, selective overexpression of Aβ40 was 

found to reduce amyloidogenesis in APP transgenic mice (60). We speculate that the 
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disproportionate increase in antiamyloidogenic Aβ species induced by phosphoramidon was, at 

the very least, unhelpful to our objective of triggering amyloidogenesis. From a therapeutic 

perspective, however, this topic is highly deserving of further investigation; conceivably, it might 

be possible to prevent amyloidogenesis by inhibiting an AβDP, provided that AβDP preferentially 

degrades shorter, potentially anti-amyloidogenic species. 

Second, we can speculate that the lack of amyloidogenesis we observed is attributable to 

characteristics of the hAβ-KI model. It is important to emphasize that this model was developed 

relatively recently, and its characterization is ongoing (with no publications yet emerging). 

However, by comparing this line to similar APP knock-in (KI) lines, it seems likely that hAβ-KI 

model might not be sufficiently aggressive to be useful as a model of LOAD. In particular, Saido 

and colleagues generated similar APP KI lines with humanized Aβ, but also containing either the 

Swedish double mutation (NL) alone or that mutation together with the Iberian (F) mutation (57). 

Significantly, mice with two copies of the EOAD-linked Swedish mutation exhibit ~3-fold 

increases in Aβ but nevertheless fail to show any signs of Aβ deposition up to 30 months of age 

(57). This demonstrates that even lifelong ~3-fold increases in total Aβ are insufficient to trigger 

amyloidogenesis in a model very similar to hAβ-KI mice. However, inclusion of the Iberian 

mutation, which increases the Aβ42/40 ratio, results in significant deposition. In mice with two 

copies of the NL-F double mutation, diffuse plaques develop by 6 months of age, converting to 

significant dense-core plaques by 15 months of age (57). Clearly, this is a less-than-ideal model of 

LOAD, not only because it contains EOAD mutations, but also because it inexorably develops 

amyloidogenesis. Intriguingly, however, it is notable that mice with just a single copy of the NL-

F double mutation, develop diffuse plaques only at 14 months of age, with sparse dense-core 

plaques only emerging at very advanced ages (30 months). Because this time course of 
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amyloidogenesis mimics what is seen in cognitively normal humans, this model may be an 

appropriate animal for investigating the triggers for LOAD. In sum, given the characteristics of 

these other APP KI mice, it seems likely that the hAβ-KI line was likely not as permissive to the 

emergence of amyloidogenesis as hoped. As mentioned, however, we cannot exclude the 

possibility that more aggressive treatments, perhaps those increasing the Aβ42/40 ratio in 

particular, could trigger amyloidogenesis in the absence of EOAD mutations. 

 

2.3.5 Methods/Experimental 

Animals 

Mice were bred and housed in American Association for Accreditation of Laboratory 

Animal Care -accredited facilities in accordance with the National Institutes of Health Guidelines 

for the Care and Use of Laboratory Animals. hAβ-KI mice were maintained as an inbred line in a 

C57Bl/6J genetic background. 

 

Surgeries 

 
ALZET£ mini-osmotic pumps (Model 2004, Brain Infusion Kit 3; DURECT Corp., 

Cupertino, CA) were prepared according to manufacturer instructions and surgically implanted in 

anesthetized hAβ-KI mice as previously described (61). Phosphoramidon and begacestat were 

dissolved in ddH2O and DMSO respectively and were then made up in artificial cerebrospinal 

fluid. The concentrations of phosphoramidon (10 mg/kg) and begacestat (1mg/kg) were adjusted 

to the weight of each mouse. Cannulae were surgically implanted to deliver compounds i.c.v. at 

the following coordinates, relative to bregma: -1.1 mm M/L, -0.5 mm A/P, -2.5 mm D/V. Pumps 
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were implanted subcutaneously in the backs of animals. Experimental compounds were delivered 

at 0.25 µL/h for up to 28-days, at which point the pump and cannulae were removed. 

Traumatic brain injury 

Parameters for sCHI were initially based on (44, 62). After preliminary tests were 

conducted to assess the severity of impact on the integrity of the skull, sCHI was administered on 

the midline, -2 mm A/P. Injuries were administered using a Leica Biosystems Impact One for 

Reproducible Neurotrauma using the following conditions: 3-mm tip size; 1-mm depth, 0.2 ms 

dwell time, and 6 m/s speed. Following injury, mice were allowed to fully recover on a warming 

pad before being returned to home cages.  

Tissue collection 

After cardiac perfusion with PBS in anesthetized mice, the right hemisphere was snap-

frozen on dry ice and stored at -80 °C, and the left hemisphere was fixed for 3 days in 4% 

paraformaldehyde/PBS followed by immersion into 30% sucrose solution for a minimum of 24 h 

before storage at -80 °C.  

Biochemical analyses 

Frozen tissue was weighed, then homogenized using 1 mL TPER (plus protease inhibitor 

cocktail and phosphatase inhibitor) per 150 mg brain tissue, centrifuged at 100,000 g at 4 qC for 1 

h. To isolate the insoluble fraction, 1 mL 70% formic acid per 300 mg original frozen brain weight 

was used to resuspend the pellet. This was centrifuged at 100,000 g at 4 qC for 1 h and diluted 1:15 

with neutralization buffer (1M Tris Base, 0.5M Na2HPO4, 0.05% NaN3 in ddH2O3) prior to 

subsequent analysis. 

Aβ quantification 
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Levels of Aβ38, Aβ40 and Aβ42 were quantified simultaneously by multiplex assay using 

the V-PLEX Aβ Peptide Panel 1 (6E10) Kit (Meso Scale Diagnostics; Rockland, MD) according 

to manufacturer’s recommendations, with the exception that samples were allowed to incubate at 

4 °C overnight. Data were normalized by dilution factor. 

Histochemistry and IHC 

Following immersion in sucrose for 24 h and storage at -80 °C, serial sagittal sections 

(40-µm thickness) were cut using a freezing sliding microtome. Sliced tissue was stored at 4 °C in 

PBS supplemented with 0.01% sodium azide. For immunostaining, sections were pre-treated with 

3% H2O2/3% MeOH in tris-buffered saline (TBS) for 30 min. Following washes in TBS, sections 

were incubated in TBS supplemented with 0.1% Triton X-100 (TBST) for 15 min, then in TBST 

with 2% bovine serum albumin (BSA, Sigma-Aldrich, St. Louis, MO) for 30 min. Next, tissue was 

incubated in 90% formic acid for 7 min. This was followed by incubation for 48 h at 4 °C, with 

6E10 antibody (1:1000; BioLegend, San Diego, CA, USA; Catalog # 83001), for 48 h, followed 

by anti-mouse secondary (1:500) in TBS/2% BSA/5% normal horse serum for 1 h at room temp. 

Finally, sections were stained using the Vector ABC kit and 3,3’-diaminobenzidine (DAB) 

reagents (Vector Laboratories, Burlingame, CA, USA). For thioflavin-S (Thio-S) staining, tissue 

was washed and followed by 10-min treatment with 0.5% Thio-S in 50% EtOH (T-1892; Sigma-

Aldrich, St. Louis, MO). For fluorescent staining, sections were pre-treated with 3% H2O2/3% 

MeOH in TBS for 30 min. Following washes in TBS, sections were incubated in TBST for 15 

min, then in TBST with 2% BSA for 30 min. Next, tissue was incubated in 80% formic acid for 3 

min. Sections were incubated with the following primary antibodies at the indicated dilutions in 

TBST: OC antibody (1:100; EMD Millipore Darmstadt, Germany; Catalog #ab2286); anti-GFAP 

antibody (1:5000; Abcam, Cambridge, MA, USA; Catalog #ab13443). After incubation in primary 
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antibody at 4 oC overnight, sections were washed in TBST, then incubated in one of the following 

secondary antibodies (1:500 in TBST) for 1 h at room temperature: Alexa-fluor 647-tagged goat 

anti-rabbit antibody (Invitrogen, Carlsbad, CA; Catalog #A27040); Alexa-fluor 555-tagged goat 

anti-chicken antibody (Invitrogen, Carlsbad, CA; Catalog #A21437). Glial staining was performed 

similarly, but without formic acid treatment. Primary antibodies for glial staining included the 

following at the indicated concentrations: Iba1 (1:200; Wako Pure Chemical Industries, Irvine, 

CA; Catalog #019-19741) and anti-GFAP (1:500; Abcam PLC, Cambridge, MA; Catalog; Catalog 

#ab4674). The secondary antibodies indicated above were used for labeling. Sections were then 

mounted on silane-coated glass slides and cover-slipped with Fluoromount-G (Catalog # 0100-01 

Southern Biotech, Birmingham, AL). Images were taken at 10X and 20X magnification using an 

automated slide scanner (ZEISS Axio Scan.Z1; Zeiss Group, Oberkochen, Germany). 

 

2.4 Conclusion 

  In sum, we have used a novel model of LOAD lacking EOAD mutations to investigate 

mechanistic hypotheses about precisely how various AD risk factors introduced early in life might 

trigger the full-spectrum of AD-type pathology late in life, as occurs in LOAD. We succeeded in 

showing that sCHI results in transient increases in soluble Aβ but, unlike what is observed in 

humans and in other AD mouse models, we did not see an increase in insoluble Aβ. Surprisingly, 

however, sCHI did trigger the emergence of Aβ fibrils in a subset of male animals by 3DPI. We 

also used the model to test whether transient increases in Aβ induced pharmacologically can trigger 

the emergence of amyloid deposition in the context of aging. Although our treatment succeeded in 

increasing total soluble and insoluble Aβ, it also lowered the Aβ42/40 ratios, potentially due to a 

disproportionate increase in shorter, anti-amyloidogenic Aβ species. Our efforts also helped to 
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characterize a novel animal, confirming independent results that Aβ fibrils emerge at 22 months 

of age in hAβ-KI mice. Our findings, while not resulting in the outcome we had hypothesized, 

nevertheless have provided valuable insights that will inform future experiments addressing the 

hypotheses we have tested. 
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CHAPTER 3 

AIM 2 

3.1 Background 

Cerebral Aβ levels are potently regulated by a diverse group of Aβ-degrading proteases 

(AβDPs) that—importantly—differ in numerous ways relevant to AD pathogenesis. For example, 

individual AβDPs can be altered differentially in AD, with some showing decreasing levels with 

age (e.g., neprilysin (1)) and others (e.g., cathepsin D (CatD)) showing increasing levels (2, 3)). In 

addition, some AβDPs are quantitatively more important than others for Aβ proteostasis (e.g., 

neprilysin versus neprilysin-2) (4). Moreover, certain ADBPs (e.g. plasmin) are operative only in 

a pathological context (5). Finally, AβDPs can differ functionally in terms of their ability to 

degrade Aβ in different aggregation states (e.g., monomers, oligomers, protofibrils, etc.), with 

some proteases capable only of degrading monomers (e.g., IDE) (6) and others capable of 

degrading fully-formed plaques (e.g., matrix-metalloprotease-9 (MMP-9)) (7).  

AβDPs also vary considerably in terms of subcellular location (e.g., extracellular, 

lysosomal, etc.), and this has extremely important ramifications for Aβ proteostasis and its role in 

AD pathogenesis. In contrast to perturbations in APP processing, which affect Aβ in all subcellular 

compartments equally, spatially distinct AβDPs can regulate Aβ levels within specific subcellular 

compartments, thus defining discrete “pools” of Aβ (8). This may be of very high relevance to 

elucidating the precise mechanisms by which Aβ impacts AD pathogenesis, and hence is deserving 

of detailed consideration. For instance, Golde and colleagues used a highly innovative transgenic 

system to target Aβ production exclusively to the extracellular space (9). These mice develop 

abundant extracellular deposits of Aβ, including dense-core plaques; however, unlike mice 

overexpressing APP and exhibiting similar Aβ plaque pathology, these mice show no cognitive 
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deficits (10). In marked contrast, exquisitely low concentrations of Aβ microinjected into the 

cytoplasm of cultured neurons was found to be profoundly neurotoxic (11). In general, there is 

emerging evidence that intracellular pools of Aβ may be particularly critical to AD pathogenesis 

(12). Nevertheless, it remains unknown precisely which intracellular pools (e.g. cytosolic vs. 

lysosomal) are most relevant to AD. Moreover, addressing this topic has proved considerably 

challenging, given the comparatively high levels of Aβ in the extracellular space. Given that 

spatially distinct AβDPs can regulate discrete intracellular pools of Aβ, it follows that the 

dysregulation of particular proteases could critically affect AD pathogenesis, irrespective of their 

quantitative impact on overall brain Aβ levels. In addition, manipulation of spatially distinct 

AβDPs provides a powerful way for investigating the role of specific pools of Aβ. 

Among the various pools of Aβ, lysosomal Aβ may be of particular importance for AD 

pathogenesis. It has been recognized for decades that lysosomal perturbations represent some of 

the earliest molecular changes observed in the AD brain (Fig. 3.1). The lysosome is the 

compartment responsible for breaking down the vast majority of proteins, and numerous proteases 

are located there, several of which are AβDPs (e.g., CatD and cathepsin B (CatB)). With aging and 

in AD, the lysosome expands and eventually becomes leaky, resulting in its contents spilling into 

the cytoplasm (3, 13, 14). Importantly, Aβ accumulates in the lysosome with age (Fig. 3.1) as a 

large portion of Aβ produced within the endolysosomal pathway is trafficked to the lysosome. 

Significantly, cellular uptake and trafficking of Aβ to lysosomes appears to be mediated by the 

strongest known genetic risk factor for LOAD, ApoE, with the neutral ApoE ε3 allele being more 

efficient at facilitating Aβ trafficking and degradation than the risky ApoE ε4 allele (15) 
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Figure 3.1. Lysosomal dysfunction in AD. IHC staining of the prefrontal cortex in AD brains 
show CatD staining in lysosomes (A, C, D, F small arrow) and thioflavin S positive plaques (B-
F) IHC of AD brain reveals that CatD is heavily localized in plaques and that plaques were 
commonly associated with degenerating neurons Reprinted with permission from Cataldo and  
Nixon, 1990 Proc Natl Acad Sci (3). 

 

While the processing of Aβ in the lysosome is a normal part of Aβ proteostasis, the acidic 

environment present in the lysosome causes Aβ—particularly Aβ42—to aggregate extremely 

rapidly. To characterize this phenomenon more completely, we used circular dichroism to monitor 

the secondary structure of freshly prepared, size-exclusion purified monomeric Aβ40 and Aβ42. 

As shown in Figure 3.2, immediately after lowering the pH of the solution from pH=8 to pH=4, 

Aβ42 shows a very rapid increase in β-pleated sheet formation (evidenced by a drop in CD 

intensity). Aβ40 also forms β-pleated sheets at pH=4, albeit to a lesser extent, and at a much slower 

rate (Fig. 3.2). Notably, Aβ42 that has been treated for 1 hour at pH=4 remains aggregated after 

the pH is returned to pH=8. By contrast, Aβ40 treated similarly returns to an unaggregated state. 

Thus, the lysosome may be particularly important for Aβ proteostasis, not only because it is the 

site of degradation by multiple AβDPs, but also because Aβ aggregates rapidly in the acidic 

environment of the lysosome. Moreover, since Aβ42 aggregates irreversibly after even short 

exposure to low pH, it will remain aggregated if it is leaked into the cytoplasm, as is known to 

occur with normal aging and particularly in AD (3). 
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Figure 3.2. Rapid and irreversible fibrilization of Aβ42 at acidic pH. Black lines, Changes in 
circular dichroism, a method that detects β-pleated sheets, showing the rate of aggregation of Aβ42 
and Aβ40 immediately after adjustment of the pH from 8.0 to 4.0. Note that Aβ42 aggregates 
within seconds, while Aβ40 also aggregates, but more slowly. Red lines, Comparable data 
obtained after treatment of Aβ42 or Aβ40 at acidic pH for 1 hour, then re-adjustment of the pH to 
8.0. Note that Aβ42 exposed transiently to an acidic environment remains aggregated and 
continues to aggregate at neutral pH. By contrast, Aβ40 returns to an unaggregated state. Leissring, 
Unpublished observation.  

 

CatD is an aspartyl protease located primarily in the lysosome and the cytosol and to lesser 

extents in the cytoplasm and extracellular space (13, 16) (Fig. 3.3A). CatD is part of the cathepsin 

family of enzymes that are ubiquitously expressed in all cell types and often found both 

intracellularly and extracellularly (17). They are located primarily within the lysosome and are 

pivotal for a variety of functions, including ion channel activity, autophagy, and cell proliferation 

(18). CatD degrades a variety of substrates including Aβ, fibronectin, laminin, and tau (18, 19). 

The lysosomal location of CatD, along with its ability to degrade both Aβ and tau, suggest it may 

play a particularly important role in AD pathogenesis (Fig. 3.3B). Nevertheless, the precise role of 

CatD in Aβ proteostasis remains almost completely unknown. 
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Figure 3.3. Cathepsin D degrades Aβ and tau. A, Crystal structure of CatD showing the Nဨ
terminal domain (residues 1–188) in blue color, Cဨterminal domain (residues 189–346) in gold 
color, and an interဨdomain region (residues 160–200) in pink color as well as the important aspartic 
acids and flap tip residues (also known as hairpin loop). B, Cleavage sites within Aβ and tau 
mediated by CatD (20-22). Reprinted from Arodola and Soliman, 2016 J Cell Biochem with 
permission from John Wiley and Sons (23). 

 

At the histopathological level, cathepsins are commonly found clustered around Aβ 

plaques and co-localized with tau, and enzymatically active CatD has been found in senile plaques 

(2, 3, 16, 24, 25). Additionally, researchers have found increases in inactive pro-CatD (the 

precursor to CatD) (26) and localized increases in CatD in AD brain (2). Notably, Perez and 

colleagues found that CatD was significantly upregulated in MCI patients compared to both control 

and AD patients (27). Intriguingly, ApoEε4 has been suggested to promote the expansion and 

permeability of lysosomes (28), lending further support to the idea that changes in the lysosome 

lead to modifications in Aβ proteostasis through alterations in CatD. 

Considered exclusively as an AβDP, increases in CatD levels would be expected to be 

beneficial in AD in principle, but elevations in CatD can lead to deleterious consequences as well, 

including promotion of inflammation and apoptosis (18). Transcription of the CatD gene (CTSD) 

is triggered by cytokines (29), and other groups have found evidence that CatD may be 

proapoptotic. For instance, CatD is upregulated in degenerating neurons (14) and secreted by 

A. B. 
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activated microglia to induce cell death (30). Both pro-CatD and CatD are secreted in response to 

stress and inflammation (17). As an aspartyl protease, CatD should only be active at an acidic pH 

but more recent work has shown that CatD is enzymatically active in the cytosol and the 

extracellular space (13, 16). Nevertheless, CatD may in fact have nonproteolytic functions, as well. 

Despite numerous studies implicating CatD in AD pathogenesis, most have been largely 

descriptive in nature, and only a few have addressed the role of CatD in Aβ proteostasis. The 

following publication is aimed to help close this large gap in our understanding, which we 

accomplished by characterizing Aβ proteostasis in mice with genetic deletion of CatD (Aim 2A) 

and by extensively characterizing CatD-mediated Aβ degradation in vitro (Aim 2B). 

 

3.2 Aims and rationale 

Aim 2A: Consequences of cathepsin D deletion on Aβ proteostasis 

Rationale & Hypothesis: Dysregulation of spatially distinct AβDPs, by virtue of their ability to 

regulate discrete pools of Aβ, was predicted to affect Aβ proteostasis in ways that could 

differentially impact AD pathogenesis. We hypothesized that cathepsin D (CatD), a lysosomal 

protease shown to degrade Aβ in vitro, regulates lysosomal pools of Aβ, leading to quantitative or 

qualitative changes in Aβ proteostasis that are relevant to AD pathogenesis.  

Aim 2B: Enzymological characterization of Aβ degradation by cathepsin D 

Rationale & Hypothesis: Results from Aim 2A revealed that CatD-null (CatD-KO) brains have 

dramatic increases in insoluble Aβ42 and Aβ40 and—significantly—the Aβ42/40 ratio is 

consistently increased >25% compared to wild-type controls. It is hypothesized this increase in the 

Aβ42/40 ratio may be attributable to differences in the kinetics of degradation of Aβ42 and Aβ40 

by CatD.  
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3.3 Publication 1: 

Cathepsin D regulates cerebral Aβ42/40 ratios via differential degradation of Aβ42 and 

Aβ40 

3.3.1 Abstract 

Cathepsin D (CatD) is a lysosomal protease that degrades both the amyloid β-protein (Aβ) 

and the microtubule-associated protein, tau, and has been genetically linked to late-onset 

Alzheimer disease (AD). Here we sought to examine the consequences of genetic deletion of CatD 

on Aβ proteostasis in vivo and to more completely characterize the degradation of Aβ42 and Aβ40 

by CatD. We quantified Aβ degradation rates and levels of endogenous Aβ42 and Aβ40 in the 

brains of CatD null (CatD-KO), heterozygous null (CatD-HET) and wildtype (WT) control mice. 

CatD-KO mice die by ~4 weeks of age, so tissues from younger mice, as well as embryonic 

neuronal cultures were investigated. Enzymological assays and surface plasmon resonance were 

employed to quantify the kinetic parameters (KM, kcat) of CatD-mediated degradation of 

monomeric human Aβ42 vs. Aβ40, and the degradation of aggregated Aβ42 species was also 

characterized. Competitive inhibition assays were used to interrogate the relative inhibition of full-

length human and mouse Aβ42 and Aβ40, as well as corresponding p3 fragments. Genetic deletion 

of CatD resulted in 3- to 4-fold increases in insoluble, endogenous cerebral Aβ42 and Aβ40, 

exceeding the increases produced by deletion of insulin-degrading enzyme, neprilysin or both, 

together with readily detectable intralysosomal deposits of endogenous Aβ42—all by 3 weeks of 

age. Quite significantly, CatD-KO mice exhibited ~30% increases in Aβ42/40 ratios, comparable 

to those induced by presenilin mutations. Mechanistically, the perturbed Aβ42/40 ratios were 

attributable to pronounced differences in the kinetics of degradation of Aβ42 vis-à-vis Aβ40. 

Specifically, Aβ42 shows a low-nanomolar affinity for CatD, along with an exceptionally slow 

turnover rate that, together, render Aβ42 a highly potent competitive inhibitor of CatD. Notably, 
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the marked differences the processing of Aβ42 vs. Aβ40 also extend to p3 fragments ending at 

positions 42 vs. 40. Our findings identify CatD as the principal intracellular Aβ-degrading protease 

identified to date, one that regulates Aβ42/40 ratios via differential degradation of Aβ42 vs. Aβ40. 

The finding that Aβ42 is a potent competitive inhibitor of CatD suggests a possible mechanistic 

link between elevations in Aβ42 and downstream pathological sequelae in AD.  

3.3.2 Introduction 

Extracellular deposition of the amyloid β-protein (Aβ) is the most widely accepted 

pathognomonic marker of Alzheimer disease (AD). However, another early and invariant feature 

of AD is lysosomal dysfunction, and accruing evidence suggests that the lysosome may be a pivotal 

locus for the molecular pathogenesis of the disease (31, 32). Aβ is generated in the endolysosomal 

system by acidic proteases and secreted into the extracellular space, but an as-yet unquantified 

portion is also shuttled to lysosomes (33). Secreted Aβ is likewise trafficked to lysosomes in an 

ApoE-dependent manner (34). More recently, accruing evidence suggests that tau, particularly 

misfolded variants, is also trafficked to the lysosome via chaperone-mediated autophagy (35). 

Misfolded tau, in turn, is widely accepted as the proximal cause of neuronal cell loss and 

consequent cognitive disturbances in AD and multiple other neurodegenerative diseases (36). 

Collectively, these observations suggest that lysosomal disturbances may be highly relevant to the 

pathogenic role of Aβ and tau and, potentially, their interrelationship.  

Cathepsin D (CatD) is a lysosomal aspartyl protease that degrades both Aβ (20, 22) and 

tau (37) in vitro and is strongly implicated in the pathogenesis of AD and multiple other 

neurodegenerative diseases (38). Loss-of-function mutations in CatD result in multiple forms of 

neurodegeneration in humans (39) and sheep (40). Moreover, a common variation in the CatD 
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gene (CTSD) has been linked to risk for late-onset AD (41) and to elevated levels of both Aβ42 

and tau in cerebrospinal fluid (42, 43).  

Multiple lines of evidence suggest that impaired Aβ degradation may play a role in the 

pathogenesis of AD (44, 45). Several specific Aβ-degrading proteases (AβDPs) have been 

identified that, when deleted in vivo, result in significant increases in cerebral Aβ levels, including 

neprilysin (NEP) (46-48), insulin-degrading enzyme (IDE) (49, 50) and many others (44, 45). 

Conversely, overexpression of several AβDPs has been shown to dramatically reduce AD-type 

pathology in mouse models of the disease (51, 52). Nevertheless, some proteases shown to degrade 

Aβ in vitro, including CatD, have not yet been thoroughly assessed in vivo.  

This study sought to elucidate the role of CatD in Aβ proteostasis in vivo, using CatD null 

(CatD-KO) mice and several complementary approaches. CatD-KO mice die prematurely by ~4 

weeks of age due to peripheral causes and are a well-established model of neuronal ceroid 

lipofuscinosis (53), but they remain healthy and comparable in body weight to WT mice until ~23 

days of age (54, 55). Using tissue extracts from younger CatD-KO mice, cultured embryonic 

neurons, ELISA measurements in mice across a range of ages (15- to 26-days old), as well as 

extensive in vitro experiments, we provide compelling evidence that CatD plays a significant role 

in Aβ proteostasis in vivo. Although the premature lethality in these mice precludes the assessment 

of CatD deletion on all aspects of AD-type pathology, our findings suggest that future work on the 

role of CatD in Aβ proteostasis, using more sophisticated methods for manipulating CatD in a 

regulatable manner in vivo, is highly warranted. 

3.3.3 Results 

CatD is the major soluble Aβ-degrading protease at acidic pH 

As an initial step toward elucidating the role of CatD in Aβ proteostasis, we quantified 

rates of Aβ degradation in vitro in soluble brain extracts from CatD-KO mice and wild-type 
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controls (54) as a function of pH, focusing on extracts from 15-day-old mice, due to the premature 

lethality of CatD-KO mice that occurs by ~4 weeks of age (54, 55). Consistent with previous 

results (20, 56), Aβ-degrading activity was present principally within two pH ranges: at neutral pH 

(pH 7.5 to 9.5) and—to a considerably larger extent—also at acidic pH (pH 2.5 to 4.5) (Fig. 3.4A). 

The Aβ-degrading activity at neutral pH was inhibited by excess insulin and reflects the activity 

of the neutral protease insulin-degrading enzyme (IDE), as shown previously by McDermott and 

Gibson (56). By contrast, the abundant Aβ-degrading activity at acidic pH in WT brain extracts 

was essentially absent in extracts from CatD-KO mice, strongly suggesting that CatD is the 

primary soluble AβDP in brain (Fig. 3.4A). To extend and confirm these findings, we quantified 

Aβ degradation at pH 4.0 in soluble brain extracts from CatD-KO and WT mice, as well as 

heterozygous null (CatD-HET) mice (Fig. 3.4B). As expected, the Aβ-degrading activity present 

in WT (and CatD-HET) extracts at acidic pH was inhibited almost completely by pepstatin A 

(PepA), a potent CatD inhibitor (Fig. 3.4B), reinforcing the conclusion that CatD is indeed the 

principal AβDP operative at acidic pH, and ruling out alternative explanations such as 

compensatory changes in other AβDPs. Confirming this, western blotting revealed that levels of 

the amyloid-precursor protein (APP), APP C-terminal fragments, and two other major AβDPs—

IDE and NEP—were unchanged in CatD-KO brains relative to WT controls (Appendix B Fig. 

S3.1). Surprisingly, however, in CatD-HET extracts, Aβ-degrading activity (Fig. 3.4B) and CatD 

activity assessed by a selective substrate (Fig. 3.4B, inset) were not reduced to 50% of WT levels, 

as expected, but instead were reduced by considerably less (23.2 ± 10.7% and 26.4 ± 13.4%, 

respectively, for the two different activity assays; P > 0.05 in both cases), suggesting that some 

degree of compensatory upregulation of CatD occurs in the heterozygous state. Consistent with 

this, levels of both preprocathepsin D and mature CatD protein in the CatD-HET animals were 
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also determined to be >50% of WT levels (Fig. 3.4C, D), with mature CatD protein being reduced 

by only 26.0 ± 14.2% relative to WT controls (P > 0.05; Fig. 3.4D).  

 

Figure 3.4. CatD activity and protein levels in brain extracts. A, Aβ degradation in soluble 
brain extracts from 15-day-old WT and CatD-KO mice as a function of pH. Note that the abundant 
Aβ-degrading activity occurring at acidic pH is essentially absent in CatD-KO extracts. Note also 
that the smaller peak at neutral pH is inhibited by insulin (Ins), reflecting IDE activity (56). Data 
are mean ± SEM for 5 replicates. †P <0.01. B, Aβ-degrading activity in extracts from 15-day-old 
CatD-KO, -HET and -WT mice at pH 4.0. Note that the activity in WT and CatD-HET extracts is 
largely inhibited by the CatD inhibitor, pepstatin A (PepA). Data are mean ± SEM for 4 replicates. 
†P <0.01; ‡P <0.001; #P <0.0001. Inset shows CatD activity in brain extracts from WT, CatD-HET 
and CatD-KO mice measured directly using a selective substrate. Data are mean ± SEM for 4 
replicates.; #P <0.0001. Note also that Aβ-degrading activity in the CatD-HET extracts is not 
reduced by 50% as expected from deletion of one of two CTSD alleles. C,D, Representative 
western blot (C) and quantification of multiple samples (D) showing relative CatD levels in CatD-
KO, -HET and -WT mice. Note that, consistent with the activity data in (B), CatD levels in CatD-
HET brains are not 50% of those in WT brains. Data in (D) are mean ± SEM for 6 samples per 
genotype. *P <0.05; #P <0.0001. 
 
Deletion of CatD increases insoluble Aβ42 and Aβ40 as well as Aβ42/40 ratios 

To investigate whether CatD regulates cerebral Aβ levels in vivo, we quantified 

endogenous Aβ levels in the brains of CatD-KO, CatD-HET mice and WT controls, analyzing 

both diethylamine (DEA)-soluble and -insoluble (guanidinium extracted) cerebral extracts using 
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well-established Aβ42- and Aβ40-specific ELISAs (57-59). Soluble Aβ is generally believed to 

reflect primarily monomeric Aβ species, with insoluble Aβ reflecting aggregated forms (59). 

Because CatD-KO mice suffer from premature lethality by ~4 weeks of age (54, 55), we elected 

to analyze mice across a range of ages (15 to 26 days old). Relative to age-matched WT controls, 

levels of insoluble cerebral Aβ42 (Fig. 3.5A) and Aβ40 (Fig. 3.5B) were significantly increased in 

CatD-KO brains at all ages examined, including multiple time points well before any signs of 

moribundity (which first occurs at ~23 days of age 54, 55). In CatD-KO mice, the concentrations 

of both peptides rose in an age-dependent manner, culminating in a ~4-fold increase in insoluble 

Aβ42 and a ~2.5-fold increase in insoluble Aβ40 in CatD-KO mice relative to WT mice at 26 days 

of age (Fig. 3.5A, B). In marked contrast, insoluble Aβ42 and Aβ40 levels in CatD-HET mice 

were not significantly different from WT controls. The increases in insoluble Aβ42 and Aβ40 in 

CatD-KO relative to WT controls were highly significant at all ages, both in terms of pairwise 

comparisons between age-matched groups (Fig. 3.5A, B) and when analyzed by ANOVA using a 

mixed-effects model (P<0.0001 for age, genotype, and age x genotype for both Aβ42 and Aβ40). 

Of special interest, the percent increase in Aβ42 seemed consistently higher than that of Aβ40 at 

all ages examined, so we calculated the ratios of insoluble Aβ42 to Aβ40 for all mice examined.  

Overall, CatD-KO mice showed a highly statistically significant (P<0.0001) ~30% 

increase in insoluble Aβ42/40 ratios relative to WT controls (Fig. 3.5C), an increase comparable 

in scale to that induced by many AD-linked presenilin mutations (57, 60, 61). In contrast, cerebral 

Aβ42/40 ratios were not significantly changed in mice lacking NEP (NEP-KO) or IDE (IDE-KO—

or both NEP and IDE, simultaneously (NEP/IDE-DKO; Fig. 3.5C). In parallel, using the same 

methods, we also quantified insoluble Aβ42 and Aβ40 levels in age- and sex-matched NEP-KO, 

IDE-KO and NEP/IDE-DKO mice. Relative to their respective WT controls, the percent increases 
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in insoluble Aβ42 (Fig. 3.5D) and Aβ40 (Fig. 3.5E) in 26-day-old CatD-KO mice were found to 

be significantly higher than those in age-matched NEP-KO, IDE-KO and NEP/IDE-DKO mice, 

suggesting that the contribution of CatD to overall brain Aβ proteostasis in vivo exceeds that of 

both NEP and IDE.  

In contrast to the consistently large increases in insoluble—likely aggregated—forms of 

Aβ seen in CatD-KO mice, levels of endogenous soluble Aβ42 (Appendix B Fig. S3.2A) and Aβ40 

(Appendix B Fig. S3.2B) were lower overall, and consequently more variable, but nevertheless 

exhibited highly significant trends towards decreasing levels as a function of increasing age 

(P<0.0001 for age x genotype for both Aβ42 and Aβ40 using a mixed-effects multiple comparison 

ANOVA), with significant decreases in both peptides relative to WT mice evident at 26 days of 

age (Appendix B Fig. S3.2A, B). Similarly, opposite to the case for insoluble Aβ, soluble Aβ42/40 

ratios were significantly decreased in CatD-KO mice relative to WT controls (Appendix B Fig. 

S3.2C). Nevertheless, because significantly less soluble vs. insoluble Aβ was extracted, the overall 

(soluble plus insoluble) Aβ42/40 ratios remained significantly elevated in CatD-KO mice 

(Appendix B Fig. S3.2D). NEP-KO, IDE-KO and NEP/IDE-DKO mice, by contrast, showed no 

significant changes in soluble or overall Aβ42/40 ratios (Appendix B Fig. S3.2C,D). Unlike 26-

day-old CatD-KO mice, which exhibited lower soluble Aβ levels relative to their WT controls, 

age-matched NEP-KO and IDE-KO mice showed significant increases in both soluble Aβ42 

(Appendix B Fig. S3.2E) and Aβ40 (Appendix B Fig. S3.2F) relative to their respective WT 

controls. 
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Figure 3.5. Insoluble Aβ42 and Aβ40 levels in CatD-KO, -HET and -WT brains. A,B, Levels 
of insoluble, endogenous brain Aβ42 (A) and Aβ40 (B) in CatD-KO, -HET and -WT mice as a 
function of age. Note that levels of both Aβ species are markedly increased in CatD-KO, but not 
in CatD-HET, mice relative to WT controls at all ages examined. Data are mean ± SEM for 4-6 
replicates per group. †P <0.01; ‡P <0.001; #P<0.0001. C, Insoluble Aβ42/40 ratios are significantly 
increased in CatD-KO mice, but not NEP-KO, IDE-KO or NEP/IDE-DKO mice, relative to their 
respective WT controls. Data are mean ± SEM for 28-30 replicates per group for CatD-KO and -
WT mice and 6-11 replicates per group for the other genotypes. #P<0.0001. D,E, Percent increases 
in insoluble, endogenous brain Aβ42 (D) and Aβ40 (E) in 15-d-old and 26-d-old CatD-KO mice 
as compared to 26-d-old NEP-KO, IDE-KO and NEP/IDE double-knockout (DKO) mice, all 
normalized to respective WT controls. Note that 26-d-old CatD-KO mice exhibit significantly 
higher increases in insoluble Aβ42 and Aβ40 above their WT controls than age-matched mice 
lacking NEP, IDE or both NEP and IDE. Data are mean ± SEM for 4-6 replicates per group. 
*P<0.05; †P<0.01; ‡P<0.001; #P<0.0001. F, Intracellular endogenous Aβ42 accumulation occurs 
in CatD-KO mice by 3 weeks of age. Shown is immunohistochemical staining of a 26-d-old CatD-
KO mouse and age-matched WT control with an anti-Aβ42 end-specific antibody (59). Additional 
immunohistochemical characterization is provided in Appendix B Fig. S3.4.  
 

In contrast to the consistently large increases in insoluble—likely aggregated—forms of 

Aβ seen in CatD-KO mice, levels of endogenous soluble Aβ42 (Appendix B Fig. S3.2A) and Aβ40 

(Appendix B Fig. S3.2B) were lower overall, and consequently more variable, but nevertheless 

exhibited highly significant trends towards decreasing levels as a function of increasing age 

(P<0.0001 for age x genotype for both Aβ42 and Aβ40 using a mixed-effects multiple comparison 
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ANOVA), with significant decreases in both peptides relative to WT mice evident at 26 days of 

age (Appendix B Fig. S3.2A,B). Similarly, opposite to the case for insoluble Aβ, soluble Aβ42/40 

ratios were significantly decreased in CatD-KO mice relative to WT controls (Appendix B Fig. 

S3.2C). Nevertheless, because significantly less soluble vs. insoluble Aβ was extracted, the overall 

(soluble plus insoluble) Aβ42/40 ratios remained significantly elevated in CatD-KO mice 

(Appendix B Fig. S3.2D). NEP-KO, IDE-KO and NEP/IDE-DKO mice, by contrast, showed no 

significant changes in soluble or overall Aβ42/40 ratios (Appendix B Fig. S3.2C,D). Unlike 26-

day-old CatD-KO mice, which exhibited lower soluble Aβ levels relative to their WT controls, 

age-matched NEP-KO and IDE-KO mice showed significant increases in both soluble Aβ42 

(Appendix B Fig. S3.2E) and Aβ40 (Appendix B Fig. S3.2F) relative to their respective WT 

controls. 

The fact that CatD-KO mice die at such an early age raises the obvious concern that the 

elevated Aβ levels may represent a non-specific consequence, rather than a true reflection of the 

contribution of CatD to brain Aβ proteostasis. Towards the goal of addressing this concern, we 

quantified cerebral Aβ levels in another mouse model featuring both lysosomal dysfunction and 

premature lethality: the twitcher mouse. The twitcher mouse harbors a mutation in the 

galactosylceramidase gene (GALC), making it a model of human globoid cell leukodystrophy 

(Krabbe disease), a lethal lysosomal storage disorder (62, 63). Depending on the genetic 

background, twitcher mice die anywhere from 40 days of age to 3 months of age (62, 64) and, in 

our colony, 50% died at ~81 days of age. To assess whether Aβ accumulated in this mouse model, 

we quantified cerebral Aβ levels in CatD-KO and twitcher mice, both prior to onset of visible 

neurological symptoms (15 d) and 1-2 days prior to the typical date of death for each model (26 d 

for CatD-KO; 80 d for twitcher mice). As in previous experiments, relative to WT littermate 
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controls, CatD-KO mice exhibited statistically significant increases in insoluble Aβ42 and Aβ40 

(Appendix B Fig. S3.3A, B) and significant decreases in soluble Aβ42 and Aβ40 (Appendix B 

Fig. S3.3C, D) at 26, but not 15, days of age. In marked contrast, twitcher mice showed no 

significant increase in soluble or insoluble Aβ42 or Aβ40 at any age tested relative to age- and 

sex-matched, colony-specific WT controls (Appendix B Fig. S3.3A-D). While the twitcher mouse 

model is not a perfect control for the specific phenotype in CatD-KO mice, these results lend 

support to the conclusion that CatD is a bona fide regulator of Aβ proteostasis in vivo. 

CatD-KO mice develop intralysosomal Aβ42 deposits by 3 weeks of age 

The preceding ELISA-based results reflect the levels of Aβ averaged over the entire 

volume of the cerebrum. The ~4-fold increase in whole-brain Aβ42 levels induced by deletion of 

CatD, however, might theoretically reflect a considerably larger, localized increase in Aβ42 if 

limited exclusively to lysosomes. Consistent with this prediction, intracellular deposits of 

endogenous Aβ42 could be readily detected in the brains of 3-week-old CatD-KO mice, but not 

WT mice, by conventional immunohistochemical methods (Fig. 3.5F; Appendix B Fig. S3.4A-F). 

Co-labeling experiments confirmed the presence of abundant Aβ42 in Lamp2-positive lysosomes, 

which was particularly prominent in neuronal cell bodies in cortical layers III and IV (Appendix 

B Fig. S3.4G) and in hippocampal CA1 pyramidal neurons (Appendix B Fig. S3.4H). Although 

Aβ42 is not the only protein expected to accumulate following deletion of CatD, it is notable that 

neurons containing abundant Aβ42 were also positive for several immunohistochemical markers 

of amyloid accumulation, including Congo Red, Thioflavin S, and Gallyas silver stains (Appendix 

B Fig. S3.4I-L). 

Primary neurons lacking CatD show defects in intracellular Aβ catabolism  
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As an independent method of investigating the role of CatD in Aβ degradation, we studied 

cultured primary hippocampal neurons obtained from embryonic (E18) CatD-KO and WT 

littermate mice. Consistent with our in vivo results, significantly more Aβ42 (Appendix B Fig. 

S3.5A) was secreted into the conditioned medium of CatD-KO neurons relative to WT controls, 

with a similar, albeit statistically nonsignificant trend obtained for Aβ40 (Appendix B Fig. S3.5B). 

To explore whether the observed changes in extracellular Aβ reflected differences in intracellular 

catabolism per se, as opposed to possible effects on Aβ production or secretion, cultured neurons 

were incubated in the presence of fluorescently labeled Aβ42 and Aβ40, washed to remove excess 

extracellular Aβ peptides, then allowed to catabolize internalized Aβ for 2 h prior to microscopic 

analysis. CatD-KO neurons exhibited substantial defects in the catabolism of Aβ42 in particular, 

and to a lesser extent Aβ40, as determined from the relative amounts of fluorescently tagged Aβ 

peptides present after the 2-h incubation period (Appendix B Fig. S3.5C-E). Taken together with 

the findings above, these results strongly suggest that CatD is a powerful regulator of 

intralysosomal Aβ catabolism, independent of any deleterious phenotype triggered by CatD 

deletion in vivo.  

Mechanistic basis for the increase in Aβ42/40 ratios 

Given that deletion of CatD produced a highly consistent increase in insoluble (and total) 

cerebral Aβ42/40 ratios, and in light of differential effects of CatD on Aβ42 vs. Aβ40 levels seen 

in cultured neurons, we focused our attention on possible mechanisms to account for these 

seemingly selective effects. Mechanisms affecting the production of Aβ seemed unlikely, based 

on previous studies demonstrating that Aβ production is unperturbed in CatD-KO neurons (65), as 

well as our own data (e.g., Appendix B Fig. S3.1). CatD might alternatively affect Aβ42 levels 

through conversion of Aβ42 to Aβ40 or other shorter species through carboxypeptidase activity, 



109 
 

as has been shown previously for cathepsin B (66). To explore this possibility, we used mass 

spectrometry to determine the cleavage sites within human Aβ42 and Aβ40 induced by purified 

human CatD. Consistent with previous studies (20, 22), CatD hydrolyzed both Aβ40 and Aβ42 at 

the Phe19-Phe20 and Phe20-Ala21 peptide bonds (Appendix B Table S3.1; Appendix B Figs. S3.6, 

S3.7). A third cleavage site, which proved to be the major one, occurred at the Leu34-Met35 peptide 

bond (Appendix B Table S3.1; Appendix B Figs. S3.6, S3.7). However, we found no evidence for 

conversion of Aβ42 to Aβ40. 

As a logical step in the characterization of CatD as a novel AβDP, we sought to quantify 

the kinetics of its degradation of Aβ42 and Aβ40 at pH 4.0. For these and all other enzymological 

experiments, we were careful to use freshly prepared, well-characterized batches of monomeric 

human Aβ42 or Aβ40 peptides, which we routinely prepared by size-exclusion chromatography 

(67, 68). As assessed by multiple quantitative methods, the kinetics of Aβ42 and Aβ40 degradation 

were found to be strikingly dissimilar. For example, by ELISA, Aβ42 exhibited an unexpectedly 

strong, low-nanomolar affinity for CatD (KM = 27.7 ± 6.0 nM), in marked contrast to Aβ40, which 

showed a low-micromolar value (KM = 1.51 ± 0.26 µM) that is more typical of the interaction 

between Aβ and other AβDPs (Fig. 3.6A,B; Appendix B Table S3.2). The kcat values obtained for 

Aβ42 and Aβ40 were likewise dramatically different (0.23 ± 0.01 vs. 20.8 ± 1.1 min-1, respectively; 

Fig. 3.6A,B; Appendix B Table S3.2). The kcat value for Aβ42 (0.23 min-1) in particular stands out 

as being exceptionally low—indicating that it takes each molecule of CatD a remarkable ~4.3 mins 

to process just 1 molecule of Aβ42. The results obtained by ELISA were subsequently confirmed 

by multiple independent enzymological methods, including trichloroacetic acid-mediated 

precipitation of 125I-labeled Aβ peptides, competition experiments with fluorogenic peptide 

substrates (69), and a novel homogeneous time-resolved fluorescence (HTRF)-based approach 
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using end-specific antibodies (see Appendix B Supplemental Methods). All of these methods 

yielded quantitative data in good agreement with the ELISA results (Appendix B Table S3.2). 

Finally, in an independent approach, surface plasmon resonance was used to quantify the affinity 

and dissociation constant of Aβ42 and Aβ40 to immobilized CatD, in this case at pH 4.5. In 

excellent agreement with the enzymological findings, Aβ42 showed a KM of 47.7 + 0.041 nM and 

a kd value (dissociation constant, comparable to kcat) of 0.266 + 7.2x10-5 min-1 at pH 4.5, whereas, 

consistent with the other findings, the KM for Aβ40 was outside the range of concentrations tested 

(>333 nM; Fig. 3.6C, D). 
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Figure 3.6. CatD degrades Aβ42 and Aβ40 with markedly different kinetics. A,B, Plots of 
initial velocity (vo) versus substrate concentration for Aβ42 (A, red) and Aβ40 (B, blue). The 
dashed lines (gray) show the relative position of the data in (A) when superimposed on the same 
scale as is used for the data in (B). Quantitative kinetic parameters are provided in Appendix B 
Table S3.2. C,D, Surface plasmon resonance confirms that Aβ42 exhibits markedly higher affinity 
for CatD than Aβ40, independent of degradation. Traces obtained for 3-fold dilutions of Aβ42 (C) 
and Aβ40 (D) beginning at 333 nM. Analysis of the fitted curves in (C) yielded a KM of 47.7 + 
0.041 nM and a kd value of 0.266 + 7.2x105 min-1 for Aβ42. Consistent with the kinetics of Aβ40 
binding obtained by other methods (Appendix B Table S3.2), no significant binding of Aβ40 was 
observed within the conditions used. Note that, for technical reasons, these experiments were 
conducted at pH 4.5, precluding direct quantitative comparisons to kinetic parameters determined 
by other methods at pH 4.0.  
 

To complete the characterization of CatD as a novel AβDP, we also investigated whether 

the protease was capable of degrading Aβ in various states of aggregation. On short time scales 

(�1 d), no effect was observed on the degradation of Aβ42 fibrils, protofibrils or SDS-induced 

oligomers of Aβ42 (Appendix B Fig. S3.8A-C). However, over longer time scales (� ~4 d) fibrils 
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(Appendix B Fig. S3.8A) and protofibrils (Appendix B Fig. S3.8B) of Aβ42 were effectively 

degraded by CatD at pH 4.0, but not by trypsin at pH 4.0 or IDE at pH 7.4.  

Low KM and kcat values render Aβ42 a potent competitive inhibitor of CatD 

The very strong affinity (KM) of Aβ42 for CatD, combined with its exceptionally slow 

turnover rate (kcat), effectively renders Aβ42 a highly potent competitive inhibitor of CatD. To 

explore these inhibitory properties more quantitatively, we measured CatD activity in real time 

using a fluorescence dequenching assay in the presence of varying quantities of Aβ42 or Aβ40. 

Using this paradigm, Aβ40 inhibited CatD with an IC50 of 2.75 µM; whereas, in marked contrast, 

Aβ42 inhibited CatD >103 more potently, with a calculated IC50 of 0.96 nM (Fig. 3.7A,B). Given 

that the nominal concentration of CatD in these experiments was ~1 nM, this implies an essentially 

1:1 interaction between Aβ42 and CatD that nevertheless potently inhibits the protease for 

prolonged periods. Similar results were obtained using a fluorescence polarization-based Aβ 

degradation assay (70), where 200 nM Aβ42 was found to essentially completely inhibit the 

degradation of fluorescent Aβ (200 nM) by CatD, while 200 nM Aβ40 inhibited its degradation 

only partially (Fig. 3.7C). Likewise, when Aβ42 and Aβ40 were combined together in equimolar 

quantities (100 nM), the degradation of Aβ42 was not slowed relative to Aβ42 alone, whereas the 

degradation of Aβ40 was significantly slowed relative to Aβ40 alone (Fig. 3.7D). In the latter 

experiment, we also note that Aβ42 alone was degraded more quickly than Aβ40 alone. Together, 

these results imply that, for a mixture of both peptides, Aβ42 is degraded more efficiently by CatD 

than Aβ40, providing a plausible mechanism explaining how deletion of CatD increases the 

Aβ42/40 ratio. Given that Aβ42 is usually present at concentrations ~10-fold lower than Aβ40 in 

vivo, we also tested whether Aβ40 degradation could be inhibited by 1/10 as much Aβ42. In fact, 

the degradation of 50 nM Aβ40 was significantly inhibited by just 5 nM Aβ42 (Fig. 3.7E).  
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In a final set of experiments, we aimed to test whether the marked differences in the kinetics 

of human Aβ42 vs. Aβ40 degradation might extend to full-length rodent Aβ or shorter Aβ 

fragments ending at positions 42 vs. 40. To address this, we tested the extent to which different 

peptides at identical concentrations inhibited CatD activity monitored with a fluorogenic substrate. 

CatD activity was inhibited >90% by 1 µM of human Aβ42, rodent Aβ42 as well as the 𝛼-

secretase-derived p3 fragment of APP ending at position 42 (Aβ(17-42)), but not by a short C-

terminal peptide (Aβ(33-42); Fig. 3.7F). In contrast, the corresponding Aβ peptides ending at position 

40 instead of 42, inhibited the degradation of the fluorogenic substrate to a significantly lesser 

extent (Fig. 3.7F). The result for the p3 fragment ending at position 42 is especially notable, since 

it is a naturally occurring product of endogenous APP processing, moreover, one that is produced 

at levels ~10-fold higher than Aβ42 (71).  
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Figure 3.7. Aβ42 is a potent competitive inhibitor of CatD. A,B, Competitive inhibition by 
Aβ42 (A) and Aβ40 (B) of CatD activity quantified by a fluorogenic substrate. Note that just 3 nM 
Aβ inhibits CatD (nominal concentration, ~1 nM) by more than 50%. C, Comparable data for CatD 
activity quantified using an Aβ degradation assay, with 200 nM fluorescent Aβ alone (No Aβ) or 
in combination with 200 nM Aβ42 (red) or Aβ40 (blue). D, Quantification of Aβ42 (red) and Aβ40 
(blue) degradation either alone (100 nM) or in combination (100 nM each). Note that Aβ42 
significantly inhibits Aβ40 degradation, but the converse is not true. Data are mean ± SEM for 4-
8 replicates per group. †P<0.01; ‡P<0.001; #P<0.0001. E, Aβ40 degradation is significantly 
inhibited by 1/10 the concentration of Aβ42, a ratio representative of that present in vivo. F, CatD 
is strongly inhibited by multiple Aβ peptides and fragments ending at position 42, including full-
length murine Aβ (mAβ(1-42)) and the p3 fragment (Aβ(17-42)), more strongly than the corresponding 
peptides ending in Aβ40. The C-terminal fragment of Aβ42, Aβ(33-42), failed to inhibit significantly, 
while the corresponding fragment, Aβ(33-40), showed a modest but statistically significant inhibition 
under the conditions tested. Data are mean ± SEM for 4-8 replicates per group. #P<0.0001. For 
data on Aβ peptides ending at position 40, the 2 symbols reflect the statistical significance of 
comparisons to buffer-only control (here marked CTL) and to the corresponding fragments ending 
at position 42, respectively. 
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3.3.4 Discussion 

Taken together, our findings support the twin conclusions that CatD is a key regulator of 

brain Aβ proteostasis in vivo and that a significant portion of Aβ is trafficked to lysosomes. CatD 

accounts for the vast majority of Aβ-degrading activity in soluble brain extracts; deletion of CatD 

in vivo results in marked increases in cerebral Aβ; and Aβ accumulates to high levels in lysosomes 

when CatD is absent. Collectively, these observations suggest that a significant fraction of Aβ is 

normally trafficked to lysosomes, where it is degraded primarily by CatD. In addition, our findings 

raise the compelling possibility that Aβ42/40 ratios can be regulated not only at the site of Aβ 

production, via presenilin/ Ȗ-secretase (72), but also via differential degradation of different-length 

Aβ species by CatD, and perhaps also by other AβDPs.  

Our results suggest that CatD may be, by several measures, the most pathologically 

significant AβDP yet identified. Quantitatively, the increases in endogenous Aβ42 and Aβ40 levels 

induced by deletion of CatD exceeds those induced by deletion of any other AβDP studied to date 

(45, 73) or, indeed, by simultaneous deletion of multiple AβDPs (74) (see also Fig. 3.5D,E). 

Qualitatively, moreover, CatD is the only AβDP that, when deleted, has been shown to trigger the 

frank deposition of endogenous murine Aβ by just 3 weeks of age. These findings strongly suggest 

that CatD’s contribution to the overall economy of cerebral Aβ exceeds that of any previously 

characterized AβDP.  

The involvement of CatD in the intralysosomal clearance of Aβ has potentially significant 

pathological implications. In particular, intracellular pools of Aβ have been hypothesized to play 

a disproportionately important role in AD pathogenesis (12), for example, initiating neuronal cell 

death at concentrations several orders of magnitude lower than extracellular Aβ (11). Nevertheless, 

this has been a technically challenging field of inquiry; manipulation of CatD could provide an 
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elegant means to assess the role of intralysosomal Aβ in the pathogenesis of AD. It is relevant to 

note in this context that Cheng and colleagues recently reported that deletion of one allele of CTSD 

in APP/PS1 transgenic mice had no effect on extracellular Aβ deposits (75). This lack of effect 

could have multiple potential explanations. First, it might reflect the fact that CatD only regulates 

intracellular pools of Aβ. Second, as our data suggest, it might instead be attributable to the 

apparent compensatory increases in CatD protein and activity we observed in the heterozygous 

state—although the decrease in CatD levels in CatD-HET mice was determined to be somewhat 

greater (~38%) in the study by Cheng and colleagues than what we found (~25%) (75). Third, 

CatD might not be rate-limiting in the determination of cerebral Aβ levels, such that a gene dosage-

dependency would not be observed. Finally, we cannot entirely exclude the possibility that some 

other non-specific consequence of CatD deletion, perhaps involving neuronal ceroid lipofuscinosis 

or some other indirect consequence, could account for the increase in Aβ levels and Aβ42/40 ratios 

in CatD-KO mice. Given the lack of clarity on this and many other significant questions about the 

potential role of CatD in the pathogenesis of AD, research in this area would be greatly facilitated 

by future work with animal models that permit the manipulation of CatD conditionally, reversibly 

and/or cell-type specifically (55). 

The finding that insoluble forms of Aβ were increased in CatD-KO mice, while soluble 

forms were decreased is also deserving of discussion. Insoluble forms of Aβ are generally 

considered to represent aggregated species (59). Notably, the aggregation of Aβ—and Aβ42 in 

particular—is dramatically accelerated under the acidic conditions present in the lysosomes (76). 

This fact, together with our immunohistochemical findings, strongly suggests that the insoluble 

pool of Aβ represents aggregates of Aβ within lysosomes. As to why soluble forms of Aβ decrease 

in CatD-KO mice, we can only speculate, but we note that it has been shown that the presence of 
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aggregated forms of Aβ acts to seed the aggregation of soluble pools of Aβ, thus reducing the 

concentration of monomeric Aβ species (77). In this connection, it is interesting to note that NEP-

KO mice showed increases in soluble Aβ, while IDE-KO mice did not, perhaps reflecting the fact 

that NEP is present and active within the endolysosomal system, while IDE is not (78).  

The most pathologically significant, and initially the most puzzling, consequence of CatD 

deletion was the highly consistent increase in the cerebral Aβ42/40 ratio. Although any number of 

indirect mechanisms might in principle have accounted for this effect in vivo, we discovered that 

CatD degrades Aβ42 and Aβ40 in vitro with strikingly different kinetics, implying that these 

enzymological parameters could potentially be operative in vivo. Depending on the specific 

methodology used, the KM of Aβ42 for CatD at pH 4.0 was estimated to be from 3.2 to 28 nM, or 

from ~50 to ~600 times stronger than that for Aβ40 (Appendix B Table S3.2). The turnover number 

(kcat) of Aβ42 was found to be unexpectedly slow, as well, with different methodologies yielding 

estimates of 0.22 to 1.1 min-1 (Appendix B Table S3.2). These values are from ~40- to ~110-fold 

lower than the corresponding values for Aβ40 and, quite significantly, are 102 to 103-fold slower 

than the kcat of Aβ40 degradation by IDE, neprilysin, and plasmin (calculated from 70). Expressed 

differently, the processing of one molecule of Aβ42 requires the same amount of time as the 

processing of 102 to 103 molecules of Aβ40 by CatD or other well-characterized proteases.  

Taken together with the strong affinity of Aβ42 for CatD, the slow turnover number 

essentially renders Aβ42 a very potent inhibitor of CatD, as confirmed by multiple experiments in 

this study. The possibility that aggregation of Aβ42 accounts for its potent inhibitory power is 

excluded by several observations. First, we showed that a mere 3 nM of monomeric Aβ42 inhibits 

1 nM of CatD by >50%. If Aβ42 were in the form of aggregates, their average molarity would be 

decreased relative to the monomeric state, making such a potent interaction physically impossible. 
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Second, in the ELISA-based degradation experiments, we obtained absolute concentrations of Aβ 

in agreement with the nominal monomeric Aβ concentrations. Third, both murine Aβ42 and p3 

fragments ending at position 42—which are both far less prone to aggregation than full-length 

human Aβ—were also shown to be effective inhibitors of CatD. Finally, the possibility that Aβ 

aggregated significantly when exposed to pH is similarly ruled out. Aggregation, if it did occur 

during the course of the degradation reactions, would decrease the apparent concentration of Aβ 

detected by ELISA, thereby resulting in an overestimate of the rates of degradation; to the contrary, 

Aβ42 levels remained quite stable throughout the course of the reactions, particularly for the 

highest concentrations. Collectively, these observations strongly suggest that Aβ42 potently 

inhibits CatD in an aggregation-independent manner. 

Our findings imply an intriguing bidirectional relationship between Aβ42 and CatD 

activity. On the one hand, impaired CatD activity can trigger selective increases in Aβ42, and on 

the other hand, Aβ42—and the corresponding p3 fragment—can competitively inhibit CatD 

activity, in some instances with exquisite potency. This bidirectional interrelationship is especially 

notable from a pathological perspective and gives rise to some novel—albeit speculative—

possibilities. Given that defects in CatD can trigger multiple neurodegenerative diseases (38), it is 

reasonable to ask whether the central role of elevated Aβ42 in AD pathogenesis may, in part, 

involve its potent ability to competitively inhibit CatD. While speculative, such a mechanism could 

conceivably be operative in the poorly understood link between elevated Aβ42 concentrations and 

tauopathy. In this context, it is especially notable that tau is degraded by CatD in vitro (37), and 

there is accruing evidence that disruptions to lysosomal clearance of tau may play a role in tau 

accumulation (35). Moreover, deletion of CatD in Drosophila melanogaster was shown to 

exacerbate the premature lethality induced by neuronal overexpression of tau (14), suggesting that 



119 
 

CatD may also protect against the pathological effects of tau. These findings, together with those 

of the present study, strongly suggest that CatD normally plays a protective role in AD, a function 

that can be selectively compromised by elevated concentrations of Aβ42.  

There are many limitations inherent in the use of CatD-KO mice, due to their premature 

lethality and their development of profound neurodegeneration and lipofuscinosis. A proper 

assessment of the role of CatD in the pathogenesis of AD will require more sophisticated means 

for manipulating CatD. Because aging is the primary risk factor for AD—and because recent 

findings show that the maturation of and post-translational modifications of CatD can change in 

an age-dependent manner (79)—inducible expression systems will likely be needed.  

If, as we propose, CatD plays a protective role in AD by virtue of a functional role as an 

AβDP, then we would predict that loss-of-function mutations in CatD would increase risk for AD. 

In fact, a large number of genetic association studies have investigated a single-nucleotide 

polymorphism present in exon 2 of the CTSD gene (rs17571; CÆT224), which leads to an 

AlaÆVal transition within the prodomain of the CatD zymogen (Appendix B Fig. S3.9A), and 

which has been reported to perturb the maturation and trafficking of CatD (80). Considered 

individually, these studies have yielded conflicting results. However, using data from AlzGene 

(81), meta-analysis of all 18 Caucasian-only reports published to date, excluding those with Hardy-

Weinberg equilibrium violations, yields a statistically significant odds ratio estimate for the 

rs17571 polymorphism (OR = 1.20, 95% CI = 1.01 - 1.42, P= 0.038) (Appendix B Fig. S3.9B). 

Although the effect size of this association is comparatively modest, it is critical to emphasize that 

the functional consequences of this mutation are predicted to be relatively subtle, given that the 

rs17571 polymorphism results in a conservative amino acid substitution (A58V) in a non-

functional, poorly conserved region of the latent CatD zymogen (Appendix B Fig. S3.9A). The 
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finding that such a subtle mutation nevertheless confers a statistically significant increase in AD 

risk lends support to the idea that CatD may play a relatively important pathophysiological role in 

the etiology of AD, as would be predicted from the functional findings of the present study. 

3.3.5 Methods/Experimental 

Aim, Design and Setting 

The objective of the present study was to evaluate the role of CatD in Aβ proteostasis in 

vivo and to more completely characterize its Aβ-degrading function. To that end, homogenized 

brain extracts from 15- to 26-day-old CatD-KO, -HET and -WT mice were analyzed for Aβ 

degrading activity, protein levels, and steady state soluble and insoluble Aβ levels. Paraffin-

embedded brain tissue from these mice was analyzed by immunohistochemistry for AD-related 

markers. Cultured embryonic (E18) hippocampal neurons were analyzed for Aβ secretion into the 

conditioned medium and the uptake and catabolism of fluorescently tagged synthetic Aβ peptides. 

Mass spectrometry was conducted to analyze the fragments of synthetic Aβ peptide fragments 

generated by recombinant CatD. Degradation of aggregated Aβ42 by recombinant CatD was 

assessed by thioflavin T fluorescence and western blotting. A variety of proteolytic degradation 

assays were performed in the absence or presence of different Aβ and p3 fragments, and binding 

assays were performed by surface plasmon resonance, all with recombinant human CatD. Research 

was conducted in multiple state-of-the-art biomedical laboratories. 

Animals  

Mice were bred and housed in American Association for Accreditation of Laboratory 

Animal Care -accredited facilities in accordance with the National Institutes of Health Guidelines 

for the Care and Use of Laboratory Animals. CatD-KO (54), IDE-KO (49), NEP-KO (47), APP-

KO (82), BACE1-KO (83) and Twitcher mice (62) were maintained as inbred lines, each in a 
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mixed C57Bl/6J, DBA genetic background. The NEP/IDE-DKO line was derived from crosses 

between the NEP-KO and IDE-KO lines. Analyses were restricted to age- and sex-matched groups 

of littermates for all genotypes, except NEP/IDE-DKO mice, which were compared to age-and 

sex-matched NEP-WT and IDE-WT mice grouped together for statistical analysis. Due to the 

premature lethality present in CatD-KO mice, we focused our analyses on tissues extracted from 

15- to 26-day-old mice, using age- and sex-matched littermate WT controls in all cases except the 

NEP/IDE-DKO line, for which littermate controls WT at both loci could not be obtained. These 

mice were instead compared to a group of both NEP-WT and IDE-WT animals, which did not 

differ from one another in terms of any analyte examined.  

Aβ quantification 

Endogenous murine Aβ40 and Aβ42 were extracted from frozen hemibrains with 0.2% 

diethylamine (DEA), as described (84), then quantified using Aβ42 and Aβ40 end-specific 

sandwich ELISAs (Wako) (59). For Aβ quantification in neuronal media, conditioned medium 

was supplemented with Complete Protease Inhibitor Cocktail (Roche) and analyzed without 

further extraction using in-house ELISA systems based on antibody pairs 33.1.1/13.1.1 and 

2.1.3.35.86/33.1.1, respectively (58, 59). All ELISA measurements of brain Aβ were normalized 

to the average background signal obtained from APP-KO and BACE1-KO mouse brains processed 

and analyzed in parallel with other samples. 

Enzymological studies  

For determination of the pH dependence of Aβ degradation in soluble brain extracts, 

freshly harvested brain tissue from 15-day-old mice was dissociated in 20 mM Tris-HCl, pH 7.4 

at 4 oC using a Dounce homogenizer, then centrifuged at 1000 x g. The resulting supernatant was 

diluted 1:20 in Britton-Robinson buffers of different pHs, and CatD activity was quantified either 
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using a well-characterized fluorescence polarization-based Aβ degradation assay as described (70) 

or by monitoring hydrolysis of the CatD-specific fluorogenic substrate, Mca-GKPILFFRLK-Dnp. 

Kinetic experiments were conducted using freshly prepared, monomeric Aβ peptides separated 

from aggregated species by size-exclusion chromatography and characterized as described (67, 

68). Aβ peptides and PepA were diluted in neutral Dilution Buffer (20 mM Tris, pH 8.0 

supplemented with 0.1% BSA), with addition of DMSO as appropriate, and reactions were 

initiated by transfer into Assay Buffer (60 mM Na-citrate; 80 mM Na2HPO4, pH 4.0; Sigma) 

supplemented with purified human CatD (Enzo Life Sciences). Where required, reactions were 

terminated by adjustment to neutral pH with 10x Stop Buffer (0.2 M Tris-HCL, pH 9.5 

supplemented with 10 µM PepA). For ELISA-based experiments, Aβ42 and Aβ40 were quantified 

by well-characterized sandwich ELISAs (Wako) (57). Competitive inhibition experiments were 

conducted using either ELISAs, an Aβ-degradation assay (70) or the fluorogenic substrate.  

Surface Plasmon Resonance 

Binding studies were performed using a Biacore S51 optical biosensor equipped with a 

CM5 sensor chip. Purified human CatD (Enzo Life Sciences) was diluted to 0.1 nM in Coupling 

Buffer (10 mM NaAc, pH 4.25) and amine-coupled to the chip surface. Aβ peptides were diluted 

in Running Buffer (50 mM Na-Citrate, 200 mM NaCl, 1 mM EDTA, 2 mM DTT, 0.005% Tween-

20, pH 4.5) and tested in triplicate using a 3-fold dilution series beginning at 333 nM. Binding data 

were fitted to a simple 1:1 interaction model using manufacturer-supplied software (Biacore). 

Kinetic parameters were obtained by analysis of fitted curves using Anabel (85). 

Statistical Analyses 

Tests of significance between individual experimental and control groups were conducted 

using unpaired T tests, after F tests for equality of variances. For data in two or more groups and/or 
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also containing another variable (e.g., age), mixed-effects analysis via ANOVA was performed. 

Group sizes were determined by power analysis of comparable historical experimental data sets, 

using the Student’s T test with the alpha level set at 0.05. All calculations were performed from 

the raw data in Prism 8 for Mac OS (Graphpad Software, LLC).  

 

3.4 Conclusion 

In conclusion, the totality of our results supports the hypothesis that CatD plays a protective 

role in the pathogenesis of AD by regulating intralysosomal Aβ levels as well as Aβ42/40 ratios 

through differential degradation of Aβ42 and Aβ40, an effect that is driven by aggregation-

independent, enzymological mechanisms. More speculatively, the finding that Aβ42 competitively 

inhibits CatD at pathophysiologically relevant concentrations suggests a possible molecular 

mechanism linking elevations in Aβ42 to downstream neuropathological sequelae characteristic 

of AD.  
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CHAPTER 4 

AIM 3 

4.1 Background 

Insulin-degrading enzyme (IDE) is a structurally unusual zinc-metallopeptidase that is 

ubiquitously expressed in the cytosol and various other subcellular compartments (1). IDE can be 

found in soluble brain extracts (2), as well as conditioned medium of cultured cells (3, 4). IDE is 

the principal catabolizer of insulin, but is also capable of degrading glucagon, amylin, and 

monomeric amyloid β-protein (Aβ) (5). It has been predicted that pharmacological inhibition of 

IDE should boost insulin signaling in a manner beneficial for the treatment of type-2 diabetes 

mellitus (T2DM) (6-9). On the other hand, because IDE also degrades Aβ (10, 11) there is concern 

that IDE inhibitors may increase risk for the development of Alzheimer disease (AD). 

Despite their significant therapeutic potential—and despite numerous outstanding 

questions about the biology of IDE that can only be addressed via a pharmacological approach—

only a very limited number of IDE inhibitors have been described, consisting almost exclusively 

of peptidic compounds (12-15) and one thiol-modifying inhibitor (16). As discussed in greater 

detail, all of these compounds carry significant liabilities, including instability in vivo, lack of oral 

bioavailability, and/or strong potential for off-target effects. There is also a large number of 

outstanding questions about the relative roles of different pools of IDE, which exists both 

intracellularly and extracellularly, which can only be addressed with appropriate cell-penetrant and 

non-penetrant IDE inhibitors. Therefore, there is a strong need to generate improved inhibitors of 

IDE with greater potential for development into viable drug candidates, and with the properties 

needed to better elucidate the different physiological and pathophysiological roles of IDE. 
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The following publications detail some of the work we have conducted towards the goal of 

developing improved IDE inhibitors. Because pharmacological modulators of IDE can be 

exquisitely substrate-selective (12, 17), there is a need to develop assays for multiple IDE 

substrates that are accurate and compatible with high-throughput screening (HTS). This Chapter 

details our published work on the development of proteolytic degradation assays for glucagon (18), 

but we have also developed similar assays for amylin degradation that would be redundant to 

present here. Using these assays and others, we also describe the discovery of novel cyclic peptide 

inhibitors of IDE using phage display and the development of zinc-targeting IDE inhibitors using 

fragment-based drug discovery (FBDD). 

4.2 Aims and rationale 

Aim 3A: Development of substrate-specific high-throughput IDE activity assays 

Rationale & Hypothesis: Insulin-degrading enzyme (IDE) degrades multiple substrates involved 

in diverse processes, many of which have opposite biological effects (e.g., insulin and glucagon). 

To investigate substrate-specific cleavage, there is a great need to develop multiple assays for 

proteolytic degradation of individual IDE substrates. We developed assays based on N-terminally 

fluoresceinated and C-terminally biotinylated glucagon (and amylin). Hydrolysis at any peptide 

bond separates the fluorescence group from the biotin moiety, which can be assayed by multiple 

methods involving avidin. We extensively characterized these assays to ensure they are 

quantitative, reliable, and suitable for HTS. Similar assays for amylin were generated, but are not 

presented here.  
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Aim 3B: Screening of small molecule libraries to find broad-spectrum and substrate-

selective inhibitors and activators of IDE 

Rationale & Hypothesis: IDE degrades multiple substrates, including Aβ, insulin, glucagon, and 

amylin. Through screening of peptide and small-molecule libraries, we hypothesized that we can 

discover and develop general and substrate-selective activators and inhibitors of IDE that can be 

beneficial in research and the treatment of diseases such as T2DM, AD and wound healing.  

4.3 Publication 1: 

Development and characterization of quantitative, high-throughput-compatible assays for 

proteolytic degradation of glucagon 

4.3.1 Abstract 

 Glucagon is a vital peptide hormone involved in the regulation of blood sugar under fasting 

conditions. While the processes underlying glucagon production and secretion are well understood, 

far less is known about its degradation, which could conceivably be manipulated 

pharmacologically for therapeutic benefit. We describe here the development of novel assays for 

glucagon degradation, based on a modified glucagon peptide (FBG) labeled with fluorescein and 

biotin at the N- and C-termini, respectively. Proteolysis at any peptide bond within FBG separates 

the fluorescent label from the biotin tag, which can be quantified in multiple ways. In one method 

requiring no specialized equipment, intact FBG is separated from the cleaved fluoresceinated 

fragments using neutravidin-agarose beads, and hydrolysis is quantified by fluorescence. In an 

alternative, high-throughput-compatible method, the degree of hydrolysis is quantified using 

fluorescence polarization after addition of unmodified avidin. Using a known glucagon protease, 

we confirm that FBG is cleaved at similar sites as unmodified glucagon and utilize both methods 

to quantify the kinetic parameters of FBG degradation. We show further that the fluorescence 
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polarization-based assay performs exceptionally well (Z’-factor values >0.80) in high-throughput, 

mix-and-measure format.  

4.3.2 Introduction 

Glucagon is a 29-amino acid peptide hormone produced by alpha cells of the islet of 

Langerhans within the pancreas. Regarded as the principal catabolic hormone within the body, 

glucagon signals the liver to release glucose into the blood under fasting conditions by promoting 

glycogenolysis and gluconeogenesis, inhibiting glycogenesis, and other effects. Injected glucagon 

is also used therapeutically to treat a variety of conditions, including low blood sugar, anaphylaxis, 

and overdose by β-adrenergic receptor antagonists. Other therapeutic uses pertaining to the 

management of diabetes mellitus have been proposed (19). 

While the mechanisms underlying the production and secretion of glucagon are well 

understood, considerably less is known about the catabolic fate of glucagon after its release from 

the pancreas. Glucagon is known to be hydrolyzed by a number of proteases, including dipeptidyl 

peptidase IV (20), neprilysin (21), and insulin-degrading enzyme (IDE) (22), with a recent study 

demonstrating that IDE regulates glucagon levels in vivo (15). The identification of 

pharmacological inhibitors of glucagon degradation will help elucidate the physiological and 

pathophysiological roles of this important hormone and its proteases, and may also hold value as 

therapeutic agents (19). 

Although numerous assays for glucagon quantification exist, current assays are expensive, 

difficult to implement and/or less than ideal for high-throughput compound screening. Several 

ELISAs for glucagon are available, but these are costly, labor intensive to execute, and are 

normally provided only in 96-well format. Assays based on homogeneous time-resolved 

fluorescence are also available (e.g., ref. 23), but not all laboratories have the specialized 
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equipment required for this assay format. Moreover, in our hands, these assays performed poorly 

for compound screening, with Z’-factor values rarely exceeding 0.3. There is, therefore, a need to 

develop assays for glucagon degradation more suitable for high-throughput screening (HTS). 

We report here on the development and characterization of versatile assays for glucagon 

degradation based on fluoresceinated and biotinylated glucagon (FBG). We describe assays based 

on two complementary formats, one that is readily implemented with no specialized equipment, 

and a second, mix-and-measure, HTS-compatible format based on fluorescence polarization (FP). 

Using IDE as a prototype glucagon protease, we show that FBG is cleaved at the same sites as 

unmodified glucagon and hydrolyzed with similar kinetics. Both assays are quantitative, highly 

sensitive, and usable across a wide range of substrate concentrations. The FP-based assay performs 

exceptionally well in high-throughput format, yielding Z’-factor values consistently >0.80. These 

assays will facilitate the discovery of chemical modulators of glucagon degradation and proteolytic 

processing, which may in turn lead to the development of novel therapeutics for controlling 

glucagon activity. 

4.3.3 Results 

We used a derivatized form of human glucagon, fluoresceinated at the N-terminus and 

biotinylated at the C-terminus (FBG), and a known glucagon protease, IDE, to develop novel 

glucagon degradation assays. We explored two formats, each with distinct advantages. In the first 

format, dubbed avidin-agarose precipitation (AP), the degree of hydrolysis is assessed by 

removing the intact, biotinylated and fluoresceinated species using neutravidin-agarose beads, then 

quantifying the amount of cleaved, fluoresceinated fragments remaining in the supernatant by 

fluorescence. This method has the advantage of requiring no specialized equipment other than a 

fluorescence plate reader; however, it entails comparatively complex manipulations, including 
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centrifugation and transfer steps (Fig. 4.1A) and thus is not readily adaptable to robotic automation. 

As expected, the AP method was a very effective means for detecting hydrolysis: intact FBG was 

nearly entirely removed by precipitation with neutravidin-agarose, while completely hydrolyzed 

FBG yielded a fluorescent signal >33-fold higher (Fig. 4.1B). As controls, we also quantified the 

fluorescence of intact and fully cleaved FBG in the absence of neutravidin-agarose. Hydrolyzed 

FBG unexpectedly fluoresced more strongly than the intact substrate even in the absence of 

neutravidin-agarose, albeit resulting in a significantly reduced relative signal change (~2.3-fold) 

as compared to the AP method. Using the AP method to monitor fluorescence as a function of time 

resulted in progress curves fitted well by hyperbolic curves (Fig. 4.1C). 
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Figure 4.1. Overview of FBG-based glucagon degradation assays. Comparison of the 
experimental protocols and overall performance of the avidin-agarose precipitation (AP)-based 
method (A-C) and the fluorescence polarization (FP)-based method (D-F). A, Cartoon showing 
the basic steps involved in carrying out the AP-based glucagon degradation assay. Note that both 
centrifugation and transfer steps are required. B, Assessment of the minimal and maximal signal 
changes observed with uncleaved and fully hydrolyzed FBG (1 µM), respectively, before and after 
avidin-agarose (Av-ag) precipitation. Note that a >33-fold increase in signal is observed following 
AP, while a more modest signal change is seen even prior to this step (expressed in relative 
fluorescence units; RFU). C, Typical progress curve observed with the AP-based assay using 2 
µM FBG. D, Cartoon illustrating the steps involved in carrying out the FP-based method, which 
is a true mix-and-measure procedure. E, Changes in FP (expressed in millipolarization units; mP) 
obtained with intact versus fully hydrolyzed FBG (1 µM) in the absence or presence of avidin (4 
µM). Note the large shift in depolarization by intact FBP effected by avidin, and the absence of 
change in fully cleaved FBG. F, Typical progress curve observed with the FP-based assay using 2 
µM FBG. 
 

The second method we explored is based on the use of fluorescence polarization (FP) to 

monitor hydrolysis (24). Although specialized equipment is required, this approach has the 

advantage of being a simple mix-and-measure method requiring no centrifugation or transfer steps, 

making it much more amenable to automation vis-à-vis the AP method (Fig. 4.1D). FP has the 

further advantage of being a ratiometric rather than an absolute measure and thus less sensitive to 
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changes in volume or interference by experimental compounds (24). The FP method exploits the 

fact that fluorescent species in solution tumble at a rate inversely proportional to their size. Cleaved 

fragments tumble quickly and hence depolarize polarized light strongly (Fig. 4.1E). Intact FBG, 

being larger, tumbles more slowly and, by virtue of the C-terminal biotin moiety, this rate of 

tumbling of intact FBG can be slowed further by addition of avidin, a 64-kDa tetrameric protein 

(Fig. 4.1E). A typical progress curve obtained with the FP method is shown in Figure 4.1F. 

Although the foregoing results established the functionality of FBG in both the AP and FP 

formats, it was critical to establish whether FBG was cleaved at the same sites as underivatized 

glucagon. To explore this, we used MALDI-TOF to analyze the fragments obtained after various 

lengths of incubation of FBG or human glucagon with IDE. Consistent with previous findings 

(22), we obtained fragments with masses indicative of cleavage occurring C-terminal to Ser16, 

Arg17 and Trp25 (Table 4.1; Appendix C Fig. S4.1) for both derivatized and underivatized 

glucagon. These data suggest that the biotin and fluorescein tags do not interfere with the 

processing of FBG. 
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Table 4.1. Cleavage sites of FBG and unmodified glucagon determined by mass 
spectrometry. MALDI-TOF mass spectrometry of FBG and unmodified human glucagon 
degraded partially by IDE was conducted and used to infer the cleavage sites (arrows) within the 
peptide sequence of both FBG and underivatized human glucagon. Note that the inferred cleavage 
sites match those reported previously (22). The mass spectra used to derive these data are shown 
in Appendix C Fig. S4.1. ND = not detected (below the minimum mass threshold for detection by 
MALDI-TOF). 
 

           HSQGTFTSDYSKYLDSRRAQDFVQWLMNT 

  
Unmodified glucagon FBG 

Fragment Sequence Exp. Obs. Diff. Exp. Obs. Diff. 

1-29 HSQGTFTSDYSKYLDSRRAQDFVQWLMNT 3481.62 3481.23 0.39 4306.57 4306.19 0.38 

1-17 HSQGTFTSDYSKYLDSR 1991.91 1991.76 0.15 2350.21 2350.45 -0.24 

17-29 RRAQDFVQWLMNT 1664.83 1664.70 0.13 2131.48 2130.62 0.86 

18-25  RAQDFVQW 1049.52 1049.42 0.10 1049.52 1049.42 0.10 

18-29 RAQDFVQWLMNT 1508.73 1508.61 0.12 1975.38 1974.55 0.83 

26-29 LMNT 478.23 ND — 944.88 944.17 0.71 

 

 Despite the clear advantages of the FP method from the standpoint of automation, there are 

additional complications that must be taken into account when it is used for quantitative assays. 

To illustrate this, we compared the signal changes obtained by the AP versus the FP methods in 

response to fixed percentages of hydrolyzed versus intact FBG (Fig. 4.2A). As expected, the 

percent change in RFU obtained using the AP method varies in direct proportion with the percent 

hydrolyzed FBG. In contrast, the percent change in mP obtained with the FP method departs 

significantly from linearity, effectively overestimating changes in hydrolysis at all time points 

(Fig. 4.2A). For quantitative assays, data expressed in mP must therefore be converted to percent 

hydrolysis (Fig. 4.2B), which is readily accomplished via a 3rd-order polynomial equation fitted to 

the data in Figure 4.2A (see Eq. 1 and Appendix C Fig. S4.2).  
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Figure 4.2. Characterization of the FP-based glucagon degradation assay. A, Relationship 
between percent signal change and percent hydrolysis of FBG for the FP- and AP-based methods. 
Note that, unlike the AP-based assay, the FP-based assay shows a non-linear relationship. These 
data were used to generate a formula for conversion of raw FP data to percent hydrolysis for 
quantitative analyses (see section 4.3.5 and Appendix C Fig. S4.2). Data are mean ± SEM for 3 
independent experiments. B, Progress curve from the FP-based assay showing raw percent change 
in mP values (dashed line) and the same data converted to percent hydrolysis (solid line), using 
the equation derived from the data in (A) (Eq. 1). C, Effect of avidin concentration on measured 
mP values for a fixed concentration of FBG (500 nM). Note that fully cleaved fragments are 
unaffected by avidin. Data are mean ± SEM for 3 independent experiments. D, Relationship 
between raw mP values and FBG concentration for different degrees of hydrolysis. Note that only 
slight changes in mP are observed between 10 nM and 300 nM. The relationship between percent 
signal change and percent hydrolysis for these data are shown in Appendix C Fig. S4.3. Data are 
mean ± SEM for 3 independent experiments. E, Effect of DMSO concentration on performance of 
the FP-based assay. Data are mean ± SEM for 16 replicates. F, Raw data and calculated Z’-factor 
values for 4 independent experiments conducted in high-throughput (384-well) format on separate 
days. 
 

As is evident from Figure 4.1D, the absolute mP values obtained using the FP method 

depend critically upon the avidin concentration. To explore this, we tested the mP values for intact 

and fully cleaved FBG in the presence of varying concentration of avidin (Fig. 4.2C). For intact 

FBG at a nominal concentration of 500 nM, the EC50 for avidin (monomer) was found to be 160 

± 6.1 nM (n=3), a value in good agreement with expectations, and essentially complete saturation 
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was obtained with ~1 to 3 µM avidin. Avidin had no effect on the FP signal of fully hydrolyzed 

FBG, as expected. In practice, we used at least 4 equivalents of avidin monomer (i.e., equimolar 

quantities of tetrameric avidin) per FBG equivalent in our stop solutions. 

We also quantified how the FP signal varies as a function of FBG concentration, examining 

intact and fully cleaved FBG, as well as several fixed percentages of cleaved substrate across a 

wide range of concentrations (1 nM to 3 µM; Fig. 2D). The raw mP values varied only slightly as 

a function of concentration, being especially consistent between 10 nM and 300 nM (Fig. 4.2D). 

In addition, we examined whether FBG concentration affected the relationship between percent 

change in mP and percent hydrolysis. With the exception of the very lowest concentrations tested 

(1 and 3 nM), which showed slightly smaller deviations from linearity relative to all other 

concentrations, this relationship was essentially unchanged from that shown in Figure 4.2A (i.e., 

with 1 µM FBG) at all concentrations at or above 10 nM (Appendix C Fig. S4.3). 

To assess the effect of DMSO on the FP-based assay, we tested the assay in the presence 

of 0, 1, 2 and 4% DMSO. Increasing concentrations of DMSO resulted in increased rates of FBG 

hydrolysis by a fixed amount of IDE, but the effect on uncleaved and fully cleaved substrate was 

modest (Fig. 4.2E), suggesting the assay is highly tolerant of DMSO.  

To assess quantitatively the suitability of the FP-based glucagon degradation assay in high-

throughput format, we conducted 4 independent experiments in 384-well format (30 µL/well) on 

separate days, quantifying the maximum and minimum changes in mP values, obtained from intact 

and fully hydrolyzed FBG, respectively, as well as testing the percent hydrolysis obtained using a 

fixed quantity of IDE terminated at a fixed interval of time (Fig. 4.2F). The percent hydrolysis 

achieved by control reactions was highly consistent (44 ± 1.4 %) among the independent runs (Fig. 
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2F). Z’-factor values (25) calculated from the resulting data exceeded 0.80 in all cases and 

averaged 0.82 ± 0.007 (Fig. 4.2F).  

To assess the utility of FBG-based assays for obtaining quantitative data, we determined 

the kinetic parameters of FBG degradation using both the AP and FP methods. To that end, 

progress curves were obtained at different substrate concentrations, from which the initial velocity 

(vo) of each reaction was quantified. As expected, plots of vo as a function of FBG concentration 

followed a hyperbolic relationship for both the AP (Fig. 4.3A) and FP (Fig. 4.3B) methods, 

yielding apparent KM values (800 ± 110 nM and 380 ± 72 nM, respectively) and kcat values (1.76 

± 0.19 s-1 and 1.16 ± 0.11 s-1, respectively) in good agreement (Appendix C Table S4.1).  

 

Figure 4.3. Kinetics of FBG degradation by IDE. Results obtained using the AP A, and FP 
B, -based assays, showing initial velocity (vo) plotted as a function of FBG concentration. Data 
from the FP-based assay are plotted both in terms of raw percent change in mP (dashed line) and 
those data converted to percent hydrolysis using Eq. 1 (solid line). Note that uncorrected, raw data 
significantly overestimate the vmax of the reaction. Data are mean ± SEM for 4 independent 
experiments and are fitted to hyperbolae. Kinetic parameters derived from these results are 
provided in Appendix C Table S4.1. 
 

To further validate the FP-based glucagon degradation assay, we used it to characterize a 

previously described IDE inhibitor in terms of potency and mechanism of action, conducting 

experiments on separate days to verify whether the assay obtains consistent results. To that end, 

we conducted dose-response curves on ML345, a small-molecule, thiol-modifying, irreversible 
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inhibitor of IDE (16, 26). In excellent agreement with previous results (16, 26, 27), we obtained 

Ki values of 70.6 ± 9.0 nM for ML345 (Fig. 4.4A). To assess whether the FP-based FBG assay 

could be used to distinguish the mechanism of action of the inhibitor, we conducted kinetics 

analyses in the absence or presence of ML345 (50 nM). As is evident from Lineweaver-Burk plot 

(Fig. 4.4B), as well as quantitative analysis of the resulting data (Appendix C Table S4.2), we 

obtained results consistent with irreversible inhibition for ML345. 

 

Figure 4.4. Validation of FP-based glucagon assay using known IDE inhibitor. Dose-response 
curves A, and kinetic analyses B, conducted in the absence or presence of a well-characterized 
IDE inhibitor: ML345. For dose-response curve, data are mean ± SEM for each of 3 independent 
experiments conducted on separate days. For kinetic experiments, data are expressed as double-
reciprocal plots; for clarity, we show a single linear regression curve is drawn from the mean ± 
SEM of 3 independent experiments. Kinetic parameters derived from these results are provided in 
Appendix C Table S4.2. 
 

A. 

B. 
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To establish the suitability of the FP-based glucagon degradation assay for HTS, we used 

it to screen a collection of 753 compounds, in duplicate, at two different concentrations (500 µM 

and 50 µM), for a total of 3012 separate reads plus controls. In parallel, we screened the same 

compounds using a well-characterized FP-based Aβ degradation assay(28) and a fluorogenic 

peptide substrate (Substrate V; Sub V). As expected, strong correlations were observed between 

replicate readings at both 500 µM (Fig. 4.5A) and 50 µM (Fig. 4.5D). Correlations with other 

assays confirmed the validity of the FBG-based assay and the advantage of the FP format over 

fluorescence-based screens. Comparison with the Aβ degradation assay, another FP-based assay, 

revealed strong, but not perfect, correlations at both 500 µM (Fig. 4.5B) and 50 µM (Fig. 4.5E). 

In marked contrast, almost no correlation was observed at either compound concentration between 

the FBG-based assay and the fluorogenic assay utilizing Sub V (Fig. 4.5C, F), with the latter assay 

exhibiting evidence of strong activation by some compounds. These results are consistent with 

previous findings showing that screens conducted with fluorogenic peptide substrates often 

uncover compounds that exhibit markedly dissimilar activity when tested against endogenous 

substrates (14, 29). 
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Figure 4.5. Performance of the FP-based glucagon degradation assay in HTS. Results from 
screening of 753 compounds with the FP-based FBG assay at 500 µM (A-C) and 50 µM (D-F). A, 
Correlation between replicates conducted at 500 µM. B, Correlation between results obtained with 
FBG and an Aβ-degradation assay (FAβB) at 500 µM. C, Correlation between results obtained 
with FBG and Substrate V (Sub V) at 500 µM. D, Correlation between replicates conducted at 50 
µM. E, Correlation between results obtained with FBG and FAβB at 50 µM. F, Correlation 
between results obtained with FBG and Sub V at 50 µM. 
 
4.3.4 Discussion  

 Using a dual-labeled form of glucagon, containing N-terminal fluorescein and C-terminal 

biotin moieties (FBG), we have succeeded in developing novel glucagon degradation assays that 

are versatile, quantitative, sensitive, and easily and inexpensively implemented. Notably, we 

demonstrate that the FP-based format of this assay is highly suitable for automated HTS.  

 Several lines of evidence suggest that FBG is processed similarly to unmodified glucagon, 

at least for IDE, which has been demonstrated to degrade glucagon in vivo (15). Consistent with 

previous results (22), MALDI-TOF analysis reveals that FBG is cleaved by IDE at the same sites 
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as human glucagon, specifically C-terminal to Ser16, Arg17 and Trp25. Furthermore, the kinetic 

parameters of FBG degradation obtained with both assay formats are in close agreement with one 

another and, with certain qualifications, reasonably similar to those reported in a previous study 

(30). The latter study, conducted in 1985 by Shroyer and colleagues, reported that glucagon was 

degraded with an apparent KM of 3.46 µM and kcat of 38.5 min-1 (0.641 s-1) by a semi-purified 

protease that has been inferred—but not definitively proven—to be IDE. More specifically, the 

protease in this study, purified by affinity chromatography from rat liver, exhibited some 

characteristics consistent with IDE and others that are inconsistent. As is true for IDE, the purified 

protease was susceptible to inhibition by bacitracin (31) and thiol-alkylating agents such as N-

ethylmaleimide (32), and was partially, but not completely, inhibited by zinc-chelating agents such 

as EDTA (33). On the other hand, the protease purified by Shroyer et al. was reported to exhibit a 

native size of ~180 kDa, rather than the correct value of ~220 kDa for the native, homodimeric 

form of IDE and, more troublingly, was composed of two non-identical subunits with different 

isoelectric points (30), findings that are inconsistent with the purified protease being (exclusively) 

IDE. These considerations, together with other limitations inherent to the methodology available 

at the time, raise some doubts about the reliability of the kinetic parameters reported by Shroyer 

and colleagues, and may account for the modest discrepancy with the results obtained with the AP 

and FP assays.  

The kinetic parameters of FBG degradation by IDE are also consistent with those reported 

for other IDE substrates. In multiple previous studies performed with the same form of purified 

recombinant IDE, amyloid-β protein (Aβ) was degraded with KM values of 0.8 – 1.2 µM and kcat 

values of 0.88 – 4.27 s-1  (28, 34), values in excellent agreement with those obtained in the present 

study (see Appendix C Table S4.1). The notable exception is insulin, which was degraded with a 
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KM of 65.7 ± 3.4 nM and a kcat value of 0.025 s-1 (28, 34). The significantly lower KM value for 

insulin reflects the known high affinity of insulin for IDE (35), whereas the remarkably slower 

turnover rate of insulin vis-à-vis other substrates is thought to be attributable to the unusually large 

and rigid structure of insulin, a 2-chain, disulfide-bonded substrate that makes extensive contacts 

with the internal chamber of IDE during processing (22), thus slowing the rate of release of 

incompletely hydrolyzed insulin from the protease (36). 

As is evident from the performance of the FP-based glucagon degradation assay in HTS 

format, the assay is highly tolerant of compound screening even at concentrations as high as 500 

µM. Due to the ratiometric nature of FP-based assays, the assay is generally unaffected by 

compounds that absorb strongly, and it also corrects for changes in volume. Because of the 

relatively long wavelength used for excitation of FITC (~488 nm), issues with compound 

fluorescence are largely obviated. However, the assay could conceivably be subject to artifacts in 

the case of compounds that fluoresce strongly in the same wavelengths as FITC. As a convenient 

counterscreening strategy, such compounds can be readily identified by examination of the raw 

fluorescence data in either the S or the P plane, then tested in orthogonal assays.  

The assays described in the present study will facilitate the discovery of chemical 

modulators of glucagon degradation, which are expected to have multiple experimental and 

possibly therapeutic applications (19). Given that IDE has been confirmed to mediate glucagon 

degradation in vivo (15), it would seem to be an attractive target for such an effort. This idea might 

appear complicated, however, by the fact that IDE also avidly degrades glucagon’s anabolic 

counterpart, insulin (33). While true, more than a decade of compound screening campaigns with 

IDE have shown that chemical modulators of IDE can be exquisitely substrate selective, with 

inhibitors showing widely varying Ki values for different substrates (32, 37), in some cases 
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differing by orders of magnitude (12). Indeed, certain compounds that inhibit the degradation of 

some IDE substrates can actually activate the degradation of other substrates (29, 38-40). These 

unusual substrate-selective effects arise as a consequence of the unique structure of IDE, which 

resembles a clamshell that completely encapsulates its substrates during a catalytic cycle (22). 

Substrates interact with the inner chamber of the protease at multiple sites besides the region near 

the active site, thereby permitting additional sites for chemical modulation. The assays developed 

in the present study will be instrumental, therefore, in the effort to identify compounds that 

selectively inhibit IDE-mediated glucagon degradation. In addition, the versatile nature of the 

assay format suggests it could be used for the discovery of chemical modulators of other glucagon 

proteases and/or the discovery of novel proteases mediating the degradation and/or processing of 

glucagon. 

4.3.5 Methods/Experimental 

Materials  

FBG ([5FAM]HSQGTFTSDYSKYLDSRRAQDFVQWLMNT[Lys(Ahx-biotin)]-amide) 

was synthesized via solid-phase peptide synthesis by Thermo Fisher Scientific, Inc. (Whatham, 

MA, USA) and provided at 95% purity (Appendix C Fig. S4.4). Underivatized human glucagon 

and neutravidin-agarose beads were purchased from Thermo Fisher Scientific, Inc. (Whatham, 

MA, USA). Recombinant human IDE was generated as described (41). Unless otherwise noted, 

all other reagents and supplies were purchased from Sigma-Aldrich (St. Louis, MO, USA). 

Mass spectrometry  

To establish the cleavage sites within FBG and human glucagon, peptides (20 µM) were 

hydrolyzed by IDE in PBS for varying lengths of time, and the reactions were terminated by 

addition of 1% formic acid. Excess salts were removed using Millipore® C18 Ziptips (Sigma-
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Aldrich, St. Louis, MO, USA) according to manufacturer’s recommendations. The intact and 

digested peptides were eluted in a 1:3 mixture of water:acetonitrile supplemented with 0.1% 

trifluoroacetic acid, spotted 1:1 with 2,5-dihydroxybenzoic acid or alpha-cyano-4-

hydroxycinnamic acid onto a steel sample plate, and subjected to matrix-assisted laser 

desorption/ionization-time-of-flight (MALDI-TOF) mass spectroscopy using positive reflection 

mode on an AB SCIEX TOF/TOF™ 5800 System (AB Sciex Pte. Ltd., Framingham, MA, USA). 

Observed masses were compared to monoisotopic [M+H]+ masses predicted using 

PEPTIDEMASS (42).  

Degradation assays  

Except where otherwise noted, reactions were performed in Assay Buffer (PBS 

supplemented with 0.05% biotin-free BSA) with a final FBG concentration of 1 µM. For AP 

experiments, reactions were performed in 1.5-mL microfuge tubes and terminated by addition of 

1,10-phenanthroline (2 mM). Biotinylated species were removed by addition of excess 

neutravidin-agarose beads (�4 eq. biotin binding sites), followed by gentle rocking for 30 min and 

centrifugation at 14,000 X g for 10 min. The supernatant solution was carefully transferred to 384-

well plates (30 µL/well), and fluorescence (Ȝex = 485 nm, Ȝem = 515 nm) was quantified using a 

multilabel plate reader (SpectraMAX Gemini EM, Molecular Devices Corp., San Jose, CA, USA). 

For FP-based experiments, medium-throughput reactions were typically performed in 96-well, 

polypropylene plates and terminated by transfer to 384-well plates containing FP Stop Buffer (2 

mM 1,10-phenanthroline; 4 eq. of avidin in Assay Buffer). Fluorescence polarization (Ȝex = 485 

nm, Ȝem = 515 nm) was quantified on a multilabel plate reader (SpectraMAX M5e; Molecular 

Devices Corp., San Jose, CA, USA).  
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High-throughput screening 

High-throughput FP-based assays were performed by successive addition of protease, 

experimental compounds or DMSO, FBG and, after a fixed incubation time, FP Stop Buffer in 

low-volume (30 µL/well) 384-well plates. To demonstrate the feasibility of using the assay for 

HTS, we screened a collection of 753 samples dissolved in DMSO, including known peptidic and 

nonpeptidic IDE inhibitors and a library of metal-binding pharmacophores (27, 43, 44), in 

duplicate at two different concentrations. The same compounds were also tested in parallel using 

an amyloid β-protein (Aβ) degradation assay (28) and a fluorescence dequenching assay based on 

Substrate V (Sub V; Mca-RPPGSFAFK(Dnp)-OH), performed as described (22). FP was 

quantified as described above. 

Data analysis 

Curve fitting was conducted using Prism 5 for Mac OS X (v. 5b). Percentage changes in 

mP values were converted to percent hydrolysis using the formula:  

                                       (Eq. 1) 

where Y = percent hydrolysis and X = percent change in mP. Z’-factor values were calculated 

according to Zhang and colleagues (25) using the following formula: 

                                                    (Eq. 2)     

 

where ıHI and ıLO refer to the standard deviations and µHI and µLO the means for the high and low 

data, respectively. 
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4.4 Publication 2: 

Peptidic inhibitors of insulin-degrading enzyme with potential for dermatological 

applications discovered via phage display 

4.4.1 Abstract 

 Insulin-degrading enzyme (IDE) is an atypical zinc-metalloendopeptidase that hydrolyzes 

insulin and other intermediate-sized peptide hormones, many of which are implicated in skin 

health and wound healing. Pharmacological inhibitors of IDE administered internally have been 

shown to slow the breakdown of insulin and thereby potentiate insulin action. Given the 

importance of insulin and other IDE substrates for a variety of dermatological processes, 

pharmacological inhibitors of IDE suitable for topical applications would be expected to hold 

significant therapeutic and cosmetic potential. Existing IDE inhibitors, however, are prohibitively 

expensive, difficult to synthesize and of undetermined toxicity. Here we used phage display to 

discover novel peptidic inhibitors of IDE, which were subsequently characterized in vitro and in 

cell culture assays. Among several peptide sequences tested, a cyclic dodecapeptide dubbed P12-

3A was found to potently inhibit the degradation of insulin (Ki = 2.5 ± 0.31 µM) and other 

substrates by IDE, while also being resistant to degradation, stable in biological milieu, and highly 

selective for IDE. In cell culture, P12-3A was shown to potentiate several insulin-induced 

processes, including the transcription, translation and secretion of alpha-1 type I collagen in 

primary murine skin fibroblasts, and the migration of keratinocytes in a scratch wound migration 

assay. By virtue of its potency, stability, specificity for IDE, low cost of synthesis, and 

demonstrated ability to potentiate insulin-induced processes involved in wound healing and skin 

health, P12-3A holds significant therapeutic and cosmetic potential for topical applications. 
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4.4.2 Introduction 

Insulin is a pleiotropic peptide hormone that, although best known for its role in blood 

sugar regulation, is implicated in a wide array of physiological processes relevant to skin health 

and wound repair (45). Insulin stimulates the proliferation (46, 47), differentiation (48) and 

migration (49, 50) of skin fibroblasts and keratinocytes, as well as the production and secretion of 

extracellular matrix (ECM) proteins, particularly collagen (51-57). Conversely, all of these 

processes are impaired in the skin of mice with genetic deletion of the insulin receptor (58). 

Moreover, impairments in wound healing and other skin disorders are common among patients 

with diabetes (59), a disease characterized by defects in insulin production or action. 

Given the importance of insulin signaling to wound healing, topical insulin has been 

investigated in numerous studies in animals (50, 60-64) and humans (65), including several clinical 

trials (66-68). However, the routine clinical use of topical insulin for wound management is not 

generally accepted as a first-line treatment, and significant adverse effects—including life-

threatening hypoglycemia—have been reported (69). 

Our group has been exploring an alternative approach to boosting insulin signaling that 

obviates the risk of hypoglycemia: namely, pharmacological inhibition of insulin-degrading 

enzyme (IDE) (70), the principal protease implicated in the catabolism and inactivation of insulin 

(33). IDE inhibitors have been shown to potentiate insulin action in cultured cells (14) and in vivo 

(8, 15, 71). Recently developed, highly selective IDE inhibitors exhibited potent antidiabetic 

properties (15), effects that were attributable to reduced catabolism of insulin. Importantly, mice 

with genetic deletion of IDE are viable (6, 10, 72); thus—unlike insulin—IDE inhibitors possess 

no intrinsic risk of triggering life-threatening hypoglycemia. IDE is expressed to high levels in 

skin (34, 73) and—notably—is especially abundant in wound fluid (74, 75) where it degrades 
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insulin (74, 75). Thus, topical application of IDE inhibitors is strongly predicted to enhance insulin 

signaling in skin. 

Although a number of IDE inhibitors have been developed (12-15, 76-78), existing 

compounds are not ideal for topical applications due to their high cost of synthesis and 

undetermined toxicity. To overcome these limitations, we sought here to develop peptidic 

inhibitors of IDE that, by their intrinsic nature, would be inexpensive to manufacture and unlikely 

to be toxic. To that end, we used phage display to discover cyclic and linear peptide sequences that 

bind with high affinity to IDE. Among the sequences analyzed, a dodecameric, cyclic peptide 

dubbed P12-3A, proved to be a potent inhibitor of IDE that was stable in biologic milieu and 

highly selective for IDE. P12-3A was found to potentiate a number of insulin-stimulated processes 

in cultured skin cells, including collagen production in fibroblasts and migration of keratinocytes 

in a scratch wound assay. Given its high potency, selectivity for IDE, minimal potential for 

toxicity, and its low cost of manufacture, P12-3A possesses the characteristics needed to further 

explore the therapeutic and cosmetic potential of topical IDE inhibition. 

4.4.3 Results 

To identify novel peptidic inhibitors of IDE, we utilized phage display technology (79) to 

search for sequences that bind with high affinity to immobilized recombinant human IDE. 

Reasoning that IDE possesses an intrinsic affinity for cyclic peptides, we screened a library of 

cyclic peptides (Ph.D.TM-C7C, New England Biolabs) comprised of essentially all combinations 

of seven natural amino acids flanked by two cysteines (ACXXXXXXXCGGG…, where X 

represents any amino acid). The two cysteines form a disulfide bond that cyclizes each peptide, 

the alanine serves to protect the N-terminal cysteine from off-target interactions, and the three 

glycines form a flexible linker with the bacteriophage coat protein. Three rounds of panning were 
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conducted using immobilized recombinant human IDE, with elution performed by addition of 

excess insulin in order to enrich for sequences that bind to the internal chamber of IDE. Twenty 

clones were selected for DNA sequencing, yielding sixteen unique amino acid sequences, some of 

which appeared more than once (Fig. 4.6A). From analysis of all sequences (Fig. 4.6B), a clear 

consensus sequence emerged (ACSWWSIHLCGGG…). This sequence, dubbed C7C-1 (Fig. 

4.6C, Appendix C Fig. S4.5A), was selected for subsequent synthesis and testing, together with 

another that appeared two times (ACNAGHLSQCGGG…), dubbed C7C-2 (Fig. 4.6C, Appendix 

C Fig. S4.5B).  

Figure 4.6. Peptides derived by phage display. A, Peptide sequences deduced from DNA 
sequencing of 20 clones from the Ph.D.™-C7C library. B, Consensus sequence derived from 
analysis of all data. C, Parent peptides selected for synthesis and testing. C,D, Peptide sequences 
deduced from DNA sequencing of 39 clones from the Ph.D.™-12 library, conducted as two 
independent runs (D and E). Note that Seq-12A-07 did not yield a decipherable sequence. F, Parent 
peptides selected for subsequent synthesis and testing based on prevalence. 
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A second library of dodecapeptides (Ph.D.TM-12, New England Biolabs), consisting of 

~109 possible combinations of twelve amino acids, was also screened, in this case two separate 

times, yielding the sequences in Figs. 1D and 1E. In this case, four sequences appeared multiple 

times (dubbed 12-1, 12-2, 12-3 and 12-4), and these dodecapeptides were selected for subsequent 

synthesis and testing (Fig. 4.6F, Appendix C Figs. S4.5C-F). 

The six selected peptide sequences (C7C-1, C7C-2, 12-1, 12-2, 12-3 and 12-4) were 

synthesized, together with a variety of modifications, yielding a total of 25 peptides (Table 4.2). 

For the 12-mer peptides, we synthesized variants of the parent peptides truncated at one or both 

termini, to test whether the entire sequence was necessary or not, in the hope that shorter, and thus 

less expensive, sequences might be effective. Other modifications included N-terminal acetylation 

and C-terminal amidation, included to mimic the charge state of the peptides when incorporated 

in the phage coat protein (Table 4.2). To assess the extent to which these peptide sequences inhibit 

IDE, we quantified their potency in protease activity assays using recombinant human IDE and 

two different substrates: FRET1, a fluorogenic peptide (80), and recombinant human insulin. 

Peptides were initially tested at a few concentrations (10 µM, 100 µM and/or 500 µM) then, for 

those peptides showing good potency, dose-response relationships were obtained to quantify IC50 

values, which were subsequently converted to inhibitory constants (Ki values) with the Cheng-

Prusoff equation (81). 
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Table 4.2. Peptide sequences synthesized and their potency in activity assays with FRET1 
and insulin. 

Name N-term Sequence C-term Ki FRET1 (µM) Ki Insulin (µM) 
C7C-1 NH3

+   ACSWWSIHLCG COO- 112 ± 6 3.7 ± 0.7 
C7C-1A NH3

+   ACSWWSIHLCG amide >100 >10 
C7C-1B NH3

+   COO- >100 >10 
C7C-2 NH3

+   ACNAGHLSQCG COO- >500 >10 
C7C-2A NH3

+   ACNAGHLSQCG amide >500 >10 
P12-1 NH3

+   COO- 7.7 ± 0.7 0.8 ± 0.04 
P12-1A NH3

+   amide 5.0 ± 0.3 1.3 ± 0.2 
P12-1B NH3

+   VHWDFRQW amide 41 ± 6.4 7.0 ± 1.7 
P12-1C acetyl       FRQWWQPS COO- 139 ± 21 >10 
P12-1D acetyl     WDFRQWWQ amide 140 ± 28 >10 
P12-2 NH3

+   LNFPMPSRPHSS COO- >100 >10 
P12-2A NH3

+   LNFPMPSRPHSS amide >100 >10 
P12-2B NH3

+   LNFPMPSR amide >500 >10 
P12-2C acetyl       MPSRPHSS COO- >500 >10 
P12-2D acetyl     FPMPSRPH amide >500 >10 
P12-3 NH3

+   QSLPWCYPHCVT COO- 8.9 ± 0.3 3.9 ± 1.6 
P12-3A NH3

+   QSLPWCYPHCVT amide 10 ± 0.4 4.1 ± 0.3 
P12-3B NH3

+   QSLPWCYP amide 39 ± 20 >10 
P12-3C acetyl       WCYPHCVT COO- 35 ± 4.7 >10 
P12-3D acetyl     LPWCTPHC amide 102 ± 14 >10 
P12-4 NH3

+   WSPISGKFFQRF COO- 3.9 ± 0.5 1.5 ± 0.3 
P12-4A NH3

+   WSPISGKFFQRF amide 4.2 ± 1.3 2.6 ± 0.7 
P12-4B NH3

+   WSPISGKF amide >500 >10 
P12-4C acetyl       SGKFFQRF COO- >500 >10 
P12-4D acetyl     PISGKFFQ amide >500 >10 

  

Among the cyclic peptides tested, C7C-1 exhibited a modest Ki value of 112 ± 6 µM 

against FRET1 but yielded considerably improved potency against insulin (Ki = 3.7 ± 0.7 µM) 

(Table 4.2). None of the other C7C-1 derivatives exhibited Ki values below 100 µM for FRET1 

or 10 µM for insulin, nor did C7C-2 or its amidated derivative (Table 4.2).  

Relative to the cyclic peptides C7C-1 and C7C-2 and their derivatives, the unmodified 

linear peptide P12-1 exhibited significantly lower Ki values against FRET1 (7.7 ± 0.7 µM) as well 

as insulin (0.8 ± 0.04 µM) (Table 4.2). The C-terminally amidated version of P12-1, P12-1A, 
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exhibited comparable Ki values against FRET1 and insulin (5.0 ± 0.3 µM and 1.3 ± 0.2 µM, 

respectively) (Table 4.2). Among three different 8-amino acid truncated versions of P12-1, the C-

terminally truncated variant (P12-1B) exhibited slightly higher Ki values (41 ± 6.4 µM and 7.0 ± 

1.7 µM for FRET1 and insulin, respectively), while the other N-terminally truncated (P12-1C) and 

N- and C-terminally truncated (P12-1D) variants exhibited relatively poor potency, with Ki values 

>100 µM for FRET1 and >10 µM for insulin (Table 4.2). These results suggest the N-terminal 

residues of P12-1 (VHWD…) are the most critical determinants of its potency. 

The dodecapeptide P12-2 contained 3 proline residues (Table 4.2), which constrain the 

flexibility of the peptide backbone (Appendix C Fig. S4.5D) and, in general, tend to render 

peptides less vulnerable to proteolytic degradation. However, P12-2 and all its variants exhibited 

Ki values >100 µM for FRET1 and >10 µM for insulin (Table 4.2) and were not characterized 

further. 

Peptide P12-3 is noteworthy for containing two cysteine residues (Table 4.2), which are 

predicted to form a disulfide bond that cyclizes the peptide, together with 2 proline residues 

(Appendix C Fig. S4.5E). The unmodified peptide, P12-3, and its C-terminally amidated variant, 

P12-3A, both potently inhibited the degradation of both FRET1 (Ki = 8.9 ± 0.3 µM and 10 ± 0.4 

µM, respectively) and insulin (Ki = 3.9 ± 1.6 µM and 4.1 ± 0.3 µM, respectively) (Table 4.2). For 

the FRET1 substrate, the 8-amino acid truncated variants exhibited poorer potency, with the C-

terminally (P12-3B) and N-terminally (P12-3C) truncated variants exhibiting of Ki values of 39 ± 

20 µM and 35 ± 4.7 µM, respectively, and the dual N- and C-terminally truncated variant (P12-

3D) exhibiting even higher Ki values of 102 ± 14 µM (Table 4.2). When insulin was used as a 

substrate, none of the truncated variants of P12-3 exhibited Ki values <10 µM. 
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For the final peptide series, P12-4 and its derivatives (Table 4.2, Appendix C Fig. S4.5F), 

the full-length unmodified (P12-4) and amidated (P12-4A) versions showed good potency against 

FRET1 (Ki = 3.9 ± 0.5 µM and 4.2 ± 1.3 µM, respectively) and insulin (Ki = 1.5 ± 0.3 µM and 2.6 

± 0.7 µM, respectively), while none of the truncated variants (P12-4B, P12-4C and P12-4D) 

exhibited Ki values below 500 µM or 10 µM for FRET1 or insulin, respectively (Table 4.2). 

The sequences exhibiting high potency could be used either as conventional peptides—a 

preferred outcome due to their low cost of synthesis and low intrinsic toxicity—or, instead, as the 

starting point for the development of derivatives containing modifications that confer resistance to 

degradation (e.g., D-amino acids, beta-amino acids, etc.). To determine which peptides were 

susceptible to degradation by IDE, we incubated twelve peptides showing quantifiable inhibitory 

potency together with IDE for an extended period (4 h), then the potency of each was determined 

and compared to the potency immediately after addition of the enzyme (0 h). As shown in Fig. 4.7, 

most peptides exhibited significant reductions in potency (i.e., increases in Ki values) after a 4-h 

incubation with IDE, reflecting proteolytic degradation by IDE. Notable exceptions to this trend 

included P12-3A and P12-3B, particularly P12-3A (QSLPWCYPHCVT-amide).  
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Figure 4.7. Vulnerability of peptides to degradation by IDE assessed by activity assays. 
IC50 values obtained for selected peptides pre-incubated with IDE 0 or 4 h before testing with 
the FRET1 assay. Note that all peptides except P12-3A and P12-3B showed reductions in 
apparent potency after prolonged incubation with IDE, reflecting degradation. Data are the 
average of duplicate assays that did not differ by more than 5%. 

Taken together with the potency of all peptides against insulin (Table 4.2), we concluded 

that P12-3A represented the best inhibitor for further studies, and a highly purified, deliberately 

cyclized version (Fig. 4.8A) was synthesized. This cosmetic-grade version of P12-3A was found 

to be soluble up to ~500 µM in assay medium (PBS/0.05%BSA) and up to ~100 µM in cell culture 

medium, and was confirmed to exhibit similar potency against insulin degradation (Ki = 2.5 ± 0.31 

µM, n = 5) (Fig. 4.8B), and highly consistent inhibition constants were also observed for the 

degradation of two other substrates, FRET1 (Ki = 2.7 ± 0.50 µM, n = 6) and amyloid β-protein 

(Aβ) (Ki = 2.1 ± 0.34 µM, n = 6). Notably, P12-3A exhibited essentially no inhibition against 15 
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different proteases tested (Appendix C Fig. S4.6) , suggesting it is highly selective for IDE. Based 

on its potency, stability and selectivity for IDE, P12-3A was selected for use in downstream assays.  

 

Figure 4.8. Structure and activity of P12-3A. A, Structure of cyclized P3-12A. B, Dose-
response of P12-3A against insulin degradation by IDE. Data are mean ± SEM of 5 independent 
experiments. 

Insulin promotes wound healing and overall skin health by affecting a number of processes, 

including cell proliferation (46, 47), cell migration (49, 50), and the production and secretion of 

ECM components, particularly type I collagen (51-57). We therefore assessed the ability of P12-

3A to influence these processes in cultured skin fibroblasts and keratinocytes. To that end, primary 

mouse skin fibroblasts were grown for 4 d in multiple concentrations of insulin in the presence or 

absence of P12-3A, and insulin concentration over time was monitored by ELISA. In untreated 

cells, 10 nM insulin was degraded approximately 90% by day 4 in logarithmically growing cells, 

whereas insulin levels remained constant in cells treated with either 100 µM P12-3A (Fig. 4.9A). 
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These results demonstrate that P12-3A is effective at inhibiting insulin degradation by skin 

fibroblasts and, moreover, confirm that the compound is stable in biological milieu. Relative to 

control cells, cell proliferation in the presence of 10 nM insulin was found to be modestly increased 

in the presence of 100 µM P12-3A (Fig. 4.9B), but this did not achieve statistical significance. 

Finally, the effects of P12-3A on collagen production in were assessed at both the transcriptional 

and the posttranslational level in confluent monolayers of fibroblasts. After 4 d of treatment with 

P12-3A (100 µM), mRNA levels for the major form of collagen, alpha-1 type I collagen 

(COL1A1), were quantified by RT-PCR and found to be increased to ~2.6 times the levels of 

untreated cells (Fig. 4.9C). To assess overall levels of collagen production and secretion, we 

quantified levels of hydroxyproline, a modified amino acid present almost exclusively in collagen 

proteins (82). In the presence of P12-3A, hydroxyproline levels secreted into the medium were 

found to be increased to levels ~4.6 times that secreted by untreated cells (Fig. 4.9D). Western 

blotting also confirmed that mature, cell-associated collagen levels were increased in the presence 

of P12-3A (Fig. 4.9E). Finally, using an in vitro scratch wound assay, P12-3A (100 µM) was found 

to result in statistically significant increases in the migration of keratinocytes in the presence of 

different concentrations of insulin (Fig. 4.9F). 
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Figure 4.9. Effects of P12-3A on cultured skin cells. A, Insulin concentrations as a function of 
time in logarithmically growing primary murine skin fibroblasts in the absence or presence of P12-
3A (100 µM). Note that insulin levels remain constant in the presence of P12-3A, reflecting both 
the effectiveness of the peptide inhibiting insulin degradation and also the stability of the peptide 
in biological milieu. Data are mean ± SEM of 4 independent replications. *P<0.05, **P<0.01. B, 
Proliferation of cells in the absence or presence of P12-3A (100 µM). Data are mean ± SEM of 6 
independent replications. No significant differences were observed. C,D,E, P12-3A (100 µM) 
potentiates insulin-induced collagen production in skin fibroblasts. Collagen production was 
assessed by COL1A1 mRNA levels (C), levels of hydroxyproline secreted into the medium (D), 
and cell-associated mature alpha-1 type I collagen levels detected by Western blotting (E). Data 
are mean ± SD of 4 independent replications. *P<0.05, **P<0.01. F, P12-3A (100 µM) 
potentiates the migration of keratinocytes in a scratch wound assay. Migration of HaCaT cells 48 
h after induction of a scratch wound in the presence of the indicated quantities of insulin and/or 
P12-3A (100 µM). Data are mean ± SEM of 6 independent replications. *P<0.05, **P<0.01. 

 

4.4.4 Discussion 

Although a variety of potent and selective IDE inhibitors have been developed (12-15, 76-

78), current inhibitors are difficult to synthesize, expensive to generate and/or contain chemical 

moieties or constituents with established or undetermined potential for toxicity. Due to these and 

other considerations, existing IDE inhibitors are poorly suited for topical applications. To 
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overcome these limitations, in the present study we aimed to develop peptidic inhibitors of IDE 

suitable for use in wound healing or cosmetic applications. Peptides are easy to manufacture and 

therefore inexpensive to scale up and, being composed solely of all-natural amino acids, are 

unlikely to possess any degree of toxicity. To that end, we used phage display technology to select 

for a range of peptides that bind to IDE with strong affinity, which were then screened for 

resistance to degradation by IDE. One cyclic dodecapeptide in particular, P12-3A, proved to be a 

potent and stable inhibitor of IDE that showed excellent selectivity and also showed no evidence 

of toxicity in cell culture experiments. Critically, P12-3A was found to potentiate a number of 

insulin-stimulated processes relevant to wound healing and skin health, including collagen 

production by fibroblasts and migration of keratinocytes in response to scratch wounds. 

Phage display proved to be a highly effective approach for developing peptidic inhibitors. 

From among six parent peptides selected for further testing, four exhibited low-micromolar Ki 

values against insulin, and one (P12-1) exhibited sub-micromolar potency (Ki = 0.8 ± 0.04 µM). 

Among the modified versions of these parent peptides, an additional five exhibited Ki values <10 

µM; thus nine of the twenty-five peptides tested (36%) showed good activity. These hit rates are 

markedly higher than those obtained through high-throughput compound screening (78, 80, 83) or 

other approaches (15). Notably, the potency of P12-1 (Ki = 800 nM) compares favorably to that 

of the highly optimized and extensively characterized macrocyclic IDE inhibitor, 6bK, which 

shows a IC50 value of ~100 nM against insulin (15). Given that 6bK underwent considerable 

optimization (15), the potency of P12-1, a simple, unmodified dodecapeptide, is notable. 

Although the majority of peptides showed good affinity for IDE, most were also degraded 

by it. Due to the peculiarities of its structure (22, 32, 70, 84), IDE is a pure peptidase that cannot 

degrade proteins; thus it is unsurprising that phage display would reveal sequences that bind 
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strongly while attached to the bacteriophage coat protein but are nevertheless degraded when 

synthesized as a short peptide. The particular stability of P12-3A (and related peptides) likely 

derives from the fact that it contains two cysteines and can therefore form a cyclic peptide. Of 

note, it is unusual for cyclic peptides to emerge from a library of linear peptides, because 

cyclization tends to slow the maturation of the bacteriophage, leaving the phage expressing them 

at a competitive disadvantage when grown in parallel with phage expressing linear peptides. This 

suggests this peptide sequence was strongly favored during the selection process. 

Based on the ability of P12-3A to potentiate insulin-stimulated collagen production and 

cell migration, topical IDE inhibition would appear to hold significant therapeutic potential in 

wound healing, particularly for diabetic patients (45). Given the accruing evidence that insulin 

signaling pathways are critical for wound healing (45, 66) and, given that IDE is abundant in 

wound fluid (74, 75), where it actively degrades insulin, there is a strong prediction that 

pharmacological inhibition of IDE will promote wound healing (14). This prediction is strongly 

supported by the finding that IDE inhibitors potentiate insulin action in vivo in part by preserving 

endogenous insulin (6, 10) and possibly via actions downstream of insulin receptor binding (14). 

Importantly, by contrast to direct topical administration insulin, which can cause life-threatening 

hypoglycemia (69), pharmacological inhibition of IDE possesses no intrinsic risk of triggering 

hypoglycemia (6, 10, 72).  

One of the most immediately implementable potential cosmetic applications for P12-3A 

may be as an adjuvant for microneedling procedures (85). Also known as percutaneous collagen 

induction (86, 87), microneedling is a minimally invasive, widely used technique by which 

production of ECM proteins in the dermis can be stimulated by introducing uniform, sterile 

wounds in a controlled manner (85). Although originally developed for skin rejuvenation, this 
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technique is now being used as a novel treatment for a wide range of cosmetic and medical 

conditions, including acne, alopecia, stretch marks, hyperhidrosis and scarring of multiple types 

(85, 86). Topical application of P12-3A prior to microneedling would permit the delivery of the 

peptide subcutaneously (85), thus maximizing its impact on the processes involved in wound 

repair.  

In sum, using phage display technology, we have generated novel peptidic inhibitors of 

IDE that, by virtue of their low cost of synthesis and minimal risk of toxicity, have the properties 

needed to explore the therapeutic and cosmetic potential of topical IDE inhibition. Given the 

importance of insulin in wound healing and normal skin health, these novel inhibitors, as well as 

future derivatives thereof, will be useful for exploring the involvement of IDE in these processes, 

and may also hold significant value as adjuvants for medicinal and cosmetic treatments.  

4.4.5 Methods/Experimental 

Materials 

Anti-alpha-1 type I collagen antibody (Cat. No. AB765P) and horseradish peroxidase 

(HRP)-conjugated anti-rabbit IgG antibody (Cat. No. A0545) were from Sigma-Aldrich (St. Louis, 

MO, USA). Anti-glyceraldehyde-3-phosphate dehydrogenase (GAPDH; Cat. No. AF5718) 

antibody was from R&D Systems (Minneapolis, MN, USA). HRP-conjugated anti-goat IgG 

antibody (Cat. No. sc-2354) was from Santa Cruz Biotechnology (Santa Cruz, CA, USA). 

Materials for Western blotting and cell culture were from Thermo Fisher Scientific (Waltham, 

MA, USA). Insulin ELISAs (Cat. No. 90082) were from Crystal Chem (Downers Grove, IL, USA). 

Primary murine skin fibroblasts were a generous gift from Dr. Jorge Busciglio (UC Irvine). HaCaT 

cells and optimized growth medium were purchased from AddexBio Technologies (San Diego, 

CA, USA). Unless specified, all other reagents were from Sigma-Aldrich (St. Louis, MO, USA). 
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Phage Display 

The selection of IDE-binding peptide sequences was conducted by phage display using the 

Ph.D.™-C7C and Ph.D.™-12 Phage Display Library Kits from New England Biolabs (Ipswich, 

MA, USA) according to manufacturer’s recommendations. Briefly, purified, glycerol-free, 

recombinant human IDE (100 µg/mL) (34) was immobilized onto Corning® High Bind, 96-well, 

round-bottom plates (Cat. No. CLS3366). After washing and prior to addition of bacteriophage, 

activity assays with FRET1 (see below) were used to confirm the presence of proteolytically active 

IDE in wells coated in parallel with those used for panning. Three rounds of panning were 

conducted, with 2 x 1011 phage/well added at each step. After incubation at room temperature for 

60 min, bound phage were eluted by addition of excess recombinant human insulin (100 µg/mL) 

and amplified for the subsequent round of panning. After the third round of panning, the eluate 

was titered and individual clones were selected for DNA sequencing. Peptide sequences were 

decoded, and consensus sequences searched for using CLC Sequence Viewer (Version 7.5). 

Peptide Synthesis 

Peptides were synthesized by automated solid-phase peptide synthesis by Sigma-Aldrich, 

with the exception of C7C-1, which was synthesized in-house essentially as described (14) and 

analyzed by electrospray-ionization mass spectrometry (ESI-MS; Appendix C Fig. S4.7) and 

HPLC (Appendix C Fig. S4.8). Cosmetic-grade, gram-scale quantities of P12-3A were synthesized 

by GenScript Biotechnology Corp. (Piscataway Township, NJ, USA).  

Degradation Assays 

IDE activity was quantified by monitoring the degradation of Mca-GGFLRKVGQK(Dnp) 

(FRET1, 5 µM) (32, 40), fluoresceinated and biotinylated amyloid β-protein (FAβB; 500 nM) or 

recombinant human insulin (50 nM) in PBS supplemented with 0.05% BSA. FRET1 degradation 
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was measured by changes in fluorescence (Oex = 340 nm, Oem = 420 nm); FAβB degradation was 

monitored by fluorescence polarization (Oex = 488 nm, Oem = 525 nm), as described (28); and 

insulin degradation was quantified by ELISA. In vitro activity assays incorporated recombinant 

human IDE (1 nM) purified from bacteria (34). For quantitation of insulin degradation in primary 

murine skin fibroblasts, cells (1 x 105/well) were plated in 96-well plates and maintained in DMEM 

supplemented with 10% fetal bovine serum (FBS), 2mM glutamine, penicillin and streptomycin. 

After addition of insulin (10 nM or 100 nM), samples of conditioned medium were removed daily 

and quickly frozen, then insulin levels were quantified in parallel by ELISA according to 

manufacturer’s recommendations (Crystal Chem, Downers Grove, IL, USA). Assessment of the 

activity of P12-3A against a variety of matrix-metalloproteases was conducted using the Matrix 

Metalloproteinase (MMP) Inhibitor Profiling Kit, Fluorometric RED (Enzo Life Sciences, Inc., 

Farmingdale, NY, USA) according to manufacturer’s recommendations using the broad-spectrum 

MMP inhibitor, NNGH, as a positive control. Activity assays on additional proteases were 

conducted using the FAβB degradation assay, using a custom protease inhibitor cocktail (PIC) 

comprised of cOmplete™, Mini, EDTA-free Protease Inhibitor Cocktail supplemented with 1,10-

phenanthroline (2 mM) and pepstatin A (5 µM). 

Cell Proliferation 

Primary murine skin fibroblasts cells (1 x 105/well) were plated in 96-well plates, using 

separate plates for each timepoint and endpoint. Cell proliferation was quantified using the 

CellTiter 96® AQueous Non-Radioactive Cell Proliferation Assay (Promega Corp., Madison, WI, 

USA) according to manufacturer’s recommendations.  
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RNA Quantification 

RNA was extracted from freshly lysed cells, reverse transcribed and amplified using the 

Ambion® Fast SYBR® Green Cells-to-CT™ Kit according to manufacturer’s recommendations 

(Thermo Fisher Scientific, Waltham, MA, USA). The quantitative real-time PCR reaction was 

conducted using a 7500 real-time PCR system and analyzed using System SDS software v2.0.5 

(Applied Biosystems). Murine COL1A1 mRNA was detected using the following primers 

(forward: 5’-ACCTAAGGGTACCGCTGGA and reverse: 5’ TCCAGCTTCTCCATCTTTGC). 

Fold change differences between samples were determined using the comparative Ct (ǻǻCt) 

method, normalized to internal standards detected with the SYBR® Green Cells-to-CT™ Control 

Kit according to manufacturer’s recommendations (Thermo Fisher Scientific, Waltham, MA, 

USA) calculated by 2-ǻǻCt.  

Hydroxyproline Quantification 

For quantitation of hydroxyproline secretion by primary murine skin fibroblasts, cells (1 x 

105/well) were plated in 24-well plates DMEM supplemented with 10% FBS, 2mM glutamine, 

penicillin, streptomycin and 100 nM insulin, in the absence or presence of 100 µM P12-3A. After 

incubation for 4 days, the conditioned medium was removed, centrifuged at 1000 x g for 10 min 

to remove cellular debris, and hydroxyproline levels were quantified using the Hydroxyproline 

Assay Kit according to manufacturer’s recommendations (Sigma-Aldrich, St. Louis, MO, USA). 

Western Blotting 

Protein was collected using the M-Per Mammalian Extraction Reagent and the 

concentration was quantified using the Pierce™ BCA Protein Assay Kit according to 

manufacturer’s recommendations (Thermo Fisher Scientific, Waltham, MA, USA). Protein (30 

µg/well) was separated SDS-PAGE under reducing conditions using Novex™ 10% 
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polyacrylamide tris-glycine mini gels and transferred to nitrocellulose membranes as described 

(41). Briefly, membranes were blocked in 5% non-fat milk in tris-buffered saline supplemented 

with 0.2% Tween-20 (TBST), cut into segments and incubated for 1 h at room temperature with 

anti-alpha-1 type I collagen (1:5000) and anti-GAPDH (1:10,000) antibodies, washed extensively 

in TBST, then probed with anti-rabbit (1:20,000) or anti-goat (1:50,000) secondary antibodies, 

respectively, and detected by enhanced chemoluminescence using SuperSignal West Pico 

Substrate. Protein expression, normalized to GAPDH levels, was quantified using the band 

analysis tools of ImageLab software, version 4.1 (Bio-Rad Laboratories, Inc., Hercules, CA, 

USA). 

In Vitro Scratch Wound Assay 

Cell migration in HaCaT cells after induction of scratch wounds was quantified essentially 

as described (88). Briefly, HaCaT cells maintained in optimized DMEM (AddexBio Technologies, 

San Diego, CA, USA) supplemented with 10% FBS, penicillin and streptomycin, were grown to 

confluency in 24-well tissue culture plates, and scratch wounds were induced with a 200-µL pipette 

tip. After growth for 48 h in the absence or presence of insulin (10 nM or 100 nM) and/or P12-3A 

(100 µM), cell migration distance was quantified by two independent, blinded observers using a 

Nikon TMS inverted light microscope (Nikon Corp., Melville, NY, USA) fitted with a ruler reticle. 

Statistical Analyses 

Tests for statistical significance were performed by using the two-tailed Student's t test 

with various levels of significance (P = 0.05, 0.01). For comparisons with unequal numbers of 

replications per group, Hartley's Fmax was calculated to check for homogeneity of variance. All 

calculations and curve fitting were performed in Prism for Mac OS X, version 5.0b (GraphPad 

Software, Inc., La Jolla, CA, USA).  
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4.5 Publication 3: 

Isosteres of hydroxypyridinethione as inhibitors of human insulin-degrading enzyme 

4.5.1 Abstract 

Insulin-degrading enzyme (IDE) is a human mononuclear Zn2+ metalloenzyme that is 

widely regarded as the primary peptidase responsible for insulin degradation. Despite its name, 

IDE is also critically involved in the hydrolysis of several other disparate peptide hormones, 

including glucagon, amylin, and the amyloid β-protein. As such, the study of IDE inhibition is of 

particular relevance for conditions such as type 2 diabetes mellitus and Alzheimer disease. There 

have been few reported IDE inhibitors, and of these, inhibitors that directly target the active-site 

metal ion have yet to be fully explored. In an effort to discover new, metal-binding inhibitors of 

IDE, a library of ~350 metal-binding pharmacophores was screened against IDE, resulting in the 

identification of the 1-hydroxypyridine-2-thione (1,2-HOPTO) as an effective metal-binding 

scaffold. Screening of a focused library of druglike HOPTO isosteres found 3-sulfonamide 

derivative of 1,2-HOPTO to have good activity against IDE (Ki values of ~50 µM). Further 

structure-activity relationship studies yielded several thiophene-sulfonamide HOPTO derivatives 

with good, broad-spectrum activity against IDE that have the potential to be useful 

pharmacological tools for future studies of IDE. 

4.5.2 Introduction 

 Insulin-degrading enzyme (IDE, EC 3.4.24.56), also known as insulysin and insulinase, is 

found across nearly all domains of life, and within mammals, is widely considered to be the 

primary protease responsible for insulin degradation (89). IDE belongs to the inverzincin family 

of metalloproteases, which utilize an active site Zn2+ metal ion to catalyze the hydrolysis of peptide 

bonds (89). The protease is also inhibited by thiol-modifying compounds, and was at one point 
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miscategorized as a cysteine-dependent protease, but it is now known that the cysteine residues 

within IDE are not involved directly in the proteolytic activity of the enzyme (32, 89).  

 Human IDE is a ~113-kDa Zn2+-metalloendopeptidase (Fig. 4.10) that is classified as 

cryptidase-type protease, as it uses a clamshell-like mechanism to encapsulate substrate peptides 

within its abnormally large, 13,000-Å3 internal chamber (90). IDE is comprised of two bowl-

shaped N- and C-terminal domains (NTD, CTD) linked by a hinge that can adopt “open” and 

“closed” conformations (90). Notably, the active site is bipartite, comprised of regions within both 

the NTD and CTD, and is fully formed only when the protease is in the closed conformation (32, 

90). Because substrates must fit completely within the internal chamber to be hydrolyzed, this 

constrains the size of the substrates that can be processed, rendering it a true peptidase and also 

resulting in exquisite substrate selectivity both for the protease itself and also for inhibitors thereof 

(12, 89). The catalytic Zn2+ is coordinated by His108, His112, and Glu188, with an axial bound 

water that completes the tetrahedral coordination geometry of the metal center (Fig. 4.10B) (90). 

To aid in substrate binding, IDE utilizes an exosite ~30 Å away from the catalytic site to anchor 

the N-terminus domain of the various substrates and facilitate substrate unfolding (91, 92). 

Mechanistically, IDE is believed to operate by first enveloping its peptide substrates, with 

hydrolysis occurring only upon complete encapsulation of the substrate (91, 92). In the case of 

insulin, IDE is able to perform multiple peptide cleavages without impacting the disulfide bonds 

that hold the hormone peptide together (91). Following substrate cleavage, IDE re-opens to release 

the hydrolyzed products, and the cycle begins anew (91, 92). 
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Figure 4.10. Structure of IDE. A, The complete structure of IDE, with the NTD in blue and green, 
the CTD in yellow and red, and the connecting hinge in white. B, Magnified image of the buried 
catalytic Zn2+ and metal coordinating residues within the active site (highlighted in box in ‘A’), 
with Zn2+ shown as an orange sphere, water as a red sphere, and coordination bonds as yellow 
dashes. Images produced from PDB structure PDB 4NXO. 
 

 
 Homologues of IDE are found across all domains of life, but within humans, misregulation 

of this mononuclear Zn2+ metallopeptidase has been implicated in both type-2 diabetes mellitus 

(T2DM) and Alzheimer disease (AD) (93, 94). While the biological roles of IDE are not yet fully 

understood, this metalloenzyme is expressed throughout the body, and is found in both the intra- 

and extra-cellular compartments (95). IDE functions to hydrolyze a broad range of peptide 

hormones, yet paradoxically only hydrolyzes certain members of these disparate peptide families 

(90). Chief among the known IDE substrates are insulin, glucagon, amylin, and the amyloid 

E-protein (AE) (96, 97). Of these, three are relevant to T2DM, as amylin promotes satiety (98), 

and insulin and glucagon work in tandem to down- and up-regulate blood glucose, respectively 

(99). Additionally, Aβ accumulates abnormally in AD (100, 101). 

A. B. 
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Figure 4.11. Binding of IDE to a broad range of substrates. Exemplified by: A, insulin, B, 
glucagon, and C, AE (90). The full structure of IDE bound to each substrate is shown on the top, 
with a close-up of the catalytic site below. For glucagon and AE, apo-IDE was used so as to prevent 
substrate hydrolysis. Images produced from PDB structures 2G54, 2G49, and 2G47, respectively. 
 

 Considering the relevance of IDE to various disease states, there has been great interest in 

developing substrate-selective inhibitors of IDE (17), with a particular emphasis on the 

development of tool compounds to disentangle the different biological roles of IDE in relation to 

its various substrates. Among the more sought-after goals related to IDE are compounds that act 

as activators in respect to Aβ degradation, as a means to decrease levels of this neurotoxic peptide 

(100, 101). In addition, there is particular interest in the discovery of compounds that inhibit insulin 

degradation, while retaining IDE activity against other substrates. Such a strategy would 

theoretically provide a novel pharmacological approach to boosting insulin signaling and thereby 

treating T2DM (93, 102, 103). Selective inhibitors of either glucagon or amylin would be of 

considerable value as pharmacological tools to aid in evaluating the biological roles of IDE. 

However, few substrate selective inhibitors of IDE are available. Of the reported IDE inhibitors, 

most are peptidic and bind at the exosite distal to the catalytic Zn2+ (Fig. 4.12). The current best-

in-class inhibitor is a small molecule that is both potent and selective for IDE inhibition for insulin 

hydrolysis (Fig. 4.12C) (17); however, this compound is difficult to synthesize and has yet to be 

examined in cellular studies, so that its clinical value is undetermined. Finally, there remains a 

A. B. C. 
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great experimental need for broad-spectrum inhibitors of IDE that are inexpensive to synthesize at 

scale. 

 Metal-binding inhibitors of IDE have the potential to provide alternative avenues for IDE 

inhibition, but such classes of inhibitor have not been thoroughly explored. Only two hydroxamic 

acid peptide compounds and 1,10-phenanthroline have been reported as metal-binding inhibitors 

of IDE (Fig. 4.12) (104, 105). Hydroxamic acids are known to have potential issues with 

selectivity, pharmacokinetics, and metabolism and 1,10-phenanthroline is a broad-spectrum metal-

stripping agent. 

To develop new inhibitors against IDE, a library of metal-binding pharmacophores (MBPs) 

was screened against IDE. MBPs are small molecules (<300 MW) containing one or more donor 

atoms suited for metal binding (106). As metal binding (a.k.a., dative bond, coordination bond) 

represents a strong, but reversible bond, MBPs are ideally suited for making strong interactions 

with the metalloenzyme active site and thus presents a favorable starting point for further drug 

discovery efforts. The results of screening this library against IDE are described here, revealing 

that 1,2-hydroxypyridine thione (1,2-HOPTO) as a promising fragment lead against this important 

metalloenzyme.  
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Figure 4.12. Structures and inhibition values of previously reported IDE inhibitors (17, 104, 
105, 107-112). A, Cysteine-modifying IDE inhibitors. B, Metal-binding IDE inhibitors, with inset 
showing crystal structure of hydroxamate-based 2 coordinating to the active site Zn2+, PDB 4NXO 
(105). C, Exosite-binding IDE inhibitors, with inset showing the crystal structure of 4 bound to the 
exosite and co-crystallized with insulin (cyan) PDB 6EDS (17). 

4.5.3 Results and Discussion 

Screening of the MBP Library 

 In an effort to broaden the scope of available MBP inhibitors for metalloenzymes, we have 

developed a ~350-component library of small molecules each bearing a unique metal-binding 

group (113, 114). To identify MBPs with the potential for inhibitor development against IDE, this 

library was screened against IDE, testing for inhibition against the degradation of several key 

biological IDE substrates, including insulin, glucagon, amylin, and AE, as well as the synthetic 

fluorogenic peptide, Substrate V (115). Compounds were initially screened against all 5 substrates 

at 500 µM and 50 µM, then for compounds showing good inhibitory activity, Ki values were 

established via dose-response experiments. Approximately 14 compounds exhibited average Ki 

values <100 µM across the 5 different substrates. Based on potency, synthetic tractability and other 

considerations, 1,2-hydroxypyridine thione (1,2-HOPTO, 5, Fig. 4.13) was identified as a 

fragment lead against IDE with an average Ki value of 86 µM against the evaluated substrates. 

 

A. B. 

C. 
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Screening of the Elaborated HOPTO Sublibrary 

 HOPTOs are a known class of powerful metal ligands, particularly suited for Zn2+ binding 

based on hard-soft, acid-base theory (116, 117). They have been established to have bidentate-

binding through a set of oxygen and sulfur donor atoms, where the sulfur has been demonstrated 

to exist predominately in the thione isomer (118). In an effort to broaden the utility of HOPTOs as 

warheads for metalloenzyme inhibition, an expanded library of HOPTO derivatives (Fig. 4.13) 

was prepared and demonstrated to have druglike qualities while maintaining the core metal-

binding capacities (119). As 1,2-HOPTO was identified as a broad-spectrum scaffold for IDE 

inhibition, it was decided to employ this elaborated HOPTO sublibrary against IDE to better 

optimize the MBP warhead before pursuing furthering inhibitor elaboration. Screening of this 

focused HOPTO sublibrary revealed both 3-sulfonamide-1,2-HOPTO (8) and isoquinoline-1,2-

HOPTO (10) to have improved inhibition activity with Ki values of ~50 µM for both compounds. 

It was decided to pursue 8 for further use against IDE, as 8 had better experimentally determined 

aqueous solubility compared to 10. 

 

Figure 2.13. Previously prepared HOPTO compounds tested for IDE inhibition. 
 

 
Modeling of 8 in the IDE Active Site 

 In the absence of a co-crystal structure, 8 was modeled in the active site of IDE to gain 

some rudimentary idea of the compound could potentially bind the IDE active site. The lead 
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fragment 8 has been previously crystallized in a model hydrotris(3,5-phenylmethylpyrazolyl)-

borate [(TpPh,Me)Zn(8)] complex, demonstrating a preferred Zn2+ metal-coordination through 

donor atoms of an axial thione and equatorial hydroxyl (119). Additionally, there have been 

previously reported crystal structures of hydroxamic acid based inhibitors of IDE, showing that 

these compounds bind the active-site Zn2+ through axial carbonyl and equatorial hydroxyl (Fig. 

4.12B) (105). Considering the 1,2-HOPTO MBP core is a cyclized thione hydroxamic acid, the 

structure of hydroxamic acid 2 bound to IDE was used to model the binding of 8 in the IDE active 

site. To prepare the in silico model, the Molecular Operating Environment (MOE) software suite 

was employed (120), using the structure of 8 from the crystal structure of [(TpPh,Me)Zn(8)] and 

superposing it over the hydroxamate of 2 bound in IDE by aligning the thione of 8 with the 

carbonyl of 2, and the hydroxyl of 8 with the hydroxyl of 2. This resulted in the model displayed 

in Figure 4.14, with compound 8 being predicted to bind IDE through the thione and hydroxyl 

donor atoms in a manner consistent with both the model [(TpPh,Me)Zn(8)] and previous hydroxamic 

crystal structures. 

  

 

Figure 4.14. Model of 8 bound to the Zn2+ within the active site of IDE. A, Superposition of 8 
and 2, which was used to create B, a model of 8 bound to the Zn2+ in the IDE active site. C, A 2-
D representation of the model of 8 binding, with Zn2+ in orange, coordination bonds as pink dashes, 
interactions as green arrows, and solvent exposed regions as blue spheres. 
 

 

 

 

A. B. C. 
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Sulfonamide HOPTO Derivative Synthesis and Inhibitory Activity 

To facilitate the use of these sulfonamide derivatized HOPTOs as tool compounds, a readily 

adaptable and simple 3-step synthetic route amenable towards rapid derivatization was developed, 

as detailed in Figure 4.16. Combining a sulfonyl chloride with a suitable amine heterocycle starting 

material in a microwave reactor yielded the desired sulfonamide product. It was found that using 

excess amine relative to sulfonyl chloride aided in decreasing the amount of undesired 

disulfonamide side products generated. This step is highly adaptable to a broad scope of both amine 

and sulfonyl chloride partners, as evidenced by the scope of sulfonamide HOPTOs prepared in this 

study (Fig. 4.15). The subsequent step of oxidation using mCPBA achieves selective oxidation at 

the pyridine nitrogen. The final step of thionation was achieved by heating the oxidized product in 

a solution of freshly prepared saturated NaSH in the presence of KI. This reaction was quenched 

with aqueous HCl, and subsequent work-up of chromatography followed by recrystallization from 

iPrOH with varying amounts of H2O yielded final HOPTO products. In the case of compounds 47 

and 48 (which are designed as negative controls because they lack one donor group), thionation 

was instead achieved by heating the halogenated sulfonamide to reflux at 150 °C in DMF in the 

presence of excess thiourea. Finally, it should be noted that some HOPTO products were isolated 

as mixtures with the oxidized dimer (through the sulfur atom). This dimer is easily reverted to back 

the active thione in the presence of DTT as a reductant. Considering IDE requires DTT in the assay 

buffer to ensure reduction of its 13 Cys residues, DTT in the biochemical assays served the dual 

function of also ensuring the HOPTO species were in the active thione form. 
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Figure 4.15. Sulfonamide HOPTO compounds prepared and tested against IDE. Compounds 
30 and 31 are amide controls, and 47 and 48 are controls lacking the hydroxyl moiety proposed to 
be essential for metal binding. 
 

 

Figure 4.16. Synthesis of sulfonamide HOPTO derivatives. Reagents and conditions: A, 
sulfonyl chloride, pyridine, microwave irradiation, 120 °C, 15 min, 25 – 71%; B, mCPBA, CH2Cl2, 
MeOH, 25 – 35 °C, 16 – 72 h, 28 – 64%; C, sat. aq. NaSH, KI, MeOH, 50 – 100 °C, 4 – 16 h, 6 – 
58%; D, thiourea, DMF, 150 °C, followed by 6 M HCl, 110 °C, 2 h, 22 – 40 %. 
 

 
To further elaborate the lead 8, it was decided to investigate the SAR of the sulfonamide moiety 

to explore other potential interactions within the active site. A preliminary test of phenyl (27) and 

benzyl (28) derivatives showed some improvement relative to parent 8, with 27 having an average 

Ki value (over all tested substrates) of 22 µM, and 28 having an average Ki value of 35 µM. 

Utilizing an aromatic isostere replacement of the phenyl ring to a thiophene substituent yielded 29 

with a further improved average Ki value of 9 µM. 

  

A. B. C. or D. 
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Table 4.3 Ki values (in µM) of parent HOPTO compounds against IDE substrates. 
Compounds 30 and 31 are included as amide variants of the sulfonamide. 
 

Compound Insulin Glucagon Amylin Amyloid-β Substrate V Average Average without Substrate V 

5 39 217 41 108 25 86 101 

8 24 114 31 61 19 50 58 

27 26 10 26 13 36 22 19 

28 57 14 40 19 47 35 33 

29 9 3 10 6 15 9 7 

30 23 26 63 33 140 57 37 

31 27 26 62 36 126 55 38 

 
 

In addition, to validate the contribution of the sulfonamide to the overall activity of 29, 

amide controls 30 and 31 were prepared as respective analogs of 27 and 29. As shown in Table 

4.3, 30 had an average Ki value of 57 µM (37 µM without substrate V) rendering 30 ~2.5-fold less 

active than 27, and 31 had average Ki values of 55 µM (38 µM without substrate V) making 31 

~6-fold less active than 29. As a whole, these data suggest that the sulfonamide moiety makes 

more favorable interactions with the active site relative to amide derivatives. 

Sulfonamide HOPTO SAR Analysis 

In an effort to further improve the activity of the lead thiophene 29, 32 – 46 were synthesized 

(Fig. 4.15). The methyl derivative compounds 32 – 35, were prepared to probe which positions 

would be amenable to further elaboration. These methyl derivatives exhibited flat SAR with 

neither improvement nor loss in activity against IDE and the degradation of its substrates. Within 

the next set of tested alkyl substituents, cyclopropane 36 had a comparatively high average Ki of 

45 µM, whereas the bulky camphor 37, was slightly more on par with the thiophene, with an 

average Ki value of 16 µM. Pyrazole derivatives 38 and 39 were prepared as analogues of the 5-

member thiophene ring and, again, these showed somewhat flat SAR with average Ki values of 16 
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and 23 µM, respectively. To explore alternate variations of the position of the thiophene, the 3-

thiophene 40 and alternate position 2-thiophene compounds 41 and 42 were prepared. Of these, 42 

was the most interesting: although it had a higher average Ki value of 43 µM, it was the most 

selective in this study towards sparing amylin degradation, making 42 of potential interest as a tool 

compound in this regard. 

To examine more lipophilic substituents, 43 – 46 were synthesized. The thiadiazole 45 and 

2-phenyl thiophene 46 showed no improvement relative to 29, but the halogenated derivatives 43 

and 44 showed improvement relative to the parent thiophene, with respective average Ki values of 

11 and 7 µM, and averages of 11 and 5 µM when excluding the synthetic Substrate V. Between 

the halogenated derivatives, the brominated thiophene 44 displayed slightly more broad-spectrum 

activity, with somewhat consistent inhibition levels across the tested substrates, whereas the 

chlorinated thiophene 43 displayed slightly more selectivity, inhibiting the degradation of 

glucagon ~15-fold more potently than insulin. 
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Table 4.4 Inhibitory activity (Ki, µM) of thiophene sulfonamide derivatives against IDE 
substrates. Validation of Metal-Binding Mechanism 

Compound Insulin Glucagon Amylin Amyloid-β Substrate V Average Average without Substrate V 

32 11 6 13 8 27 13 10 

33 23 5 12 6 22 14 11 

34 18 6 13 7 18 12 11 

35 21 5 14 7 27 15 12 

36 51 20 35 22 95 45 32 

37 7 7 19 11 46 18 11 

38 15 6 15 8 36 16 11 

39 21 7 19 13 54 23 15 

40 16 8 14 9 26 15 12 

41 8 11 27 13 29 17 15 

42 27 20 64 20 84 43 33 

43 30 2 7 3 13 11 11 

44 9 2 7 3 14 7 5 

45 26 5 11 10 31 16 13 

46 

47 

48 

55 

>200 

>200 

2 

172 

62 

28 

>200 

84 

13 

>200 

102 

10 

61 

77 

23 

- 

- 

25 

- 

- 

 
 

To validate the mechanism of action as metal-binding at the active site Zn2+, and ensure 

the compounds were not binding elsewhere, a set of non-metal binding controls were prepared 

(Fig. 4.15). Control compounds 47 and 48 were prepared as respective methyl and thiophene 

sulfonamide derivatives lacking the oxygen donor atom of the HOPTO. These controls represent 

a deletion of a crucial portion of the donor atoms required for the bidentate metal-coordination of 

the 1,2-HOPTO ligand, and neither should be capable of strong metal coordination, and as 

expected, did not display strong inhibition against IDE (Table 4.4). 
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4.5.4 Conclusion 

 The goal of this work was to develop novel, easy-to-synthesize metal-binding inhibitors of 

IDE useful as pharmacological tools and potentially as pharmacophores for future therapeutic 

development. IDE relies on an active site Zn2+ for catalytic activity, and controls the levels of 

several biologically important peptide substrates, making IDE inhibition of high importance 

towards conditions such as T2DM as well as AD. Screening an MBP library of ~350 unique 

compounds led to the identification of the HOPTO scaffold as a novel zinc-binding moiety having 

good activity against IDE. Further testing of a specialized druglike HOPTO library resulted in the 

discovery of 3-sulfonamide-1,2-HOPTO as a novel IDE inhibitor, with an average Ki value of 50 

µM against the tested IDE substrates, and derivatization of the sulfonamide resulted in thiophene 

sulfonamide 29, with an average Ki of 9 µM against the IDE substrates. Further SAR studies 

yielded halogen derivatives 43 and 44, of which the bromine 44 had broad-spectrum activity, with 

average Ki value of 5 µM against the physiological IDE substrates, and chlorine 43 was notably 

~15-fold more active against glucagon degradation than insulin degradation. Overall, these 

compounds represent a new class of metal-binding IDE inhibitors, and due to their rapid, facile 

syntheses, can be readily made available to serve as useful pharmacological tools for investigating 

the role of IDE and the various substrates it regulates in numerous biological processes. 
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4.5.5 Methods/Experimental Section 

Synthesis 

Unless otherwise noted, all reagents and solvents were purchased from commercial 

suppliers and used with no additional purification. Microwave reactions were performed using a 

CEM Discover series S-class microwave reactor in pressure-sealed vessels. Silica gel column 

chromatography was performed using a CombiFlash Rf+ Teledyne ISCO system, using hexane, 

ethyl acetate, CH2Cl2 or MeOH as eluents. Separations were monitored via a Teledyne ISCO RF+ 

PurIon ESI-MS detector with 1-Da resolution. 1H NMR spectra were obtained using Varian 400-

MHz and 500-MHz spectrometers at the Department of Chemistry and Biochemistry at UC San 

Diego. 1H NMR data is reported in parts per million relative to the residual non-deuterated solvent 

signals, and spin multiplicities are given as s (singlet), br s (broad singlet), d (doublet), dd (doublet 

of doublets), t (triplet), dt (doublet of triplets), q (quartet), and m (multiplet). When available, 

coupling constants (J) are reported in hertz (Hz). Standard resolution mass spectrometry was 

performed at either the UC San Diego Molecular Mass Spectrometry Facility or on the previously 

described Teledyne ISCO RF+ PurIon ESI-MS detector. 

The synthesis of 5 – 28 was previously reported in Adamek et al. (119). While 29 was 

previously reported in Adamek et al., this key compound was prepared again for this work. The 

purity of compounds 29 – 48 was determined to be at least 90% by analytical HPLC analysis, or 

at least 99.6% by elemental analysis when noted.  

Generation of Sulfonyl Chloride 

5-Phenylthiophene-2-sulfonyl chloride (46a) 
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To a solution of DMF (0.87 mL, 11.2 mmol) cooled to 0 °C while under a nitrogen 

atmosphere, sulfuryl chloride (913 µL, 11.2 mmol) was added dropwise, and the reaction was 

stirred for 15 min, until the mixture formed a white solid. Then 2-phenylthiophene (1.50 g, 9.36 

mmol) was added in one portion, and the solids were heated as a melt at 100 °C for 45 min, noting 

that upon initial addition of the white thiophene, the solid mixture turned yellow, and upon heating, 

melt was observed to occur at 55 °C. Upon reaching 100 °C, the reaction mixture had turned from 

clear yellow to clear green. After heating at 100 °C for 45 min, upon reaction completion, the melt 

was cooled to 25 °C, diluted with ethyl acetate, and ice water was added. With a chilled separatory 

funnel, the product was extracted into organic using 2×15 mL ethyl acetate, and the combined 

organic was washed with brine and dried over magnesium sulfate. The solids were filtered off and 

discarded, and the resulting filtrate was concentrated under reduced pressure to yield a blue liquid. 

The product was then purified by column chromatography, running an isocratic in gradient 100% 

hexanes. Like fractions of the desired product were combined and concentrated under reduced 

pressure, until there was a remaining volume of ~5 mL hexanes, containing a solid precipitate of 

the desired product. The precipitate was collected via vacuum filtration and washed with hexanes 

to obtain 46a (1.25 g, 4.81 mmol, 51%) as a powdery solid that was pale yellow with a greenish 

tint in color. 1HNMR (400 MHz, (CD3)2SO): 7.60 (d, J = 7.6, 2H), 7.39 (t, J = 7.6, 2H), 7.31 – 

7.27 (m, 2H), 7.11 (d, J = 2.8, 1H).  

Sulfonamide Coupling 

General Sulfonamide Coupling Protocol 

Unless otherwise noted, the following protocol was used for sulfonamide coupling. To a 

heat-gun dried microwave vessel equipped with stir bar and charged with a solution of starting 
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amine (1.3 eq) in 2 mL dry pyridine, sulfonyl chloride (1.0 eq) was added in one portion. The 

mixture was placed in a microwave reactor and irradiated at 120 °C for 15 min. Upon cooling, the 

reaction mixture was diluted with 15 mL ethyl acetate, and washed with 2×15 mL 4 M HCl. The 

aqueous was back-extracted with an additional 15 mL ethyl acetate, and the combined organic was 

washed with brine, dried over magnesium sulfate, and the solids were filtered off and discarded. 

The filtrate was concentrated under reduced pressure, and the resulting crude was purified by 

column chromatography, running gradient from 100% hexanes to 100% ethyl acetate. The desired 

sulfonamide product typically eluted in 50% ethyl acetate in hexanes. Like fractions were 

combined and concentrated under reduced pressure to obtain the desired sulfonamide product that 

was used directly in the subsequent step. As previously noted, some coupling reactions resulted in 

an inseparable mix of sulfonamide and disulfonamide products. These mixtures were carried over 

directly into the next step with no additional purification. 

N-(2-Bromopyridin-3-yl)thiophene-2-sulfonamide (29a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(1.50 g, 8.67 mmol) and thiophene-2-sulfonyl chloride (1.27 g, 6.94 mmol), the desired product 

29a (1.53 g, 4.80 mmol, 55%) was obtained as a peach colored solid. 1H NMR (400 MHz, DMSO-

d6): δ 10.41 (br s, 1H), 8.25 (d, J = 4.4, 1H), 7.97 (d, J = 5.2, 1H), 7.70 (d, J = 7.6, 1H), 7.49 – 

7.44 (m, 2H), 7.16 (t, J = 4.4, 1H); ESI-MS(-): m/z 317.18 [M - H]-. 

N-(2-Bromopyridin-3-yl)benzamide (30a) 

To a 0 °C solution of 2-bromopyridin-3-amine (0.600 g, 3.47 mmol) and pyridine (0.56 

mL, 6.9 mmol) in 10 mL CH2Cl2, a mixture of benzoyl chloride (269 µL, 2.31 mmol) in 5 mL 

CH2Cl2 was added dropwise. The reaction mixture was allowed to slowly warm to 25 °C for 16 h, 
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and was then diluted with an additional 15 mL CH2Cl2, and was washed with 20 mL 4 M HCl. 

The aqueous was back-extracted with 10 mL CH2Cl2, and the combined organic phase was washed 

with brine, dried over magnesium sulfate, and the solids were filtered off and discarded. The filtrate 

was concentrated under reduced pressure, and the resulting crude was purified by column 

chromatography, running gradient from 100% hexanes to 100% ethyl acetate. The desired product 

eluted in 50% ethyl acetate in hexanes. Like fractions were combined and concentrated under 

reduced pressure to obtain 30a (0.549 g, 1.98 mmol, 86 %) as a clear oil that solidified upon 

standing. 1H NMR (400 MHz, DMSO-d6): δ 10.10 (br s, 1H), 8.30 (dd, J1 = 4.4, J2 = 1.2, 1H), 

8.01 (d, J = 7.2, 3H), 7.65 – 7.47 (m, 4H); ESI-MS(+): m/z 277.12 [M + H]+. 

N-(2-Bromopyridin-3-yl)thiophene-2-carboxamide (31a) 

Following the same protocol used in 30a, from 2-bromopyridin-3-amine (0.600 g, 3.47 

mmol), pyridine (0.56 mL, 6.9 mmol), and thiophene-2-carbonyl chloride (247 µL, 2.31 mmol), 

the desired 31a (0.536 g, 1.89 mmol, 82%) was obtained as a clear oil that solidified upon standing. 

1H NMR (400 MHz, DMSO-d6): δ 10.23 (br s, 1H), 8.30 (d, J = 4.8, 1H), 8.02 (d, J = 3.6, 1H), 

7.96 (d, J = 7.6, 1H), 7.90 (d, J = 5.2, 1H), 7.51 (dd, J1 = 7.6, J2 = 0.8, 1H), 7.25 (t, J = 5.2, 1H); 

ESI-MS(+): m/z 283.11 [M + H]+. 

N-(2-Bromopyridin-3-yl)-5-methylthiophene-2-sulfonamide (32a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.600 g, 3.47 mmol) and 5-methylthiophene-2-sulfonyl chloride (608 µL, 4.51 mmol), the desired 

product 32a (0.380 g, 1.14 mmol, 33%) was obtained as a light yellow oil that solidified upon 

standing. 1H NMR (400 MHz, DMSO-d6): δ 10.31 (br s, 1H), 8.24 (dd, J1 = 4.8, J2 = 1.6, 1H), 
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7.68 (dd, J1 = 7.6, J2 = 1.6, 1H), 7.45 (dd, J1 = 8.0, J2 = 4.8, 1H), 7.30 (d, J = 3.6, 1H), 6.87 (dd, 

J1 = 4.0, J2 = 1.2, 1H), 2.48 (s, 3H); ESI-MS(+): m/z 333.10 [M + H]+. 

N-(2-Bromopyridin-3-yl)-4-methylthiophene-2-sulfonamide (33a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.484 g, 2.80 mmol) and 4-methylthiophene-2-sulfonyl chloride (0.500 g, 2.54 mmol), the desired 

product 33a (0.560 g, 1.68 mmol, 66%) was obtained as a slightly impure white solid that was 

used directly in the next step without any additional purification. 1H NMR (400 MHz, DMSO-d6): 

δ 10.39 (br s, 1H), 8.24 (dd, J1 = 4.4, J2 = 1.2, 1H), 7.67 (dd, J1 = 8.0, J2 = 1.2, 1H), 7.55 – 7.54 

(m, 2H), 7.45 (dd, J1 = 7.6, J2 = 4.4, 1H), 7.35 (s, 1H), 2.19 (s, 3H); ESI-MS(-): m/z 333.15 [M - 

H]-. 

N-(2-Bromo-5-methylpyridin-3-yl)thiophene-2-sulfonamide (34a) 

Following the general method for sulfonamide coupling, from 2-bromo-5-methylpyridin-

3-amine (0.500 g, 2.67 mmol) and thiophene-2-sulfonyl chloride (0.635 g, 3.48 mmol), the desired 

product 34a (0.513 g, 1.20 mmol, 43%) was obtained as a white solid contaminated with 

approximately 25% disulfonamide product. The product was used directly in the next step without 

any additional purification. 1H NMR (400 MHz, DMSO-d6): δ 10.31 (br s, 1H), 8.10 (s, 1H), 7.96 

(d, J = 5.2, 1H), 7.52 (s, 1H), 7.48 (d, J = 3.6, 1H), 7.16 (t, J = 4.8, 1H), 2.25 (s, 3H); ESI-MS(+): 

m/z 331.29 [M + H]+. 

N-(2-Bromo-6-methylpyridin-3-yl)thiophene-2-sulfonamide (35a) 

Following the general method for sulfonamide coupling, from 2-bromo-6-methylpyridin-

3-amine (0.500 g, 2.67 mmol) and thiophene-2-sulfonyl chloride (0.635 g, 3.48 mmol), the desired 
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product 35a (0.746 g, 1.90 mmol, 71%) was obtained as a white solid contaminated with 

approximately 15% disulfonamide product. The product was used directly in the next step without 

any additional purification. 1H NMR (400 MHz, DMSO-d6): δ 10.25 (br s, 1H), 7.96 (d, J = 4.8, 

1H), 7.53 (d, J = 8.0, 1H), 7.45 (d, J = 3.6, 1H), 7.30 (d, J = 7.6, 1H), 7.15 (t, J = 4.8, 1H), 2.41 (s, 

3H); ESI-MS(-): m/z 331.26 [M - H]-. 

N-(2-Bromopyridin-3-yl)cyclopropanesulfonamide (36a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.750 g, 4.34 mmol) and cyclopropanesulfonyl chloride (662 µL, 6.50 mmol), the desired product 

36a (0.850 g, 3.07 mmol, 71%) was obtained as a light yellow solid. 1H NMR (400 MHz, DMSO-

d6): δ 9.70 (br s, 1H), 8.26 (dt, J1 = 4.4, J2 = 1.6, 1H), 7.84 (dt, J1 = 8.0, J2 = 1.6, 1H), 7.46 (qd, J1 

= 4.4, J2 = 1.6, 1H), 2.77 – 2.70 (m, 1H), 1.01 – 0.96 (m, 2H), 0.90 – 0.86 (m, 2H); ESI-MS(+): 

m/z 279.12 [M + H]+. 

N-(2-Chloropyridin-3-yl)-1-((1R,4S)-7,7-dimethyl-2-oxobicyclo[2.2.1]heptan-1-

yl)methanesulfonamide (37a) 

Following the general method for sulfonamide coupling, from 2-chloropyridin-3-amine 

(0.350 g, 2.02 mmol) and ((1R,4S)-7,7-dimethyl-2-oxobicyclo[2.2.1]-heptan-1-

yl)methanesulfonyl chloride (0.650 g, 2.59 mmol), the desired product 37a (0.382 g, 1.11 mmol, 

43%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.79 (br s, 1H), 8.25 

(d, J = 4.8, 1H), 7.95 (d, J = 8.0, 1H), 7.47 (dd, J1 = 8.0, J2 = 4.8, 1H), 3.50 (d, J = 14.8, 1H), 3.15 

(d, J = 14.8, 1H), 2.38 – 2.29 (m, 2H), 2.06 (t, J = 4.4, 1H), 1.97 – 1.91 (m, 2H), 1.59 – 1.52 (m, 

1H), 1.43 – 1.37 (m, 1H), 1.01 (s, 3H), 0.79 (s, 3H); ESI-MS(+): m/z 343.31 [M + H]+. 
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N-(2-Bromopyridin-3-yl)-1-methyl-1H-pyrazole-3-sulfonamide (38a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.500 g, 2.89 mmol) and 1-methyl-1H-pyrazole-3-sulfonyl chloride (0.475 g, 2.63 mmol), the 

desired product 38a (0.354 g, 1.12 mmol, 43%) was obtained as a pale tan oil that solidified upon 

standing. 1H NMR (400 MHz, DMSO-d6): δ 10.18 (br s, 1H), 8.21 (dd, J1 = 4.8, J2 = 1.6, 1H), 

7.88 (d, J = 2.0, 1H), 7.72 (dd, J1 = 8.0, J2 = 1.6, 1H), 7.42 (dd, J1 = 8.0, J2 = 4.8, 1H), 6.57 (d, J 

= 2.4, 1H), 3.91 (s, 3H); ESI-MS(+): m/z 317.25 [M + H]+. 

N-(2-bromopyridin-3-yl)-1-methyl-1H-pyrazole-4-sulfonamide (39a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.500 g, 2.89 mmol) and 1-methyl-1H-pyrazole-4-sulfonyl chloride (0.626 g, 3.47 mmol), the 

desired product 39a (0.611 g, 1.93 mmol, 67%) was obtained as a clear oil that solidified upon 

standing to a white solid. 1H NMR (400 MHz, DMSO-d6): δ 9.97 (br s, 1H), 8.23 (s, 1H), 8.21 

(dd, J1 = 4.8, J2 = 1.6, 1H), 7.69 (s, 1H), 7.67 (d, J = 1.6, 1H), 7.42 (dd, J1 = 8.0, J2 = 4.8, 1H), 

3.85 (s, 3H); ESI-MS(-): m/z 315.20 [M - H]-. 

N-(2-Bromopyridin-3-yl)thiophene-3-sulfonamide (40a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.600 g, 3.47 mmol) and thiophene-3-sulfonyl chloride (823 mg, 4.51 mmol), the desired product 

40a (0.583 g, 1.83 mmol, 53%) was obtained as a light brown oil that solidified upon standing. 1H 

NMR (400 MHz, DMSO-d6): δ 10.17 (br s, 1H), 8.22 – 8.21 (m, 1H), 8.12 – 8.11 (m, 1H), 7.76 – 

7.74 (m, 1H), 7.64 – 7.61 (m, 1H), 7.44 – 7.40 (m, 1H), 7.28 – 7.26 (m, 1H); ESI-MS(-): m/z 

317.19 [M - H]-. 
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N-(2-Bromopyridin-4-yl)thiophene-2-sulfonamide (41a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-4-amine 

(0.750 g, 4.34 mmol) and thiophene-2-sulfonyl chloride (1.19 g, 6.50 mmol), the desired product 

41a (1.37 g, 4.29 mmol, 55%) was obtained as a pale yellow oil that solidified upon standing to a 

white solid. 1H NMR (400 MHz, DMSO-d6): δ 11.57 (br s, 1H), 8.19 (d, J = 6.0, 1H), 8.01 (dd, J1 

= 4.8, J2 = 1.2, 1H), 7.79 (dd, J1 = 3.6, J2 = 1.2, 1H), 7.24 (d, J = 2.0, 1H), 7.20 – 7.16 (m, 2H); 

ESI-MS(+): m/z 321.13 [M + H]+. 

N-(6-Bromopyridin-3-yl)thiophene-2-sulfonamide (42a) 

Following the general method for sulfonamide coupling, from 6-bromopyridin-3-amine 

(0.750 g, 4.34 mmol) and thiophene-2-sulfonyl chloride (1.19 g, 6.50 mmol), the desired product 

42a (1.38 g, 4.29 mmol) was obtained in theoretical yield as a pale yellow solid contaminated with 

approximately 50% disulfonamide product. The product was used directly in the next step without 

any additional purification. 1H NMR (400 MHz, DMSO-d6): δ 10.87 (br s, 1H), 8.26 (dd, J1 = 4.8, 

J2 = 1.2, 1H), 8.12 (d, J = 2.8, 1H), 7.95 (dd, J1 = 5.2, J2 = 1.2, 1H), 7.79 (dd, J1 = 4.0, J2 = 1.6, 

1H), 7.62 – 7.57 (m, 2H), 7.30 (t, J = 5.2, 1H); ESI-MS(+): m/z 321.15 [M + H]+. 

N-(2-Bromopyridin-3-yl)-5-chlorothiophene-2-sulfonamide (43a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(3.00 g, 17.3 mmol) and 5-chlorothiophene-2-sulfonyl chloride (1.86 mL, 13.9 mmol), the desired 

product 43a (2.27 g, 6.41 mmol, 37%) was obtained as a light tan solid contaminated with 

approximately 10% disulfonamide product. The product was used directly in the next step without 

any additional purification. 1H NMR (400 MHz, DMSO-d6): δ 10.65 (br s, 1H), 8.28 (dd, J1 = 4.4, 
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J2 = 1.2, 1H), 7.71 (dd, J1 = 8.0, J2 = 1.6, 1H), 7.48 (dd, J1 = 8.0, J2 = 4.8, 1H), 7.37 (d, J = 4.0, 

1H), 7.25 (d, J = 4.0, 1H); ESI-MS(-): m/z 353.09 [M - H]-. 

5-Bromo-N-(2-bromopyridin-3-yl)thiophene-2-sulfonamide (44a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(1.00 g, 5.78 mmol) and 5-bromothiophene-2-sulfonyl chloride (1.21 g, 4.62 mmol), the desired 

product 44a (1.41 g, 3.54 mmol, 61%) was obtained as a pale yellow solid contaminated with 

approximately 20% disulfonamide product. The product was used directly in the next step without 

any additional purification. 1H NMR (400 MHz, DMSO-d6): δ 10.64 (br s, 1H), 8.28 (d, J = 4.4, 

1H), 7.72 – 7.68 (m, 2H), 7.51 – 7.46 (m, 2H); ESI-MS(-): m/z 397.03 [M - H]-. 

N-(2-bromopyridin-3-yl)benzo[c][1,2,5]thiadiazole-4-sulfonamide (45a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(0.350 g, 2.02 mmol) and benzo[c][1,2,5]thiadiazole-4-sulfonyl chloride (0.380 g, 1.62 mmol), the 

desired product 45a (0.382 g, 1.03 mmol, 5l%) was obtained as a cream colored solid. 1H NMR 

(400 MHz, DMSO-d6): δ 10.49 (br s, 1H), 8.41 (d, J = 8.8, 1H), 8.21 (dd, J1 = 4.8, J2 = 1.6, 1H), 

8.13 (d, J = 6.8, 1H), 7.84 – 7.76 (m, 2H), 7.43 (dd, J1 = 8.0, J2 = 4.8, 1H); ESI-MS(+): m/z 373.16 

[M + H]+. 

N-(2-Chloropyridin-3-yl)-1-((1R,4S)-7,7-dimethyl-2-oxobicyclo[2.2.1]heptan-1-

yl)methanesulfonamide (46b) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(1.08 g, 6.23 mmol) and 46a (1.24 g, 4.79 mmol), the desired product 46b (1.13 g, 2.85 mmol, 

60%) was obtained as a fluffy bright white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.53 (br s, 
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1H), 8.28 – 8.26 (m, 1H), 7.75 – 7.70 (m, 3H), 7.56 (d, J = 2.4, 1H), 7.48 – 7.39 (m, 5H); ESI-

MS(+): m/z 393.23 [M + H]+. 

N-(2-bromopyridin-3-yl)methanesulfonamide (47a) 

Following the general method for sulfonamide coupling, from 2-bromopyridin-3-amine 

(1.08 g, 6.23 mmol) and methanesulfonyl chloride (645 µL, 8.33 mmol), the desired product 47a 

(0.510 g, 2.05 mmol, 25%) was obtained as a pale yellow liquid contaminated with approximately 

50% disulfonamide product. The product was used directly in the next step without any additional 

purification. 1H NMR (400 MHz, DMSO-d6): δ 9.66 (br s, 1H), 8.23 (d, J = 8.0, 1H), 7.83 (d, J = 

7.6, 1H), 7.48 – 7.45 (m, 1H), 3.11 (s, 3H); ESI-MS(-): m/z 249 [M - H]-. 

Oxidation 

General Oxidation Coupling Protocol 

Unless otherwise noted, the following protocol was used. To a solution of sulfonamide in 

20 mL 1:1 CH2Cl2/MeOH, a solution of mCPBA (5 eq.) in 10 mL 1:1 CH2Cl2/MeOH was added 

in one portion. The reaction mixture was then heated at 35 °C for 72 h. Upon completion, the 

reaction mixture was concentrated under reduced pressure and the resulting crude was purified by 

column chromatography, running gradient first from 100% hexanes to 100% ethyl acetate, and 

then from 100% CH2Cl2 to 15% MeOH in CH2Cl2. The desired products typically eluted in 8 – 10 

% MeOH in CH2Cl2. Like fractions were combined and concentrated under reduced pressure to 

obtain the desired oxidized product that was used directly in the subsequent step 

2-Bromo-3-(thiophene-2-sulfonamido)pyridine 1-oxide (29b) 
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Following the general method for oxidation, from 29a (1.50 g, 4.70 mmol) and mCPBA 

(6.32 g, 77.0% Wt, 28.2 mmol), at 25 °C for 16 h, the desired product 29b (0.742 g, 2.21 mmol, 

55%) was obtained as a light yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 10.61 (br s, 1H), 

8.35 (d, J = 6.8, 1H), 7.99 (d, J = 4.8, 1H), 7.55 (d, J = 3.6, 1H), 7.39 (t, J = 6.8, 1H), 7.21 – 7.16 

(m, 2H); ESI-MS(-): m/z 333.11 [M - H]-. 

3-Benzamido-2-bromopyridine 1-oxide (30b) 

Following the general method for oxidation, from 30a (0.540 g, 1.95 mmol) and mCPBA 

(2.18 g, 77.0% Wt, 9.74 mmol), at 35 °C for 16 h, the desired product 30b (0.169 g, 0.577 mmol, 

30%) was obtained as an off-white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.34 (br s, 1H), 8.42 

(d, J = 6.4, 1H), 7.98 (d, J = 7.2, 1H), 7.64 (t, J = 7.2, 1H), 7.58 – 7.52 (m, 2H), 7.46 (t, J = 6.4, 

1H); ESI-MS(+): m/z 293.05 [M + H]+. 

2-bromo-3-(thiophene-2-carboxamido)pyridine 1-oxide (31b) 

Following the general method for oxidation, from 31a (0.530 g, 1.87 mmol) and mCPBA 

(2.10 g, 77.0% Wt, 9.36 mmol), at 35 °C for 16 h, the desired product 31b (0.358 g, 1.20 mmol, 

64%) was obtained as a yellow oil that solidified upon standing. 1H NMR (400 MHz, DMSO-d6): 

δ 10.38 (br s, 1H), 8.42 (dd, J1 = 6.0, J2 = 1.6, 1H), 8.01 (dd, J1 = 2.8, J2 = 0.8, 1H), 7.92 (dd, J1 = 

4.8, J2 = 0.8, 1H), 7.51 – 7.46 (m, 2H), 7.25 (dt, J1 = 3.6, J2 = 1.2, 1H); ESI-MS(+): m/z 299.02 

[M + H]+. 

2-Bromo-3-((5-methylthiophene)-2-sulfonamido)pyridine 1-oxide (32b) 

Following the general method for oxidation, from 32a (0.380 g, 1.28 mmol) and mCPBA 

(1.28 g, 77.0% Wt, 5.70 mmol), at 25 °C for 67 h, the desired product 32b (0.202 g, 0.578 mmol, 
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51%) was obtained as an off-white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.52 (br s, 1H), 8.35 

(d, J = 6.4, 1H), 7.40 – 7.37 (m, 2H), 7.21 (d, J = 8.0, 1H), 6.88 (d, J = 3.2, 1H), 2.48 (s, 3H); ESI-

MS(-): m/z 347.16 [M - H]-. 

2-Bromo-3-((4-methylthiophene)-2-sulfonamido)pyridine 1-oxide (33b) 

Following the general method for oxidation, from 33a (0.560 g, 1.68 mmol) and mCPBA 

(1.88 g, 77.0% Wt, 8.40 mmol), at 25 °C for 72 h, the desired product 33b (0.192 g, 0.550 mmol, 

33%) was obtained as a yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 10.56 (br s, 1H), 8.35 (d, 

J = 6.4, 1H), 7.58 (s, 1H), 7.42 (s, 1H), 7.38 (t, J = 6.4, 1H), 7.19 (d, J = 8.4, 1H), 2.20 (s, 3H); 

ESI-MS(-): m/z 349.10 [M - H]-. 

2-Bromo-5-methyl-3-(thiophene-2-sulfonamido)pyridine 1-oxide (34b) 

Following the general method for oxidation, from 34a (0.500 g, 1.13 mmol) and mCPBA 

(1.68 g, 77.0% Wt, 7.50 mmol), at 30 °C for 16 h, the desired product 34b (0.101 g, 0.289 mmol, 

26%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 10.53 (br s, 1H), 

8.29 (s, 1H), 7.98 (d, J = 5.2, 1H), 7.55 (d, J = 4.0, 1H), 7.16 (t, J = 4.0, 1H), 7.01 (s, 1H), 2.20 (s, 

3H); ESI-MS(+): m/z 349.11 [M + H]+. 

2-Bromo-6-methyl-3-(thiophene-2-sulfonamido)pyridine 1-oxide (35b) 

Following the general method for oxidation, from 35a (0.730 g, 1.86 mmol) and mCPBA 

(5.87 g, 77.0% Wt, 2.45 mmol), at 30 °C for 20 h, the desired product 35b (0.216 g, 0.289 mmol, 

33%) was obtained as a white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.50 (br s, 1H), 7.98 (d, 

J = 4.8, 1H), 7.52 (d, J = 3.6, 1H), 7.46 (d, J = 8.4, 1H), 7.16 (t, J = 8.8, 1H), 7.11 (d, J = 8.4, 1H), 

2.37 (s, 3H); ESI-MS(+): m/z 349.14 [M + H]+. 
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2-Bromo-3-(cyclopropanesulfonamido)pyridine 1-oxide (36b) 

Following the general method for oxidation, from 36a (0.890 g, 3.13 mmol) and mCPBA 

(3.60 g, 77.0% Wt, 16.1 mmol), at 30 °C for 16 h, the desired product 36b (0.470 g, 0.160 mmol, 

50%) was obtained as a white solid. 1H NMR (400 MHz, DMSO-d6): δ 9.87 (br s, 1H), 8.36 (dd, 

J1 = 5.2, J2 = 2.4, 1H), 7.42 – 7.37 (m, 2H), 2.81 – 2.75 (m, 1H), 1.03 – 0.98 (m, 2H), 0.97 – 0.91 

(m, 2H); ESI-MS(+): m/z 295.14 [M + H]+. 

2-Chloro-3-((((1R,4S)-7,7-dimethyl-2-oxobicyclo[2.2.1]heptan-1-

yl)methyl)sulfonamido)pyridine 1-oxide (37b) 

Following the general method for oxidation, from 37a (0.380 g, 1.11 mmol) and mCPBA 

(1.24 g, 77.0% Wt, 5.54 mmol), at 40 °C for 4 d, the desired product 37b (0.241 g, 0.672 mmol, 

61%) was obtained as a yellow oil that solidified upon standing. 1H NMR (400 MHz, DMSO-d6): 

δ 7.98 (d, J = 6.4, 1H), 7.42 (d, J = 8.4, 1H), 7.19 (t, J = 8.0, 1H), 3.37 (d, J = 5.6, 1H), 2.95 (d, J 

= 14.8, 1H), 2.52 – 2.46 (m, 1H), 2.33 – 2.27 (m, 1H), 2.01 (t, J = 4.0, 1H), 1.90 – 1.86 (m, 2H), 

1.53 – 1.46 (m, 1H), 1.39 – 1.33 (m, 1H), 1.00 (s, 3H), 0.76 (s, 3H); ESI-MS(+): m/z 357.31 [M + 

H]+. 

2-Bromo-3-((1-methyl-1H-pyrazole)-3-sulfonamido)pyridine 1-oxide (38b) 

Following the general method for oxidation, from 38a (0.350 g, 1.10 mmol) and mCPBA 

(1.24 g, 77.0% Wt, 5.52 mmol), at 30 °C for 72 h, the desired product 38b (0.166 g, 0.498 mmol, 

45%) was obtained as a yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 10.40 (br s, 1H), 8.33 (d, 

J = 6.4, 1H), 7.90 (s, 1H), 7.36 (d, J = 1.2, 1H), 7.25 (d, J = 8.4, 1H), 6.61 (s, 1H), 3.91 (s, 3H); 

ESI-MS(+): m/z 333.14 [M + H]+. 
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2-Bromo-3-((1-methyl-1H-pyrazole)-3-sulfonamido)pyridine 1-oxide (39b) 

Following the general method for oxidation, from 39a (0.600 g, 1.89 mmol) and mCPBA 

(2.12 g, 77.0% Wt, 9.46 mmol), at 30 °C for 16 h, the desired product 39b (0.212 g, 0.636 mmol, 

34%) was obtained as an off-white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.18 (br s, 1H), 8.31 

(dd, J1 = 6.4, J2 = 1.2, 1H), 8.28 (s, 1H), 7.74 (s, 1H), 7.36 (t, J = 6.8, 1H), 7.20 (dd, J1 = 8.4, J2 = 

0.8, 1H), 3.85 (s, 3H); ESI-MS(+): m/z 331.17 [M + H]+. 

2-Bromo-3-(thiophene-3-sulfonamido)pyridine 1-oxide (40b) 

Following the general method for oxidation, from 40a (0.580 g, 1.82 mmol) and mCPBA 

(2.04 g, 77.0% Wt, 9.09 mmol), at 25 °C for 67 h, the desired product 40b (0.256 g, 0.763 mmol, 

42%) was obtained as an off-white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.61 (br s, 1H), 8.35 

(d, J = 6.8, 1H), 7.99 (d, J = 4.8, 1H), 7.55 (d, J = 3.6, 1H), 7.39 (t, J = 6.8, 1H), 7.21 – 7.16 (m, 

2H); ESI-MS(-): m/z 333.22 [M - H]-. 

2-Bromo-4-(thiophene-2-sulfonamido)pyridine 1-oxide (41b) 

Following the general method for oxidation, from 41a (1.00 g, 3.13 mmol) and mCPBA 

(2.11 g, 77.0% Wt, 9.40 mmol), at 35 °C for 16 h, the desired product 41b (0.298 g, 0.889 mmol, 

28%) was obtained as a white solid. 1H NMR (400 MHz, DMSO-d6): δ 11.30 (br s, 1H), 8.31 (d, 

J = 7.2, 1H), 7.98 (d, J = 4.8, 1H), 7.70 (d, J = 3.6, 1H), 7.44 (d, J = 2.8, 1H), 7.19 – 7.14 (m, 2H); 

ESI-MS(+): m/z 335.10 [M + H]+. 

2-Bromo-4-(thiophene-2-sulfonamido)pyridine 1-oxide (42b) 
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Following the general method for oxidation, from 42a (1.00 g, 3.13 mmol) and mCPBA 

(2.11 g, 77.0% Wt, 9.40 mmol), at 35 °C for 16 h, the desired product 42b (0.323 g, 0.964 mmol, 

31%) was obtained as a white solid. 1H NMR (400 MHz, DMSO-d6): δ 11.09 (br s, 1H), 8.13 (d, 

J = 2.0, 1H), 7.99 (dd, J1 = 4.8, J2 = 1.6, 1H), 7.81 (d, J = 8.8, 1H), 7.68 (dd, J1 = 4.0, J2 = 1.2, 

1H), 7.17 (dd, J1 = 5.2, J2 = 4.0, 1H), 7.04 (dd, J1 = 8.8, J2 = 2.0, 1H); ESI-MS(+): m/z 335.08 [M 

+ H]+. 

2-Bromo-3-((5-chlorothiophene)-2-sulfonamido)pyridine 1-oxide (43b) 

Following the general method for oxidation, from 43a (1.80 g, 1.86 mmol) and mCPBA 

(6.84 g, 77.0% Wt, 5.09 mmol), at 35 °C for 48 h, the desired product 43b (0.876 g, 2.37 mmol, 

47%) was obtained as a yellow-tan solid. 1H NMR (400 MHz, DMSO-d6): δ 10.85 (br s, 1H), 8.39 

(dd, J1 = 6.4, J2 = 0.8, 1H), 7.44 (d, J = 4.0, 1H), 7.40 (t, J = 6.4, 1H), 7.25 (d, J = 4.0, 1H), 7.22 

(dd, J1 = 8.4, J2 = 0.8, 1H); ESI-MS(-): m/z 369.12 [M - H]-. 

2-Bromo-3-((5-chlorothiophene)-2-sulfonamido)pyridine 1-oxide (44b) 

Following the general method for oxidation, from 44a (1.40 g, 3.52 mmol) and mCPBA 

(3.94 g, 77.0% Wt, 17.6 mmol), at 35 °C for 6 d, the desired product 44b (0.497 g, 1.20 mmol, 

34%) was obtained as a tan solid. 1H NMR (400 MHz, DMSO-d6): δ 10.81 (br s, 1H), 8.37 (d, J = 

6.4, 1H), 7.42 – 7.39 (m, 2H), 7.34 (d, J = 4.0, 1H), 7.21 (d, J = 8.4, 1H); ESI-MS(-): m/z 413.02 

[M - H]-. 

3-(Benzo[c][1,2,5]thiadiazole-4-sulfonamido)-2-bromopyridine 1-oxide (45b) 

Following the general method for oxidation, from 45a (0.350 g, 0.943 mmol) and mCPBA 

(1.06 g, 77.0% Wt, 4.71 mmol), at 30 °C for 5 d, the desired product 45b (0.147 g, 0.380 mmol, 
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40%) was obtained as a tan solid. 1H NMR (400 MHz, DMSO-d6): δ 8.26 (d, J = 8.8, 1H), 8.08 (d, 

J = 7.2, 1H), 7.94 – 7.92 (m, 1H), 7.60 (t, J = 6.8, 1H), 7.17 (d, J = 8.4, 1H), 7.10 – 7.06 (m, 1H); 

ESI-MS(+): m/z 389.11 [M + H]+. 

2-Bromo-3-((5-phenylthiophene)-2-sulfonamido)pyridine 1-oxide (46c) 

Following the general method for oxidation, from 46b (1.05 g, 2.66 mmol) and mCPBA 

(2.98 g, 77.0% Wt, 13.3 mmol), at 35 °C for 16 h, the desired product 46c (0.590 g, 1.43 mmol, 

54%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 10.73 (br s, 1H), 

8.36 (d, J = 6.4, 1H), 7.71 (d, J = 7.6, 2H), 7.57 – 7.54 (m, 2H), 7.47 – 7.39 (m, 4H), 7.25 (d, J = 

8.4, 1H); ESI-MS(+): m/z 409.17 [M + H]+. 

Thionation 

General Thionation Protocol 

The starting material and 1.5 equivalents of KI were dissolved in 5 mL DI water with a 

minimal amount of MeOH to dissolve as needed. Then 5 mL of saturated freshly prepared sodium 

hydrogen sulfide solution (excess) was added to the solution containing the starting material. The 

reaction mixture was then heated at 50 – 100 °C for 3 – 16 h. Upon reaction completion as indicated 

by TLC, the reaction mixture was cooled to 0 °C, and slowly quenched with 6 M HCl. CAUTION: 

The neutralization of NaSH using acid generates H2S gas, which is both highly flammable and 

highly toxic by inhalation; only perform neutralization in well-vented fume hood. After waiting 

~5 min to allow the resultant H2S gas to evolve and disperse, the resulting mixture was extracted 

into organic using 3×15 mL ethyl acetate. The combined organic was washed with aqueous 1 M 

Na2S2O3, until the aqueous went from cloudy to clear. Then the organic was washed with brine, 
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dried over magnesium sulfate, and the solids were filtered off and discarded. The filtrate was 

concentrated under reduced pressure, and the remaining residue was then purified by column 

chromatography, using a gradient of 100% hexanes to 100% CH2Cl2, and then to 15% MeOH in 

CH2Cl2. The desired product typically eluted around 80% CH2Cl2 in hexanes. When necessary, 

the collected product was recrystallized from 7:3 IPA to water. The crystals were collected via 

vacuum filtration and rinsed with a small amount of cold IPA to obtain the desired final products. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (29) 

Following the above general thionation protocol, from 29b (0.500 g, 1.49 mmol) with KI 

(0.371 g, 2.24 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 29 (0.160 g, 

0.555 mmol, 37%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.50 

(br s, 1H), 8.17 (d, J = 6.8, 1H), 7.98 (d, J = 4.8, 1H), 7.72 (d, J = 4.0, 1H), 7.59 (d, J = 8.0, 1H), 

7.14 (t, J = 4.8, 1H), 6.88 (d, J = 7.6, 1H); 13C NMR (500 MHz, DMSO-d6): δ 164.3, 138.6, 137.3, 

135.4, 134.3, 134.0, 128.4, 119.4, 112.8; HRMS (ESI-TOF): m/z calcd for [C9H7N2O3S3]-: 

286.9624 [M-H]-; found: 286.9626. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)benzamide (30) 

Following the above general thionation protocol, from 30b (0.160 g, 0.546 mmol) with KI 

(0.136 g, 0.819 mmol) in 5 mL saturated NaSH solution (excess) at 40 °C for 16 h, 30 (0.065 g, 

0.260 mmol, 48%) was obtained as an off white solid. 1H NMR (400 MHz, DMSO-d6): δ 10.55 

(br s, 1H), 8.55 (d, J = 7.6, 1H), 8.21 (d, J = 7.2, 1H), 7.96 (d, J = 7.6, 2H), 7.69 – 7.60 (m, 3H), 

6.98 (t, J = 7.6, 1H); 13C NMR (500 MHz, DMSO-d6): δ 165.2, 163.4, 138.7, 134.1, 133.1, 132.6, 

129.7, 127.5, 119.1, 113.4; HRMS (ESI-TOF): m/z calcd for [C12H9N2O2S]-: 245.0390 [M-H]-; 

found: 245.0391. 
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N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-carboxamide (31) 

Following the above general thionation protocol, from 31b (0.350 g, 1.17 mmol) with KI 

(0.291 g, 1.76 mmol) in 5 mL saturated NaSH solution (excess) at 40 °C for 16 h, 31 (0.130 g, 

0.515 mmol, 44%) was obtained as a grey solid. 1H NMR (400 MHz, DMSO-d6): δ 10.42 (br s, 

1H), 8.41 (d, J = 7.6, 1H), 8.21 (d, J = 6.8, 1H), 7.96 (d, J = 4.8, 1H), 7.82 (d, J = 3.2, 1H), 7.27 

(t, J = 3.6, 1H), 6.96 (t, J = 6.8, 1H); 13C NMR (500 MHz, DMSO-d6): δ 163.3, 160.0, 138.7, 

138.4, 133.5, 132.6, 130.0, 129.2, 119.3, 113.3; HRMS (ESI-TOF): m/z calcd for [C10H7N2O2S2]-

: 250.9954 [M-H]-; found: 250.9957. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)-5-methylthiophene-2-sulfonamide (32) 

Following the above general thionation protocol, from 32b (0.200 g, 0.573 mmol) with KI 

(0.143 g, 0.859 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 32 (0.058 g, 

0.18 mmol, 33%), was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.44 (br 

s, 1H), 8.17 (d, J = 6.8, 1H), 7.58 – 7.56 (m, 2H), 6.90 – 6.87 (m, 2H), 2.45 (s, 3H); 13C NMR (500 

MHz, DMSO-d6): δ 164.0, 149.7, 137.4, 135.3, 134.8, 133.9, 127.0, 118.7, 112.9, 15.6; HRMS 

(ESI-TOF): m/z calcd for [C10H9N2O3S3]-: 300.9781 [M-H]-; found: 300.9780. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)-4-methylthiophene-2-sulfonamide (33) 

Following the above general thionation protocol, from 33b (0.190 g, 0.544 mmol) with KI 

(0.135 g, 0.816 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 5 h, 33 (0.070 g, 

0.230 mmol, 43%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.47 

(br s, 1H), 8.17 (dd, J1 = 6.8, J2 = 1.2, 1H), 7.58 – 7.56 (m, 3H), 6.89 (t, J = 8.0, 1H), 2.16 (s, 3H); 
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13C NMR (500 MHz, DMSO-d6): δ 166.5, 153.3, 148.23, 139.3, 138.6, 134.9, 132.7, 129.7, 124.4, 

15.5; HRMS (ESI-TOF): m/z calcd for [C10H9N2O3S3]-: 300.9781 [M-H]-; found: 300.9778. 

N-(1-Hydroxy-5-methyl-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (34) 

Following the above general thionation protocol, from 34b (0.100 g, 0.286 mmol) with KI 

(0.071 g, 0.430 mmol) in 3 mL saturated NaSH solution (excess) at 75 °C for 3 h, 34 (0.0057 g, 

0.019 mmol, 7%) was obtained as a very pale yellow solid. 1H NMR (400 MHz, Acetone-d6): δ 

8.65 (br s, 1H), 8.17 (s, 1H), 7.92 (d, J = 4.8, 1H), 7.77 (d, J = 4.0, 1H), 7.63 (s, 1H), 7.16 (t, J = 

4.0, 1H), 2.34 (s, 3H); HRMS (ESI-TOF): m/z calcd for [C10H9N2O3S3]-: 300.9781 [M-H]-; found: 

300.9779. 

N-(1-Hydroxy-5-methyl-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (35) 

Following the above general thionation protocol, from 35b (0.210 g, 0.601 mmol) with KI 

(0.150 g, 0.902 mmol) in 3 mL saturated NaSH solution (excess) at 75 °C for 3 h, 35 (0.011 g, 

0.036 mmol, 6%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 12.49 

(br s, 1H), 9.35 (br s, 1H), 7.95 (d, J = 4.8, 1H), 7.68 (d, J = 4.0, 1H), 7.55 (d, J = 8.0, 1H), 7.12 

(t, J = 4.0, 1H), 6.85 (d, J = 8.0, 1H), 2.41 (s, 3H); HRMS (ESI-TOF): m/z calcd for [C10H9N2O3S3]-

: 300.9781 [M-H]-; found: 300.9778. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)cyclopropanesulfonamide (36) 

Following the above general thionation protocol, from 36b (0.460 g, 0.157 mmol) with KI 

(0.391 g, 2.35 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 36 (0.132 g, 

0.534 mmol, 34%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 8.94 

(br s, 1H), 8.22 (dd, J1 = 6.8, J2 = 1.2, 1H), 7.58 (dd, J1 = 7.6, J2 = 0.8, 1H), 6.90 (t, J = 7.6, 1H), 
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2.87 – 2.81 (m, 1H), 1.05 – 0.95 (m, 4H); 13C NMR (500 MHz, DMSO-d6): δ 153.2, 147.9, 135.3, 

133.1, 123.9, 30.9, 5.9; HRMS (ESI-TOF): m/z calcd for [C8H9N2O3S2]-: 245.0060 [M-H]-; found: 

245.0061. 

1-((1R,4S)-7,7-Dimethyl-2-oxobicyclo[2.2.1]heptan-1-yl)-N-(1-hydroxy-2-thioxo-1,2-

dihydropyridin-3-yl)methanesulfonamide (37) 

Following the above general thionation protocol, from 37b (0.240 g, 0.669 mmol) with KI 

(0.167 g, 1.00 mmol) in 5 mL saturated NaSH solution (excess) at 80 °C for 6 h, 37 (0.011 g, 0.031 

mmol, 5%) was obtained as a dark grey solid. 1H NMR (400 MHz, DMSO-d6): δ 11.63 (br s, 1H), 

8.45 (br s, 1H), 8.31 (d, J = 6.4, 1H), 7.81 (d, J = 7.6, 1H), 7.11 (t, J = 7.2, 1H), 3.66 (d, J = 15.2, 

1H), 3.30 (d, J = 10.8, 1H), 2.46 – 2.34 (m, 2H), 2.15 – 2.13 (m, 1H), 1.94 (d, J = 18.4, 2H), 1.82 

– 1.75 (m, 1H), 1.53 – 1.47 (m, 1H), 1.09 (s, 3H), 0.87 (s, 3H); HRMS (ESI-TOF): m/z calcd for 

[C15H19N2O4S2]-: 355.0792 [M-H]-; found: 355.0789. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)-1-methyl-1H-pyrazole-3-sulfonamide (38) 

Following the above general thionation protocol, from 38b (0.166 g, 0.498 mmol) with KI 

(0.124 g, 0.747 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 5 h, 38 (0.047 g, 

0.17 mmol, 33%) was obtained as a light grey solid. 1H NMR (400 MHz, DMSO-d6): δ 9.35 (br s, 

1H), 8.14 (d, J = 6.8, 1H), 7.88 (d, J = 1.6, 1H), 7.54 (d, J = 7.6, 1H), 6.87 (t, J = 7.6, 1H), 6.78 

(d, J = 1.6, 1H), 3.87 (s, 3H); 13C NMR (500 MHz, DMSO-d6): δ 152.7, 149.5, 147.7, 134.2, 133.8, 

133.2, 124.2, 107.3, 25.9; HRMS (ESI-TOF): m/z calcd for [C9H9N4O3S2]-: 285.0122 [M-H]-; 

found: 285.0122. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)-1-methyl-1H-pyrazole-4-sulfonamide (39) 
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Following the above general thionation protocol, from 39b (0.210 g, 0.630 mmol) with KI 

(0.157 g, 0.945 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 5 h, 39 (0.057 g, 

0.20 mmol, 32%) was obtained as a dark grey solid. 1H NMR (400 MHz, DMSO-d6): δ 9.24 (br s, 

1H), 8.14 (d, J = 6.8, 1H), 8.44 (s, 1H), 8.14 (d, J = 6.8, 1H), 7.85 (s, 1H), 7.53 (d, J = 8.0, 1H), 

6.86 (t, J = 7.6, 1H), 3.82 (s, 3H); 13C NMR (500 MHz, DMSO-d6): δ 163.6, 138.8, 137.7, 133.9, 

133.3, 119.9, 117.8, 113.0, 25.9; HRMS (ESI-TOF): m/z calcd for [C9H9N4O3S2]-: 285.0122 [M-

H]-; found: 285.0121. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-3-sulfonamide (40) 

Following the above general thionation protocol, from 40b (0.250 g, 0.746 mmol) with KI 

(0.186 g, 1.12 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 40 (0.053 g, 

0.18 mmol, 25%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.36 (br 

s, 1H), 8.40 – 8.39 (m, 1H), 8.14 (d, J = 6.8, 1H), 7.73 – 7.71 (m, 1H), 7.54 (d, J = 8.0, 1H), 7.35 

(d, J = 5.2, 1H), 6.84 (t, J = 8.0, 1H); 13C NMR (500 MHz, DMSO-d6): δ 153.2, 148.1, 147.8, 

139.2, 132.6, 130.2, 125.6, 124.2, 119.7; HRMS (ESI-TOF): m/z calcd for [C9H7N2O3S3]-: 

286.9624 [M-H]-; found: 286.9623. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-4-yl)thiophene-2-sulfonamide (41) 

Following the above general thionation protocol, from 41b (0.290 g, 0.865 mmol) with KI 

(0.215 g, 2.30 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 41 (0.083 g, 

0.288 mmol, 33%) was obtained as a very pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 

11.95 (br s, 1H), 11.44 (br s, 1H), 8.25 (dd, J1 = 7.2, J2 = 3.6, 1H), 8.04 – 8.02 (m, 1H), 7.76 – 

7.74 (m, 1H), 7.22 – 7.18 (m, 2H), 6.64 – 6.62 (m, 1H); HRMS (ESI-TOF): m/z calcd for 

[C9H7N2O3S3]-: 286.9624 [M-H]-; found: 286.9627. 



205 
 

N-(1-Hydroxy-6-thioxo-1,6-dihydropyridin-3-yl)thiophene-2-sulfonamide (42) 

Following the above general thionation protocol, from 42b (0.310 g, 0.925 mmol) with KI 

(0.230 g, 2.39 mmol) in 5 mL saturated NaSH solution (excess) at 100 °C for 8 h, 42 (0.028 g, 

0.097 mmol, 10%) was obtained as a pale yellow solid. 1H NMR (400 MHz, Acetone-d6): δ 8.31 

(dd, J1 = 2.4, J2 = 0.4, 1H), 7.93 (dd, J1 = 4.8, J2 = 1.2, 1H), 7.64 (dd, J1 = 3.6, J2 = 1.2, 1H), 7.58 

(dd, J1 = 9.2, J2 = 0.4, 1H), 7.33 (dd, J1 = 9.2, J2 = 2.4, 1H), 7.19 (dd, J1 = 5.2, J2 = 4.0, 1H); 13C 

NMR (500 MHz, DMSO-d6): δ 167.0, 139.0, 134.8, 133.7, 133.6, 129.5, 129.4, 128.5, 125.8; 

HRMS (ESI-TOF): m/z calcd for [C9H7N2O3S3]-: 286.9624 [M-H]-; found: 286.9626. 

5-Chloro-N-(1-hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (43) 

Following the above general thionation protocol, from 43b (0.300 g, 0.812 mmol) with KI 

(0.202 g, 1.22 mmol) in 5 mL saturated NaSH solution (excess) at 65 °C for 16 h, 43 (0.152 g, 

0.471 mmol, 58%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.64 

(br s, 1H), 8.23 (dd, J1 = 6.8, J2 = 0.8, 1H), 7.62 – 7.57 (m, 2H), 7.23 (d, J = 4.0, 1H), 6.89 (t, J = 

7.2, 1H); 13C NMR (500 MHz, DMSO-d6): δ 164.7, 137.2, 136.9, 134.5, 134.2, 128.7, 121.0, 112.8; 

HRMS (ESI-TOF): m/z calcd for [C9H6ClN2O3S3]-: 320.9235 [M-H]-; found: 320.9234. 

5-Bromo-N-(1-hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (44) 

Following the above general thionation protocol, from 44b (0.300 g, 0.724 mmol) with KI 

(0.180 g, 1.09 mmol) in 5 mL saturated NaSH solution (excess) at 75 °C for 17 h, 44 (0.050 g, 

0.14 mmol, 19%) was obtained as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.62 (br 

s, 1H), 8.22 (d, J = 6.8, 1H), 7.59 – 7.56 (m, 2H), 7.32 (d, J = 3.6, 1H), 6.89 (t, J = 7.2, 1H); 13C 
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NMR (500 MHz, DMSO-d6): δ 164.6, 139.7, 137.0, 134.9, 134.4, 132.1, 121.0, 120.8, 112.8; 

HRMS (ESI-TOF): m/z calcd for [C9H6BrN2O3S3]-: 364.8729 [M-H]-; found: 364.8728. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)benzo[c][1,2,5]thiadiazole-4-sulfonamide 

(45) 

Following the above general thionation protocol, from 45b (0.150 g, 0.387 mmol) with KI 

(0.0965 g, 0.581 mmol) in 5 mL saturated NaSH solution (excess) at 75 °C for 17 h, 45 (0.018 g, 

0.053 mmol, 14%) was obtained as a deep yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.73 

(br s, 1H), 8.40 (d, J = 8.8, 1H), 8.32 (d, J = 7.2, 1H), 8.06 (d, J = 6.8, 1H), 7.84 (t, J = 6.8, 1H), 

7.56 (d, J = 8.0, 1H), 6.78 (t, J = 6.8, 1H); HRMS (ESI-TOF): m/z calcd for [C11H7N4O3S3]-: 

338.9686 [M-H]-; found: 338.9683. 

N-(1-Hydroxy-2-thioxo-1,2-dihydropyridin-3-yl)-5-phenylthiophene-2-sulfonamide (46) 

Following the above general thionation protocol, from 46c (0.400 g, 0.973 mmol) with KI 

(0.242 g, 1.46 mmol) in 5 mL saturated NaSH solution (excess) at 60 °C for 16 h, 46 (0.153 g, 

0.420 mmol, 43%) was obtained as a light yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 9.58 

(br s, 1H), 8.19 (d, J = 7.2, 1H), 7.74 (d, J = 3.6, 1H), 7.70 – 7.66 (m, 2H), 7.62 (d, J = 8.0, 1H), 

7.55 (d, J = 4.0, 1H), 7.51 – 7.39 (m, 4H), 6.90 (t, J = 7.6, 1H); 13C NMR (500 MHz, DMSO-d6): 

δ 150.3, 147.5, 136.1, 133.6, 129.8, 129.7, 129.6, 129.1, 128.5, 128.4, 126.8, 126.5, 125.8, 125.7, 

123.9, 113.2. 

N-(2-Thioxo-1,2-dihydropyridin-3-yl)methanesulfonamide (47) 

To a solution of 47a (0.500 g, 50% Wt, 0.996 mmol) in 15 mL DMF, thiourea (1.82 g, 23.9 

mmol) was added in one portion, and the reaction was placed under argon and heated to reflux at 
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150 °C for 12 h, after which the reaction mixture had changed color to dark brown. Then the 

reaction was cooled to 110 °C, and 6 M HCl (15 mL, 90 mmol) was added in one portion; the 

reaction was heated at 110°C for an additional 2 h. Then the reaction mixture was cooled to 25 °C, 

diluted with 50 mL brine, and extracted into organic using 3×15 mL ethyl acetate. The combined 

organic was washed with an additional 15 mL brine, dried over magnesium sulfate, and the solids 

were filtered off and discarded. The filtrate was concentrated under reduced pressure, and the 

resulting crude was purified by column chromatography, running gradient from 100% hexanes to 

100% ethyl acetate, and then from 100% CH2Cl2 to 15% MeOH in CH2Cl2. The desired product 

eluted in 85% ethyl acetate in hexanes. Like fractions of the desired product were combined and 

concentrated under reduced pressure. The resulting solid was recrystallized from 3:1 ethyl acetate 

to hexanes, and the solid was collected via vacuum filtration and washed with hexanes to obtain 

47 (0.081 g, 0.40 mmol, 40 %) as a pale yellow solid. 1H NMR (400 MHz, DMSO-d6): δ 8.71 (br 

s, 1H), 7.61 – 7.58 (m, 2H), 6.90 (t, J = 6.8, 1H), 3.16 (s, 3H); HRMS (ESI-TOF): m/z calcd for 

C6H9N2O2S2+: 205.0100 [M+H]+; found: 205.0103. 

N-(2-Thioxo-1,2-dihydropyridin-3-yl)thiophene-2-sulfonamide (48) 

Following the same protocol used in 47, from 29a (0.500 g, 1.57 mmol) and thiourea (1.43 

g, 18.8 mmol) the desired 48 (0.094 g, 0.35 mmol, 22%) was obtained as a deep yellow solid. 1H 

NMR (400 MHz, DMSO-d6): δ 9.27 (br s, 1H), 7.98 (d, J = 4.8, 1H), 7.73 (d, J = 0.8, 1H), 7.65 

(d, J = 7.6, 1H), 7.57 (d, J = 6.0, 1H), 7.16 – 7.15 (m, 1H), 6.88 (d, J = 7.6, 1H); 13C NMR (500 

MHz, DMSO-d6): δ 168.3, 138.6, 136.4, 135.3, 134.3, 133.8, 128.4, 122.6, 114.2; HRMS (ESI-

TOF): m/z calcd for C9H7N2O2S3-: 270.9675 [M-H]-; found: 270.9675. 

Activity Assays 
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The degradation of Aβ, glucagon, amylin and insulin was quantified by fluorescence 

polarization-based assays using fluoresceinated and biotinylated peptides, as described (18, 28). 

For Substrate V, fluorescence dequenching was monitored continuously (Oex = 385 nm; Oem = 425 

nm). Bacterially expressed, recombinant human IDE, generated as described (34) was used in all 

assays. Reactions were performed in Buffer A (PBS supplemented with 0.05% BSA and 0.5 mM 

DTT) and, for discontinuous assays, terminated by addition of 10-fold excess avidin (monomer) 

relative to the substrate concentration and 2 mM 1,10-phenanthroline. A peptidic inhibitor of IDE, 

P12-3A (27) was used as a positive control. All MBP fragments were tested in at least 3 

independent experiments, with results normalized to DMSO-only and no-enzyme controls. All 

activity assays were conducted in 384-well format on a SpectraMAX M5e multilable plate reader 

(Molecular Devices). IC50 values were obtained from normalized activity data by curve fitting 

within Prism v8.1 (GraphPad Software Inc.) and converted to Ki values using the Cheng-Prusoff 

equation and published KM values for each substrate (18, 28, 90). 

Molecular Modelling  

The in silico model of 8 bound to the IDE active site was prepared by using the superpose 

function within the Molecular Operating Environment (MOE) software suite to align the structure 

of Zn-bound 8 from the structure of [(TpPh,Me)Zn(8)] with the hydroxamic acid of 2 from PDB 

4NXO. The atoms of the thione in 8 were aligned with the carbonyl atoms of the hydroxamate 

group in 2, and likewise, the hydroxyl atoms of 8 were aligned with the hydroxyl atoms of 2, 

resulting in a model of 8 bound to the Zn2+ within the IDE active site. Upon modelling 8 in the 

IDE active site, the image was visually rendered using Pymol. 
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4.6 Conclusions 

 In this chapter we have described the development and detailed characterization of novel 

assays for proteolytic degradation of glucagon by IDE (18), which—together with assays for other 

substrates—was used to discover cyclic peptide inhibitors of IDE by phage display (27) and to 

discover and optimize novel zinc-binding IDE inhibitors, some of which exhibit substrate-

dependent inhibition.  

 From an experimental perspective, the long-term objective of these efforts is to develop a 

collection of substrate-selective inhibitors of IDE (as was done already for insulin (17)), ideally 

with properties that make them suitable for use in cultured cells and in vivo. Inhibitors selective 

for AE, for example, could be used to investigate the role of IDE in AD in a more targeted manner 

than is achievable by genetic manipulation of the IDE gene. Inhibitors selective for amylin would 

also be of special interest, given that amylin is highly amyloidogenic (121), forming islet amyloid 

in T2DM (122) and deposits in brain in AD (123). The assays we have developed will facilitate 

these goals, and the IDE inhibitors we have already discovered using them could represent 

pharmacophores for future therapeutic development.  

 From a therapeutic perspective, one goal has been to develop IDE inhibitors suitable for 

topical use in wound healing and in cosmetic applications such as microneedling (85-87). We 

succeeded in discovering potent and selective peptidic inhibitors for IDE that have the advantage 

of being made of all-natural amino acids and being inexpensive to generate (27). However, these 

bulky peptidic inhibitors are unlikely to penetrate well into the skin, and may be cell impermeant, 

so there remains a strong need for small-molecule IDE inhibitors more likely to be cell- and skin-

penetrant. We have gone part way towards the completion of that goal with the development of 

very small-molecule IDE inhibitors that target the active-site zinc. The goal of using IDE inhibitors 
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to treat or manage T2DM would seem to be a plausible strategy, given the work of Maianti and 

colleagues showing that a potent IDE inhibitor exhibited multiple antidiabetic properties in vivo 

(110). However, emerging evidence suggests that the biology of IDE is likely more complicated 

than originally believed. For example, IDE has been shown to regulate insulin secretion from the 

pancreas (124, 125) and appears also to be involved in the machinery mediating insulin uptake 

(126). Paradoxically, liver-specific overexpression of IDE was recently found to reverse diabetes 

in mice, raising serious questions about the logic of using IDE inhibitors for the same goal (127). 

Finally, given its role as an AEDP, IDE has been considered a potential target for AD. In this case, 

the objective would be to increase rather than decrease IDE proteolytic activity. Although this 

might seem an impossible goal, pharmacological activators of IDE have in fact been discovered 

already (29), and the assays we have developed could in principle be used to discover activators 

selective for AE.  
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CHAPTER 5 

CONCLUSIONS 

5.1 Concluding remarks 

 Alzheimer disease (AD) is an incredibly complex disease that currently affects over 30 

million people worldwide (1, 2), and there is a vital need for advancements in biomarker 

development, diagnostics, and therapeutics, as well as in our basic understanding of the cause(s) 

of late-onset AD (LOAD) in particular. The work in this dissertation has focused on key regulators 

of amyloid β-protein (Aβ)—Aβ-degrading proteases (AβDPs)—both as possible candidates for 

LOAD risk and also as tools for addressing specific mechanistic hypotheses about the disease. 

Although therapeutics targeting Aβ have so far proven unsuccessful in clinical tests of patients 

already showing symptoms, there remains incontrovertible evidence implicating a causal role in 

the etiology the disease. Given that Aβ can accumulate >20 years before cognitive changes are 

identified (3), it is becoming increasingly urgent to explore what changes are mediated by Aβ at 

earlier time frames in the course of the disease. Understanding how non-genetic risk-factors for 

AD, such as head injury, affect Aβ proteostasis promises to yield fresh insights into the molecular 

pathogenesis of LOAD, and could lead to new prophylactic uses for existing Aβ-lowering 

therapeutics.  

 The work in this dissertation focused on AβDPs, a relatively poorly understood aspect of 

AD pathogenesis. This is evidenced most strikingly by our discovery of CatD as a major AβDP, 

which has emerged a full 20 years after in vivo validation of the first AβDP, neprilysin (4). By 

several measures, CatD is the most impactful regulator of cerebral Aβ levels yet identified, and 

yet this key role had gone unrecognized for decades. CatD’s role in Aβ proteostasis is not only 

significant from a sheer quantitative perspective, but also more qualitatively; our finding that CatD 
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can regulate Aβ42/40 ratios reveals a novel and wholly unexpected mechanism by which this 

critical parameter can be regulated. In addition, the finding that CatD regulates lysosomal pools of 

Aβ holds significance because it demonstrates that a significant portion of newly synthesized Aβ 

is trafficked to lysosomes; heretofore Aβ was widely considered as primarily a secreted protein, 

so this finding truly advances our basic understanding of the fundamental biology of Aβ 

proteostasis.  

 The work in this dissertation also highlights the value of utilizing AβDPs as powerful tools 

for investigating AD pathogenesis. First, in Aim 1 inhibition of AβDPs was used as tool to 

reversibly increase cerebral Aβ levels and, thereby, investigate the specific mechanistic hypothesis 

that acute increases in Aβ can trigger LOAD in the context of aging (and in the absence of EOAD 

mutations). Second, our discovery in Aim 2 of CatD as a major intracellular AβDP can also be 

construed as the development of a new tool. Because CatD’s effect was limited so exclusively to 

lysosomal Aβ, it becomes possible to selectively manipulate this pool by targeting CatD; this, in 

turn, makes it feasible for the first time to experimentally address key questions about the relative 

importance of this pool of Aβ. Finally, the value of AβDPs as experimental tools is frequently 

dependent on reagents that can manipulate them, and Aim 3 was focused on developing substrate-

selective IDE modulators. IDE degrades both Aβ and insulin and consequently is implicated in the 

pathogenesis of both AD and diabetes. To properly assess IDE’s role in AD, tools that can 

selectively alter its ability to degrade Aβ are needed, and the assays we developed, as well as the 

novel IDE inhibitors we discovered with them, help advance this long-term objective. 
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5.2 Future directions 

 Several aspects of this body of work warrant further investigation. From Aim 1, we learned 

that the hAβ-KI mouse line successfully models what occurs following brain injury in humans—

namely a transient elevation of cerebral Aβ. This finding augurs well for the use of this model and 

other APP-KI models similar to it, to uncover the molecular mechanisms underlying various AD 

risk factors. On the other hand, this model failed to develop Aβ plaques up to 22 months of age, 

despite the induction of large elevations in cerebral Aβ lasting 4 weeks. Problematically, it is 

difficult to disentangle whether the failure to develop plaques was the fault of the treatment or the 

model itself. With respect to the treatment, it is notable that phosphoramidon treatment resulted in 

larger effects on shorter, less amyloidogenic Aβ species, than on more amyloidogenic Aβ42 

peptide, resulting in reductions, for example, in the Aβ42/40 ratio (whereas the opposite was seen 

with head injury in the same model). It is conceivable that elevations in Aβ per se might not be 

sufficient to trigger amyloidogenesis, requiring instead appreciable increases in the Aβ42/40 ratio. 

On the other hand, the hAβ-KI line might not be sufficiently aggressive to trigger amyloid 

deposition. In this regard, it is notable that a very similar APP knock-in model featuring the 

Swedish double mutation (NL) that increases Aβ production 2-fold also fails to develop amyloid 

deposits(5). On the other hand, adding the Iberian (F) mutations to the Swedish mutation, which 

increases the Aβ42/40 ratio, leads to reliable amyloidogenesis when two copies are present (6). 

We propose that to faithfully model LOAD, a balance must be struck between models that are 

insufficiently aggressive and those that develop plaques inexorably. In this regard, it is notable that 

mice with just one copy of the NL-F APP knock-in allele develop diffuse plaques by 24 months 

of age, then go on to develop only modest amounts of dense-core plaques by 30 months of age. 
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This temporal sequence resembles what occurs in normal human aging, and so might be an ideal 

model for testing factors that trigger or modulate the risk for LOAD.  

 From our second Aim, we conclusively demonstrated that CatD is a major AβDP, with a 

knock-out mouse line accumulating drastic levels of Aβ in a very short time frame. Unfortunately, 

global deletion of CatD also causes premature lethality. Consequently, we advise further 

experimentation using conditional—and preferably reversible—approaches, which could be done 

either with genetic methods or via the development of selective CatD inhibitors. With regards to 

our third Aim, we strongly encourage continuing the efforts to develop substrate-selective IDE 

modulators. These research directions are incredibly promising; elucidating how early Aβ 

accumulation affects AD risk hold great promise both for advancing our fundamental 

understanding of AD pathogenesis and also for developing effective therapies targeting this 

devastating disease of brain and mind.  

 

 

 

 

 

 

 

 

 

 

  



225 
 

5.3 References 

1. Alzheimer's A. 2012 Alzheimer's disease facts and figures. Alzheimers Dement. 
2012;8(2):131-68. 

2. Hebert LE, Scherr PA, Bienias JL, Bennett DA, Evans DA. Alzheimer Disease in the US 
Population Prevalence Estimates Using the 2000 Census. Arch Neurol. 2003;60(8):1119-22. 

3. Sperling RA, Aisen PS, Beckett LA, Bennett DA, Craft S, Fagan AM, et al. Toward 
defining the preclinical stages of Alzheimer's disease: recommendations from the National 
Institute on Aging-Alzheimer's Association workgroups on diagnostic guidelines for Alzheimer's 
disease. Alzheimers Dement. 2011;7(3):280-92. 

4. Iwata N, Tsubuki S, Takaki Y, Watanabe K, Sekiguchi M, Hosoki E, et al. Identification 
of the major Abeta1-42-degrading catabolic pathway in brain parenchyma: suppression leads to 
biochemical and pathological deposition. Nat Med. 2000;6(2):143-50. 

5. Tambini MD, Yao W, D'Adamio L. Facilitation of glutamate, but not GABA, release in 
Familial Alzheimer's APP mutant Knock-in rats with increased beta-cleavage of APP. Aging Cell. 
2019;18(6):e13033. 

6. Saito T, Matsuba Y, Mihira N, Takano J, Nilsson P, Itohara S, et al. Single App knock-in 
mouse models of Alzheimer's disease. Nat Neurosci. 2014;17(5):661-3. 

 



226 
 

APPENDICES 
 

LIST OF SUPPLEMENTAL FIGURES 

 

APPENDIX A 
 

Aim 1 Page 

Figure S2.1. Changes in Aβ levels as a function of age in the hAβ-KI mouse line 229 
Figure S2.2. Association of Aβ fibrils with GFAP-labeled astrocytes 230 
Figure S2.3. Microglia and astrocytes in uninjured hAβ-KI 6-month mice 231 
Figure S2.4. Microglia and astrocytes following sCHI in hAβ-KI 6-month mice 

1DPI 
232 

Figure S2.5. Microglia and astrocytes following sCHI in hAβ-KI 6-month mice 
3DPI 

233 

Figure S2.6. Number of mice in each treatment condition and time point of tissue 
collection. 

234 

Figure S2.7. Average duration of implantation of mini-osmotic pump in brain 235 
Figure S2.8. Survival graphs of treated hAβ-KI mice from Aim 1B 236 
Figure S2.9. Brain weights per hemisphere and soluble protein levels in treated 

hAβ-KI mice from Aim 1B 
237 

Figure S2.10. Effects of phosphoramidon treatment on individual Aβ species as a 
function of age. 

238 

Figure S2.11. Aβ/APP staining in 6- and 22-month-old phosphoramidon-treated 
hAβ-KI mice and age-matched controls 

239 

Figure S2.12. Amyloid staining by thioflavin S in 6- and 22-month-old 
phosphoramidon-treated hAβ-KI mice and age-matched controls 

240 

 

APPENDIX B 
 

Aim 2 Page 

Figure S3.1. The mechanism by which CatD regulates Aβ levels does not involve 
effects on APP, Aβ production or known Aβ-degrading proteases 

241 

Figure S3.2. Soluble Aβ42 and Aβ40 levels in CatD-KO, -HET and -WT brains 242 

Figure S3.3. Cerebral Aβ levels are unchanged in another mouse model featuring 
profound lysosomal dysfunction and premature lethality 

243 

Figure S3.4. Immunohistochemical analysis shows selective accumulation of 
Aβ42 in lysosomes and other intracellular compartments of CatD-KO 
mice by 3 weeks of age 

244 

Figure S3.5. Studies in primary embryonic cultured neurons 
   245 

Figure S3.6. Mass spectra of Aβ42 degradation by CatD 246 



227 
 

Figure S3.7 Mass spectra of Aβ40 degradation by CatD 247 
Figure S3.8. Activity of CatD against aggregated Aβ species 248 
Figure S3.9. Evidence for a statistically significant genetic association between a 

functional polymorphism in CTSD and risk for LOAD 
250 

 

APPENDIX C 
 

Aim 3 Page 

Figure S4.1. Mass spectra of intact and partially cleaved glucagon and FBG 255 
Figure S4.2. Derivation of equation for conversion of percent mP change to 

percent hydrolysis of FBG for FP-based assay 
256 

Figure S4.3. Percent mP change as a function of percent hydrolysis for FBG at 
different concentrations 

257 

Figure S4.4. HPLC trace confirming purity of FBG 258 
Figure S4.5. Structures of parent peptides discovered by phage display. 259 
Figure S4.6. Selectivity of P12-3A for IDE vis-à-vis other proteases. 260 
Figure S4.7 Confirmation of mass of C7C-1 by ESI-MS 261 
Figure S4.8. Analysis of purity of C7C-1 by HPLC 262 

 

 

  



228 
 

 

LIST OF SUPPLEMENTAL TABLES 

APPENDIX B 
 

Aim 2 Page 

Table S3.1. CatD-mediated cleavage sites within Aβ 250 
Table S3.2. Aβ42 and Aβ40 kinetics 251 

 

APPENDIX C 
 

Aim 3 Page 

Table S4.1. Kinetic parameters of FBG degradation by IDE 263 
Table S4.2. Effects of two different inhibitors of IDE on the kinetics of FBG 

degradation 
264 

 

  



229 
 

APPENDIX A 

CHAPTER 2 SUPPLEMENTAL FIGURES 

 

  

 
 

 

 

 

 

 

 

 

 

 

Figure S2.1. Changes in Aβ levels as a function of age in the hAβ-KI mouse line. A-B, Levels 
of soluble Aβ40 (A) and Aβ42 (B) across age. C-D, Levels of insoluble Aβ40 (C) and Aβ42 (D) 
across age. Note the significant decrease in soluble Aβ and increase in insoluble Aβ emerging at 
18 months of age. *P<0.05; **P <0.01; ***P <0.001.  
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Figure S2.2. Association of Aβ fibrils with GFAP-labeled astrocytes. A1-A3, Staining for Aβ 
fibrils with the OC antibody (green) and astrocytes with a GFAP antibody (red) in brain sections 
from 10- (A1), 14- (A2) and 18- (A3) month-old wildtype (WT) mice. Note the minimal Aβ fibril 
staining present (arrow heads). A4-A6, Similar staining for Aβ fibrils in 10- (A4), 14- (A5) and 18- 
(A6) month-old hAβ-KI mice. Note the increased Aβ fibril staining present (arrow heads). A4b-
A6b, Higher magnification images of the association of OC fibrils with GFAP-labelled astrocytes 
in 10- (A4b), 14- (A5b) and 18- (A6b) month-old hAβ-KI mice.  
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Figure S2.3. Microglia and astrocytes in uninjured hAβ-KI 6-month mice. A, Microglia 
stained with Iba1 antibody (green) in uninjured male animals. B, Astrocytes stained with GFAP 
antibody (red) in the same animal. C, Merged image of A and B. D, Similar merged image in 
female uninjured animals. E,F, Higher magnification view of Iba1 staining and GFAP (F) staining. 
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Figure S2.4. Microglia and astrocytes following sCHI in hAβ-KI 6-month mice 1DPI. A-C, 
Sagittal sections of brains from a male 6-month old hAβ-KI mouse stained for microglia (A, green), 
astrocytes (B, red) or both (C). D-F, Similar images for a female hAβ-KI mouse brain. 
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Figure S2.5. Microglia and astrocytes following sCHI in hAβ-KI 6-month mice 3DPI. A-C, 
Sagittal sections of brains from a male 6-month old hAβ-KI mouse stained for microglia (A, green), 
astrocytes (B, red) or both (C). D-F, Similar images for a female hAβ-KI mouse brain. 
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Figure S2.6. Number of mice in each treatment condition and time point of tissue collection.  
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Figure S2.7. Average duration of implantation of mini-osmotic pump in brain. No significant 
differences are found between the treatment durations of ages or conditions. 
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Figure S2.8. Survival graphs of treated hAβ-KI mice from Aim 1B. A-C, Kaplan-Meier plots 
of survival in male vs. female mice in different treatment groups and in the 6- (A), 15- (B), and 
22- (C) month collection time points. Note that all animals were administered compounds (or 
vehicle) for 4-weeks beginning at 5 months of age. Significant differences were observed between 
groups in the 22- (but not the 6- or 15-) month collection time, with females dying at a faster rate 
than males regardless of treatment condition. C =vehicle only (control); CB = begacestat only; P 
= phosphoramidon only; PB = phosphoramidon plus begacestat. 
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Figure S2.9. Brain weights per hemisphere and soluble protein levels in treated hAβ-KI mice 
from Aim 1B. A, Weights of flash-frozen brain hemispheres from treated mice collected at the 
indicated ages. No significant differences were observed.; B, Protein levels (determined by 
nanodrop) in soluble fractions after extraction for biochemical analysis from treated mice collected 
at the indicated ages. *P<0.05; **P <0.01; ***P <0.001; ****P <0.0001.  
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Figure S2.10. Effects of phosphoramidon treatment on individual Aβ species as a function of 
age. A-C, Levels of soluble Aβ38 (A), Aβ40 (B), and Aβ42 (C) in phosphoramidon- vs. vehicle-
treated (Control) hAβ-KI mice. Note that significant increases in soluble Aβ species were present 
in phosphoramidon-treated mice only at immediately after the treatment (6-month collection time). 
with no significant changes at later ages; D-E, Levels of insoluble Aβ40 (D) and€42 (E) in 
phosphoramidon-treated hAβ-KI mice vs. controls. Again, there was a significant elevation in 
insoluble Aβ40 and Aβ42 in phosphoramidon-treated mice at 6 months, with no significant 
differences at 15 or 22 months. *P< 0.05; ** P< 0.01; *** P< 0.001; ****P< 0.0001. 
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Figure S2.11. Aβ/APP staining in 6- and 22-month-old phosphoramidon-treated hAβ-KI 
mice and age-matched controls. Sagittal sections of hAβ-KI brains stained with the 6E10 
antibody that recognizes human Aβ, holo-APP and Aβ-containing fragments of APP. Note the 
lack of diffuse or neuritic plaques. 
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Figure S2.12. Amyloid staining by thioflavin S in 6- and 22-month-old phosphoramidon-
treated hAβ-KI mice and age-matched controls. Sagittal sections of hAβ-KI brains stained 
with Thio S, a histological stain for beta-pleated sheets such as that found in dense-core plaques 
and other mature amyloid deposits. Note the absence of amyloid plaques. 
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APPENDIX B 

CHAPTER 3 SUPPLEMENTAL FIGURES 

 

 

 

 

 

 

 

 

 

Figure S3.1. The mechanism by which CatD regulates Aβ levels does not involve effects on 
APP, Aβ production or known Aβ-degrading proteases. Figure shows relative levels of CatD, 
the amyloid precursor protein (APP), C-terminal fragments of the latter (CTFs) that include the 
immediate precursors to Aβ, insulin-degrading enzyme (IDE), neprilysin (NEP) and, as a loading 
control, GAPDH. 
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Figure S3.2. Soluble Aβ42 and Aβ40 levels in CatD-KO, -HET and -WT brains. A,B, Levels 
of soluble, endogenous brain Aβ42 (A) and Aβ40 (B) in CatD-KO, -HET and -WT mice as a 
function of age. Data are mean ± SEM for 4-6 replicates per group. †P<0.01; ‡P<0.001. C,D, 
Soluble Aβ42/40 ratios (C) are significantly decreased in CatD-KO mice relative to WT controls, 
whereas total (combined soluble and insoluble Aβ) Aβ42/40 ratios are increased (D). Note that 
both soluble and total Aβ42/40 ratios are not significantly changed in NEP-KO, IDE-KO or 
NEP/IDE-DKO mice relative to their line-specific WT controls. Data are mean ± SEM for 28-30 
replicates per group for CatD-KO and -WT mice and 5-11 replicates per group for the other 
genotypes. #P<0.0001. E,F, Levels of soluble, endogenous brain Aβ42 (E) and Aβ40 (F) in 
15- and 26-d-old CatD-KO mice as compared to 26-d-old NEP-KO IDE-KO and NEP/IDE-DKO 
mice and their respective controls. Data are mean ± SEM for 4-6 replicates per group. *P<0.05; 
†P<0.01; ‡P<0.001; #P<0.0001.   
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Figure S3.3. Cerebral Aβ levels are unchanged in another mouse model featuring profound 
lysosomal dysfunction and premature lethality. A,D, Levels of endogenous insoluble Aβ42 
(A) and Aβ40 (B) as well as soluble Aβ42 (C) and Aβ40 (D) in CatD-KO and GALCtwi/twi 
(Twitcher mouse) brains relative to strain-specific WT littermate controls at different ages. Note 
that GALCtwi/twi mice at 80 d of age are at a similar state of moribundity as CatD-KO mice at 26 
d of age. Data are mean ± SEM for 6 replicates per group. *P<0.05; †P<0.01; ‡P<0.001; 
#P<0.0001.  
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Figure S3.4. Immunohistochemical analysis shows selective accumulation of Aβ42 in 
lysosomes and other intracellular compartments of CatD-KO mice by 3 weeks of age. A-F, 
Intracellular accumulation of Aβ42 detected in brains of CatD-KO (A, C, E) but not WT (B, D, 
F) mice using well-characterized end-specific antibodies from Wako (A-D) and Mayo Clinic 
(E,F). G,H, Colocalization of Aβ42 (red) and the lysosomal marker Lamp2 (green) in cortical 
layers III – V of CatD-KO brain. H, Higher resolution image showing that the overlap between 
Aβ42 and Lamp2 in some cells (arrows); notably, a subset of cells show no deposition of Aβ42 
(arrowhead). I-L, Hippocampal CA1 pyramidal layer in a 3-week-old CatD-KO mouse stained 
with hematoxylin and eosin (I), thioflavin S (J), and Gallyas silver stain (K,L). Note the presence 
of pyknotic cells with condensed nuclei (I) and the accumulation of thioflavin- (J) and Gallyus- 
(K,L) positive staining in perinuclear regions of pyramidal neurons. 
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Figure S3.5. Studies in primary embryonic cultured neurons. A,B, Aβ42 (A) and Aβ40 (B) 
levels in the conditioned medium of cultured neurons from CatD knockout (KO) mice and 
wildtype (WT) controls. Note that KO neurons secrete significantly more Aβ42 than WT 
controls (A) and, although a trend towards higher Aβ40 levels is evident, it does not achieve 
statistical significance. Data are mean ± SEM for 4 replicates. †P<0.01. C, Representative 
images of exogenously applied, fluorescently tagged Aβ42 (green) or Aβ40 (red) remaining in 
WT and KO cultured neurons after loading and subsequent 2-h incubation (see Supplemental 
Methods for details). D,E, Percent Aβ42 (D) and Aβ40 (E) remaining after 2-h incubation, 
relative to freshly loaded neurons immediately after washing. Data are mean ± SEM for 6 
replicates. #P<0.0001; †P<0.01.  
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Figure S3.6. Mass spectra of Aβ42 degradation by CatD. A-C, SELDI spectra of biotinylated 
Aβ42 at t=0 (A) or after incubation with recombinant human CatD for 10 min (B) or 2 h (C). 
Numbers in red and green reflect m/z values corresponding to charge states [M+H]+ and 
[M+2H]2+, respectively.  
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Figure S3.7. Mass spectra of Aβ40 degradation by CatD. A-C, SELDI spectra of biotinylated 
Aβ40 at t=0 (A) or after incubation with recombinant human CatD for 10 min (B) or 2 h (C). 
Numbers in red and green reflect m/z values corresponding to charge states [M+H]+ and 
[M+2H]2+, respectively.  
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Figure S3.8. Activity of CatD against aggregated Aβ species. A,B, Aβ fibrils (A) and 
protofibrils (B) are degraded by CatD at pH 4.0 as assessed by thioflavin T (ThT) fluorescence, 
albeit on a time-scale of days. As controls, we also tested trypsin (tryp) at pH 4.0 and IDE at pH 
7.4. The protease-free control (CTL) shown is for pH 4.0; another control for pH 7.4 showed 
similar results, but has been omitted for clarity. See Supplemental Methods for details. Data are 
mean ± SEM for 4 independent replications. *P<0.05; †P<0.01. C, CatD shows no effect on 
SDS-induced Aβ oligomers, at least after 16-h incubation. See Supplemental Methods for details. 
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A 

 

B 

 

Figure S3.9. Evidence for a statistically significant genetic association between a functional 
polymorphism in CTSD and risk for LOAD. A, Cartoon showing the location of the 
C224ÆT/A58V polymorphism in relation to other relevant features of the CatD molecule 
including the active-site aspartyl residues. SP = signal peptide. B, Forest plot showing odds 
ratios (black squares), 95% confidence limits (lines), and the summary measure (diamond) for 
the association between CÆ224T and LOAD in 18 published Caucasian series from AlzGene (1) 
composed of 4,154 ADs and 9,302 controls, excluding series with Hardy-Weinberg 
disequilibrium in controls at P<0.01 . To perform a meta-analysis of all published, Caucasian 
series, allelic counts were calculated using the reported allelic frequency and sample size 
information from the AlzGene website (1). Test statistics are reported for each series and pooled 
test statistics are reported using the random effects model (DerSimonian-Laird). Note that meta-
analysis of the combined 18 series reveals a statistically significant association (P<0.05), with 
the loss-of-function SNP conferring increased risk for LOAD.  
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CHAPTER 3 SUPPLEMENTAL TABLES 

Table S3.1 CatD-mediated cleavage sites within Aβ. Determination of CatD-mediated 
cleavage sites within Aβ42 and Aβ40 via mass spectrometry. 
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Table S3.2. Kinetics of Aβ42 vs Aβ40 degradation at pH 4.0 quantified by several 
independent methods.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Aβ42 catabolism ELISA 125I-Aβ42
silent 

substrate

HTRF

KM (nM) 27.7 ± 6.0 7.34 ± 1.64 3.17 ± 0.62 24.1 ± 4.6

kcat (min-1) 0.219 ± 0.011 0.401 ± 0.087 0.55 ±
0.097

1.13 ± 0.10

kcat/KM (M-1 min-1) 1.38 x 107 1.24 x 107 3.18 x 107 6.34 x 107

Aβ40 catabolism ELISA 125I-Aβ40 
silent 

substrate 

 

HTRF 

KM (nM) 1510 ± 260 1240 ± 180 1880 ± 330 1490 ± 230 

kcat (min-1) 20.8 ± 1.1 15.4 ± 3.6 59.8 ± 7.9 94.8 ± 13 

kcat/KM (M-1 min-1) 0.79 x 107 5.46 x 107 1.74 x 107 4.58 x 107 
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CHAPTER 3 SUPPLEMENTAL METHODS 

Western Blotting 

Western blots were performed as described (2), using the following antibodies: 𝛼CatD 

(Santa Cruz Biotechnology, Inc.), IDE-1 (3) (generous gift of D. Selkoe), C20 (reactive with the 

carboxy terminus of APP; generous gift of D. Selkoe), 𝛼NEP antibody 56C6 (Santa Cruz 

Biotechnology, Inc.), and 𝛼GAPDH (Alpha Diagnostic Intl.).  

Immunohistochemistry 

Brains were collected following transcardial perfusion with PBS, fixed in 10% formalin 

solution, then embedded in paraffin. Parasagittal sections (5 µm) were deparaffinized in a graded 

alcohol series, and endogenous peroxidase activity was quenched by treatment with 3% H2O2 for 

5 min prior to staining. Primary antibodies used (and their sources and dilutions) were: 

2.1.3.35.86 (Mayo; 1:1000); 13.1.1 (Mayo; 1:1000); BC05 (Wako; 1:1000); BA27 (Wako; 

1:1000); Lamp2 (1:2000; AbCam). For immunohistochemical staining, the primary antibodies 

were detected using appropriate HRP-conjugated secondary antibodies (Novus Biologicals; 

1:5000). For immunofluorescence studies, endogenous fluorescence was quenched using 1% 

Sudan Black-B (SPI Supplies), and primary antibodies were detected with Alexa FluorTM-tagged 

secondary antibodies (Invitrogen; 1:5000). Staining with hematoxylin/eosin, thioflavin S, and 

Gallyus silver stain were conducted as described (4).  

Live cell imaging and Aβ quantification 

Hippocampus-enriched neurons were cultured as described (5) from individual E18 

embryos derived from a cross between CatD-HET mice, and plated (106 cells/cm2) on 35-mm 

poly-D-lysine-coated glass bottom culture dishes (MatTek Corp.). After maintenance for 7 to 10 
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days in Neurobasal medium containing the growth supplement B27 (Invitrogen). For 

quantification of secreted Aβ, cells were washed twice, then incubated in the latter medium 

overnight, and the conditioned medium was collected, supplemented with Complete Protease 

Inhibitor Cocktail (Roche) and analyzed without further extraction using in-house ELISA 

systems based on antibody pairs 33.1.1/13.1.1 and 2.1.3.35.86/33.1.1. Aβ uptake and catabolism 

was assessed by washing neurons twice, then incubated in the growth medium containing a 

mixture of Aβ42 and Aβ40 (500 nM each) labeled N-terminally with HiLyte FluorTM 488 or 

HiLyte FluorTM 555, respectively (Anaspec). Following incubation at 37 oC/5% CO2 for 2 h, 

cells were washed 3 times, imaged by confocal microscopy (see below), returned to 37 oC/5% 

CO2 for 2 h, stained with Hoescht 33258 (Invitrogen), washed and imaged again. Images were 

obtained using the 488-nm and 543-nm laser lines on a Zeiss LCM 510 confocal microscope the 

intensities of which were calibrated and maintained constant for all imaging. A computer-

operated stage (Zeiss) was used to record the position of imaged cells and to facilitate their 

subsequent location, which was verified by manual inspection prior to the capture of the second 

image. Images were processed and analyzed using MetaMorph software according to 

manufacturer’s recommendations (Molecular Devices). 

Mass Spectrometry 

The cleavage sites within Aβ40 and Aβ42 hydrolyzed by CatD were determined 

essentially as described (6) with minor modifications. Briefly, biotinylated Aβ peptides were 

incubated for various lengths of time with purified CatD. The reaction was stopped by addition 

of PepA (1 µM) and pH adjustment. Aβ fragments were precipitated by magnetic beads coated 

with streptavidin (for biotinylated Aβ). Beads were washed with 10 mM NH4CO3, pH 8.0, and 

peptide fragments were eluted using 0.5% trifluoroacetic acid in 75% acetonitrile in water, 
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followed by the addition of an equal volume of a saturated sinapic acid solution dissolved in 

0.5% trifluoroacetic acid in 50% acetonitrile and water. Digested products were spotted onto 

gold chip and analyzed using a Ciphergen ProteinChip SELDI time-of-flight system (Bio-Rad). 

Mass spectra were acquired automatically in a linear positive mode at 1350 shots per spectrum. 

Enzymological studies 

For experiments based on radiolabeled Aβ peptides, 125I-Aβ42 and 125I-Aβ40 prepared as 

described (7) (generous gift of R. Deane and B. Zlokovic) were mixed in a 1:10 ratio with the 

corresponding unlabeled Aβ peptides, and degradation was quantified by trichloroacetic acid 

precipitation, as described (8). Kinetic parameters obtained from “silent substrate” experiments 

with the fluorogenic substrate were carried out and calculated from the resulting data as 

described (9). Homogeneous time-resolved fluorescence (HTRF)-based kinetic experiments were 

carried out using end-specific anti-Aβ42 and -Aβ40 antibodies (Wako) labeled with europium 

cryptate and N-terminal antibodies labeled with XL665 prepared and quantified according to 

manufacturer’s recommendations on a SpectraMax® M5e multilabel plate reader (Molecular 

Devices). Fibrils, protofibrils and SDS-induced oligomers of Aβ42 were prepared and quantified 

as described (10). 
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APPENDIX C 

CHAPTER 4 SUPPLEMENTAL FIGURES 

 

 

 

 

 

 

 

 

 

Figure S4.1. Mass spectra of intact and partially cleaved glucagon and FBG. A,B, Mass 
spectra of intact (A) and hydrolyzed (B) human glucagon. C,D, Mass spectra of intact (C) and 
hydrolyzed (D) FBG. # = [M+2H]2+; * = [M+Na]+.  
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Figure S4.2. Derivation of equation for conversion of percent mP change to percent 
hydrolysis of FBG for FP-based assay. Equation 1 was derived by fitting a 3rd order curve to 
these data. 
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Figure S4.3. Percent mP change as a function of percent hydrolysis for FBG at different 
concentrations. Note that the relationship is similar for all concentrations except the very lowest 
two (1 and 3 nM; dotted and dashed lines, respectively). Concentrations are labeled in units of 
molarity. 
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Figure S4.4. HPLC trace confirming purity of FBG. 
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Figure S4.5. Structures of parent peptides discovered by phage display. Note that P12-3, 
although derived from a library of primarily linear peptides, is predicted to be a cyclic peptide. 
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Figure S4.6. Selectivity of P12-3A for IDE vis-à-vis other proteases. Activity of P12-3A (100 
µM) against (A) multiple matrix-metalloproteases (MMPs) and (B) multiple peptidases of 
different protease classes. Note that significant inhibition was observed exclusively for IDE, with 
modest inhibition (~18%) observed for just one of 15 other proteases tested (MMP-7). Data are 
mean ± SEM, n = 8-16 per group. P<0.05 by 2-tailed Student’s t-test. Note that all positive 
controls (NNGH or protease inhibitor cocktail (PIC)) exhibited significant inhibition (P< 0.01) 
(not shown for clarity). See Experimental Procedures for details. NEP, neprilysin; mCatD, 
murine cathepsin D; hCatD, human cathepsin D. 
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Figure S4.7. Confirmation of mass of C7C-1 by ESI-MS. The entire spectrum as well as 
expanded regions are shown.  
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Figure S4.8. Analysis of purity of C7C-1 by HPLC. Note that the purity is ~95%. 
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CHAPTER 4 SUPPLEMENTAL TABLES 

Table S4.1. Kinetic parameters of FBG degradation by IDE. Quantitative kinetic parameters 
calculated from the data shown in Figure 3 using the AP and FP methods. For the FP method, 
raw percent changes in mP values were first converted to percent hydrolysis using Eq. 1. Note 
that kcat determinations take into account different IDE concentrations used with the different 
methods. Data are mean ± SEM of 4 independent replications. 

 

 

 

 

 

 

 

 

 AP FP 
KMapp (nM) 800 ± 110 380 ± 72 

vmaxapp (nM s-1) 2.81 ± 0.30 3.70 ± 0.35 

kcat (s-1) 1.76 ± 0.19 1.16 ± 0.11 

kcat/KM (M-1 s-1) 2.25 ± 0.12 x 106 3.26 ± 0.59 x 106 
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Table S4.2. Effects of two different inhibitors of IDE on the kinetics of FBG degradation. 
Kinetic parameters calculated from the data shown in Figure 4C, D. Note that P12-3A results in 
increased KMapp values, consistent with reversible inhibition, while ML345 results in reduced 
vmaxapp values, consistent with irreversible inhibition, in agreement with the established 
mechanisms of inhibition of the two inhibitors. Data are mean ± SD of 3 independent runs 
calculated from hyperbolic curves drawn through the raw S vs. vo data (not from double 
reciprocal plots). 

 

 

 

 

 

 

 

 

 

 DMSO ML345 

KMapp (nM) 331 ± 71 392 ± 73 

vmaxapp (nM s-1) 3.37 ± 0.26 0.827 ± 0.032 
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