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Abstract

Three approaches to economical photovoltaics: conformal Cu2S, organic

luminescent films, and PbSe nanocrystal superlattices

by

Ian A. Carbone

Three routes to more efficient photovoltaics using conformal Cu2S, organic luminescent

films, and nanocrystalline PbSe films are outlined below. Properties of these materials

are investigated experimentally and numerically in separate studies.

In the first study, chemical vapor deposition (CVD) processes were used to

fabricate Cu2S using hydrogen sulfide and the metal-organic precursor, KI5. The alter-

nating exposure of mesoporous TiO2 and planar ZnO to the two precursors resulted in

films that penetrated porous structures and deposited at a constant rate of 0.08nm/cycle

over the temperature range 150◦C-400◦C. Sheet resistance and optical absorption mea-

surements suggest the presence of a metallic copper-poor phase of less than 100nm thick

forming at the Cu2S/substrate boundary.

In a separate study, organic films doped with luminescent dyes were placed

above CdTe/CdS solar cells to convert high energy photons to lower energies, better

matched to the CdTe/CdS quantum efficiency peak. Efficiency improvements of up to

8.5% were obtained after optimizing dye concentration, dye chemistry, and the host

material. Long-term stability tests show that the organic films are stable for at least

viii



5000 hours under 1 sun illumination provided that the dye is encapsulated in an oxygen

and water free environment.

Finally, a Monte Carlo model was developed to simulate electron and hole

transport in nanocrystalline PbSe films. Transport is carried out as a series of thermally

activated tunneling events between neighboring sites on a cubic lattice. Each site,

representing an individual nanocrystal, is assigned a size-dependent electronic structure,

and the effects of crystal size, charging, inter-crystal coupling, and energetic disorder

on electron and hole mobilities/conductivities are investigated. Results of simulated

field effect measurements confirm that electron mobilities and conductivities increase

by an order of magnitude when the average nanocrystal diameter is increased in the 3-

5nm range. Electron mobilities/conductivities begin to decrease for average nanocrystal

diameters above 6nm. Our model suggests that as crystal size increases, fewer hops are

required to traverse a given film length and that site energy disorder significantly inhibits

transport in films composed of smaller nanocrystals. The dip in transport above 6nm

can be explained by a decrease in tunneling amplitudes and by carrier interactions,

which become more frequent at larger crystal diameters. Using a nearly identical set

of parameter values as the electron simulations, hole simulations confirm experimental

mobilities, which increase with nanocrystal size over two orders of magnitude.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Energy

From the discovery of fire to the invention of the atomic bomb, consumable

energy has shaped civilization. Energy allows us to move about in vehicles, to develop

and practice modern medicine, and to build the infrastructure of our cities. Consumable

energy allows us to share information at the speed of light and to feed our population.

Figure 1.1 provides a sense of the importance of energy to economic productivity. The

most wealthy countries require the most energy to sustain, and as nations develop

they generally require more energy. Increasing energy consumption may not always be

necessary for improving our quality of life, however, no one can dispute the integral

role that energy has had and continues to have in shaping the political landscape and

the environment that we live in. Energy security is a primary objective of nearly every
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nation.

Figure 1.1: Energy demand and GDP per capita for 23 countries from 1980-2005

In 2012, the world population consumed roughly 5.2×1011 gigajoules of energy

- the equivalent of more than 12 billion tons of oil.[9] The major fossil fuels (oil, coal,

and natural gas) account for 80% of this consumption,[9] and we will almost certainly

see an increase in total energy and fossil fuel consumption in the near future. In 2012,

global energy consumption rose by 1.8%, largely due to increasing demand in developing

countries like China and India. BP predicts that by 2030, energy used for power gen-

eration will grow by 49%, accounting for 57% of global primary energy growth.[9] CO2

levels in the atmosphere will likely increase by 28%, and fossil fuels will be responsible

82% of consumable energy.[9] For those who are concerned about the political, social,
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and environmental consequences of burning fossil fuels, these numbers are daunting.

In this introduction, I will try to highlight the major limitations of the dom-

inant energy production mechanisms in order to motivate the development of solar

energy technologies and the research presented in this dissertation.

1.1.2 Social/Economic

There are a number of “hidden costs” associated fossil fuels that may not be

immediately obvious when we purchase our energy from the power company or the

gas station. The consumer does not pay for these costs directly, but society as whole

must compensate for these effects. Hidden health costs in the United States alone are

estimated to be about $120 billion per year, largely due to premature deaths caused by

fossil fuel-derived air pollution.[92] Approximately 20,000 people die prematurely every

year from lung damage caused by soot released by the combustion of fossil fuels.[92]

The Deepwater Horizon explosion (2010), the Sago Mine disaster (2006) , and

the Upper Big Branch Mine disaster (2010) represent striking examples of how laborers

in the energy sector often suffer worst of these hidden costs. According to the Bureau of

Labor Statistics, mining remains the second most dangerous occupation in America,[71]

and conditions in the developing world are often significantly worse. Some estimates

say as many as 20,000 miners die in accidents each year in Chinese coal mines.[24] The

communities that support fuel extraction are also subject to more subtle health effects.

Coal mining communities have a “70% increased risk for developing kidney disease, a

64% increased risk for developing chronic obstructive pulmonary diseases (COPD) such
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as emphysema, and are 30% more likely to report high blood pressure.”[34] In a 2009

Journal of American Medical Association article on energy production work environ-

ments Steven Sumner, M.D., writes, “if renewable technologies were to, at minimum,

eliminate the fossil fuel extraction phase, which is unique to the fossil fuel cycle, current

trends suggest that more than 1300 worker deaths could be averted [in the US] in the

coming decade.”[83]

The most convincing economic argument against fossil fuels might be the re-

ality of their diminishing availability. The International Energy Agency (IEA) reports

that the production of conventional crude oil peaked in 2006.[3] Some experts are pre-

dicting that peak coal will occur as soon as 2048.[63] As we begin to run out these

resources, we are increasingly relying on unconventional fossil fuel sources that are ex-

pensive and environmentally costly to harvest. Fuel costs are rising precipitously as fuel

resources become more difficult to access, and the market is becoming more volatile as

the competition over the remaining resources escalates. Higher and more variable prices

mean a less productive economy. Rising oil prices, for-example, have played major role

in the past nine global recessions.[82] As conventional energy supplies run out, nations

will inevitably shift to renewable technologies. We can ease the economic shock of run-

ning out of fossil fuels and increase market stability by developing renewable resources

sooner rather than later.
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1.1.3 Political

Since the formation of Organization for Petroleum Exporting Countries (OPEC)

in 1960, oil importers have engaged in a turbulent tug of war with exporting countries to

keep oil prices consistent with economic needs. OPEC has periodically adjusted produc-

tion rates, “cleansing” and “squeezing” the market, in order to undermine rivals and to

maximize profits. Political instabilities and competition within and among oil exporting

countries also served to increase market volatility. When prices were particularly high,

as they were during the energy crisis of the 70’s and 80’s, global economies stalled and

the result was widespread recession. When prices were too low as they were the late

80’s/early 90’s, oil refineries and distributors lost billions of dollars in revenues. Both

extremes place enormous pressure on oil importers to maintain a healthy economies and

high standards of living.

Market volatility is not the only political cost of oil dependency. Iran and Saudi

Arabia are two of the world’s largest oil exporters. They are also two major threats

to political stability in the Middle East. Iran has used oil profits to fund terrorist

groups in Lebanon and Palestine. Saudi Arabia has used its wealth to advance radical

mosques and the Islamic ‘revolution’ in places like Afghanistan and Pakistan.[82] S.

David Freeman, an energy advisor in the Carter administration writes,

“Oil money is at the heart of what is financing terrorism as well as Iran’s
nuclear program. Remember that Osama bin Laden originated from Saudi
Arabia, and it is Saudi Arabian oil money that has financed his terrorism. . .
The United States’ ability to make peace in the world is badly constrained
by our fear of the ‘oil weapon’ being used by nations such as Saudi Arabia
and Iran.”[30]
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Competition over oil revenues and resources have also led to full-blown military

campaigns. The 1980 Iraqi invasion of Iran and the 1989 invasion of Kuwait were both

motivated by disputes over oil revenues.[82] Some contend the US military response to

the first gulf war and the 2003 invasion of Iraq represented a shift in US policy towards

forceful intervention as a means to secure access to Middle Eastern oil.[82] Conflict has

also spread beyond the Middle East and created civil unrest in countries like Venezuela

and Nigeria.[82]

As rapidly industrializing countries like China and India increase oil demand,

and as resources begin to dwindle, the political landscape will become even more

strained. In a 2008 survey of America’s top security experts, respondents reported

that the US government’s top priority should be to reduce reliance on foreign oil in

order to reduce terror threats.[29] The globalized oil industry is becoming increasingly

risky for importers and oil exporters.

1.1.4 Environmental

The Deepwater Horizon disaster, the Exxon-Valdez oil spill, and the 2008

Kingston Fossil Plant coal ash spill are dramatic examples of environmental disasters

related to fossil fuels. They are also events that bring awareness to the extraction,

distribution, and energy production steps in the fossil fuel economy.

Extraction methods for collecting oil, coal, and gas vary, but in most cases

the environmental impacts are similar. According to the EPA, drilling and mining

practices release methane, a powerful greenhouse gas into our atmosphere.[4] Large
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amounts of water used to pressurize wells or to clean coal are often returned to the

environment contaminated with heavy metals and harmful chemicals where they can

destroy ecosystems and pollute drinking water.[4] Coal mining is particularly harmful

as it can disrupt watersheds, destroy vegetation, and create erosion problems resulting

in landslides and flooding.[47]

Hydraulic fracturing is a relatively new process that is used to extract uncon-

ventional oil and natural gas resources. It has become the focus of heated public and

scientific debate due to concerns around the possible contamination of ground water

with carcinogenic compounds and methane.[73, 21, 40] While the severity of the impact

of hydraulic fracturing is still under debate, it is worth noting that local governments in

South Africa and Canada are suspending the use of the “fracking” technique.[2, 89, 43]

France and Vermont have banned the process outright, citing concerns for human and

environmental safety.[74, 61]

The combustion fossil fuels (coal in particular) releases harmful particulates,

heavy metals, sulfur oxides, nitrogen oxides, mercury, carbon monoxide, and ozone,

which are regulated by the Environmental Protection Agency as environmental pollutants.[47]

Vehicle emissions produce about 40-50% of nitrogen oxides that the US emits into

atmosphere.[47] Coal-fired power plants produce 80% of the sulfur dioxide and 30% of

the nitrogen oxides that is emitted, and it is these two ingredients that react with water

to create acid rain.[47] When acid rain travels back down to the earth’s surface in the

form of rain or fog, it is harmful to a variety and plants and aquatic life. It also damages

buildings and vehicles and reduces atmospheric visibility.[47]
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Greenhouse gases released by fossil fuel combustion, such as methane, nitrogen

oxide, ozone, and most importantly, CO2 are the leading cause of anthropogenic global

warming and climate change. More frequent, highly-destructive weather events such as

hurricanes, droughts, fires, and floods are likely consequences of climate change.[47] So

are the increased spread of tropical diseases, the loss of species due to permanent changes

in ecological habitats, and the destruction of low-lying communities and nations as the

result of rising sea levels.[47] Experts suggest that as temperatures rise the quantity and

quality of freshwater resources will decline,[35] and regions such as central Africa and

China that struggle with drought and famine will only continue to loose agricultural

productivity.[82] Meanwhile, some of the poorest Asian countries will loose crops because

of too much rain.[82]

Approximately 40% of America’s CO2 emissions are produced by coal-fired

power plants, while vehicle emissions account for about 33%.[47] Climate change is the

greatest long-term challenge that humans face, and for this reason alone, it is essential

that we begin moving away from fossil fuels and towards low-impact renewable sources.

1.2 Solar

In one hour, the Sun provides the Earth with enough energy, in the form sun-

light, to power our civilization for more than a year.[95] While harvesting the majority

of this energy is neither practical nor possible, it is a statistic that conveys the enormous

potential of the solar resource.
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Solar cells are primarily used to convert sunlight into electricity, and are largely

considered as a potential replacement for coal and natural gas (which supply roughly

67% of electricity in the United States).[1] However, the growing popularity of electric

vehicles means solar could also supply a significant portion of future transportation

energy, and significantly reduce oil consumption.

Solar has a number of advantages over fossil fuel energy production. While

solar panel manufacturing is energy intensive and can create harmful byproducts, these

impacts are generally a one-time cost for a product that produces clean energy for

decades. Throughout its functional lifetime, a solar panel will produce no pollution and

emit no greenhouse gases. Relatively little material needs to be extracted from the earth

for solar cell production, and coal, oil, and natural gas pose significantly greater threats

to the environment and to the communities surrounding the resource extraction.[83]

While some solar technologies do employ toxic materials, a well constructed solar panel

will not leach its contents into the surrounding environment. Nearly all manufactur-

ers will recycle their panels at the end of their lifetimes at not additional cost to the

consumer.

Unlike fossil fuel reserves, which might last another hundred years, the solar

resource will likely outlast humanity.[1] This provides two major advantages. First of all,

a consistent source of energy, which is not subject to market volatility and wild price

fluctuations, means more economic stability. Secondly, solar energy provides a path

towards energy security and increased national security. Resource-rich countries have

less leverage over the global economy when more countries are able to supply their own
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energy. By developing solar resources, poor countries could have a pathway towards

a higher standard of living, and wealthy countries could avoid dealing with unstable

regimes while supporting their own economic growth.

Solar, however, does have drawbacks. Solar energy production requires signifi-

cant land resources when implemented at the utility scale, and there are serious concerns

about the environmental impacts of solar farms on sensitive ecosystems. Another major

drawback of solar is that sunshine is intermittent, and unlike fossil fuels, sunlight cannot

be stockpiled. Back-up systems and storage facilities must be used in tandem with solar

power generation in order to provide a reliable energy supply. In many locations, this

is simply not economical for utility power production.

Despite its limitations, many believe that solar provides a better alternative

to fossil fuel energy production. To facilitate the large scale adoption of solar and

other renewable technologies, two major changes need to happen. First, fossil fuel

hidden costs need to be thoroughly considered so that citizens have economic incentive

to preserve their environment. Secondly, we must find ways to reduce the costs of

renewable technologies and facilitate a transition towards a new energy economy.

1.3 Dissertation Overview

This dissertation will present three pieces of research, all of which have the

underlying goal of producing economical solar technologies. The first is focused on the

deposition of nanostructured copper sulfide materials in order to create extremely thin
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absorber (ETA) devices. The second project discusses the use of inexpensive lumi-

nescent downshifting materials to increase the efficiency of CdTe solar cells. The last

research project uses computer simulations to investigate the electronic properties of

nanocrystalline PbSe solar cell materials.

The remainder of this dissertation is organized as follows. In Chapter 2, a few

physical concepts are introduced to provide a foundation for a more technical discussion.

This includes the basic theory behind semiconductor materials and solar cell character-

ization. Chapter 3 will discuss research on nanostructured copper sulfide materials.

Chapter 4 will discussion the luminescent downshifting work in detail, and Chapter 5

will discuss the computational PbSe research. Chapter 6 will discuss all three research

projects within the context of the solar industry as it currently exists.
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Chapter 2

Physical Principles

2.1 Solar Cell Basics

2.1.1 Bands

When atoms are brought into close proximity, individual orbital states can

split into two or more distinct states as a consequence of the Pauli exclusion princi-

ple. Crystalline solids, containing many atoms in close proximity, have states that are

repeatedly split until they effectively form a continuum, or a band. Electrons can use

unoccupied states to move throughout the material when a band is partially filled, and

a solid with a partially filled band is able conduct electric current. In the case of a

filled band (i.e. all states are occupied) any flow of charge in the material is negated by

an equivalent displacement in the opposite direction. As a result, filled bands cannot

produce a current.

The highest occupied band of a material at absolute zero is termed the valence
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band while the lowest unoccupied band is called the conduction band. The energetic

distance between the two is called the band gap. Metals have a partially filled valence

band or a valence band that overlaps with the conduction band. Insulators have a

completely filled valence band and a relatively large band gap(>3eV) and have relatively

low conductivities. Semiconductors are defined by a filled valence band and a band gap

in the range 0.5-3eV.[69]

Semiconductors are particularly useful in solar cells because their band gap

energies are comparable to photon energies in the visible portion of the electromagnetic

spectrum (the region of maximum irradiance in the solar spectrum). Light that is

absorbed by a semiconductor is able to excite electrons into its conduction band, leaving

behind positively charged electron voids in the valence band. These voids, called holes,

behave like positively charged particles that are free to move about the valence band.

If these excited electrons and holes, which we collectively refer to as carriers, can be

redirected through an external circuit en-route to recombining, they can be used to do

work. The potential energy gained by the absorption of light and the creation of carriers

can be recovered in the circuit as the crystal returns to a more energetically favorable

state. This is what happens in a solar cell.

How do we cause electron and hole carriers to detour through a circuit be-

fore returning to a relaxed state? The short answer is that we create an electric field

inside the solar cell by forming a junction between two semiconductors or between a

semiconductor and a metal. The electric field is a result of a transfer of charge that

occurs at the interface of the two materials, and it serves to spatially separate excited
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electron/hole pairs. This process can be better understood with a brief introduction to

Fermi-Dirac statistics.

2.1.2 Fermi-Dirac Statistics/Doping

2.1.2.1 Density of States

Before describing junctions and the transport of electrons and holes in semi-

conductor materials, it is necessary to develop a basic understanding of the Fermi-Dirac

statistics that determine how carriers distribute themselves among available states. We

begin by deriving the density of states, or the number of states per unit volume available

to carriers at a particular energy (derivation approaches taken from Mackay and Nelson

[55, 69]). To calculate the density of states for a 3-D solid we begin by considering

the number of states available to a unit volume in k-space, where kx, ky, and kz are

the carrier crystal momentum in the x, y, and z directions. Assuming that the wave

function solution to the Schrodinger equation for a carrier in a cubic solid is periodic

and equal to zero at the boundaries, we can conclude that states available to the carrier

are governed by,

kx =
π

L
nx, ky = π

Lny, kz =
π

L
nz (2.1)

where L is the side length of the cubic solid and nx, ny, and nz are integers corresponding

to a particular mode. It follows that the number of states per unit k is equal to L
π for each

direction. The k-space volume per state is ( πL)3. To calculate the total number of states

in a k-space volume, we simply need to divide the total volume by ( πL)3. Considering
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only positive momentum, we calculate the area of the sphere of radius k that lies in the

kx, ky, kz > 0 octant. The number states for a radius k becomes,

N = 2× 1

8
× 4

3
πk3 ×

(
L

π

)3

=
1

3

L3

π2
k3 (2.2)

By approximating a parabolic relationship between conduction/valence band and crystal

momentum,

E(k) = Ec0 +
h̄2k2

2m∗c
(2.3)

E(k) = Ev0 −
h̄2k2

2m∗v
(2.4)

where E is the carrier energy, Ec0(v0) the bottom (top) of the conduction (valence) band,

and m∗c(v) is the effective carrier mass in the conduction (valence) band. It follows that

the number states in the energy range, (E,E +De), is given by,

dN

dE
=
dN

dk

dk

dE
=
L3

π2

√
2m
∗2/3
c

h̄3

√
E − Ec0, E > Ec0 (2.5)

dN

dE
=
dN

dk

dk

dE
=
L3

π2

√
2m
∗2/3
v

h̄3

√
Ev0 − E, E < Ev0 (2.6)

and the density of states is given by,

gc(E) =
dN

dE

1

L3
=

√
2m
∗2/3
c

π2h̄3

√
E − Ec0, E > Ec0 (2.7)

gv(E) =
dN

dE

1

L3
=

√
2m
∗2/3
v

π2h̄3

√
Ev0 − E, E < Ev0 (2.8)

for the conduction and valence bands respectively. This is the number of states per

unit volume available to carriers at a particular energy for a 3D material. Figure 2.1

provides a generic density of states profile based on Equations 2.7 and 2.8.
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Figure 2.1: Example plots of the density of states solution for a 3D solid (Equations
2.7 and 2.8). Parabola width is determined by the effective mass parameters, m∗c and
m∗v. The effective mass acts like a free particle mass but is adjusted to account for the
periodic potential of the crystal lattice.

The density of sates for materials of fewer dimensions, i.e. a film, rod, or

dot can be derived using the same method as carried out for the 3D material. For

the purpose of this dissertation, it is worth noting that the density of states for a zero

dimensional material, or a quantum dot, consists of atom-like orbital states that can be

occupied by electrons of opposite spin.

gQD(E) = 2δ(E − E0) (2.9)

where E0 is corresponds to the energy level of an orbital. PbSe nanocrystals, which

are the focus of Chapter 5, are confined spatially in three dimensions. They therefore

exhibit quantized orbital states and serve as a real world example of a quantum dot

material.
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2.1.2.2 Fermi-Dirac Distribution Function

When the density of states is known in addition to the probability of each

state being occupied by an electron or hole, we can begin to understand carrier densi-

ties, transport, and the the photovoltaic action in solar cell devices. The Fermi-Dirac

distribution function provides this probability of occupancy for electrons and holes. To

derive the Fermi-Dirac distribution, we consider a system with gi identical states of

energy, Ei, that are occupied by gifi particles, where fi the probability of a particular

state being occupied (derivation taken from [99]). There are

Wi =

(
gi
gifi

)
=

gi!

(gi − gifi)!gifi!
(2.10)

possible configurations of gifi particles in gi states assuming that each state can be

occupied by no more than one particle. If more than one energy level is available to the

overall system, the total number of configurations, or the multiplicity, of the system is

given by the product of configurations at each energy level,

W =
∏
i

Wi (2.11)

which can be simplified using Sterling’s formula.

lnW =
∑
i

[gi ln gi − (gi − gifi) ln(gi − gifi)− gifi ln gifi] (2.12)

The multiplicity gives us the number of possible configurations for a specific set

of occupation probabilities, fi. Assuming that all configurations are equally probable,

the system will naturally reside in the overall state of highest multiplicity at thermal
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equilibrium. In order to find this state, we introduce the constraints of a constant total

energy, U , and total number of particles, N .

U =
∑
i

Eigifi (2.13)

N =
∑
i

gifi (2.14)

To solve for the thermal equilibrium conditions, we set up the Lagrange function,

Λ = lnW − a
∑
j

gjfj − b
∑
j

Ejgjfj (2.15)

where a and b are Lagrange multipliers corresponding to the constraints of total number

of particles and total energy. To solve for thermal equilibrium conditions we find the

maxima of our Lagrange function with respect to fi.

∂Λ

∂fi
= gi

(
ln
gi − gifi
gifi

− a− bEi
)

= 0 (2.16)

Solving for fi, we get

fi =
1

1 + ea+bEi
(2.17)

By reorganizing our Lagrange constants into new constants,EF and β, this can written

as

f(E) =
1

1 + e(E−Ef )/β
(2.18)

This is the Fermi-Dirac distribution. To avoid a further digression in statistical

physics I will leave this derivation at this stage. However, it is important to mention

that Equations 2.16 and 2.13, can be compared to the thermodynamic identity,

dU = TdS − pdV − µdN. (2.19)
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One finds that β = kBT , where kB is the Boltzmann constant relating temperature,

T , to particle energy. EF is an electrochemical potential, µ, with units of energy that

represents how easy or difficult it is to add more particles to the system. In equilib-

rium, EF , also called the Fermi energy, will be constant everywhere. This concept is

very important for the discussion of junctions. Figure 2.2 illustrates the Fermi-Dirac

distribution under the conditions, T = 0 and T > 0.

Figure 2.2: Fermi-Dirac distributions at T = 0 and T > 0. At both temperatures the
probability function has a value of 1

2 when the state energy, E is equal to the Fermi
energy, EF . At T = 0 all states below EF are occupied by electrons while all states
above EF are unoccupied. At T > 0, some electrons are thermally excited into states
above EF .

2.1.2.3 Carrier Densities

With the Fermi-Dirac function, we have a tool that describes how likely it is

for certain states to be populated. The distribution function can be used in tandem
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with knowledge of a material’s band structure and density of states to calculate carrier

populations in semiconductor solids. The density of electrons in the conduction band

is given by

n =

∫ ∞
Ec

gc(E)f(E) dE (2.20)

for a given Fermi energy, EF and temperature, T . Because a hole is simply the absence

of an electron, we can calculate the hole density in the valence band as

p =

∫ Ev

−∞
gv(E)(1− f(E)) dE . (2.21)

A Fermi energy, EF , located closer to conduction band will result in a higher concen-

tration of electrons in the conduction band and a lower concentration of holes in the

valence band. A material of this type is called an n-type semiconductor. If EF is located

closer to the valence band, there will be more mobile holes and fewer mobile electrons.

We call this a p-type semiconductor. A Fermi level located directly between the two

band levels will result in equal concentrations of electron and hole carriers (see Figure

2.3). This is often referred to as an intrinsic semiconductor.

These relations apply to semiconductor materials at equilibrium. They also

represent a starting point for the analysis of materials that are forced out of equilib-

rium conditions by an applied bias or by the generation of carriers via light absorption.

Solar cell semiconductor layers, which are placed out of equilibrium during device op-

eration, are often approximated using separate, spatially varying Fermi energies for

the calculation of electron and hole densities. Under this Quasi Thermal Equilibrium
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a. b. c.

Figure 2.3: Effect of Fermi energy on carrier concentrations. A Fermi energy half
way between the conduction and valence bands results in equal concentrations of elec-
trons(black) and holes(white) in the conduction and valence bands, respectively (a).
A Fermi energy located close to the conduction band results in a higher concentration
of free electrons and a lower concentration of free holes (b). A Fermi energy located
close to the valence band results in a higher concentration of free holes and a lower
concentration of free electrons (c).

approximation, it can be shown that

Jn(r) = µnn∇rEFn (2.22)

Jp(r) = µpp∇rEFp (2.23)

where µn and µp are defined as the electron and hole mobilities, and EFn and EFp are

the spatially varying Fermi energies for electrons and holes, respectively. Equations

2.22 and 2.23 give rise to the famous drift-diffusion equations and are used to describe

carrier transport in a wide variety of solar cell technologies.

2.1.3 Junctions

In the beginning of this chapter, it was mentioned that a solar cell is able to

generate power because it contains an intrinsic electric field that is able to separate
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excited electrons and holes. This electric field can be created by forming a junction

between semiconductors or between a semiconductor and a metal. This dissertation is

primarily concerned with semiconductor-semiconductor junctions, so we will focus our

attention on these systems. Consider the band structures of the two semiconductors

of similar band gap but different Fermi energies represented in Figure 2.4. The two

a. b.

Figure 2.4: Band structures of two semiconductors with roughly the same band
gap. Diagram a depicts a n-type semiconductor while diagram b represents a p-type
semiconductor.

semiconductors are referenced to a common vacuum level (i.e. the energy level corre-

sponding to an electron that is completely free from the crystal). If the two materials

were brought into contact with one another the difference in EF tells us that we will

see a redistribution of charge. Electrons will migrate towards the p-type semiconduc-

tor and holes will migrate into the n-type material. The carriers meet and combine in

the junction region. The redistribution of charge causes the junction region to become

charged, and the result is an internal electric field. The electric field creates a change in

the vacuum and band levels surrounding the junction, which can be represented in the
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band diagram (see Figure 2.5) as a gradient in the conduction and valence bands of the

two semiconductors. This band bending allows the system to reach thermal equilibrium,

with no net flow of carriers and a constant Fermi energy throughout the two materials.

Figure 2.5: Band bending when an n-type and a p-type semiconductor are brought into
contact. Charge redistribution results in an internal electric field and a region devoid
of majority charge carriers surrounding the junction.

The above example represents a homojunction, or a junction between two ma-

terials with similar band gaps. When you combine two materials with dissimilar band

gaps, it is referred to as a heterojunction, and the band diagrams become slightly more

complicated. In addition to the field caused by a difference in Fermi energies and the

redistribution in charge, there are additional discontinuities in the band diagram that

result from the dissimilar band gaps. Because the original materials have different con-

duction and valence energies, there is an additional energetic boost or penalty incurred

when carriers move across the junction. Figure 2.7 shows the original band structures
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of two materials that can be used to form a heterojunction. For simplicity, we have pre-

served the same difference in Fermi energy levels used in the previous example. When

a. b.

Figure 2.6: Band structures of two semiconductors with dissimilar band gap. Diagram
a depicts a n-type semiconductor while diagram b represents a p-type semiconductor.

the two materials are brought together to form a junction, we again see a redistribu-

tion of charge determined by the difference in EF values. We also see the conduction

and valence bands bend accordingly. Because the p-type material has a larger band

gap, however, the distance between the conduction bands is increased in relation to

the previous example. The difference between the two valence bands is reduced in this

example. The results are discontinuities in the band structure located at the junction.

The conduction band discontinuity encourages the flow of excited electrons towards the

n-type material. In the valence band, it creates a barrier to the flow of holes towards

the p-type material. Such barriers can reduce solar cell efficiency by inhibiting charge

separation at the junction.
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Figure 2.7: Band bending in a semiconductor heterojunction. An additional disconti-
nuity results from the different band gaps of the two materials.

2.1.4 Device Structure

Figure 2.8 depicts a simple solar cell device architecture. The device consists

of four layers. Two layers of semiconductor materials form a heterojunction and are

sandwiched between two electrodes which serve to harvest the photocurrent. Light that

is incident on the solar cell device is absorbed by the semiconductor layers to form

an electron/hole pair, often referred to as an exciton. The internal electric field then

separates the exciton such that the electron is diverted toward the anode and the hole

towards the cathode. If the carriers are harvested by the electrodes they can then pass

through an external circuit where they do work en-route to recombining.

A quick note should be made about material considerations when forming the

device contacts. If the anode material is place in contact with an n-type material with

a higher Fermi energy than the metal, we will see the transfer of electrons from the
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Figure 2.8: Device structure for the simplest form of heterojunction solar cell. The
anode is ideally chosen with a lower work function than the n-type material to facilitate
charge transport from the semiconductor into the external circuit. Similarly the cathode
would ideally have larger work function than the p-type layer.

semiconductor into the electrode. As in the semiconductor junctions described above,

this results in an electric field at the junction of the two materials that will impede

further electron transport into the metal. An ideal metal contact, therefore, has a

higher Fermi energy than the n-type layer to encourage electron flow in what is called

an Ohmic contact. Using a similar logical progression, it follows that to form an Ohmic

contact with the p-type semiconductor, the Fermi level in the metal should have a lower

Fermi energy than the p-type material. Another, more common, way to say this is that

the anode should have a lower work function than the n-type semiconductor and the

cathode should have a larger work function than the p-type semiconductor. The work

function is simply the measurable distance from the Fermi level to the vacuum level, or

the potential required to remove the least tightly bound electron.[69]
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Figure 2.9: Sample current-voltage characteristic for a solar cell. The open circuit
voltage, VOC , and the short circuit current, JSC are indicated on the axes. The point
of maximum power generation is labeled as JmaxVmax.

2.1.5 Characterization

When a solar cell is placed in the sunlight, it will be able to generate a pho-

tocurrent through some external circuit. It will also produce a photovoltage, which is

related to the resistance of the circuit. It is the measurement of these values that allows

researchers to evaluate the performance of a particular solar cell. Figure 2.9 provides an

example current-voltage characteristic, which shows the photocurrent density produced

when the solar cell electrodes are held at a particular potential difference.

Imagine a solar cell connected to some external circuit with very low resistance.

Light will come in and carriers will be excited and separated in the solar cell. They are

then able to easily recombine by passing through the circuit. Under these conditions the
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solar cell will produce a high photocurrent density, but carriers are only required to do

minimal work in order to recombine. This configuration will produce a low photovoltage

across the circuit. The power density is given as the product of the photocurrent density,

J , and the photovoltage, V , across the circuit, and under these conditions, the power

generated by the solar cell will be relatively low. The photocurrent of a solar cell

when its terminals are held at zero bias is an important parameter used in solar cell

characterization call the short circuit current, JSC .

At the other extreme, we can consider an solar cell connected to a circuit of

relatively high resistance. Every carrier that is able to navigate through the circuit is

able to do a relatively large amount of work. However, because the circuit has become

more difficult to navigate, the photocurrent is reduced. The bias at which there is no

photocurrent produced is another important parameter called the open circuit voltage

VOC .

Somewhere in between these two extremes, there exists a point where the

photocurrent and the photovoltage are both significant and the solar cell is able to

produce the maximum amount of power. This is called the maximum power point, and

it is characterized by the values Jmax and Vmax. This point is indicated by the arrow

in Figure 2.9. Solar cell efficiency is calculated as

η =
JmaxVmax

P
, (2.24)

where P is power contained in the incident electromagnetic spectrum.

The last characterization parameter we will mention in this section is called the
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fill factor, FF . It serves as a measure “squareness” in the current-voltage characteristic.

In other words it describes how close JSC and VOC are to Jmax and Vmax.

FF =
JmaxVmax
JSCVOC

. (2.25)

Solar cell efficiency can also be written as

η =
JSCVOCFF

P
, (2.26)

in terms of JSC ,VOC , and FF .

2.2 Optical Principles

Maxwell’s equations provide a theoretical foundation for the description of

electromagnetic waves and device optics. The following derivation of the Helmholtz

wave equations is adapted from the work of Griffiths.[31] In a dielectric medium with

no free charge or current, Maxwell’s equations are given by

i) ∇ ·D = 0 iii) ∇×E = −∂B
∂t

ii) ∇ ·B = 0 iv) ∇×H =
∂D

∂t
, (2.27)

where

D = εE and H =
1

µ
B. (2.28)

E and B are the electric and magnetic fields, respectively, and ε and µ are the

permittivity and the permeability of the material. If we combine Equations 2.27 iii and
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iv, we can form an important differential equation,

∇× (∇×E) = −εµ∂
2E

∂t2
(2.29)

Using the mathematical relation, ∇× (∇×A) = ∇(∇ ·A)−∇2A, we get

∇(∇ ·E)−∇2E = −εµ∂
2E

∂t2

∇2E = εµ
∂2E

∂t2
(2.30)

using Equation 2.27 i. Similarly, we could just as easily combine equations iii and iv in

terms of B to get the result,

∇(∇ ·B)−∇2B = −εµ∂
2B

∂t2

∇2B = εµ
∂2B

∂t2
(2.31)

The results 2.30 and 2.30 take the form of familiar Helmholtz wave equation with plane

wave solutions,

E = E0e
i(ku·r−ωt)

B = B0e
i(ku·r−ωt), (2.32)

where u is a unit vector defining the the direction of wave propagation. The following

relations also hold:

k2 = εµω2 (2.33)

n = c/v =
k

ω
c =

√
εµ

ε0µ0
. (2.34)

k determines the spatial frequency of the wave oscillation, and ω determines the tempo-

ral frequency of the oscillation. They are related to each other by a factor,
√
εµ, which
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is the inverse of the speed of propagation in the material, v. n is the index of refraction

of the material.

2.2.1 Absorption

Now as a slightly more complicated example, consider a dielectric medium

in which the electrons are bound to their positively charged ions by harmonic forces

(derivation borrowed from Huang[33]). The polarization is defined as the dipole moment

per unit volume,

P = n0d = n0ex, (2.35)

where P is the polarization, d = is the electric dipole moment, n0 is the density of

electrons, e is the charge of an electron, and x is the electron displacement. If we describe

the displacement of an electron in an oscillating electric field, E(t), as a damped, driven

oscillator we get,

m0
d2x

dt2
= −2m0γ

dx

dt
−m0ω

2
0x+ eE(ω)e−iωt (2.36)

with the solution,

x(t) = x(ω)e−iωt =
−eE(ω)

m0(ω2 + i2γω − ω2
0)
e−iωt. (2.37)

Here m0 is the electron mass, ω0 is the non-perturbed oscillation frequency, and ω is

the frequency of E(t). Combining Equations 2.35 and 2.37 we get,

P (ω) =
−n0e2E(ω)

m0(ω2 + i2γω − ω2
0)
. (2.38)
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The coefficient relating the polarization amplitude, P (ω), to the electric field amplitude,

E(ω), is called the optical susceptibility,

χ(ω) =
−n0e2

m0(ω2 + i2γω − ω2
0)

(2.39)

=
−n0e2

2m0ω′0

(
1

ω − ω′0 + iγ
− 1

ω − ω′0 + iγ

)
. (2.40)

Here we have rewritten,

ω′0 =
√
ω0 − γ (2.41)

χ is related to the material’s dielectric constant, ε by

ε(ω) = 1 + χ(ω). (2.42)

We can see that we must consider complex values of ε in dielectric material.

ε = ε′ + iε′′ (2.43)

If we assume that we are very close to resonance, we can write,

ε = 1− n0e
2

2m0ω′0

1

ω − ω′0 + iγ
(2.44)

ε′ = 1− n0e
2

2m0ω′0

ω − ω′0
(ω − ω′0)2 + γ2

(2.45)

ε′′ =
n0e

2

4m0ω′0

2γ

(ω − ω′0)2 + γ2
. (2.46)

To see what this means for electromagnetic waves in dielectric media, consider

Equation 2.33 with a complex ε.

(k′ + ik′′)2 = (ε′ + iε′′)µω2. (2.47)
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Figure 2.10: Real and imaginary components of the wave number in the harmonic
oscillator model for dielectrics. The real component k′, is closely related to the mate-
rial’s index of refraction, n, while the imaginary component, k′′, closely related to the
material’s absorption coefficient.

We can solve for the real and imaginary components of k,

k′ =

(
ε′µω2

2

(√
1 +

ε′′2

ε′2
+ 1

)) 1
2

(2.48)

k′′ =

(
ε′µω2

2

(√
1 +

ε′′2

ε′2
− 1

)) 1
2

. (2.49)

The following relation also holds,

k′′ =
µω2

2k′
ε′′. (2.50)

If we plug our complex k back into the solutions 2.32, the complex component

of k give rise to exponential decay terms,

E = E0e
i(k′u·r−ωt)e−k

′′u·r (2.51)

B = B0e
i(k′u·r−ωt)e−k

′′u·r, (2.52)
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This wave attenuation is the absorption of light by our dielectric material.

We define the absorption coefficient, α, as the parameter used to characterize

a material’s light absorption.

α = 2k′′. (2.53)

1/α defines the distance a wave must travel in the host material such that its intensity,

I ∝ |E|2, decreases by 1/e.

When calculating the index of refraction, n, we now consider the real compo-

nent of k,

n =
k′

ω
c. (2.54)

The Beer-Lambert law follows from Equations 2.51-,

I = I0e
−αl, (2.55)

for light traveling through a material of thickness l. I is light intensity at material

depth, l, and I0 is the original light intensity before absorption. This is an important

result for the experimental data presented in the next two chapters.

2.2.2 Reflection/Refraction

Going back to Maxwell’s equations, we can extract more information concern-

ing electromagnetic wave properties and describe reflection and refraction phenomena

(the following is borrowed from Griffiths and Jackson [31, 39]). Applying Equations

2.27 i and ii to Equations 2.32, we can see that

u ·E = 0 and u ·B = 0. (2.56)
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This means that E and B run perpendicular to the direction of wave propagation. From

Equations 2.27 iii and iv, it can be deduced that,

B =
k

ω
u×E. (2.57)

E and B run perpendicular to each other as well.

Now consider the situation in which an electromagnetic wave encounters a

boundary between two dielectric materials with indices of refraction, n1 and n2 and

dielectric constants ε1 and ε2. We assume that solution will consist of up to three

waves; an incident wave in the n1 medium,

EI = EI0e
i(kIuI·r−ωt) and BI =

kI
ω
uI ×EI, (2.58)

a reflected wave also in the n1 region,

ER = ER0e
i(kRuR·r−ωt) and BR =

kR
ω

uR ×ER, (2.59)

and a transmitted/refracted wave in the n2 medium,

ET = ET0e
i(kTuT·r−ωt) and BT =

kT
ω

uT ×ET. (2.60)

The frequency, ω, is a property inherent to the wave and remains the same in

all three media, so we have

ω =
kI
n1

=
kR
n1

=
kT
n2

and kI = kR =
n1
n2
kT . (2.61)

Because the boundary conditions for the wave solution must hold at all points

on the plane at all times, the exponentials in Equations 2.58-2.60 must be in phase at
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the boundary, which we define by z = 0. It follows that,

(kIuI · r)z=0 = (kRuR · r)z=0 = (kTuT · r)z=0

= kI sin (θI) = kR sin (θR) = kT sin (θT ), (2.62)

where θI,R,T corresponds to angular deviation from the vector normal to the boundary

of the two materials Since, kI = kR, we know θI = θR, and we arrive at Snell’s law.

θI = θR and n1 sin (θI) = n2 sin (θT ) (2.63)

Equation 2.63 allows us to calculate the critical angle θc = sin−1(n1
n2

) at which incident

light is completely reflected at the boundary of two materials. The concept of total

internal reflection is important in the design of Extremely Thin Absorber solar cells,

which are discussed later in Chapter 3. Considering the situations in which x = 0 and

y = 0 we can also conclude from Equation 2.62 that uI, uR, and uT all lie in the same

plane, which we will term the plane of incidence.

The integral forms of Maxwell’s equations, give rise to boundary conditions at

the junction of two distinct materials,

i) [ε1(EI0 + ER0)− ε2ET0 ] · n = 0

iii) [kIuI ×EI0 + kRuR ×ER0 − kTuT ×ET0 ] · n

ii) (EI0 + ER0 −ET0)× n

iv)

[
1

µ1
(kIuI ×EI0 + kRuR ×ER0)− 1

µ2
kTuT ×ET0

]
× n, (2.64)

where n is a unit vector, normal to the plane formed by the junction of the two

materials.[39] Based on these boundary conditions, we can determine the amplitudes
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the the transmitted and reflected waves at any angle of incidence, θI . It is easiest to

consider two special cases; when the electric field of the incident wave is perpendicular

to the plane of incidence and when the electric field is parallel to the plane of incidence.

In the first of these two cases, we have E0 · n = 0 and u×E0 · n = 0 for all three waves.

Two equations result from applying these condition to Equations 2.64:

EI0 + ER0 − ET0 = 0 (2.65)√
ε

µ
(EI0 − ER0) cos(θI)−

√
ε′

µ′
ET0 cos(θT ) = 0 (2.66)

These results lead to the following amplitudes for our reflected and transmitted waves:

ER0

EI0
=
n1 cos(θI)− µ

µ′

√
n22 − n21 sin2(θI))

n1 cos(θI) + µ
µ′

√
n22 − n21 sin2(θI))

(2.67)

ET0
EI0

=
2n1 cos(θI)

n1 cos(θI) + µ
µ′

√
n22 − n21 sin2(θI))

(2.68)

A similar approach is used in the situation where the electric field is parallel

to the plane of incidence. Equations 2.64 iii and iv give rise to the equalities,[39]

cos(θI)(EI0 − ER0)− cos(θT )ET0 = 0 (2.69)√
ε

µ
(EI0 + ER0)−

√
ε′

µ′
ET0 = 0, (2.70)

leading to,

ER0

EI0
=

µ
µ′n

2
2 cos(θI)− n1

√
n22 − n21 sin2(θI)

µ
µ′n

2
2 cos(θI) + n1

√
n22 − n21 sin2(θI)

(2.71)

ET0
EI0

=
2n1n2 cos(θI)

µ
µ′n

2
2 cos(θI) + n1

√
n22 − n21 sin2(θI)

. (2.72)

38



Equations 2.67-2.72 are called the Fresnel formulas for reflection and refraction,

and they allow us to describe light scattering and absorption throughout semiconductor

materials and solar cell devices. Figure 2.11 shows
ER0
EI0

as a function of θI .

Figure 2.11: Reflection coefficient with angle of incidence for light traveling from a
medium of n1 into a medium of n2. Perpendicular and parallel polarized light are both
considered. Light is traveling from a more dense medium into a lighter medium is
completely reflected at angles beyond the critical angle.

2.2.3 Light Management

When designing a solar cell device, we consider the optical properties of the

materials in order to maximize the efficiency and minimize the cost of the device. In

general, it makes sense to try and absorb as much sunlight as possible while using as

little material as possible. Referring back to Equation 2.55, we can see that to increase

light absorption, we can use materials with larger absorption coefficients, α, or we
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increase the path length of the light through the absorbing layers. The latter approach

is emphasized in the extremely thin absorber (ETA) solar cell by incorporating a highly

structured heterojunction boundary.[44, 27, 91].

Figure 2.12: Absorption in an ETA solar cell. Light enters through the glass and
transparent conductive oxide layer facing the light source. Light is heavily scattered by
the highly structures interface at the heterojunction boundary thus increasing its path
length through the absorbing layer.

Figure 2.12 represents one approach towards designing an ETA solar cell. Light

incident on the solar cell enters through the glass substrate which is coated with a

transparent conducting oxide film to serve as the front contact. The majority of the

transmitted light then propagates into a mostly transparent n-type window layer. As

the light encounters each material boundary, its transmission efficiency governed by

equations 2.67-2.72, and its propagation angle is determined by Equation 2.63. Light

is scattered again at the boundary between the window layer and the absorbing p-type

layer, but because the boundary between the two semiconductor layers has been highly

structured, light is often scattered at extreme angles. Light that reached the back
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contact may be reflected, after which, it passes back through the absorbing layer and is

refracted again at the interface of the window and absorbing materials. Scattering at

nanostructured heterojunction can increase the optical path length of the light through

the absorbing layer by a factor of five.[27]

The increased optical path of the ETA absorbing layer yields two major ben-

efits. Increased absorption means that thinner absorbing layers may be used. This

translates into lower materials and manufacturing costs. Secondly, thinner absorbing

layers mean more efficient carrier collection at the electrodes due to shorter transport

distances. The work presented in Chapter 3 is a step towards developing Cu2S materials

for the fabrication of ETA solar cells

Chapter 4 highlights another approach to light management in solar cell de-

vices. From the harmonic oscillator treatment of absorption in Section 2.2.1, one recalls

that the dielectric constant, ε, and the absorption coefficient, α, are wavelength spe-

cific. Consequently, materials often absorb some light frequencies better than others,

and light-converting solar cell layers perform better in certain regions of the electromag-

netic spectrum. In some regions of the incident spectrum, device encapsulants, contacts,

and window layer materials might also absorb some of the light that could otherwise be

converted in to electricity in a process called parasitic absorption. In general, solar cell

performance depends strongly on the incident spectrum. One approach to improving

device performance is to adjust the incident spectrum using luminescent downshifting

films. Figure 2.13 illustrates this approach.

When a luminescent material absorbs strongly at a particular frequency of
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Figure 2.13: Light management using a luminescent downshifting film. The organic
luminescent film is placed above the solar cell so as to alter the spectrum received by
the device.

light, that frequency often corresponds to a particular electron transition in that ma-

terial. When that transition relaxes, light is often re-emitted at that same frequency.

However, in some luminescent materials, the chemical structure of the absorbing mate-

rial will change as a result of being in an excited state. Energy is lost in the chemical

change, and these materials will re-emit light at a frequency that is lower than the light

that was absorbed. The energy difference between the absorbed and radiated light in or-

ganic materials is called a Stokes shift,[50] and it provides a useful tool for downshifting

light. In Chapter 4, luminescent materials are developed to absorb in certain regions of

the solar spectrum and to re-emit light in regions better suited to device performance.

These materials are then incorporated in the solar cell device so that the active device

materials are exposed to an altered spectrum.
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Chapter 3

Deposition of Cu2S for ETA Solar Cells

3.1 Motivation

3.1.1 ETA Cells

The extremely thin absorber (ETA) cell is a solar cell concept that utilizes a

highly-structured heterojunction to scatter light, thus increasing the effective thickness

of the absorbing layer.[27] By allowing for thinner absorbing layers, these devices also

reduce the transport path for excited charge carriers. A challenge in the development of

solid state ETA devices is finding an effective technique for the deposition of semicon-

ducting materials within nanoporous structures to form an inter-penetrating junction.

Chemical vapor deposition (CVD) is a gas-phase deposition process that can penetrate

into pores as small as 4nm in diameter,[41] making it a promising tool for fabricating

ETA solar cells. This article characterizes CuxS films deposited by pulsed chemical

vapor deposition (PCVD) on porous nanocrystalline TiO2 and planar ZnO for future
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applications in photovoltaics.

3.1.2 Cu2S

Cu2S was a leading thin-film solar cell material in the 1980s due to its indi-

rect band gap near 1.2eV and to its relative abundance and non-toxicity. Cu2S/CdS

devices achieved an efficiency of 9.1%. However, the diffusion of copper ions across the

Cu2S/CdS boundary severely limits the lifetime of this device structure.[10, 5] Porous

nanocrystalline TiO2 has been established as an effective dye sensitized solar cell ma-

terial. In addition, TiO2 exhibits superior chemical stability and is expected to form

a robust junction when paired with Cu2S.[77, 53] ZnO is another stable semiconductor

that has also been proposed as a window layer material in Cu2S devices. Theoretical

work has shown that Cu2S/ZnO devices should have higher open circuit voltages and

collection efficiencies than comparable Cu2S/CdS devices.[13]

3.1.3 PCVD

In both PCVD and CVD, substrates under vacuum are exposed to gaseous

precursors containing the constituents of a desired deposition product. A chemical

reaction is initiated at or near the substrate’s surface, producing the desired material

on the substrate. In CVD, the substrate is continuously exposed to both precursors

at the same time. PCVD uses a stepwise injection process in which the substrate is

separately exposed to each precursor in a series of pulses and purges inside a deposition

chamber. PCVD is analogous to atomic layer deposition (ALD) except for the fact
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that the purge steps are relatively short, and it is possible that the reaction chamber

still contains gaseous precursor after the purge steps. For PCVD, a single exposure

cycle results in the precursor-limited deposition of a highly conformal layer of material.

Precise control over film thickness is obtained by controlling the number of cycles used in

the process. For all CVD processes, the morphology of the deposited material is largely

affected by the nature of the chemical reaction, the conditions inside the deposition

chamber, and surface chemistry of the substrate.

3.1.4 KI5

Copper sulfides are known to exist in eight stoichiometric phases ranging from

copper-rich Cu2S (chalcocite) to copper-poor CuS (covellite).[65, 19] Aside from the

chalcocite phase, these crystal phases are too conductive to be used as absorbing

layers in solar cell devices. Previous work using ALD and Cu(thd)2 as the copper

precursor yielded Cu1.8S or CuS depending on the substrate temperature during the

deposition.[78, 79, 42] Other ALD work successfully produced Cu2S using bis(N , N’ -

di-sec-butylacetamidinato)dicopper(I) as the copper precursor.[58] This article presents

CuxS materials deposited using KI5, a new precursor that has been previously used

for the deposition of copper. KI5 is a fluorine-free molecule based on the common

Cu(hfac)(tmvs) precursor also known as CupraSelect14. The chemical structure of

KI5 contains a seven member ring that imparts greater thermal stability, allowing for

high vapor pressures (>2Torr at 140C) and deep penetration into highly structured

surfaces.[70] In addition, this precursor avoids fluorine impurities resulting from precur-
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sor decomposition.

3.2 Experimental Work

A custom built reactor was used for the deposition of CuxS. The reactor was

a single wafer chamber with two separately controlled injectors to introduce KI5 and

hydrogen sulfide either simultaneously for CVD deposition or as alternating pulses for

PCVD deposition. The reaction zone was confined in a parallel plate configuration

between a 200mm heated substrate chuck and a 200mm heated shield 20mm above the

substrate chuck. The copper precursor was heated to 90◦C and all gas lines between

the reactor, injectors and heat shield were heated to temperatures in the range, 90-

100C. Outside of the reaction zone was a second shield at ambient temperature. The

substrates were 1 square substrates placed directly under the injectors. The chamber

base pressure prior to deposition was 10-6 Torr. Nitrogen (>99% pure) was used as

the carrier/purge gas for both the KI5 and H2S. The PCVD timing sequence consisted

of a 3 second N2 purge followed by a 5 second H2S exposure, another 3 second purge,

and finally a 12 second KI5 exposure. The chamber pressure was maintained at 0.3

Torr during the KI5 and between 0.3-0.6 Torr during the H2S exposure. The chamber

pressure during CVD depositions ranged between 0.7 and 0.9 Torr. For both processes,

H2S was formed in-situ by reacting Al2S3 powder with water. The H2S gas was passed

through a powder desiccant to reduce residual water to less than 1%. A quadrupole

mass spectrometer was used to monitor the purity of the H2S reaction gas and reaction
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byproducts.

A hydrophilic substrate with a suitable electron valence state was necessary

for a successful CuxS PCVD deposition. Depositions were attempted on Corning glass,

sol-gel deposited TiO2, sintered 100nm TiO2 nanoparticles, and sol-gel deposited ZnO.

Of these substrates, only the 100nm TiO2 nanoparticles and sol-gel ZnO yielded CuxS

from the PCVD process. The PCVD films on ZnO and TiO2 were very uniform across

the 1 substrate. The CVD process yielded Cu2S films on all substrate types independent

of substrate temperature, and CVD films were very non-uniform, forming only directly

below the injectors. These results indicate a gas phase reaction during the CVD pro-

cess rather than a reaction at the substrate’s surface. The nanostructured TiO2 films

were made by spin-casting a commercial solution of suspended TiO2 nanoparticles (So-

laronex), annealing in a vacuum oven for 1 hour at 110◦C and sintering the film in

air for 10 minutes at 450C. The ZnO sol-gel process was adapted from from a process

illustrated in detail by Jim-Hong Lee et al.[52] Zinc acetate was dissolved in a mixture

of 2-methoxyethanol and monoethanolamine at room temperature. The mixture was

then stirred at 60◦C for 2hrs. Films were then spin cast and the solvent was evaporated

on a hot plate for 10min. The sol-gel films were then annealed in a vacuum at 110◦C

for 1hr. and sintered in a tube furnace in air for 1 hour at 450◦C.
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3.3 Results

3.3.1 PCVD Results

In previous work using atomic layer deposition (ALD) with Cu(thd)2 as the

Cu precursor, a drop in the measured growth rate at the transition temperature (180C)

distinguished two deposition regimes of CuxS crystal phases.[78] The PCVD process

used here with KI5 copper precursor produced a consistent composition and deposition

rate within the temperature range, 150-400◦C (Figure 3.1) when deposited on planar

ZnO. The initial thickness of the ZnO layer was measured at a minimum of 3 locations

using an atomic force microscope (AFM) and an edge of the ZnO film patterned with

a stainless steel scribe. After CuxS deposition, the combined CuxS/ZnO thickness was

measured again with an AFM within 1mm of the previous scribes and the CuxS thickness

was deduced from the difference.

Approximate stoichiometry measurements were performed with energy disper-

sive X-ray spectroscopy (EDS) and X-ray photoelectron spectroscopy (XPS). Table 3.1

illustrates the XPS energies used to calculate stoichiometry with the associated uncer-

tainties. The Cu:S ratio was measured to be 1.8-2.1 at all deposition temperatures which

is within the within the uncertainty of the EDS measurements due to the small ampli-

tude of the sulfur peak . There are several different phases of CuxS with stoichiometry

between x=1.8 to 2.1 and therefore EDS and XPS alone cannot be used to identify

the chalcocite phase of the deposited film. Extended X-ray absorption fine structure

(EXAFS) measurements described below are used to identify the specific phase of the
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Figure 3.1: Growth rate and substrate temperature using alternating pulses of H2S and
precursor.

CuxS film. Nanoporous films of sintered 100nm TiO2 nanoparticles were used to study

the penetration of PCVD CuxS. Figure 3.2 shows cross-sectional SEM images taken of

sintered nanoparticle TiO2 films with and without PCVD treatment. The second film,

with 900 cycles of PCVD CuxS deposited throughout, shows backfilling and a penetra-

tion depth of over 200nm. The PCVD deposited film appears to show uniform coverage

Peak Identity Energy (eV) Width (eV) Area (eV) Relative Concentration

Cu 2p 932 2.62 373 67 +/− 2%
S 2p 162 2.75 12 32 +/− 6%

Table 3.1: Typical XPS results used to determine composition for PCVD CuxS deposited
at 400◦C in a porous matrix of TiO2.

49



throughout the TiO2 layer.

a. b.

Figure 3.2: Cleaved SEM cross section of a mesoporous TiO2 film before (a) and after
Cu2S deposition (b). The porous TiO2 film is successfully filled with PCVD Cu2S.

The Cu K-edge EXAFS data were collected at the Stanford Synchrotron Ra-

diation Light source (SSRL) on beamline 10-2, using a Si (111) double monochromator,

detuned 50% to reduce harmonics. Slits with an approximate height of 0.5mm gave an

energy resolution of 1.3eV. The data were collected in fluorescence mode (13-element

Ge detector) at a temperature of 6K, with the X-ray polarization at either 10 or 80

relative to the film surface.

For these measurements, the CuxS film was deposited into a mesoporous TiO2

substrate with 1000 cycles (approximate thickness if 80nm). The EXAFS data were re-

duced using standard techniques (RSXAP)[R1]. A Fourier Transform window of 3.511.0

-1 was used to transform the k-space data into r-space. The r-space plots show negligi-

ble variation between data collected for the two different polarization orientations, and

in the rest of the analysis/discussion we only discuss fits for the 10 data set shown in

Figure 3.3(c).

The purpose of the EXAFS measurements was to determine if the deposited

PCVD films were Cu2S, and not some other CuxS phase, as no diffraction peaks were
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a.

b.

c.

Figure 3.3: EXAFS r-space simulations for the CuS, Cu1.7S, and Cu1.94S phases (a)
showing a large variation in spectra for small changes in stoichiometry. (b) EXAFS
r-space data for bulk CuS and Cu2S. (c) Fits of the thin film data to a Cu2S structure.

observable in the thin films formed inside the mesoporous TiO2. EXAFS data for bulk

CuS and Cu2S were used in addition to the simulated data for several compounds,

Cu1.7S, Cu1.94S and CuS, to show how the r-space scans change with different amounts

of copper present. The simulations were calculated using the known crystal structures,

the FEFF8.2 code[R2], and a small overall broadening factor for the pair distribution

functions, = 0.06Å. In Figure 3.3(a) we compare the EXAFS r-space plots for these

simulations, while in Figure 3.3(b) we compare the experimental data for the two bulk
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samples. At 6K, Cu2S has a large distinct shoulder between 2 and 2.5Åwhich corre-

sponds to second neighbor copper atoms (Cu-Cu). As the fraction of copper decreases

from 2 to 1.94 to 1.7, this shoulder moves away from the main Cu-S peak (nearest

neighbor S) located near 1.8Åin the EXAFS plot. For Cu1.7S the shoulder becomes a

well defined second peak near 2.55Å. In contrast, CuS has a significantly smaller shoul-

der (see Figure 3.3(b)). These plots show that the various CuxS phases can be easily

differentiated.

Before fitting the PCVD film data, the bulk Cu2S data was fit using two

theoretical FEFF functions for Cu-S and Cu-Cu. The fit over the range 1.5-2.6Åwas

excellent. The PCVD thin film data was then fit over the same r-range using the same

FEFF functions as used to fit bulk Cu2S. The excellent fit (solid line) is compared with

the data (dashed line) in Figure 3.3(c). This result shows that the thin films deposited

using PCVD are indeed Cu2S films.

In addition to the EXAFS measurements, which look at the entire film thick-

ness, XPS measurements were used to isolate the composition at the surface of the

PCVD deposited CuxS films on TiO2. The electron binding energies of the copper 2p

and sulfur 2p electrons and relative concentration values (Table 3.1 ) are consistent with

the Cu2S phase of the material.[67]

3.3.2 CVD Results

To study resistance and optical absorption across a wide range of film thick-

ness, CVD films were deposited on Corning glass. The CVD process was chosen over
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the PCVD because a larger range of film thicknesses could be covered due to the higher

film growth rate of CVD. Films over 100nm were not feasible for PCVD due to the

long deposition times required and depletion of the H2S source. CVD film could also

be deposited directly on glass, which simplified the sheet resistance and optical ab-

sorption measurements. Films deposited via PCVD nucleated only on ZnO and porous

TiO2 and the presence of these under layers complicated absorption and sheet resis-

tance measurements. It should be noted that EXAFS and energy-dispersive X-ray

spectroscopy (EDS) measurements and EXAFS show no discernible compositional dif-

ferences between CVD and PCVD films. Figure 3.4, shows four-point sheet resistance

measurements of CVD-deposited Cu2S films on glass plotted vs. film thickness. The

sheet resistance is constant with thickness suggesting that a copper-poor material pref-

erentially formed at the substrate/CuxS boundary, and effectively shorts out the Cu2S

film that forms the bulk of the film. The resistivity estimated from this sheet resistance

is consistent with some previous studies on CuxS thin films, suggesting that x is in the

range 1.9-2.019.[15, 66, 32] Other studies, however, report a widely varying range of

resistivity values for the CuxS films, clouding the information required to isolate the

specific material phase.[42, 20] PCVD films deposited in the porous TiO2 matrix had

sheet resistances that were too high to measure.

Conventional transmission spectroscopy had an insufficient dynamic range to

resolve the low absorption tail and indirect band gap of the CuxS films. Instead, pho-

tothermal deflection spectroscopy (PDS) was used to measure optical absorption. The

PDS technique requires the sample to be placed into contact with a material whose
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Figure 3.4: Sheet resistance and thickness for CVD deposited CuxS films showing the
presence of a metallic layer at the Glass / CuxS interface.

index of refraction is sensitive to temperature. Absorption by the sample creates a

temperature gradient in this surrounding material, and absorption measurements are

achieved by measuring the deflection of a laser beam which is passed through the sur-

rounding material. Figure 3.5 contains the absorption data for films with thicknesses

ranging between 63.3-310.8nm deposited on Corning glass by CVD. CuxS films less

than 100nm appear to show a high absorption in the infrared region due to free carriers.

This behavior is consistent with more metallic copper-poor crystal phases.[32] Films

greater than 100nm have distinguishable direct and indirect band gaps consistent with

the copper-rich semiconducting crystal phases. Extrapolation of the the 310.8nm film

absorption edges on the (hv)2 hv and (hv)1/2 hv plots revealed a direct band gap of
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1.8eV and an indirect band gap of 1.2eV. Chalcocite is reported to have an indirect band

gap in the range 1.05-1.21eV and a direct band gap of 1.7-1.8eV.[58, 56] The band gaps

of copper-poor films are shifted higher than the Cu2S values as the removal of copper

ions results in the removal of electrons from the top of the valence band.[64] CuS and

Cu1.8S have been reported to have an indirect band gap of 1.55eV while Cu1.96S has an

indirect band gap of 1.4eV.[65] For x in the range 1.935-1.955, CuxS is reported to have

a direct band gap of 1.3eV20. Previous studies have also shown band gaps between

1.85-2.16eV for x in 1.89-1.94.[20]

Figure 3.5: Optical absorption and thickness for a series of CVD deposited Cu2S films
showing metallic behavior for films less than 100nm thick and semiconducting Cu2S for
films greater than 100nm.

55



3.4 Summary/Conclusion

PCVD and CVD CuxS materials were deposited using the KI5 copper-organic

precursor and H2S gas. Consistent deposition rates in the temperature range 150-400◦C

and EXAFS analysis of the deposited films suggest that film composition is largely

independent of substrate temperature during the deposition process. EXAFS was used

to investigate the average compositional analysis of the PCVD CuxS films while XPS

was used to study the surface layer of the deposited films. The majority of the film

composition appear to be largely Cu2S, but the planar resistivity measurements do not

scale with film thickness and appear to be dominated by copper-poor states present in

the film. Photothermal deflection spectroscopy was used to measure absorption at the

surface of CVD CuxS deposited on glass. The results indicate copper-rich phases for

greater thicknesses while thinner films appear show metallic copper-poor behavior. It is

proposed that absorption in the thinner films is dominated by a copper-poor film region

located near the substrate boundary whereas absorption for thicker films is dominated

by copper-rich phase located closer to the surface.
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Chapter 4

Luminescent Downshifting Films for

CdTe Cells

4.1 Introduction

4.1.1 CdS/CdTe

CdTe/CdS solar cells are among the most promising thin-film technologies.

CdTe has an optimum band gap (1.5eV) and a high absorption coefficient of 105 in the

visible range.[18] The CdTe/CdS junction shows a strong spectral response in the range

500-800nm,[37] and CdTe devices have achieved efficiencies of 16.5%.[96] CdTe devices

are also proving to be cost competitive. The US company, First Solar, reports a CdTe

module production cost of $0.75 per watt.

One mechanism for energy loss in CdTe/CdS devices results from CdS’s high

recombination rate and 2.41eV band gap.[59] Because the CdS layer is often placed
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above the CdTe, light with wavelengths below 514nm is preferentially absorbed by the

CdS and does not substantially contribute to the solar cell photocurrent.[59]

4.1.2 LDS Films

Researchers have tried reducing the thickness of the CdS layer and replacing the

CdS window layer with wider band gap materials in order to reduce parasitic absorption.

However, these methods inevitably alter the junction characteristics and the best known

fabrication methods.[59] One approach that preserves the optimal cell characteristics

and current fabrication processes is to place a luminescent down-shifting (LDS) material

above the solar cell. The LDS film improves performance by absorbing short wavelength

photons(<514nm) that would otherwise be absorbed by the CdS layer and emitting light

at wavelengths(>514nm) that are more likely to be absorbed by the CdTe layer of the

device.

In 1979, Hovel et. al. were the first to use plastic luminescent materials

to improve the spectral response of solar cells.[38] In the past decade, a number of

published works have focused on applying LDS materials to CdTe/CdS devices.[37, 59,

81, 60, 36] The most successful application of an LDS layer to improve CdTe device

performance was achieved by Maruyama et al. using an organic dye suspended in

PMMA.[60] PMMA is a well established luminescent host material with excellent optical

properties and stability. PMMA has a lower absorption coefficient than low-iron, soda-

lime or borosilicate glass in the visible[81] and has been shown to be stable in desert

sunlight for over 17 years.[76] Long term stability is essential for materials used in solar
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cell modules that will be functioning in exposed environments. PMMA also has a low

monomer content and good solubilizing power.[80]

Stability problems that arise in organic luminescent materials are often caused

by the photo-chemistry of luminescent dyes, which can degrade with exposure to illu-

mination and air. One of the main sources of degradation occurs when the combination

of UV light and oxygen or water photo-oxidizes the dye, causing it to fade. Other draw-

backs of organic dyes include narrow absorption bands and relatively small Stokes shifts,

which result in significant re-absorption losses.[48] Organic dyes provide an attractive

option because they exhibit relatively high absorption coefficients, close to unity lumi-

nescence quantum efficiency (LQE), and are easy to process in polymeric matrices. This

paper presents performance data and long time degradation data on luminescent films

provided by Nitto Denko Inc. (Oceanside, CA). The films consist of PMMA doped with

a proprietary organic luminescent dye, which will be referred to as Dye A in this article.

Several dozen different dyes were evaluated, and Dye A was the most effective for CdTe

device improvement. Dye A has proven to be stable for over 5000 hours at 50◦C under

one sun illumination.

This paper presents performance data and long time degradation data on lu-

minescent films provided by Nitto Denko Inc. (Oceanside, CA). The films consist of

PMMA doped with a proprietary organic luminescent dye, which will be referred to as

Dye A in this article. Several dozen different dyes were evaluated, and Dye A was the

most effective for CdTe device improvement. Dye A has proven to be stable for over

5000 hours at 50◦Cs under one sun illumination.
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4.2 Methods

4.2.1 Device Fabrication

The CdTe/CdS devices used to study the LDS film improvements were fab-

ricated in the Beach Lab at the Colorado School of Mines. The process began with

Pilkington TEC-7, a commercially available encapsulation glass coated with SnO2 to

serve as a front contact. A window layer of CdS was evaporated onto the SnO2 and

CdTe was deposited on the CdS layer by a physical vapor deposition process. The CdTe

layer was treated with CdCl2 and annealed to recrystallize the CdTe layer and increase

mobility. After a short bromine etch, the back contact was deposited by evaporating a

layer of ZnTe and Cu followed by a layer of Au. The CdTe devices were characterized

independently as well as with LDS films attached to the glass encapsulation. LDS films

were attached using Saint Gobain BC600 optical coupling grease. The device structure

can be seen in Figure 4.1. The device fabrication process allows for the formation of

multiple devices on a single TEC-7 slide. A custom mask was used to isolate individual

devices and to prevent optical coupling of the LDS film and excess optical coupling

grease to the light source.

The LDS films in this study were 20-100mum thick and consisted of host

PMMA doped with organic luminescent dyes. When light enters a luminescent film,

it can be absorbed by the luminescent dye and re-emitted at a lower energy due to a

Stokes shift. Light emitted by the luminescent material can be emitted in any direction.

As a result, down-shifted light may be lost back through the surface of the LDS mate-
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Figure 4.1: Stack including CdTe/CdS device and LDS layer.

rial, internally reflected by the air/LDS boundary, re-absorbed by the LDS material, or

passed down into the solar cell as desired.

4.2.2 Measurements

The CdTe devices were electrically characterized with and without LDS films

attached to the glass encapsulation layer. Typically, the measurements were repeated 3-

10 times / film to confirm reproducibility. The illumination was provided by 5 tungsten

halogen lamps providing 100 mW/cm2 intensity. IV curves were taken with a source-

measure unit using a voltage step of 50mV, and a hold time of 40ms.

To test the intrinsic stability of these dyes, the LDS films were sealed in an all-

metal seal container in a nitrogen glove box to prevent exposure to air or water during

a light soaking test. The glass seal used optical grade corning 7056 glass with a UV
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cutoff at 300nm. These sealed containers were then placed under a metal-halide lamp

with a high UVA component and calibrated to 1000 W/m2. Liquid cooling maintained

the temperature at at 50◦C during the long time degradation tests. The glass windows

permitted the periodic measurement of optical transmission without breaking the seal.

4.3 Results

4.3.1 Performance

The absorption edge of CdS with band gap of 2.41eV is 514nm.[59] An effective

LDS film would absorb light below 514nm and emit light above 514nm to reduce parasitic

light absorption by the CdS layer in a CdTe/CdS device. An ideal LDS would have

a high luminescent quantum efficiency (LQE) and an emission spectrum that is well

matched to the external quantum efficiency (EQE) of the CdTe/CdS solar cell (which

can be seen in Figure 4.5). The emission spectrum of Dye A is shown in Figure 4.2.

The dye concentration in PMMA was varied between 0.05-2 wt.% and film

thicknesses was varied between 20-100m. The efficiency improvement of the CdTe/CdS

devices was found to be a strong function of dye concentration. As dye concentration

increased, LQE dropped due to increased quenching and self absorption losses. This

trend can be seen in the relative improvements shown in Figure 4.3.

When both concentration and thickness of LDS film were optimized, an 8.5%

improvement was observed in short circuit current and efficiency for a CdTe/CdS solar

cell as shown in Figure 4.4.
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Figure 4.2: Emission spectrum of LDS film for absorption of photons below 514nm and
emission above 514nm.

The improvement in short circuit current and efficiency was also reflected in the

external quantum efficiency measurements presented in Figure 4.5. The efficiency for a

CdTe/CdS device at wavelengths less than 514nm is very low due to the absorption in

the CdS window layer. An attached LDS film increases the effective quantum efficiency

in this region because photons that would normally be lost to absorption in the CdS

layer are converted to longer wavelengths and collected by the CdTe layer.

4.3.2 Reliability

The dominate degradation mechanism for organic dyes is photo-induced oxi-

dation. High energy photons can break chemical bonds in the organic dye, but bonds
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Figure 4.3: Relative efficiency improvement vs dye concentration. The efficiency gain
drops due to quenching and self absorption.

can often reform unless there is another chemical species present to irreversibly react

with the broken bonds. Oxygen radicals and OH species are the most common chemical

reactant for photo induced degradation because organic materials have a high propen-

sity to absorb oxygen and water from the atmosphere. Isolating the organic materials

from water and oxygen during light soaking tests is essential to separate the intrinsic

photo-stability of the dye from the photo induced oxidation of the dye. The purpose

of these stability studies is to establish the intrinsic long term stability of the LDS film

assuming that it has perfect encapsulation. Most current thin film photovoltaic mod-

ules are hermetically sealed to withstand corrosive under adverse outdoor environmental
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Figure 4.4: Current voltage curves for a CdTe/CdS cell with and without an LDS film.

conditions.

An encapsulation vessel was developed to establish the intrinsic reliability of

an organic dye for up to 10,000 hours. The encapsulation vessel used all metal-metal

and metal-glass seals to prevent the diffusion of water and oxygen that can occur with

polymer seals. Technical grade, fused silica windows permitted optical measurements

to be performed during the long time tests without breaking the seal. The LDS film

samples were sealed in the encapsulation vessel in a nitrogen glove box with <1 ppm of

oxygen and water. Figure 4.6 shows an example of an all metal seal container with 4

dye samples after 500 hours of exposure at one sun and 50◦C. As a colored dye degrades

it becomes more transparent. Three of the LDS films in Figure 4.6 have lost their green
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Figure 4.5: External quantum efficiency of device with and without LDS film. The plot
shows improved current between 300 and 500nm due to the down-shifting of photons in
this range to a lower energy.

color due to degradation. One LDS film remained unchanged after 500 hours at one

sun.

The effects of air and illumination are shown more quantitatively in Figures

4.7 and 4.8. Figure 4.7 presents the absorption spectrum of Dye A when exposed to

750 hours of illumination in air while Figure 4.8 shows the absorption of Dye A while

encapsulated in dry nitrogen. Only when the dye is encapsulated is it stable under long

term light exposure.

These stability tests have been continuing on a select set of dyes for 5000 hours

at one sun of illumination and 50◦C. Figure 4.9 shows the peak absorption at 475nm as

a function of time for the same dye shown in Figures 4.7 and 4.8. No detectable change

in peak absorption has been observed for two LDS films encapsulated in nitrogen for
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Figure 4.6: Example of metal seal encapsulation cell used to test the intrinsic stability
of LDS films under illumination. All dyes except the green dye on the left showed signs
of degradation after 500 hours of testing.

>5000 hours.

4.4 Conclusion

An organic luminescent down-shifting film has been demonstrated that can

provide up to a 8.5% improvement in efficiency for a CdTe/CdS solar cell. This film is

stable for at least 5000 hours under one sun illumination provided that the film is pro-

tected from oxygen and water. Conventional CIGS solar cells must also be encapsulated

for long term reliability and may be compatible with these organic dyes.
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Figure 4.7: Absorption spectrum evolution during 750 hours of exposure at one sun
illumination in air.
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Figure 4.8: Absorption spectrum evolution during 750 hours of exposure at one sun
illumination in dry nitrogen.

Figure 4.9: Absorption at 475nm after long term exposure to one sun illumination in
air and dry nitrogen. The LDS films are stable provided that they are encapsulated.
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Chapter 5

Modeling of Transport in

Nanocrystalline PbSe Films

5.1 Introduction

5.1.1 PbSe Nanocrystals

Inorganic semiconductor nanocrystals, or nanoparticles, have been developed

for use in a number of applications including field effect transistors (FETs), photodetec-

tors, and solar cells.[54] The optical, electrical, and magnetic properties of nanocrystals

depend strongly on the crystal size.[90] They therefore represent a new class of cheap

and easily-processable materials whose physical properties can be tailored to a specific

application.

Nanocrystalline PbSe is particularly well-suited for solar cell applications due

to its band gap, which is size-tunable across most of the solar spectrum (0.5eV and
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above).[45, 94, 7] It also exhibits hot electron transport properties,[88] high carrier

mobilities,[54, 46, 87] ambipolar charge transport,[54, 46, 87] and efficient carrier-multiplication

(CM).[84, 75, 26, 25] Motivated by theoretical efficiencies of up to 42%,[49] researchers

have launched numerous efforts focused on developing PbSe nanocrystal solar cells.

One area of recent interest concerns the dependence of electron and hole mobil-

ities on the average nanocrystal size in PbSe systems. Two groups carried out transport

measurements of films composed of by PbSe nanocrystals linked by ethane dithiol lig-

ands. Both groups reported a sharp rise in mobilities/conductivities in the 3-5nm crystal

diameter range followed by a sloping decay in the 6− 8nm range.

This paper describes efforts to develop and identify a class of models that can

account for these observed trends. We report a Monte Carlo model for charge transport

in an array of nanocrystals that uses PbSe material-specific parameters and incorporates

carrier interactions and disorder effects. Simulations agree with experimental mobili-

ties/conductivities and explain both the sharp rise and the sloping decay.

5.1.2 Field Effect Measurements

Field effect mobility measurements by Liu et al. and conductivity measure-

ments by Kang et al. revealed interesting trends in nanocrystalline PbSe films.[54, 46]

In both studies, electron transport increased by roughly an order of magnitude when

the nanocrystal diameter, dcrystal, increased in the range, 3-5nm.[54, 46] Both groups

also observed a mobility/conductivity peak between dcrystal = 5 − 6nm followed by a

sloping decay. While this sloping decay extends out to 9nm in the data collected by Liu
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et al., Kang et al. observed a local minimum around 7nm with a maximum conduc-

tivity occurring around 9nm.[54, 46] In addition to electron transport, Liu et al. also

measured hole mobilities, which increased with nanocrystal size by just under two or-

ders of magnitude in the 3-5nm range.[54] This paper reports our efforts to understand

the steep rise in mobilities/conductivities in the 3-5nm diameter range as well as the

saturation and sloping decline of mobilities at larger crystal sizes.

5.1.3 Modeling-Overview

There has been one reported work regarding these mobility/conductivity pro-

files. In 2012, Lee and collaborators simulated transport in PbSe films using five con-

nected quantum wells in a tight binding system bath model.[51] Though their theoretical

framework was able to capture and track quantum-coherent processes, they found that

the dominant transport mechanism was incoherent hopping between nearest neighbor

sites. While the calculated mobilities displayed the experimentally observed rise in the

dcrystal = 3 − 5nm region, the magnitude of the rise was considerably lower than the

observed one.[51] One notes that such small scale tight binding calculations have dif-

ficulties capturing disorder effects. Further, the description of the treatment of the

charging processes and temperature effects left open questions as well.

To capture charging and disorder effects more effectively, we have developed

a Monte Carlo approach. Our simulations are able to reproduce the PbSe nanocrystal

film behavior accurately by incorporating (1) site disorder, and (2) occupancy-dependent

charging energies for multiply-occupied nanocrystals. Our model assumed a constant

73



inter-crystal spacing equal to the nanocrystal capping ligand length and can easily be

applied to a wide variety of film geometries and FET and solar cell device structures.

5.2 The Hopping Model

Our model is motivated by the temperature-dependent measurements of Kang,

which suggest that transport in PbSe films is dominated by a nearest neighbor hop-

ping mechanism at room temperature.[46] Our numerical approach, developed from the

Miller-Abrahams framework [62] by Bassler and others, has been used extensively to

study charge generation, transport, and recombination in disordered organic devices.[14,

57, 98, 97, 93] Here, we adapt the hopping model to our inorganic system. The nanocrys-

talline PbSe film is represented as a regular cubic lattice. Each lattice site corresponds

to an individual nanocrystal, and charge transport is represented as a directed random

walk of excited carriers drifting between PbSe nanocrystals. The dominant transport

channel is that of incoherent thermally activated tunneling between nearest neighbor

sites/crystals. Hopping rates are determined by site energies and the overlap of wave

functions between neighboring nanocrystals. 5.1 illustrates the considered transport

mechanism.

Each lattice site in the Monte Carlo model is characterized by two parameters:

an occupation number, indicating the number of carriers located at that site, and the site

energy, which equals the lowest unoccupied molecular orbital (LUMO) or the highest

occupied molecular orbital (HOMO) level of the host nanocrystal for electron and hole
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Figure 5.1: Diagram of studied transport mechanism. In this hopping model, transport
occurs via thermally activated tunneling across the ligand barrier. Crystals in the lattice
have an localized electronic structure, which depends on crystal size.

conduction, respectively.

At the beginning of the simulation, lattice sites are populated at random by

an ensemble of carriers until a predetermined carrier density has been achieved. The

carrier density is chosen to be consistent with experimental values. Each carrier is then

assigned a residence time, ta, representing the time elapsed before the carrier moves from

its current site to a neighboring site. Following the work of Nelson and Chandler,[17]

residence times are calculated by

ta =
− ln(r)

Nneighbors∑
i=1

Γa→i

, 0 ≤ r < 1, (5.1)

where Nneighbors is the number of nearest neighbors, r is a random number less than

one, and Γa→i is the hopping rate calculated for a transition between the initial site (a),

and a neighboring site (i). A Miller-Abrahams expression,[62]
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Γa→b = αβ


exp(Ea−Eb−qlFz·ûab

kBT
) if Ea − Eb − qlFz · ûab < 0

1 if Ea − Eb − qlFz · ûab ≥ 0

 , (5.2)

is used to calculate the hopping rate for a transition from the initial site, a, to destination

site, b. Here, α is a dimensionless prefactor used to scale the maximum hopping rate,

β is the tunneling amplitude determined by the wave function overlap of neighboring

nanocrystals, Ea and Eb are the energies of the initial and destination sites, respectively,

and q is the elementary charge. Fz is the external field, ûab is a unit vector along the

hopping direction, kB is the Boltzmann constant, and T is the temperature of the

system. l is the hopping distance, equal to dcrystal + dligand, which are the nanocrystal

diameter and the ligand length, respectively.

The residence times assigned to each carrier are listed in a time queue, which

is used to determine all future actions. Before each hopping event, the carrier with the

shortest residence time is selected from the time queue. Next, a destination location is

determined following the example of Nelson and Chandler.[17] If we define γb as

γb =

b∑
i=1

Γa→i

/Nneighbors∑
i=1

Γa→i, for b ∈ (1 . . . Nneighbors) (5.3)

then the probability of selecting a particular destination site b is defined as,

Pb = γb − γb−1 (5.4)

.
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A particular destination site b is selected if a random number, r, satisfies γb−1 ≤ r ≤ γb

for 0 < r < 1. After each hop, the total simulation time is increased by the hopping

carrier’s residence time, and the residence times of future events listed in the time queue

are reduced accordingly. A new residence time is then stored for the hopping carrier at

its new location.

In a simulation lattice of spatial dimensions, X×Y×Z, the source and drain

electrodes are represented by the z=0 and z=Z+1 planes, respectively. When a carrier

transitions from z=Z-1 to z=Z, it is immediately harvested by the drain electrode, the

total number of harvested carriers is updated and recorded, and the carrier is re-injected

at a randomly selected site on the z=1 plane. Throughout the simulation, an external

electric field is applied in the ẑ direction. Periodic boundary conditions are used for

carrier motion in the x̂ and ŷ directions. Simulation results presented in this letter use

a lattice size of X=Y=5 and Z=200 sites. These dimensions represent a region in which

simulation results are stable and independent of lattice size. More information regarding

finite size effects and model testing are provided in the supplementary material.

Simulations are divided into measurement intervals, which are defined by the

time required for 10000 carriers to be harvested through the z=Z+1 electrode. At

the end of a measurement interval, the total current, J , is given by the total charge

harvested at the drain electrode divided by the total simulation time. J , in turn, allows

for an easy mobility calculation.

µ = J/qρFz, (5.5)
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,

where ρ is the carrier density. After calculating the mobility at the conclusion of the

measurement interval, a new measurement interval is initiated by continuing the simu-

lation in its current configuration. At the conclusion of the next measurement interval,

the mobility is calculated and compared to the value from the previous interval. When

the successive mobilities are within a tolerance of 1%, the latter mobility is recorded

and the simulation is terminated. This method ensures that the simulations reach a

steady state.

5.2.1 Tunneling

The β term in Equation 5.2 represents the wave function overlap of neigh-

boring nanocrystals and determines the amplitude of the tunneling process. To calcu-

late β, we first solve for energy splittings following the method outlined by Lee and

Brennan.[11, 51] In this method, a two-nanocrystal system is approximated by two

quantum wells defined by three potential barriers. A transfer matrix solution deter-

mines the transmittance T as a function of carrier energy. Generally, T exhibits two

maxima separated by an energy splitting, and β is approximated by one-half of the en-

ergy splitting divided by Planck’s constant. 5.2 shows the calculated energy splittings

as a function of nanocrystal diameter.
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Figure 5.2: One half of the energy level splitting in the first excited states of the double
quantum well. Electron energy splittings exhibit a significantly stronger dependence on
nanocrystal size than holes.

5.2.2 Site Energies

Ea and Eb in Equation 5.2 are determined by the nanocrystal sizes assigned to

each location in the simulation lattice. For the simulation of films of mean crystal size,

dcrystal, we distribute the crystal sizes according to a Gaussian distribution of mean,

dcrystal and standard deviation, σ(dcrystal). Colloidal nanocrystal size generally becomes

more difficult to control as crystal size increases.[54, 46, 23] This is captured by using a

standard deviation that increases with diameter:

σ(dcrystal) = σ0dcrystal, (5.6)

where σ0 is a parameter constant across all crystal sizes.

The site energies, given by the LUMO energy levels for electron carriers, and
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Figure 5.3: HOMO and LUMO energies for NC PbSe used in hopping simulations.
Values were calculated by Kang and Wise[45].

the HOMO levels for hole carriers, were calculated by Kang and Wise for a range of

nanocrystal diameters.[45] We assign site energies to each site by adopting the Kang-

Wise values corresponding to their designated sizes. 5.3 shows the HOMO and LUMO

levels used in our simulation.

5.2.3 Charging Energies

When a lattice site is occupied by a second carrier, the total energy used to

calculate residence times is increased by a charging energy Ec(dcrystal):

EC(dcrystal) = XC/dcrystal, (5.7)

where XC is a charging parameter incorporating the effect of the dielectric environment.

In agreement with previous work, adding the N -th carrier to a single nanocrystal re-
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quires a charging energy of (N −1)EC .[6] To be more precise, when a carrier is hopping

off a site a, the hopping rate is calculated by using the charging energy,

Ea = Ea0 + (Na − 1)EC(dcrystal). (5.8)

where Ea0 is the unoccupied HOMO/LUMO value taken from 5.3. If a carrier is hopping

to a destination site, b, with Nb carriers already on it, then the charging energy used in

the hopping rate calculations is given by

Eb = Eb0 +NbEC(dcrystal), (5.9)

,

with Eb0 taken from 5.3.

It is worth noting that the HOMO and LUMO energy levels in PbSe are four-

fold degenerate by spatial symmetry and two-fold degenerate by spin.[45, 6]. Therefore,

we allow a maximum of eight carriers to occupy each lattice crystal/site. At the simu-

lated densities, it is extremely rare for a site to be occupied by more than five carriers.

5.3 Tests of The Model

The first test presented in this appendix evaluates simulation results in a situ-

ation where an analytical solution exists. Following Nelson and Cass, [68, 16] we assign

residence times drawn from a Poisson distribution,
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Figure 5.4: Harvested charge vs. simulation time using residence times drawn from the
Poisson distribution. Results are compared the diffusion equation solution.

ψ(t) = 1/τ exp(−t/τ), (5.10)

.

Under these conditions, simulations will be statistically identical to a simple random

walk with time step, τ .[68] Flight directions are then chosen with all six neighbors

weighted equally. Simulations are carried out by injecting carriers into the z=1 plane

at t=0 and recording the total charge extracted from the z=Z+1 plane as a function on

time. Results consistent with a random walk of time step, τ , should match the solution

to the diffusion equation with diffusion constant, D = l2/6τ . Here, l represents the

hopping distance. 5.4 shows that the simulated and the analytical results are consistent.

In a second set of tests, mobilities are calculated while varying the simulation

lattice dimensions to characterize finite size effects. Measurements are made each time
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a. b.

Figure 5.5: Finite size effects in the direction perpendicular to the external electric
field (a) and along the external field (b). Results presented in this study used lattice
dimensions of X=Y=5 and Z=200 sites.

10000 carriers are collected. Values are recorded and the simulation is terminated when

successive iterations yield measurements within 1% of each other. In 5.5a, the X and

Y lattice dimensions are varied while holding the Z dimension constant at 200 sites.

Simulations with X and Y dimensions equal to or greater than 5 represent a stable

region. In 5.5b, the X and Y dimensions are held equal to 5 while the Z dimension is

varied. Results suggests that the behavior is stable when the Z dimension is greater

than 100 sites. For results presented in the sections above, lattice dimensions were set

at X=5, Y=5, and Z=200 sites.

5.4 Results

In 5.6, we present the results of our simulations alongside the electron and hole

mobilities measured by Liu et al.[54] and electron conductivities measured by Kang et
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a. b.

Figure 5.6: Simulated electron and hole mobilities, produced by the hopping model,
plotted with experimental data published by (a) Liu et al. [54], and electron conductiv-
ities published by (b) Kang et al.. [46]

al.[46] It is recalled here that the conductivity is defined as the product of the carrier

mobility and the carrier density.

The results will be discussed in two parts by distinguishing the low diameter

region (dcrystal = 3 − 5nm) and the large diameter region (dcrystal = 6 − 9nm) of 5.6.

For crystal diameters in the 3−5nm range, the electron mobility/conductivity increases

by roughly an order of magnitude with increasing nanocrystal size. Hole mobilities in

this region increase by roughly two orders of magnitude. There are two main factors

explaining these steep increases. (1) As the average crystal diameter increases, hopping

distances increase. It follows that a decreasing number of hops are necessary to traverse

a given film length, and mobilities/conductivities increase as a result. (2) The pres-

ence of site energy disorder generates larger barriers to hopping at smaller nanocrystal

diameters. Referring back to 5.3, we see that the HOMO and LUMO energy levels of

individual nanocrystals have a stronger dependence on nanocrystal size at smaller diam-
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Figure 5.7: Energy variation within one σ of the LUMO (solid) and HOMO (dashed)
levels. Crystal sizes have a normal distribution, and site energies are determined ac-
cording to 5.3.

eters. Therefore, the appropriate size disorder, given by Equation 5.6, induces greater

site energy disorder for smaller nanocrystals. Greater site energy disorder results in

larger barriers in the Miller-Abrahams hopping rate, leading to longer residence times

and lower mobilities for smaller crystal sizes.

5.7 illustrates the size dependence of the site energy disorder in our simulations.

Here, crystal sizes are distributed with a standard deviation of 9% of the average crystal

diameter. The vertical axis shows the range of site energies within one σ around the

mean. Site energies are distributed over a much wider range at smaller crystal diameters.

One observes that holes site energies are significantly more sensitive to size disorder than

electron energies, and hole mobilities exhibit a more dramatic increase in the 3-5nm

range.

To summarize, the increasing distances covered by each hop and the decreasing
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site disorder are the two key factors, driving the sharp increase of the mobilities at low

crystal sizes.

5.6 shows that at larger diameters, the sharp rise of the electron mobilities give

way to a sloping downward trend in the data of Liu et al., and to a plateau region in

the data of Kang et al..[54, 46] While the hole mobilities continue to rise, this rise is

dramatically lower than in the small-diameter regime. In the dcrystal > 6nm region, the

simulated mobilities also show a sloping downward trend with increasing nanocrystal

size. There are two major factors, explaining this sloping behavior. (1) The wave func-

tion overlap and therefore the β tunneling amplitude decreases with increasing diameter

due to lower ground states with respect to the ligand barrier height. (2) Transport is

also penalized at larger crystal sizes due to more frequent carrier interactions.

A more detailed explanation of (2) is that the number of carriers per site

is greater in systems with larger crystals, assuming a constant carrier density. With

increasing crystal size, carriers more frequently encounter sites of higher occupation.

Since the energy of a destination site is greater when the site is already occupied, the

residency time of the hopping carrier is increased. This inhibits transport. 5.8 demon-

strates this effect. The right vertical axis shows how the carrier/site density increases

with increasing crystal diameter for the fixed carrier density of 0.002 carriers/nm3. This

value was chosen to be relevant for the experiments of Liu et al. and Kang et al. The

left vertical axis shows the average charging penalty incurred per hop, which increases

rapidly as the average site occupation approaches one. These plots provide clear evi-

dence that transport occurs through pathways that involve a rapidly increasing number
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Figure 5.8: The average charging energy barrier per hop (open circles) and the number
of carriers per nanocrystal at 0.002 carriers/nm3 (closed circles). At smaller crystal
sizes, multiple carriers are less likely to occupy a single nanocrystal.

of multiply occupied sites, resulting in increasing charging energy costs.

It is noted that there are two competing factors related to charging energy. On

one hand, the actual charging energy parameter Ec decreases with increasing crystal

diameter. This led Lee et al. to conclude that diameter dependence of the charging

energy is responsible for the rapid rise of the mobility in the small diameter region.[51]

On the other hand, the charging energy cost is only incurred only if carriers interact

during transport. Our 5.8 implies that for small nanocrystal sizes, multiple carriers are

not forced to occupy the same nanocrystal, thus the charging processes have negligible

impact on transport. We therefore attribute the rapid rise of the mobility to disorder

and hopping-distance effects.

Finally, we note that very similar parameters were used to account for all the

experimental data, as illustrated by 5.1. Two relevant parameters are not included in
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MODEL Fz(meV/nm) σ0 α XC(meV · nm) ρcarriers(nm−3) dcrystal(nm) T (K)

µe 0.52 0.09 0.0121 827.26 0.002 0.44 300
µh 0.52 0.09 0.0121 827.26 0.002 0.44 300
σe 0.52 0.09 0.0854 827.26 0.002 0.44 300

Table 5.1: Parameters used for the simulations presented in 5.6. Crystal sizes were
varied between 3-9nm throughout the simulation. Lattice dimensions were held at
X=Y=5 and Z=200 sites.

the Table. HOMO and LUMO energies were directly taken from the calculations of

Kang and Wise (5.3)[45], and the tunneling amplitudes were computed by the code of

Brennan[11] as the half energy splittings in 5.2 divided by Planck’s constant. Neither

of these inputs contained any fitting or adjustment on our end. Finally, the simulations

of 5.6b differ from 5.6a in the α parameter alone, which only serves as an overall scaling

factor. The fact that nearly identical parameter sets are able to account for three sets

of non-monotonic experimental data suggests that the hopping model incorporates the

most significant energy terms and represents the most relevant physical processes.

5.5 Conclusion

A Monte Carlo model was developed to simulate electron and hole transport

in ethane dithiol-capped PbSe nanocrystal films. The dependence of the calculated

mobilities on the size of the nanocrystals is in excellent agreement with field effect

measurements performed by Liu et al and by Kang et al.[54, 46] Simulations suggest that

a sharp mobility increase for crystal sizes in the 3-5nm range can largely be attributed to

two factors. (1) Carriers need fewer hops to cover a particular distance in films composed

of larger nanocrystals. (2) Increasing crystal size decreases site energy disorder and
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lowers hopping barriers. At larger crystals sizes (6-9nm), the mobilities exhibit a sloping

downward trend. Two factors also drive this behavior. (1) The effective tunneling

amplitudes decrease with increasing nanocrystal diameter. (2) Carriers are confined

to fewer, larger nanocrystals, leading to more frequent carrier interactions. Transport

paths encounter multiply occupied sites with increasing frequency, leading to increased

carrier residence times.

The encouraging correlation between the simulations and the three experimen-

tal data sets supports that thermally assisted nearest neighbor tunneling is the dominant

transport mechanism in the FET experiments of Liu et al and Kang et al.[54, 46]

Finally, our simulation’s sensitivity to size disorder suggests that an emphasis

on nanocrystal uniformity could dramatically improve the performance of nanocrys-

talline solar cells and transistors.
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Chapter 6

Conclusion

In the first experiment presented in this thesis, we successfully fabricated con-

formal Cu2S using CVD and PCVD deposition techniques. EXAFS and XPS measure-

ments confirmed the Cu2S stoichiometry in deposited materials, however sheet resistance

and absorption measurements suggest the formation of a thin metallic layer of Cu-poor

material at the substrate/film boundary. This is an obstacle to ETA device construc-

tion. In the second project, luminescent downshifting films were successfully utilized

to improve the efficiencies of CdTe/CdS devices. Relative efficiency improvements of

up to 8.5% were measured. Downshifting films proved stable under illumination when

encapsulated in an oxygen and water free environment. Lastly, Monte Carlo simula-

tions of carrier transport in nanocrystalline PbSe films were developed. Results are

in excellent agreement with field effect conductivity/mobility measurements. Hopping

distance, size disorder, inter-crystal tunneling, and carrier interactions appear to be the

most important factors determining film mobilities and conductivities.

90



The three materials listed above represent some of the latest approaches to

economical solar power. Cu2S, LDS films, and PbSe are also at different stages of

development and utility with relation to the solar industry. Though Cu2S is a well

established solar cell material, its stability is still not well understood. Controlling the

material phase is still a hurdle to large scale device production. Though CVD provides

a promising tool to ETA device fabrication, it is also not clear that it would be a cost

effective technique for large scale device fabrication. CVD requires very low pressures,

and this can be very expensive when done on a large scale. The Cu2S stability concerns

and the CVD cost challenges likely mean that commercial ETA Cu2S devices are many

years down the road.

Luminescent downshifting technologies, on the other hand, are already pene-

trating the photovoltaics industry. Solar greenhouses that employ downshifting films to

concentrate sunlight are in the early stages of commercial trials. Utilizing downshifting

films for spectrum modification in existing device structures is also a real possibility.

CIGS solar cells suffer similar parasitic absorption problems to CdTe/CdS devices. They

also require an encapsulation layer to protect the solar-converting materials from oxy-

gen and water. With industry backing, downshifting films could be incorporated in

commercial technologies within the next decade.

Devices constructed from nanocrystalline materials show tremendous poten-

tial, however they still quite young and unproven. Solution processability means that

NC PbSe and similar materials could be produced at the industrial scale, however most

materials are only being produced at the laboratory scale and are still quite expen-
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sive. Carrier generation and transport in nanocrystalline materials are also not well

understood. Though device efficiencies have been improving at an impressive rate, it

is too early to tell if the nanomaterials will ever rival crystalline silicon’s efficiency and

affordability.

The work presented in this dissertation highlights some of the opportunities

and challenges surrounding new solar technologies. Alternative materials and fabrica-

tion techniques open the door to cheap, efficient devices, but new materials must be

defect-free and robust. We must also develop a basic understanding of these materials

so that they can be used effectively.

According to a 2012 study, “grid-parity events will occur throughout the next

decade in the majority of all market segments in the world”[12] The US will likely begin

to achieve solar grid parity between 2016 and 2020.[12] In order facilitate these changes,

solar must become more reliable. It must become cheaper, and the technology must

convert electricity more efficiently. Lastly, new solar technologies must be accompanied

by a restructuring of energy policies. Fossil fuel industries must be forced to consider

the hidden costs of extraction and power generation. Globally, governments must coop-

erate to reduce CO2 emissions rather than compete over existing reserves. With these

developments we could witness the beginning of a clean energy revolution.
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