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ABSTRACT OF THE THESIS

Simulation and Control of Humanoid Rolling and Falling Behaviors

by

David Frederick Brown

Master of Science, Graduate Program in Computer Science
University of California, Riverside, December 2012

Dr. Victor Zordan, Chairperson

Controlling physically based characters is an ongoing problem in animation.

Motions that involve a large of changing contacts with the environment are especially

problematic. In this thesis we present techniques for controlling contact rich motions,

specifically rolling and falling motions. For rolling we present a method for controlling

the full body orientation of a multibody character. We use this to describe a roll for

the character to perform in terms of the character’s goal orientation, linear velocity and

angular velocity. We then use a quadratic programming controller to compute the torques

to best achieve these goals. To deal with the many and constantly varying contacts we

introduce a heuristic that selects only the most important contact points to be active

in the quadratic program. Falling is similar except it requires time varying orientation

and position goals for the character. We automatically compute these goals by defining a

function to evaluate the quality of a fall and use sampling based optimization to find the

best way to control the character for a given fall. We demonstrate our rolling controller

for several different rolls in different environments and our falling controller on a variety

of different falls.
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Chapter 1

Introduction

Physically simulating character animations is useful for a variety of disciplines.

It allows animators to include the subtle artifacts of physical motion in characters without

needing to perform lots of tedious tweaking. It allows the animations of characters in

video games to convincingly react to external stimuli for a more immersive experience.

It can also help robotics researchers perform experiments that would be too difficult

or dangerous to try with a real robot. Falling and rolling motions are a particularly

suited for physical simulation because they involve such complex interactions with the

environment.

In this thesis we present techniques for simulating and controlling humanoid

characters in falling and rolling motions. For falling we use a stochastic global trajectory

optimization algorithm to find the best parameters for some general controllers according

to several quality metrics. We also introduce a method for controlling characters per-

forming contact rich tasks such as rolling and tumbling. Both of these techniques use the

same low level momentum based quadratic program controller controller [27].
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1.1 Motivation

Humanoid animation and simulation has been a popular field of research in

character animation for the past several decades. We have reached the point where it is

possible to create robust controllers for common tasks such as balancing and walking. We

have also seen these paired with insightful path planning algorithms allowing characters

to navigate complex and dynamic environments. However most of these tasks the contact

points and configuration are relatively simple and known beforehand. These methods are

not as helpful for motions that require a large number of unpredictable contact points

such as rolling. In addition, even the most robust character or robot is bound to fail

under some extreme circumstances. In such cases we must design a way for the character

to fail believably and, in the case of robots, safely. Our work is predominantly focused on

an animation solution suited for interactive applications, however this work could also be

applied to robotics and kinesiology.

Animation

It can be difficult to hand animate a falling or rolling character because the

dynamics of a multibody and the collisions with the ground can be quite complicated.

The animations are also very dependant on the topology the character is falling on. As

such it would be very useful to be able to pragmatically generate these animations for

different characters. These animations could then be used as is, or tweaked as necessary

to fulfill other constraints of the animation.

With interactive animations the problem is much more acute because there is

essentially impossible to create animations for every possible fall configuration. Many

video games use “rag doll” physics to animate fallen characters, however this makes the
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characters completely passive when falling instead of trying to perform some kind of

recovery during the fall.

Robotics

With robots, the primary concern is ensuring the robot does not damage its self

or any objects or people around it when falling. Robotics research often uses simulations

to test algorithms more quickly and without the cost of acquiring and setting up a real

robot. Testing falling control and algorithms makes damaging the robot much more likely.

Simulations can also be used to run tests much more rapidly than on a real robot. Our

method could be used to refine a falling control algorithm until it is safe enough to be

tested on a real robot.

Kinesiology

Athletes in fast paced competitive sports are bound to fall at some point during

training or competitions. Our system could be used to develop better falling techniques

for actual humans to help avoid injury during such sports.

1.2 Contributions

The main contributions of this thesis are a system for controlling contact rich

rotational motions such as rolling and a trajectory optimization controller for falling

motions. We demonstrate the rolling controller with various types of rolls on different

surfaces. For the falling controller we generate several falls with different objectives and

control techniques.

With our falling system we can experiment with a variety of measures for the

quality of a fall such as the impact force, which body part was hit, and where the character
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fell. We then use these measures to evaluate falls using a variety of control techniques

such as controlling the character’s pose while falling, center of mass position and angular

momentum while falling. Using different combinations of these quality measures and

control techniques we are able to generate a variety of convincing fall animations.

We also present a novel rolling controller that is able to generate convincing and

physically accurate rolling animations. We use a momentum controller to regulate the

motion of the character and a contact management system that decides which contacts

the system should use to control the character. The combination of these two makes for

a rolling controller that produces high quality animations and can operate in a variety of

environments.

1.3 Thesis Organization

In Chapter 2 we summarize related research work to ours and topics that we

build upon. This includes research in animation, robotics and biomechanics. In Chapter 3

we go over the dynamics of our simulation and the low level momentum controller we use.

Chapter 4 introduces our control system for contact rich rotational motions. Chapter 5

introduces our method for optimizing a trajectory for a falling character. In Chapter 6

we review the results of both methods and in Chapter 7 contains concluding remarks.
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Chapter 2

Related Work

Physical modeling and simulation of humanoids has been used in a variety of

fields and topics of research. Most relevant to our work is research in the areas of physics

based character animation, robotics, and biomechanics. In Section 2.1 we review the

relevant research in computer animation, including physics based character animation,

contact management, and sampling. In Section 2.2 we look at fall detection and damage

reduction research in robotics. Finally in Section 2.3 we examine a few related works in

biomechanics.

2.1 Animation

There are many subtle details in humanoid motion that can be very difficult to

recreate with an animated character. While we can now create photorealistic models of

humans, animating these characters often breaks our suspension of disbelief. A common

method for creating realistic animations is to use some form of motion capture and there

is a large body of research on that topic [28, 29]. Motion capture editing techniques

make it possible to edit and adapt recorded animations to new situations and characters.
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However these editing techniques can also result in unrealistic motions. Modeling the

physics of the character ensures that the resulting animations are physically consistent.

They also enable us to generate new animations that can react to and interact with the

environment.

2.1.1 Task Controllers

One technique for creating physically simulated animations is to design con-

trollers that is able to perform specific tasks. These tasks are usually smaller parts of

an overall animation. Examples include balancing, walking, and reaching for an object.

Techniques for doing this include designing a controller by hand, using a mathmatical

model of the dynamics to create a controller, and using a hybrid of kinematic control

and dynamic simulation.

Hand Designed Controllers

Walking is one of the more common applications these controllers in the literature.

An early example of this can be found in [59] where the author divides a task such as

walking into a parameterized finite state machine where each state is a part of the full

animation. However Zeltzer’s system was purely kinematic with no simulation. Bruderlin

and Calvert [5] present a simulation of a walking human using a hand designed controller.

They model the stance leg as an inverted double pendulum and the swing leg as a regular

double pendulum. Their system also has several parameters to adjust the speed and

appearance of the walking motion.

Raibert and Hodgins developed controllers for locomotion simulations including

biped walking, quadruped walking and a plainer kangaroo [39]. Their system also used

state machines where each state uses hand tuned proportional-derivative (PD) controllers
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were used to compute torques for each of the character’s joints.

Since hand crafting these controllers is so time consuming, there has been a

variety of research into stringing together multiple task controllers to create longer more

complex animations. Wooten demonstrates a technique for doing this by simulating

acrobatic motions such as leaping, tumbling, and landing [53]. He designs controllers

where the exit state for one task leaves the character in a valid initial state for another.

Doing so he is able to combine controllers for a single acrobatic maneuver into longer

routines.

Faloutsos et al. also use the combining controllers technique [10]. They use

composable controllers including walking, jumping, rolling over, and getting up. The

system treats each controller as a black box and can be queried to see how suitable it is

for the task at hand. Each must also be able to specify it’s range of possible starting

states and ending states, and to evaluate if any failure has occurred. A higher level system

can use these to determine which controllers should be used to achieve a specific task.

They also use a supervised learning technique for determining the starting conditions of

controllers.

Coros et al. used a combination of hand designed controllers, dynamics modeling,

and optimization to design a quadruped controller [6]. They used virtual forces to

compute the torques necessary to control the height and velocity of the quadruped and

PD controllers to drive the character to a particular pose in a particular phase of the gait.

Finally they used stochastic optimization to tune the parameters of their controller to

improve the speed and robustness of the controller and to try and match some example

data of dog locomotion. They also design controllers for leaping, sitting, lying down, and

getting up.
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Dynamics models for Control

Hand designing controllers for specific tasks can produce convincing and robust

controllers. However it can be very tedious to design a new controller for every task in

a particular animation. One way to alleviate this is to come up with a model for the

dynamics that enables you to control features of a character, such as the center of mass

acceleration or end effector position, instead of raw joint torques. Controlling higher

level tasks such as balancing or walking is easier using these features than if you had to

control individual joint torques. Another benefit of these methods is they generally do

not depend on the skeletal structure of the character and so controllers designed using

them can often be used on a variety of characters.

One such method is using Jacobian transpose control to apply virtual forces

[45, 38, 36]. This control method allows us to apply virtual forces (or torques) to a

particular point where we may not have a way of directly applying a force. For example

to balance a character we may want to apply a force to the character’s center of mass.

Using Jacobian transpose control we can apply a virtual force to the center of mass that is

realized through the contact points of the supports. Yin et al. use virtual torques in their

SIMBICON walking controller [57]. They use one virtual torque to keep the character’s

torso upright and another to position the swing leg which maintains the balance of the

character. Coros et al. use a variety of virtual forces in their quadruped controller [6] for

gravity compensation and velocity control.

Another method is to perform multi-objective control using a local quadratic

optimization as introduced by Abe et al. [2]. We will cover this method in detail in

Section 3.2. Briefly the method models the character’s dynamics as a quadratic program

with linear constraints. Weighted objectives such as center of mass position and end
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effector position can be added to the system. The system is then solved using a constrained

quadratic optimization solver to get the resulting joint torques of the character. Abe et

al. used this method to create a robust balancing character that could reach its arms

while staying in balance. Macchietto et al. extended this technique to use linear and

angular momentum objectives [27] which improved the balancing robustness and resulted

in more realistic responses to external pushes. De Lasa et al. used a slightly modified

version of this method with prioritized objectives to create general jumping and walking

controllers [8]. They showed their controllers could be generalized to characters with

different body shapes and morphologies.

Hybrid Controllers

Simulation based techniques can produce very lifelike animations, however they

tend to give animators less control over the resulting animation. There are control

methods that attempt to combine the best of both simulation based techniques and pure

kinematic control. Often these techniques perform a simplified version of the simulation

or constrain it in some way to conform to some kinematic data.

Zordan et al. track motion capture data in a physical simulation using PD

controllers to track joint angles and a balance controller to keep the character upright

[60]. Undisturbed, the character follows the motion capture data closely, however when

the character encounters an external force it reacts in a physically realistic way. Nguyen

et al. use a similar technique to create reactive animations in real time using motion

capture for input [33]. Shapiro et al. [42] use a system similar to [10] but which uses both

kinematic and dynamic controllers. The character switches to a dynamic controller to

react to unexpected contacts and then can switch back to a kinematic controller when it

is sufficiently close a kinematic controller’s starting state. Tang et al. use a somewhat
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similar technique to generate falling animations [48]. When a character begins to fall

their system uses simulation to calculate the trajectory of the fall and determine a good

motion to transition to after falling. Then a physically generated falling motion is used

to create the transition from the current pose to the post fall motion clip.

2.1.2 Sampling and Genetic Algorithms

Sampling based techniques and genetic algorithms have been used fairly exten-

sively in computer animation for everything from choosing parameters for a controller

[6] to creating entire virtual creatures [43]. These techniques are appealing because they

are conceptually simple and can produce good results. However they can be very time

consuming if the search space is large and the quality of the results can be very dependant

on the initial conditions as well as the objective function.

Ngo and Marks use a genetic algorithm to generate gaits for simple two dimen-

sional creatures [32]. They used a set of learned stimulus-response functions to control

the character. Their work showcases the potential of such techniques in that they were

able to generate some interesting gaits for various creatures and even one that resembled

human walking while only using longest distance traveled as an objective. However the

animations are not particularly natural looking and to obtain the human walking gait

they had to tweak their objective function to be the average distance travelled by the

feet instead of the position of the center of mass. Gritz and Han use a genetic algorithm

to generate a gait for a Luxo lamp in three dimensions [16]. They make their controller

more robust by evaluating their fitness function over several trials with different initial

conditions. They also evaluated the style of the motion by penalizing falling over and

moving after reaching the goal, while rewarding the speed at which the goal was reached.

This results in more natural looking animations and enables the gait to be repeated for
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longer animations.

Sims used a genetic algorithm to evolve both creature morphology and control

for swimming, walking, jumping, and following a light source [43]. The resulting creatures

developed a wide variety of strategies for performing their task, some of which resembled

features of real animals such as fins. However the system is mostly automatic and gives

very little control over the resulting creatures and behaviors.

Instead of generating unique motions, Sok et al. take existing motion capture

data or key-framed animations and modify them so they can be physically simulated

using PD controllers in two dimensions [44]. They use a sliding optimization window

to improve performance and are able to chain several optimized controllers together.

Similarly, Liu et al. use a sampling based approach to simulate contact rich animations

including rolling [26]. They use 3D motion capture data as input and use sampling to

determine the paramaters of PD controllers that will successfully perform that animation

in a simulation.

Wampler and Popović use a hybrid approach of gradient based local optimization

and gradient free global optimization to generate animal gaits [49]. Since changes in

contact times causes discontinuities they use the gradient free optimization to manipulate

the contact times and positions and then use the gradient-based optimization to find the

best solution with a given contact profile.

Wang et al. use a sampling based optimization technique to improve the SIM-

BICON walking controller and adapt it to different characters and environments [50].

They use Covariance Matrix Adaptation [18] to determine parameters for the walking

controller that minimize energy exertion, angular momentum and head movement. This

produces a more natural walk that includes human walking features like active toe-off.

Yin et al. also build upon the SIMBICON controller but instead they adapt
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it to perform more extreme tasks such as stepping over obstacles, stepping up large

steps, walking on steep inclines and pushing heavy objects [56]. They also compare

several different optimization techniques including a gradient method using derivative

approximations, a hybrid stochastic and gradient based method, and a stochastic search

method with different parameters. In their results the stochastic methods generally

require fewer function evaluations but the hybrid approach results in lower objective

function values and better looking motions.

2.1.3 Contact Management

Dealing with contacts continues to be a topic of research in computer animation.

Contact forces are usually the only external forces a character has control over when

performing a task, and the position of those contacts affects how the character can

leverage them to achieve its goals. When performing a task a character must decide

not only what to do with the contacts it has, but also if it should change its contact

configuration. One of the main difficulties with this is that when contacts break or new

contacts appear it causes a discontinuity in the amount of control the character has, so

changing contacts are problematic for gradient based optimization techniques.

Even in just resolving contact forces in multibody simulation is not a straight-

forward problem. There can be many solutions and possibly no solution for a given

constraint configuration [4]. The usual technique of resolving contacts is formulating a

Linear Complementarity Problem who’s solution gives the contact forces and accelerations

for a given point in time [3]. However LCP algorithms only find one of solution to the

contact force problem. If there are more than one solution they have no way of evaluating

which one might be most suitable for a particular situation. This becomes a problem

when you are using an optimization based controller where one solution could be better
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than others.

Another problem is when using quadratic optimization based controller such as

in [2] the contact constraint is generally expressed as bilateral constraints to keep the

problem convex. However this prevents the controller from ever breaking contact. Tan

et al. [47] select which contacts should be used for their soft body controller using an

iterative pivoting algorithm. Performance is another reason for wanting to exclude some

contacts from the control formulation. With rigid bodies the number of contact points

tends to be relatively limited in number, however if using soft contacts such as Jain et al.

[20] the number of contacts can be much larger.

2.2 Robotics

Fall management is a very important topic in robotics. Although preventing

falls should be a primary goal, it is still inevitable that a humanoid robot in uncertain

environments will fall occasionally. Therefor the robot must have a strategy for minimizing

the damage to its self and its surroundings in the event of a fall. To employ some falling

strategy the robot must also be able to detect when it is falling and usually the sooner a

fall is detected, the more that can be done to mitigate it. In this section we will review

the relevant research on fall control and detection.

2.2.1 Fall Control

A common strategy for mitigating the damage to a robot from a fall is the

Ukemi strategy introduced by Fujiwara et al. [13] and inspired by martial arts falling

techniques. The technique involves crouching during the fall to minimize the amount of

induced angular momentum induced by the fall. The robot also orients its self to put
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shock absorbers on likely impact points of the robot and during the fall the robot will

orient its self so these points absorb most of the impact. Fujiwara et al. demonstrate the

effectiveness of this method on a real robot in [14]. Fujiwara et al. also develop a specific

strategy for forwards falls on the knee in [15].

Other works have used simplified models of the dynamics of a robot to come

up with fall strategies. Ogata et al. verify the effectiveness of the Ukemi strategy of

contraction and expansion using a linear inverted pendulum [34]. They calculated an

optimal trajectory of contraction and expansion for the inverted pendulum that minimized

the velocity at impact. Fujiwara et al. use a more complicated triple and quadruple

inverted pendulum to design fall controllers where the knee impacts first [12, 11]. They

use this model to perform an optimization that minimizes several weighted parameters

including the impact force at the knee and the arms, and the angular momentum at

impact.

Ruiz-del-Solar et al. created a robot fall simulation that evaluates falls based on

the impact force at the joints and other fragile points on the robot [41]. They then used

this system to manually optimize the joint positions during the fall to minimize these

forces. They develop several strategies this way and then test them on a real robot.

During a fall a robot may need to consider not only damage to its self but

also damage to its surrounding environments. Although the robot may not be able to

prevent the fall it can try to at least fall in a safe direction. Yun et al. and Nagarajan

and Goswami control a robot’s falling direction by taking steps and shaping the robot’s

inertia during the fall [58, 31]. Stepping is used to change the robot’s support region so

it will fall in a particular direction. If stepping fails the robot can also shape its inertia

to produce an angular momentum in the desired direction. Lee and Goswami also use

inertia shaping, but instead use it to ensure a specific part of the robot (in this case a

14



backpack) make contact with the ground first [25].

2.2.2 Fall Detection

For a robot to react to a possible fall it must first detect that it is falling. A

commonly used technique is to look at an indicator of the overall stability of the robot.

One indicator is the center of mass. If the center of mass projected on the ground the

robot is in balance. However in some tasks such as walking the center of mass is rarely

directly over the support even when the robot is not in danger of falling. Another more

robust indicator is the Zero Moment Point (ZMP). The ZMP is the support point where

a reaction force applies no moment about the horizontal axes. [35] use the estimated

position of the zero moment point (ZMP) to detect instability in a robot and decide

whether to take a step or perform some shock reducing motion. The shock reduction

motion they use attempts to minimize the velocity of the center of mass at impact and is

similar to the crouching used in the Ukemi strategy

There are also more complex models for detecting robot stability. Pierre-Brice

reviews several methods of stability detection and then introduces a method for computing

a viability kernel within which the robot will not fall [37]. Renner and Behnke design

use an attitude sensor in the chest of the robot to detect instability [40]. They create

a model of attitude readings under usual circumstances and use sensor readings that

deviate from this as an indicator of instability. Kalyanakrishnan and Goswami attempt

to predict humanoid falls early by examining the robot’s linear and angular momentum

[21, 22]. They use machine learning techniques to model when the character is going to

fall using the robot’s momentum and support configuration as features. Similarly [23]

use Principal component analysis over the state of the robot to generalize good states of

a robot and use deviation from those good states to predict a fall.
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2.3 Biomechanics

Much of the biomechanics research on falling is on what kind of damage is caused

by falling and what usual human reactions are to falling. A large portion is also devoted

to falls by elderly people since falling can be more devastating for them. Hsiao and

Robinovich studied what kind of movements people perform to protect themselves when

falling [19]. They had their subjects stand on a mattress and then abruptly translated the

mattress to simulate a slip. They found that subjects forwards and to the side tended to

impact with their wrist first, while when falling backwards the wrist and pelvis impacted

at nearly the same time.

Kim and Ashton-Miller compared the upper body movements of young and old

subjects when falling forwards [24]. Although both the old and young subjects broke

their fall with their hands, the young subjects reacted faster to unexpected falls and

had lower maximum impact force. Groen et al. studied the techniques of martial artists

performing sideways falls and how they helped reduce impact force [17]. They found

that compared with simply blocking the fall with your arm, the martial arts techniques

reduced the impact force significantly. They concluded that this was due to reduced

impact velocity and rolling after impact.
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Chapter 3

Dynamics and Control

Before describing our method of simulating contact rich motions we must first

introduce the simulation and control system it is built upon. The system is split into a

controller that calculates joint torques for the character at each time step and a forward

simulator that uses those forces to step the character forward in time. We use a standard

multibody forward simulation system as described in [9]. The controller is based on the

one used in [27] and [8].

In Section 3.1 we will review the mechanics of contacts in this system. In

Section 3.2 goes over the system’s dynamics and introduces the low level controller used in

our system. Finally in Section 3.3 we describe our method for measuring and controlling

the full body orientation of the character.

3.1 Contact Mechanics

Contacts with the environment apply an external force the character. This force

can be manipulated by our joint actuations and forms the basis of our control. We only

consider static friction in our contacts because dynamic friction makes the optimization
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Figure 3.1: An example contact point with the contact force decomposed into normal

and tangential components

we use non-convex. Each contact point p(i)c can exert a contact force f (i). We split

this contact force into its tangential component f (i)
T and its normal component f (i)

n as

shown in Figure 3.1. Since contacts cannot perform work me must enforce the zero work

(complementarity) constraint f (i)
n

t
ṗc

(i) = 0. We can express this in joint velocities q̇

using the contact force Jacobian J (i)
c (q).

J (i)
c (q)q̇ = ṗc

(i) (3.1)

Since we are limited to static friction we can use the constraint ṗc
(i) = 0 to

enforce the complementarity constraint. This forces the character to always maintain

contacts, however in contact rich motions we often need to break contact. To overcome

this we express the complementarity constraint as a highly weighted objective instead of

a constraint in our optimization as described in Section 3.2 and we use a heuristic for

deciding when to enable and disable specific contacts in the optimization (described in

Section 4.3).
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Figure 3.2: The friction pyramid constraint for a contact point

There are two other constraints on contact forces in addition to the comple-

mentarity constraint. Unlike bilateral joints, a contact can only pushes the body away

from it and not pull it back, implying that the normal component of the contact force

must be positive: f (i)
n ≥ 0. Furthermore since we are dealing with no-slip contacts,

Coulomb friction limits the magnitude of the tangential component of the force based on

the magnitude of the normal component: ‖f (i)
t ‖ ≤ µf

(i)
n where µ ≥ 0 is the coefficient of

friction for the contact. This constrains the force to be in a friction cone centered on the

normal component of the contact force. We use a linear approximation of this constraint

‖f (i)
t ‖∞ ≤ µf

(i)
n as in [2] forming a friction pyramid as shown in Figure 3.2.

3.2 Low Level Controller

The equations of motion of a multibody system can be written as

M(q)q̈ +C(q, q̇) =

 0

τ

 (3.2)

Where M is the generalized inertia matrix, C is the generalized bias force (combining

Coriolis, centrifugal and external forces) and τ is the generalized force. The 0 in the vector

19



on the right hand side represents the unactuated degrees of freedom of the multibody’s

root.

Our controller uses the momentum control method from [27] which in turn

uses the multi-objective optimization method of [2]. The controller uses a constrained

quadratic optimization to minimize several weighted objectives (described in Section 3.2.1)

while upholding the dynamics and contact constraints. If n is the number of degrees of

freedom of the character and m is the number of contact points then the optimization

state is

x =


q̈

τ

f

 (3.3)

Where q̈ ∈ Rn are the generalized joint accelerations, τ ∈ Rn−6 are the joint

torques and λ ∈ R3m are the contact forces.

The quadratic optimization has the form

1

2

p∑
k=1

‖Akx− bk‖2W k
(3.4)

where p is the number of optimization objectives, Ak and bk are the objective’s linear and

constant terms, and W k is the objective weighting matrix. There are three constraints

to this quadratic program. The first is

f
(i)
N ≥ 0 i = 1, . . . ,m (3.5)

This ensures that contact force is unilateral and can only push the character away from

the ground. The second constraint also relates to contact forces

‖f (i)
T ‖∞ ≤ µf

(i)
N i = 1, . . . ,m (3.6)
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This ensures that the contact forces uphold Coulomb friction remain within the approxi-

mate friction cone. The last constraint is Equation 3.2 which ensures the contact forces,

joint torques and joint accelerations are consistent with the dynamics.

As mentioned in Section 3.1 we do not express the complementarity constraint

as a hard constraint in our optimization. Instead it is included as a highly weighted

objective. This keeps the character from performing some extreme exertion to maintain

a contact that really should just be broken. This objective has the form

1

2
‖ṗc‖2W v

(3.7)

where W v is the weight matrix for the complementarity objective and ṗc is the con-

catenation of all the contact point velocities. The full optimization can now be stated

as

min
x

1

2

p∑
k=1

‖Akx− bk‖2W k
+

1

2
‖ṗc‖2W v

(3.8)

subject to f
(i)
N ≥ 0, (3.9)

‖f (i)
T ‖∞ ≤ µf

(i)
N , i = 1, . . . ,m (3.10) 0

τ

 =M(q)q̈ +C(q, q̇) (3.11)

3.2.1 Controller Objectives

Since we use a semi-implicit integration method, all the objective functions

have also been modified to be semi-implicit. We use the semi-implicit Euler integration

method:

ẋt+h = ẋt + hẍt

xt+h = xt + hẋt+h (3.12)
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Pose Tracking

The pose tracking objective tries to get the character to match a specific pose or

some pose in a linear blend between two poses. Since the linear momentum and angular

momentum objectives together only specify 6 degrees of freedom, we need the tracking

objective to guide the optimization to natural a natural looking solution. Generally this

objective is weighted lower than the momentum objectives. The optimization tries to

meet the momentum goals as much as possible then as a less important goal it tracks

some given pose.

We use a force based tracker to give us compliant tracking at low optimization

frequencies. Prior quadratic optimization-based controllers [2, 27, 7] have used acceleration

based trackers. We find the force based formulation to be more compliant when dealing

with passive contacts.

Let quantities withˆrepresent desired tracking values and Ks, Kd represent the

spring and damping gains respectively. The tracker objective has the form

τ =Ks

(
q̂t − qt+h

)
+Kd

(
ˆ̇qt − qt+h

)
(3.13)

Substituting Equation 3.12 and rearranging the terms we get

(
h2Ks + hKD

)
q̈ + τ =Ks (q̂t − qt) +Kd

(
ˆ̇qt − q̇t

)
− hKsq̇t (3.14)

Which we can represent in the optimization form as

Atrack =

[
h2Ks + hKD I 0

]
(3.15)

btrack =Ks (q̂t − qt) +Kd

(
ˆ̇qt − q̇t

)
− hKsq̇t (3.16)

This formulation specifies one specific pose for the character to track. We may

instead want to track different poses based on the other objectives in the system. One
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way to do this is to provide two poses and let the optimization choose some linear (slerp)

blend between those two poses to track. To do this we introduce two more optimization

variables α(1) and α(2) that will be the blend values for the two poses q̂(1) and q̂(2). To

do this we must extend the optimization state to be

x =



q̈

τ

f

α(1)

α(2)


(3.17)

We also add three more constraints

α(1) ≥ 0 (3.18)

α(2) ≥ 0 (3.19)

α(1) + α(2) = 1 (3.20)

These ensure that the blend values only choose blends that are between the

two poses. Lastly we modify the objective function by first pulling out and negating the

terms from from Equation 3.16 that depend on the desired pose

u(1) = −
(
Ks

(
q̂
(1)
t − qt

)
+Kd

(
ˆ̇q
(1)
t − q̇t

))
(3.21)

u(2) = −
(
Ks

(
q̂
(2)
t − qt

)
+Kd

(
ˆ̇q
(2)
t − q̇t

))
(3.22)

We then append them to Atrack and remove them from btrack accordingly:

Atrack =

[
h2Ks + hKD I 0 u(1) u(2)

]
(3.23)

btrack = hKsq̇t (3.24)

Now the α(1) and α(2) optimization variables allow the system to track any pose

along the blend between q̂(1)t and q̂(2)t . It is possible to extend this to more than two
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poses, however it is much less intuitive to understand what a blend between three or

more poses looks like and two poses was sufficient for our experiments.

Feature tracking

We use the feature tracking control described in [8]. A feature y can be any

algebraic function of the generalized coordinates:

y = f(q) (3.25)

The derivatives of this function are specified with its Jacobian Jy:

ẏt = J
y
t q̇t (3.26)

ÿt = J
y
t q̈t + J̇

y
t q̇t (3.27)

Since we are doing semi-implicit tracking we approximate the post integration

feature value and its time derivative using Equation 3.12:

ẏt+h = Jy
t (q̇t + hq̈t) (3.28)

yt+h = yt + hJy
t q̇t + h2J̇y

t q̈t +O(h2) (3.29)

We specify a desired value for this feature ŷ and its derivative ˆ̇y We can then

compute a desired acceleration for this feature using a proportional-derivative (PD)

controller

ˆ̈yt = kp
(
ŷt − yt+h

)
+ kd

(
ˆ̇yt − ˙yt+h

)
(3.30)

Where kp is the proportional term and kd is the derivative term. We normally set

kd = 2
√
kp. We then set up the objective function to minimize the difference between

the desired feature acceleration ˆ̈yt and the actual feature acceleration ÿt.

E(x) = ‖ˆ̈yt − ÿt‖2 (3.31)
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Transforming this into our optimization form we have

Afeature =

[(
I3x3 + h2kp + hkd

)
Jy

t 0

]
(3.32)

bfeature = kp (ŷt − yt) + kd

(
ˆ̇yt − ẏt

)
− hkpẏt −

(
I3x3 + h2kp + hkd

)
J̇

y
t q̇t (3.33)

Center of mass tracking

The center of mass tracking objective tries to match the character center of mass

position, velocity, and acceleration to some specified values. This is done by regulating

the character’s linear momentum time derivative L̇t using a semi-implicit proportional-

derivative (PD) controller with a feed-forward term. The output of the PD-controller

is

ˆ̇Lt = m
(
kp (ĉt − ct+h) + kd

(
ˆ̇ct − ċt+h

)
+ ˆ̈ct

)
(3.34)

Where ct is the center of mass at time t, ĉt is the desired center of mass at t,

kp is the proportional gain value and kd is the derivative gain value. This is essentially

the same as our standard feature tracking except it has a feed forward term (ˆ̈ct) and is

multiplied by a constant (m). As such its optimization form is similar

Acm =

[(
I3x3 + h2mkp + hmkd

)
Jc

t 0

]
(3.35)

bcm = m
(
kp (ĉt − ct) + kd

(
ˆ̇ct − ċt

)
+ ˆ̈c
)
− hmkpẏt −

(
I3x3 + h2mkp + hmkd

)
J̇

y
t q̇t

(3.36)

where Jc
t is the Jacobian relating the change in joint positions q to changes in the center

of mass.

Angular Momentum Tracking

The final feature we control is angular momentum. Angular momentum control

is obviously vital for rotational motions such as rolling or flipping, but it is also important
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for everyday motions such as walking and balancing. When walking we swing our arms

to keep our angular momentum at zero, and when a balancing person is pushed they

minimize their linear momentum by inducing some angular momentum to stay in balance.

The angular momentum (H) is tracked just like the other features. We start with an

objective function for the optimization

EH(x) = ‖ ˆ̇Ht − Ḣt‖2 (3.37)

Then we define an equation for ˆ̇Ht using a PD controller and some specified

desired angular velocity ω̂t and angular acceleration ˆ̇ωt

ˆ̇Ht = I(q)
(
kd (ω̂t − ωt) + ˆ̇ω

)
(3.38)

where I(q) is the moment of inertia of the multibody. Note that there is no positional

term as there was in the linear momentum case. The center of mass is a useful measure

of the overall position of a multibody, however there is no such simple measure for overall

orientation of a multibody. To perform a good rotational motion however we need such a

measure. For example if the character is rolling forward we would want to control the

orientation of the sagittal plane with respect to the world to keep the rolling character

“upright” and also rolling in the same direction with respect to the world. This value

which we call angular excursion and denote with θ will be discussed in more detail in

Section 3.3.

With this measure for full body orientation we can add a proportional term to

Equation 3.38:

ˆ̇Ht = I(q)
(
ks

(
θ̂t − θt

)
+ kd (ω̂t − ωt) + ˆ̇ωt

)
(3.39)

The control of the features angular momentum, linear momentum and body

position along with pose tracking allow us to guide a character through a wide variety of
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activities. As shown in [2] and [27] it is able to very robustly balance a character, and

[8] showed that with some higher level planning it is able to drive characters performing

various locomotion tasks. The controller is also independent of the morphology of the

character.

3.3 Angular Excursion

As mentioned in Section 3.2.1, we need a measure for full body absolute orienta-

tion. There is no simple analog to center of mass for the orientation of a multibody. We

could look at just the orientation of the trunk, but this excludes orientation information

about the rest of the limbs. This could cause problems when, for example, the character

tucks their legs in to perform some rotational motion like a dive. We could also try

generalizing center of mass to orientation by averaging the orientation of each body

part multiplied by it’s moment of inertia, however unlike mass, the moment of inertia

contribution by each body part varies based on the pose of the character.

To solve this problem we use an approach similar to that of [55] where they

attempted to keep the total integral of the angular momentum at zero. We instead use

the integral of the character’s full body angular velocity (that is, the inverse of the full

body moment of inertia multiplied by it’s angular momentum). We use the integral of

angular velocity so that the rotation value is not susceptible to changes in the character’s

inertia. For example an ice skater performing an Axel jump might tuck their arms in to

increase their angular velocity though their angular momentum is constant. We call this

value the angular excursion.

The angular excursion can be defined mathematically as

θ =

∫ T

0
I(qt)

−1Ht dx (3.40)

27



We estimate the value of this integral using Riemann sums

θ ≈ h
N∑
i=1

I(qi)
−1H i (3.41)

This measure of orientation takes into account the current pose so it remains

accurate even if the character undergoes large changes in inertia. However since this

estimate is accumulated over time, the error will also accumulate. This can cause a drift

in the orientation with respect to the character. Our examples are relatively short (20

seconds or less) so this issue did not cause noticeable problems. Another issue is it is

possible to change our apparent orientation without any angular velocity. A well known

example is a cat being able to reorient its self to land on its feet. An option for dealing

with this is to have a set of poses with known orientations and when the character is

close to one of these poses re-initialize the orientation based on the known orientation of

the pose.
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Chapter 4

Contact Rich Rotational Motions

In this chapter we describe our system for controlling contact rich rotational

motions. This includes mainly rolling motions though each component could be applied

to different animations. To perform a roll we need to control the orientation of the

character about each axis independently as well as using the many varying contact points

to keep the character rolling forwards.

This system combines the momentum control method described in [27] with a

novel contact selection scheme to enable automatic contact transitions in motions where

contacts are constantly changing. The orientation control uses the angular momentum

and angular excursion control described in Sections 3.2 and 3.3. We will explain how this

is used to control a rolling character in Section 4.1. The contact management system we

use selects a subset of the contacts to actively use in the control of the character and is

described in Section 4.3.
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Figure 4.1: The axes we use for the rolling character. The red, green and blue arrows

represent the X, Y and Z axes respectively

4.1 Rotation Control

The rolling controller we use is conceptually quite simple. The high level

description is to maintain the orientation of the character’s sagittal plane while having a

constant forwards linear velocity a constant angular velocity about the sagittal axis. If

the Z-axis is the up direction and the character is facing in the positive Y direction and

wants to roll forwards then this corresponds to the goals of having zero angular excursion

about the Z and Y axes while having a positive linear velocity in the Y direction and a

negative angular velocity about the X axis. This can be seen in Figure 4.1.

The reason for having a forward velocity and a angular velocity are because

that is the direction we want the character to roll and the axis we wan to roll about (for

backwards rolling we would simply have the velocities in the opposite directions). We

also want to maintain the excursion about the axes we aren’t rotating about to keep the

character “upright” while rolling. We want the character to roll forwards but not fall over
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(a) Correct excursion (b) Incorrect Y excursion (c) Incorrect Z excursion

Figure 4.2: Differences between the desired (green) and actual (red) orientation of the

sagittal plane for a forward roll.

sideways or turn so that it starts rolling on its side. These two situations are shown in

Figure 4.2.

4.2 Pose Control

We can give the character momentum goals that tell it to roll, but if it is not in

a suitable pose it will likely fail or produce an unnatural looking motion. To perform a

rolling motion we need to give the character a relatively round shaped pose. A rounded

pose will make rolling possible, however it will also needs the freedom of movement to

apply some force to induce and control the rolling motion. For humans one option is to

have the character in a tight squatting pose with the hands held up near the head. This

allows the character to push with its legs in the upright portion of the roll and then to

push with its hands when rolling over the head.

A single pose may be enough to perform a successful roll of the weight for the

pose goal is not too high, however when a human rolls they usually go through several

different poses over the course of the roll. We use two different methods to account for
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this. One way is to specify several poses for the rolling motion and let the optimization

choose the most appropriate one using the blend pose tracker described in Section 3.2.1.

This gives the optimization more freedom in the pose it chooses for a particular time in

the roll.

The other method we use is to take an example roll animation and index each

frame based on the excursion of the character in the animation. Then when simulating

a roll we choose the pose that is closest to the simulated character’s current excursion.

This is useful if we want to simulate a particular style of roll from an example. We can

also use the blend tracker in this case by choosing two poses, one slightly ahead in the

animation and one slightly behind. This gives the character some freedom to adapt its

pose while still following the style of the example animation.

4.3 Contact Management

As described in Section 3.1, the low level controller we use is only able to deal

with fixed contact points. Furthermore the contact constraints try to maintain the set

of contacts at the current time step. For motions such as walking where the contacts

are fairly predictable we can simply disable contacts when we know they are no longer

necessary. However in motions where contact changes are more unpredictable pose a

problem.

To solve this problem we use the fact that in the case of many contacts, only a

small subset of the contacts may be actually necessary to achieve a particular change

in momentum. In fact if we ignore torque about the vertical axis then any momentum

change can be achieved with just three contact points. Those three points are whichever

points enclose the center of pressure necessary to achieve the desired change in momentum.
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We could use the desired linear and angular momentum change given in Equations 3.34

and 3.38 to calculate the center of pressure and then only use the minimum set of contacts

that enclose that point.

However humans do not do this, they tend to distribute force applied over as

many contact points as possible. So instead of using this minimum set we use a heuristic

that gives an importance value to each contact point. Then in the control optimization

step we only enable the most important contacts (note that this is only during the control

optimization, during the forward dynamics simulation all contact points are used). We

experimented with several different heuristics and found that the specific heuristic used

did not make a substantial different as long as it was reasonable and threw out clearly

unhelpful contacts.

The first heuristic we tried was selecting contacts based on how far they were

from the desired center of pressure. The idea being that close contact points can contribute

more to the desired motion of the character than further contact points. One downside of

this heuristic is that the center of pressure we calculate is only based on the momentum

objectives of the character and does not take into account other objectives like the desired

pose.

This led us to try another simple heuristic which was to simply run a single step

of the multi-objective controller with all contact points and use the magnitude of the

contact forces it produces as the importance value of each contact. Since the optimization

contains a regularization term it won’t apply a force at a contact point unless it is truly

beneficial to do so. This heuristic naturally takes into account all the objectives since

it’s running the full optimization. However this method is very slow since solving the

quadratic optimization takes the majority of the time, and the more contact points that

are included the slower it is. We ended up using this method for all our examples due to
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its simplicity, however when comparing it with the center of pressure distance method

the differences were small.
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Chapter 5

Fall Trajectory Optimization

In this chapter we describe our method for creating physically simulated falling

animations. The system is built on the low level controller described in Section 3.2 to

create a general parameterized falling controller. We then use a stochastic optimization

to minimize a set of weighted error measures to come up with the parameters to produce

a high quality fall. We induce a fall by applying a large external force to the character

over a short period of time. In Section 5.1 we describe the general controller we use in our

experiments. Section 5.2 describes the different objective functions we use to evaluate the

quality of a fall. Then in Section 5.3 we describe the stochastic optimization technique

we use to evaluate the parameter values for the fall controller.

5.1 Fall Controller

During a fall there are a variety of prevention and mitigation strategies that can

be employed. Several examples from robotics are reviewed in Section 2.2.1 and some from

biomechanics are reviewed in Section 2.3. In this work we focus on damage mitigation

for unrecoverable falls. Example damage mitigation motions from previous works include
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bracing with your hands or other shock absorbing parts [19, 24, 13, 25], lowering your

center of mass to reduce impact velocity [13, 34], as well as modifying the fall direction to

avoid obstacles [58, 31]. Our fall controller attempts to generalize these strategies so that

we can achieve any one of them by adjusting the parameters of one general controller. We

can then use a global optimization to find the best parameters for a fall in a particular

situation.

The general falling controller works on top of the low level controller by speci-

fying trajectories for the controllable features exposed by the low level controller. The

trajectories are parameterized as cubic splines with a fixed number of control points. The

parameters are then the values of each degree of freedom of the spline’s control points as

well as the end time of each spline. We could have splines for every feature controllable

by the low level controller, however that would give us many parameters (more than the

degrees of freedom of the character) and we would be unlikely to find a good solution in

that space. Instead we parameterize some features depending on the type of fall we want

to generate. The features we control are the center of mass, the angular excursion, and

the pose.

The center of mass trajectory is a useful generalization of many motions. Follow-

ing a specific center of mass trajectory is also at the core of many fall strategies such as

the Ukemi strategy [34]. The Ukemi strategy only controls the center of mass in vertical

direction and the direction of the fall so we could use a 2 dimensional spline for those

two direction. However if we are trying to avoid obstacles we would need to control the

full 3 degrees of freedom of the center of mass. We could similarly control the center of

mass velocity or acceleration however center of mass position is more intuitive and the

positional feedback of controlling the center of mass gives more precise control. We can

similarly control the angular excursion, angular velocity, and angular acceleration of the
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character with splines.

Controlling the pose is somewhat more problematic than the center of mass

and angular excursion. Controlling a spline for each degree of freedom of the pose would

make finding a good solution take far too long and likely reduce in unrealistic looking

animations. Instead we use a set of poses and the blend pose tracker to allow the system

to vary its pose while not exceeding human joint limits. This gives the system some full

body pose control, however when falling we often need more control over specific body

parts, such as the arms, to break a fall. So in addition to the blend pose tracker we use

splines to control some individual joint angle targets.

One final component of the fall controller is the initial “reflex phase” described

in [1]. When humans receive an unexpected push they induce an angular momentum to

rotate with the push to attempt to mitigate the push. This is a reflexive reaction to the

impulse before the character has had time to choose how to decide whether to attempt

some kind of recover or brace for a fall. We implement this in the low level controller with

the objective of trying keep the linear momentum near zero. To achieve this objective the

character must induce some angular momentum in reaction to the push. This phase only

lasts the duration of human reaction time but results in a very lifelike initial reaction to

the impulse.

5.2 Fall Error Measures

To optimize the parameters of a fall controller we need an objective function

to measure the quality of a fall. We use a weighted sum of two terms for our objective

function. The first term is designed to measure the quality of a fall and the second

is regularization term designed to ensure the system does not cheat and produce an
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unrealistic or infeasible motion.

The robotics literature presents a variety of different fall quality measures. Many

of them involve minimizing force at the contact points or in the joints [12, 11, 41] while

others minimized the velocity of the center of mass at impact [34]. Force at the point of

impact was also used in all the biomechanics literature we reviewed. We experimented

with using maximum impact force, maximum velocity at impact, and maximum jerk at

impact and empirically found maximum impact force to produce better looking results.

Since impact force is also preferred in the literature this is what we used for our results.

Specifically we added up the maximum contact force felt by each body part and used

that as our main measure of fall quality.

We experimented with several different regularization terms to keep the character

from coming up with an extreme and unrealistic falling strategy. We tested penalizing

high joint torques to prevent extreme movements. There were also issues with the

character jumping so high that it wouldn’t hit the ground before the simulation ended

so we tried penalizing final center of mass velocity and final center of mass height. In

the end we simply penalized the sum of all the ground reaction forces. Since all external

forces come from pushing off the ground this prevents the character from being able to

perform anything too extreme.

5.3 Trajectory Optimization

Now we have the fall controller and objective function defined we simply apply a

gradient free global optimization technique to find the best parameter values to generate

the best fall for a given situation. We use Covariance Matrix Adaptation Evolution

strategy (CMA-ES) [18] to perform this optimization. CMA-ES is a stochastic global
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optimization algorithm that iteratively updates the mean and covariance matrix of a

normal distribution. It first samples a set of points from the current normal distribution.

It then updates the mean to be the objective-function value weighted mean of the sample

points. Next the covariance matrix is updated to estimate the inverse of the Hessian

matrix at the mean. These iterations proceed until some specified termination condition

such as the objective function value improving too little or the covariance becoming too

small. You can then choose the result to be either the current mean or the lowest valued

sample point.

We use CMA-ES because it is simple to implement, does not require derivatives

and has good convergence properties. It also works well on even ill-conditioned problems

with many local minima. This is important because our objective function involves

solving complex contacts between the character and the ground so small changes in the

parameter values could cause large changes in the resulting motion. CMA-ES has also

been used in many previous works in animation and has been shown to work well on

these types of optimization problems [30, 46, 49, 51, 52, 50, 54].
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Chapter 6

Results and Discussion

All our experiments were run using a semi-implicit multibody simulator with

both the simulation and control optimization running at 60hz. In Section 6.1 we present

the experiments and results obtained from our contact rich rolling controller. In Section 6.2

we present the result of our falling trajectory optimization.

6.1 Rolling Results

We tested our rolling controller with forwards, backwards, and sideways rolls

on various different kinds of terrain. We also experimented using key framed poses and

poses derived from motion capture.

6.1.1 Pose Based Rolling

To test our rolling controller without any motion capture data we created two

poses for each type of roll and let the system choose the most appropriate blend between

these poses using our blending pose tracker. We found it was possible for the controller

to roll with only one pose, however the resulting animation looked unrealistic since it
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Figure 6.1: Poses used for the forwards posed based roll

Figure 6.2: A sequence of images from a simulation of a forward roll with keyframed base

poses

deviated very little from that single pose. All the poses used were created by hand using

the Blender 3D graphics software.

Forwards Rolling: The poses used for the forward roll are shown in Figure 6.1. The

first pose has the hands out in front of the head in order to protect the head when rolling

forwards over the head. The second pose is very similar but has the hands down near the

feet and the legs slightly extended. This is so that blending between these poses allows

the character to adjust the height of the hands and the extension of the legs while rolling.

Figure 6.2 shows some images from the resulting simulated roll. Once the character gets

going with the roll it doesn’t adjust the pose much except to push off the ground a bit

with its legs.
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Figure 6.3: Poses used for the backwards posed based roll

Figure 6.4: A sequence of images from a simulation of a backward roll with keyframed

base poses

Backwards Rolling: The backwards roll poses are shown in Figure 6.3. The two poses

vary quite a bit more than the forwards roll. The first pose has the hands behind the

head with the knees bent and pointing perpendicular to the abdomen. This is for when

the character is rolling off its feet and onto its back. The configuration of the legs lets

the feet push off the ground as long as possible and the hands are behind the head to

make sure they hit the ground before the head. The second pose has the knees tucked

closer to the chest and the hands out in front. This is intended to keep the hands on the

ground after the character rolls over its head so it can push off the ground to continue the

roll. A sequence of frames from a simulation of the backwards roll is shown in Figure 6.4.

The optimization consistently chooses the first pose for rolling over the back and then

transitions into the second pose as it rolls over the head and back onto the feet.
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Figure 6.5: Poses used for the sideways posed based roll

Sideways Rolling: The poses used for the sideways pose based rolling are shown in

Figure 6.5. The two poses are essentially mirror images of each other, each having one

arm and the opposite leg angled upwards, and the other arm and leg angled down. This

was intended to let the character push with its arms and legs when on its back and its

stomach. We were unable to get robust or consistent rolling behavior with the pose based

sideways roll. The character wold often get stuck on its back or stomach while trying to

roll over. This is likely because of the he shape of the character is more oblong when

rolling sideways so a more careful coordination of poses is needed for successful sideways

rolling.

6.1.2 Motion Capture Rolling

To test the motion capture based rolling we used three different motion capture

clips to produce two different forwards roll styles and one sideways roll. As mentioned in

Section 4.2 we still use the blend pose tracker to give the character some freedom in pose,

however the two poses it can blend between are based on the current phase of the roll,

one slightly ahead of the current phase of the roll and one slightly behind. We found

that using poses that were roughly 10% ahead and 10% behind the current phase worked

well and that the actual amount was not particularly important. Overall we found the
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Figure 6.6: A sequence of poses form the forward roll reference motion

Figure 6.7: A sequence of images from a simulation of a forward roll based on motion

capture

motion capture based rolls to be both more robust and more realistic looking than the

pose based rolls.

Symmetric Forward Roll: We first tested the motion capture based rolling on a

symmetric over the head forwards roll. The motion capture data was slightly modified in

order to make it symmetric and cyclic. Figure 6.6 shows several frames from the reference

motion. Compared to the poses used in the pose based forwards roll it has the knees closer

together and a more pronounced push off with the legs. Figure 6.7 shows a sequence of

images of the simulated roll using this reference motion. The simulated motion maintains

the look of the reference motion while still being reactive to environment. Compared

with the pose based forwards roll this goes through a much larger range of poses over the

course of the roll. The resulting roll is much more natural looking than the pose based

one.
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Figure 6.8: A sequence of poses form the parkour roll reference motion

Figure 6.9: Frames of a parkour-style roll simulated from motion capture data

Non-symmetric Forward Roll: The simulations shown thus far have all been using

symmetric poses or reference motions. However this is not a requirement. We also tested

our controller with a non-symmetric forward roll over the shoulder which we call the

“parkour” roll. Figure 6.8 shows some frames from the parkour reference motion and

Figure 6.9 shows the resulting simulated roll. This is the type of roll performed by martial

artists to minimize damage from a fall. This roll is overall smoother than the others

partly because it avoids the difficulty of rolling over the head. The skill and smoothness

of the reference motion also contributes to the quality of the resulting simulation.

Sideways Roll: The third reference motion we tested was a sideways log roll. Fig-

ure 6.10 shows the reference motion used for this experiment. Unlike the pose based

sideways roll this one has the arms above the head which gives the arms more freedom to

push on the ground. The model for this motion also has shoulder joints which are very

helpful in preventing the character from getting stuck. The simulated sideways roll is

shown in Figure 6.11.
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Figure 6.10: A sample of the poses from the sideways roll reference motion

Figure 6.11: Progression of a sideways roll simulated from motion capture data
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Figure 6.12: The forwards reference motion roll on rough terrain

6.1.3 Terrain Changes

Our rolling controller makes no assumptions about the environment and simply

uses the contacts it has available to try and make forward progress. As such, it is able

to work not just on level ground but in a wide variety of environments. To test the

robustness of this control method we experimented on using the rolling controller over

several different kinds of terrain.

For our first example we tested the forwards motion capture based roll on very

uneven, but overall level ground. The rough ground was created with 30 centimeter radius

spheres placed in a grid at 15 centimeter intervals. The spheres were placed mostly below

the ground, each protruding form 0 to 10 centimeters above the ground to make frequent

small bumps in the flat ground. Figure 6.12 shows the rough terrain and simulated roll

over the terrain. The character is thrown off balance by the uneven terrain as can be

seen in the 4th frame of Figure 6.12, however it is able to recover and continue rolling

without much trouble.

We also tested the forwards roll on slanted surfaces. Figure 6.13 shows the roll
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Figure 6.13: The forwards reference roll on terrain with varying slants

Figure 6.14: Rolling down a 30 degree decline and up a 10 degree incline
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Figure 6.15: The forwards reference roll on 10, 20, and 30 centimeter balance beams

on different lateral slants. The lateral position objective and angular excursion objectives

keep the character rolling relatively straight even as it transitions from one slant to

another. The character was easily able to roll on 30 degree lateral slants. Figure 6.14

shows the roll on a 12 degree decline and a 5 degree incline. The controller could roll

indefinitely on the steep downhill however the uphill roll would often get stuck after three

rolls. On steeper declines the controller is unable to control the speed of the roll and

eventually gets out of control.

As a third test for the forwards roll we had the character roll on balance beams

of various widths. Figure 6.15 shows the forwards roll on three different beam thicknesses.

On a 10 centimeter wide balance beam the controller was only able to complete two

very unstable rolls before falling off. On the 20 centimeter beam the controller is able

to complete three rolls before falling and on a 30 centimeter was able to roll almost

indefinitely. Part of the reason the controller can roll on such thin beams is when the

character’s hands make contact with the side of the beam the controller can then use

that contact to keep the character balanced on the beam.

We also test the sideways roll down a steep staircase. Since the sideways roll
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Figure 6.16: The sideways reference roll going down a staircase

is slower and has a smaller inertia, its speed can be more easily controlled and it can

roll down much steeper declines. Figure 6.16 shows the sideways roll on a staircase with

stairs 10 centimeters high and 20 centimeters wide.

6.2 Falling Results

To improve the speed of our simulations and trajectory optimization we used to

simplified models for our falling results. The first model is a simple 5 link chain with links

representing the foot, calf, thigh, abdomen, and head. The second model is similar except

it also included two 2-link arms. A limitation of the simulator used is that all joints must

be ball joints however this is really only an issue at the knee joint as the ankle, hip and

neck joints can be reasonably approximated as ball joints. As mentioned in Section 5.1

we experimented with several different fall error measures and maximum impact force

empirically produced the most visually pleasing results. We also penalized forces on the
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Figure 6.17: An fall controlling the center of mass that emulates the Ukemi strategy

head 10 times more than other body parts. Without this the character would fall on the

head since that is the easiest body part to get in contact with the ground first.

To induce all our falls we applied a 400 N lateral force to the center of mass of

the character’s head for 100 ms. For the CMA-ES optimization we run it until the step

size is less than 10−3 or the change in function value is less than 1. The optimization

would generally converge within 1000 iterations. To avoid local minima we ran the

optimization with three different random initial states. The random restarts usually

produced very similar results. Each optimization takes about 16 hours since the low level

controller runs at about half real time and each fall is run for 2 seconds of simulation

time.

For a basic test we optimized a fall from a forward push while only controlling

the center of mass trajectory with a three control point cubic splines giving us a total of

9 parameters. Figure 6.17 shows the resulting optimized fall. The resulting fall is very

similar to the Ukemi strategy mentioned in the robotics literature [34]. It starts with a

crouching motion and just before the head hits the ground it pushes off propelling the

character forwards to slightly reduce its downwards velocity and distribute the impact

over more body parts.

We next tried adding in control of the angular excursion of the character. The

angular excursion is also controlled with a three point cubic spline, increasing the number
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Figure 6.18: A forwards fall controlling the center of mass and angular excursion

Figure 6.19: A forwards fall controlling the center of mass and angular excursion with

arms

of parameters of the optimization to 18. Figure 6.18 shows the resulting fall from this

optimization. Instead of the Ukemi strategy the character uses the angular excursion

control to twist around and land on its more curved back. This makes for a much more

softer landing with a slight roll along the back.

The previous two experiments demonstrate the complex motion that can result

from just very basic control parameters. However a real person is likely to use their arms

to aid in breaking a fall. We can control the arms again using cubic splines as described

in Section 5.1. In addition we use a single spline to control both arms symmetrically since

when breaking a fall humans generally place both arms in the same direction. We also

only control the shoulder joint of the character and have the tracker try and maintain a

Figure 6.20: A backwards fall controlling the center of mass and angular excursion
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Figure 6.21: Forwards and backwards falls without the reflex phase.

slight bend in the elbows. This allows the character to orient the arms in any direction

and break it’s fall with fewer parameters. Once again we found that a three point spline

was able to give fine control over the arms to produce a convincing fall. The arm control

spline combined with the center of mass and angular excursion splines gives us a total of

27 parameters. Figure 6.20 shows the forwards fall using the arms and Figure 6.19 shows

the forwards fall. Both falls share a similar structure in that The reflex phase causes

each to swing the arms back to rotate with the impact and then twist around to land on

the arms first. In the case of the forwards push this swings the arms back behind the

character. The character then turns around so its hands hit first to absorb the impact.

For the backwards push the arms swing up and the character bends backwards and then

turns around to land on the forearms. In both cases the arms make contact with the

ground first and are used to reduce the impulse from the impact.

Finally, we performed an optimization without the reflex phase to demonstrate

its importance in producing a good fall. Figure 6.21 shows the results of this experiment.

Without the reflex phase the character is unable to adequately rotate with the impact

and ends up losing contact with the ground. The result is the character almost free falling

from standing to landing on its back.
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Chapter 7

Conclusion

Creating realistic looking animations can be a very difficult task. We have

presented a method for creating falling and rolling animations by controlling physically

simulated characters. Since falling and rolling are such dynamic and contact rich motions

they can be very difficult to create by hand, making the ability to simulate them a usefully

tool. Since these techniques are based on physical simulation they could be applied not

only to animation but robotics as well.

To create these controllers we have used a method for measuring and controlling

the orientation of a multibody called angular excursion. The angular excursion is intended

to be analog of the center of mass for the characters orientation. By controlling it we

can get a character to maintain its overall orientation about an axis which is key to

performing a roll. It is also very useful in falling as it allows the character to rotate and

face a particular direction to break its fall.

We have also introduced a heuristic for determining which contacts are important

for performing a task. The multi-objective quadratic programming controller we use

needs to know which points should remain in contact at each time step. Since the motions
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we are simulating have constantly changing contacts, being able to determine which

contact points are active at a given point in time is vital to the performance of these

controllers.

To demonstrate the effectiveness and robustness our rolling controller we tested

it with a variety of different poses and in a variety of different environments. It is able to

roll successfully on slopes in various directions and over rough terrain. For the falling

controller we trained it using various control methods and for pushes in different directions

and it was able to generate interesting falls in most cases.

7.1 Limitations and Future Work

Although these controllers can produce nice animations there are several limita-

tions to them. As is often the case with physics based animation, our system produces

nice looking results but cannot be easily controlled to produce the specific results an

animator may want. For example we can give the rolling controller a desired speed,

however it may not achieve that speed because it must obey the physical constraints of the

system. The falling controller has the limitation that it is not very general. Each learned

fall technique is tailored to one specific type of fall and applying it to a slightly different

fall may not produce good results. Also since it is uses a sampling based optimization it

is slow to find the best fall and does not scale well as the dimensionality increases.

These limitations are opportunities for a variety of improvements to this system.

It is unlikely, for example, that one would want a character to roll endlessly like our

controller does. Developing a way for the roll to transition into some other task like

walking or running would be very useful. The falling controller could be improved by not

just learning how to react to a specific fall, but a set of feedback rules on how it should
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react to a variety of falls. If the leaned policy could be used on any type of fall then

the long optimization time would not be as much of a drawback. As with the rolling

controller it would also be useful if the fall could transition to some other task like rolling

or getting up.
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