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Increasing variability in today’s manufacturing processes causes parametric yield

loss that increases manufacturing cost. In spite of the tremendous effort and enhance-

ment from both manufacturing and design sides, problematic systematic variations still

remain uncompensated. In addition, while new manufacturing techniques have been

adopted to reduce variability by improving pattern fidelity in the subwavelength lithog-

raphy regime, new techniques continually introduce new sources of variabilities. To

mitigate any remaining or emerging variabilities, accurate modeling and assessment of

the variabilities through detailed analyses of underlying physical mechanisms is essen-

tial. Appropriate optimizations in both design and manufacturing must be developed,

based on comprehensive understanding of the benefits and costs of such new measures.
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This thesis first quantifies impact of guardband reduction on design outcomes,

and resulting yield and cost, to objectively evaluate the true benefits of various guard-

band reduction techniques. Cost-effective guardband reduction techniques are then pre-

sented for both design and manufacturing. The proposed measures span multiple stages

of design, manufacturing and implementation: (1) from basic circuit elements such as

device, interconnect, logic gates and memory bitcells, to high-level design implementa-

tion phases such as logic synthesis, placement and routing, and (2) from mask generation

and lithography, to post-silicon variation measurement.

The innovative techniques proposed in this thesis can be grouped into three main

thrusts: (1) variability modeling and mapping, (2) variation assessment, and (3) variabil-

ity mitigation.

In the variability modeling and mapping thrust, this thesis reviews various vari-

ation modeling techniques and proposes a novel variation mapping framework (based

on compressed sensing theory) that reconstructs the details of multiple, simultaneously

occurring systematic variation maps from measurements of a small number of naturally-

occurring timing paths within the design.

In the variability assessment thrust, this thesis proposes techniques to quantify

variability in advanced lithography techniques, such as double patterning lithography

and interference-assisted lithography, and provides useful observations for designers

and manufacturers to tradeoff quality of results versus design and manufacturing cost.

In the variability mitigation thrust, this thesis presents three distinct approaches

to explicitly mitigate variations and enable principled tradeoffs between design cost and

yield. First, design-aware manufacturing process optimization provides optimal mask

strategies considering parametric and defect yields, and optimal exposure dose maps

considering design timing and leakage power. Second, manufacturing-aware design op-

timizations include a cell swapping-based placement optimization, timing yield-aware

detailed placement optimization to mitigate impact of bimodal CD distribution in dou-

ble patterning lithography, and development of a new 1-D regular pitch SRAM bitcell

for interference-assisted lithography. Finally, design-manufacturing co-optimization in-

cludes a first-ever elucidation of the tradeoff between electrical performance and manu-

facturing cost for modern transistor fabrication.
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Chapter 1

Introduction

Semiconductor markets continually demand more functional diversity in inte-

grated-circuit (IC) products, and the semiconductor industry must continually lower

costs in order to satisfy this demand. The most significant trend is decreasing cost-per-

function, which has led to significant improvements in economic productivity and over-

all quality of life through proliferation of computers, communication, and other indus-

trial and consumer electronics. Through a trajectory often referred to as “Moore’s Law”,

the semiconductor industry has sustained the rapid pace of improvement in its products

by exponentially decreasing the minimum feature sizes used to pattern and fabricate ICs.

However, as minimum feature sizes approach physical limits, many hitherto neglected

or unnoticed phenomena have recently emerged as critical challenges (in terms of vari-

ability, performance, power and yield) to further advances in semiconductor-based in-

tegration. Although the challenges may be solved or relaxed with the advancement of

manufacturing techniques, it is difficult for the semiconductor industry to come to grips

with rapidly increasing costs of processing equipment and manufacturing in advanced

technologies. Innovation with respect to devices, materials, fabrication processes, and

other traditional levers for technology scaling has become extremely expensive, and

the industry’s technology roadmap is now fraught with uncertainty and risk. This the-

sis seeks to enable the continuation of cost-effective integrated-circuit innovation with

leading-edge manufacturing technologies. In this context, the co-optimization of design

and manufacturing offers a lifeline – a “design-based equivalent scaling” path forward

– for the semiconductor industry.

1
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1.1 Traditional Design and Manufacturing

Optimization Techniques

Higher production yield, which directly reduces the cost of the manufacturing,

has been one of the primary goals for manufacturers and designers to survive in today’s

competitive IC world. Yield is defined as the number of chips that function correctly and

satisfy timing and power specifications, expressed as a percentage of the total number of

chips manufactured. Yield is low at the process development and ramp-up stages, and

increases, in general, to over 90% for a mature process. Yield is commonly classified

into the following two categories.

• Functional yield or catastrophic yield is the percentage of chips that are func-

tional. Examples of functional failures that limit functional yield are shorts and

opens in wires and vias, as well as line-end shortening.

• Parametric yield is the percentage of the functionally-correct chips that satisfy

given delay and power specifications.

Many types of process variations and defects cause yield loss. Functional yield loss

is usually caused by misprocessing and random contaminant-related defects. Paramet-

ric yield loss is typically due to process variations. However, process variations can

also cause functional failures (e.g., line-end shortening leading to an always-on device),

while defects can cause parametric yield loss (e.g., particle contamination that causes

interconnect narrowing but not a complete open).

While yield loss due to functional failures is significant, parametric failures have

gained significance and now dominate functional failures. Arguably, measures to im-

prove parametric yield are more challenging to develop and adopt. A variety of tech-

niques have been introduced to improve parametric yield from both the manufacturing

side and the design side.

1.1.1 Manufacturing-Side Approaches

Photolithography has been a key IC manufacturing technique. Photolithogra-

phy is the process of transferring circuit patterns on a layout to the surface of a silicon
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Figure 1.1: Schematic of photolithography system: (a) a step-and-scan system and (b)
exposure field scanned by slit.

wafer. It uses light to transfer a geometric pattern from a photomask (also referred to

as a reticle, or simply “mask”) to a light-sensitive chemical (photoresist, or simply “re-

sist”) on a silicon substrate. Photolithography involves a complex series of steps, e.g.,

resist coating, soft bake, exposure, post-exposure bake (PEB) and development. The

series of chemical treatments ultimately engrave the exposed patterns into the material

underneath the photoresist.

Among the photolithography steps, optical lithography (i.e., exposure and de-

velopment) is the most important step to create nanoscale circuit patterns. The modern

lithography tool is a step-and-scan system which is a hybrid of scanner and stepper sys-

tems. A scanner projects a slit of light from a mask onto the wafer through the optical

lens system. During the scanning operation, a small portion of the wafer, called a field,

is exposed through a mask. Multiple copies of a chip on the mask can be printed onto

the wafer. Then, the wafer is stepped to a new location and the scanning operation is re-

peated. A simple schematic of an optical lithography system with its main components

– light source, condenser lens, mask, projection (or objective) lens, and the wafer – is

shown in Figure 1.1.

Optical lithography typically uses deep-ultraviolet excimer (or exciplex) lasers

that have different wavelengths according to technology nodes; krypton fluoride lasers

(KrF: 248nm wavelength) have been used in 180nm ∼ 130nm technology nodes, and

argon fluoride lasers (ArF: 193nm wavelength) have been applied to 90nm ∼ 32nm
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nodes. The condenser lens serves to deliver uniform light with adequate intensity to

the mask. The projection lens captures some portion of the diffraction order through

the mask, and then delivers the image onto the wafer. However, due to the finite size

of lenses and the higher diffraction orders of light, pattern information generated by

the Fourier transform of the mask is not completely captured. The loss of diffraction

information leads to limited image quality and resolution. This resolution limit of optical

lithography is described by the Rayleigh equation [128]

R = k1
λ

NA
. (1.1)

Here, R is the minimum half pitch that can be implemented on the silicon wafer; λ is

the exposure wavelength of the illumination source; k1 is a process-dependent factor de-

termined mainly by the resist capability, the tool control, the reticle pattern adjustments

and the process control; and NA is the numerical aperture of the projection lens, which

is a measure of the ability to capture diffraction orders.

To achieve smaller and denser patterns, smaller k1 and higher NA are required.

k1 has a fundamental lower limit of 0.25. With the adoption of double patterning lithog-

raphy, it is in the range of 0.18 ∼ 0.28 for the 32nm technology node [33]. NA equals

n sin θ where θ is the diffraction angle, and n is the minimum index of refraction of the

image medium (1.0 for air, 1.33 for pure water, and up to 1.56 for oils). The sine of the

maximum half-angle of light determines the light that passes through a lens to the wafer

[128].

However, higher NA can degrade the pattern quality. The depth of focus (DOF)

is one of the key measures to assess printing quality and robustness (i.e., process mar-

gin). The DOF is given as

DOF = k2
λ

(NA)2
(1.2)

where k2 is an empirical constant. Because of the inverse dependency with NA2,

depth of focus with high NA is extremely shallow. For this reason, techniques to

minimize wafer topography, notably chemical-mechanical planarization (CMP), are re-

quired [179]. Ideally, the top of the wafer plane must coincide with the focal plane of

the objective lens, resulting in formation of the image at the best focus. If the wafer sur-

face deviates from the focal plane of the lens, then the aerial image is transferred out of
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focus. DOF is defined as the maximum shift in focus that maintains tolerable deviation

between the achieved image and its intended shape.

Scaling of physical dimensions, faster than the advances in wavelengths, mate-

rials and equipments, has led to increased lateral dimension variability in photolitho-

graphy. In the front-end-of-line (FEOL), variations in gate polysilicon (poly) length

(i.e., device gate length) and diffusion region size cause transistor delay and leakage

variations. In the back-end-of-line (BEOL), variations in wire width cause variations in

parasitics and consequently in wire delays and signal integrity.

To achieve high fidelity of silicon shapes to “drawn” shapes, several resolution

enhancement techniques (RETs) have been developed [156]. RETs are methods used

in lithography to enhance the printability of mask features. RETs are typically applied

after design signoff, and before or during the mask data preparation stage. Commonly

used RETs are as follows.

Sub-resolution
assist feature (SRAF)

(a) (b)(a) (b)

Figure 1.2: Examples of resolution enhancement techniques: (a) drawn layout and (b)
mask patterns after OPC and SRAF insertion.

• Optical proximity correction (OPC) [140] [172] [61] selectively alters the shapes

of the mask patterns as shown in Figure 1.2 to compensate for patterning im-

perfections from subwavelength lithography. Rule-based OPC designs the mask

aperture based on predefined rules for layout configurations such as corners or

notches. Model-based OPC uses a lithography simulator in the loop as it optimizes

the mask pattern. While OPC is very effective at reducing patterning variation, it

requires large runtime and significantly increases the mask complexity.
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(a) (b) (c) (d)

Figure 1.3: Examples of aperture shapes for OAI: (a) circular, (b) annular, (c)

dipole and (d) quadrupole apertures.

• Subresolution assist features (SRAFs) or scattering bars (SB) [54] are layout fea-

tures that are inserted between layout features to improve their printability through

contrast-enhancing interference. SRAFs have narrow widths as shown in Figure

1.2(b) and do not print on the wafer.

• Off-axis illumination (OAI) [137] [106] generally refers to illumination which

intentionally has an off-axis component, i.e., which includes light that is not nor-

mally incident to the mask. Off-axis illumination uses circular, annular, dipole or

quadrupole apertures as shown in Figure 1.3. OAI improves the DOF for certain

pitches while worsening the DOF for other pitches, which can become forbidden

pitches.

• Double dipole exposure [92] [32] is another attractive technique due to the rela-

tively low cost of binary and attenuated phase shifting masks, both of which can

be used with dipole illumination. Double dipole exposure splits the design of two-

axis patterns into two separate (horizontal segments, and vertical segments) layers,

so that two different apertures (i.e., x-axis parallel and y-axis parallel poles) filter

out high diffraction orders for each axis.

• Phase shift mask (PSM) [117] [122] changes the depth of clear (transmissive)

regions of the mask in certain locations to shift the phase of transmitted light

and therby induce destructive interference at feature edges; this enhances pattern

contrast and resolution.

New patterning techniques, enabled by new types of new lithography equipment,

have also been introduced to overcome subwavelength lithography challenges.
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• Immersion ArF (IArF) [173] [141] uses a liquid medium between lenses and the

resist stack. The Rayleigh equation can be rewritten as R = k1
λ/n
sin θ

. Effective

wavelength can be defined as λ/n for a given diffraction angle θ [141]. The liquid

medium gives rise to smaller effective wavelength with the same or even larger-

wavelength light, due to its larger refraction index (e.g., n = 1.44 for water). For

instance, the effective wavelength of 193nm dry lithography is just 193nm, while

that of 193nm water immersion lithography is 134nm. This smaller effective

wavelength has enabled 45nm technology with traditional 193nm ArF.

• Double patterning lithography (DPL) [63] [55] [91] [167] [93] achieves two times

higher resolution than traditional single exposure lithography. In double pattern-

ing lithography (DPL), pitch is effectively managed by pitch splitting: two pat-

terns with less than a given spacing are separated and assigned to different masks

as shown in Figure 1.4. Patterns in the two masks are transferred sequentially to a

single layer on the wafer. While double dipole exposure splits patterns according

to pattern direction, DPL improves effective imaging resolution by splitting a de-

sired pitch into two portions, each with a lower spatial frequency than the original.

5 5

1× pitch 2× pitch 2× pitch

7 7
2

7
2

7

1 3 4 6 8 4 8 1 3 6

(a) target patterns (b) mask1 (c) mask2(a) target patterns (b) mask1 (c) mask2

Figure 1.4: DPL partitions target patterns in a critical layer (with 1× pitch) into
two masks (with 2× pitch).

• Interference lithography (IL) [66] generates patterns without any mask. Con-

trolled interference of two or four beams produces high-contrast, regular and high-

resolution dense grating patterns. Since mask cost for conventional projection
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lithography increases continuously due to complex RETs, the maskless process

of IL is attractive for future lithography. A drawback of IL is that it is restricted to

producing periodic patterns only. A hybrid optical maskless (HOMA) lithography

approach [66] uses a second exposure step with traditional projection lithography

to implement final complex patterns.

• Extreme ultraviolet lithography (EUVL) [34] uses significantly smaller wave-

length (13.5nm) than the traditional deep-ultraviolet lithography. All matter ab-

sorbs EUV radiation. Hence, EUVL is performed in a vacuum. In addition, to

solve the absorption problem through lenses, EUVL uses several mirrors that re-

flect the light, and finally a multi-layer (ML) Mo-Si reflective mask is used to

implement patterns on photoresist. Given that EUVL significantly reduces wave-

length compared to the traditional lithography, EUVL is expected to have very

high resolution. However, many technical hurdles still delay early adoption of

EUVL in production. These include fabrication of low-defectivity mask blanks,

development of reliable EUV sources with high output power and sufficient life-

time for surrounding collector optics, controlling contamination of mirrors, de-

velopment of resists with sufficiently low linewidth roughness and low exposure

dose, and protection of masks from defects without pellicles [11].

• Nanoimprint lithography [151] [74] is based on the concept that a mold or tem-

plate with nanostructures on its surface can be pressed against a substrate that has

been coated with resist material, so as to replicate patterns by physical or chemical

methods. Imprint lithography has the potential to be a cost-effective solution, but

there are a number of problems that need to be solved, such as difficulties asso-

ciated with the requirement of a 1× template, defects, template lifetime, overlay,

etc.

Another effort from the manufacturing side has been to take on variation mod-

eling. As manufacturing techniques evolve, the measurable magnitude of variation de-

creases. However, due to smaller and faster devices, sensitivity to manufacturing varia-

tion has increased. This requires more accurate process variation measurement and mod-

eling. Systematic process variations can be deterministically modeled and compensated
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with measurable parameters such as critical dimension (CD) of polysilicon gate, satura-

tion current (Id,sat), off-state current (Ioff ), threshold voltage (Vth), ring oscillator (RO)

frequency, etc. To accurately model the variation within a die, field or wafer, customized

test structures, e.g., arrays of measurement structures, or on-chip testing/sensing units,

have been used. Agarwal et al. [31] use several array structures and test methodologies

to measure Ioff and Vth. Friedberg et al. [65] design CD test structures to capture vari-

ations in gate length. Given measured data, a number of variation modeling techniques

have been studied. Stine et al. [170] use various fitting techniques, such as least-squares

regression, cubic spline, etc. Friedberg et al. [65] use pointwise averaging of initial data,

and model systematic variation using least-squares regression.

1.1.2 Design-Side Approaches

Traditionally, guardbanding has been the only available knob by which design-

ers can trade off design cost and production yield. Overdesign assuming worst-case

impact of variations has been widely accepted, although large guardband makes the fi-

nal chip signoff tougher than it needs to be, incurring significant design turnaround time

and cost increase. Furthermore, guardbands may be applied incorrectly due to lack of

understanding of the systematic nature of the variations. More explicit approaches have

been developed as design for manufacturing (DFM) from the design side. DFM is a set

of techniques by which designers can improve electrical characteristics and yield, based

on improved understanding of process variations.

Variation assessment. Many works address the need for accurate analysis of manu-

facturing variabilities, and quantification of the impact of such variabilities on design.

Balasinski et al. [37] propose a methodology of manufacturability qualification for ultra-

deep submicron circuits, based on optical simulation of the layout, integrated with de-

vice simulation; see also [164]. Pack et al. [143] propose to incorporate advanced

models of lithographic printing effects into the design flow to improve yield and per-

formance verification accuracy. Gupta et al. [82] observe that lithography simulation

permits post-OPC (optical proximity correction) estimation of on-silicon feature sizes

at different process conditions. Yang et al. [192] address post-lithography based anal-

ysis and optimization, proposing a timing analysis flow based on residual OPC errors
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(equivalent to lithography simulation output) for timing-critical cells and their layout

neighborhoods. Cao et al. [49] propose a methodology for standard-cell characteriza-

tion considering litho-induced systematic variations. In [49], the objective is to enable

efficient post-litho analysis by running litho-aware characterization. Furthermore, to

minimize the difference between isolated and actual placement contexts of a given stan-

dard cell, vertical dummy poly patterns are inserted at the cell boundary. Finally, it is

noteworthy that Gupta and Heng [75] perform “iso-dense aware” timing analysis (based

on modeling of systematic through-focus Leff variation) to achieve up to 40% reduc-

tion of the best-case/worst-case guardband in static timing analysis. Also, Sylvester

et al. [174] observe that up to 60% of BEOL guardband can be eliminated by use of

realistic BEOL variation models.

Variation mitigation. Many design techniques to mitigate manufacturing variabilities

have been proposed. An example of a traditional variation mitigation technique is fill

insertion. Fill insertion has been an important knob to improve pattern uniformity and

thus reduce variability. Chemical-mechanical polishing (or planarization) (CMP) is

performed between lithography steps to attain the designed layer height and to planarize

the layer for succeeding process steps. Unfortunately, CMP is imperfect and cannot

completely eliminate topography variation. Topography variation changes the metal

height in BEOL layers which affects the wire resistance and capacitance. CMP for

FEOL is used to planarize the oxide that is deposited for shallow trench isolation (STI).

Imperfect FEOL CMP leads to defocus during polysilicon patterning and poor inter-

device isolation. To improve CMP performance, layouts with uniform pattern density

are required.

Other examples of variation mitigation are seen in the optical lithography con-

text. As noted above some pitches, especially with the use of OAI, have poor print-

ability; these pitches are known as forbidden pitches. Scattering bars reduce the occur-

rences of forbidden pitches and enhance printability. Etch dummies are non-functional

geometries added to the active layer to protect devices near the active edges from ion

scattering during etching. Gupta et al. [84] propose optimal scattering bar and etch

dummy insertion techniques using dynamic programming-based detailed placement al-

gorithms to reduce or eliminate the number of forbidden pitches. Scattering bar in-
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sertion interferes with etch dummy insertion because of spacing rules between specific

etch dummies and scattering bars. A scattering bar-aware etch dummy insertion flow

is also proposed in [84] to make the layout more conducive to scattering bar insertion

after etch dummy insertion. Finally, a detailed placement approach for etch dummy in-

sertion is also proposed. The reported results show substantial reduction in the number

of forbidden pitches and in the edge placement error (EPE) due to exposure and etch

non-idealities.

Kahng et al. [102] propose the use of auxiliary patterns which are similar in

function to scattering bars but wider and hence more effective at shielding critical pat-

terns and their OPC treatments from proximity effects. The disadvantage of auxiliary

patterns is that, unlike scattering bars, they are printed on the wafer and may require

whitespace for their insertion. A detailed placement approach is proposed to apply

auxiliary patterns to a design with no area overhead. The approach is proposed in the

context of cell-based OPC to reduce OPC runtime, but can be used to reduce CD errors

that arise due to optical proximity effects (i.e., through-pitch CD variation).

Variation exploitation. Exploitation of the unavoidable systematic variations is an-

other research direction in design for manufacturing. Mechanical stress on active regions

of devices, arising due to the proximity and width of STI wells, is significant in existing

technologies. Stress due to STI is compressive and typically enhances the mobility of

PMOS while degrading the mobility of NMOS. Consequently, delay and leakage in-

crease for PMOS while decreasing for NMOS. Several techniques have been proposed

to reduce STI stress-induced variation. Kahng et al. [104] present timing-driven opti-

mization of STI stress in standard cell designs, using detailed placement perturbation

and active-layer fill insertion to improve CMOS performance.

Gupta et al. [81] propose a timing optimization approach that exploits the op-

posite lithography-induced gate length variations experienced by dense and isolated

pitches to compensate for each other. In their process, gate lengths of dense devices (i.e.,

devices with small spacings from neighboring devices) increase with defocus, while

those of isolated devices decrease. Gupta et al. [81] construct isolated and dense vari-

ants for all cells in the library. An optimizer is then used to map each of the cell instances

to either a dense or an isolated variant from the library. The objective of the optimizer is
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to use a mix of isolated and dense variants, such that the delay and leakage variabilities

due to defocus become essentially “ self-compensated”.

Regular layout. In addition, new layout styles aiming at more regular design have

been suggested to achieve reliable printability of subwavelength features. Gupta and

Kahng [78] point out that full-chip layouts may need to be assembled as a collection

of regular printable patterns for technologies at 90nm and beyond. Lavin et al. [116]

propose “layout using gridded glyph geometry objects” (L3GO) with points, sticks and

rectangle glyphs, to improve manufacturability. Using the glyph-based layout method-

ology, a circuit may avoid manufacturing challenges that arise from design irregularity.

Liebmann et al. [120] propose a rule-based layout optimization methodology based on

restrictive design rules (RDRs) to control linewidth on the poly layer. Having a limited

number of linewidths along with single orientation of features, RDRs present new chal-

lenges to automatic design migration. Wang et al. [184] study the impact of grid-placed

contacts on application-specific integrated circuit (ASIC) performance. A grid-based

layout scheme allows layout to be partitioned for double exposure illumination [185].

Jhaveri et al. [99] introduce the concept of a regular design fabric for defining the under-

lying silicon geometries of a circuit. They also discuss the benefits of using extremely

regular designs constructed from a limited set of lithography-friendly patterns. Using

a “pushed rule”, the area penalty which has been one of the drawbacks of grid-based

layouts is reduced. Maly et al. [130] propose “lithographer’s dream patterns” (LDP),

a methodology that incorporates extremely regular and uniform layout patterns with a

large number of dummy patterns.

1.2 Problems: Left and Emerging on the Table

In spite of the tremendous effort and innovation from both manufacturing and

design sides, problematic systematic variations still remain uncompensated. In addition,

while new manufacturing techniques have been adopted to reduce variability (and thus

guardband) by improving pattern fidelity in the subwavelength lithography regime, new

techniques continually introduce new variabilities.

Inefficiency of variation modeling. Figure 1.5 illustrates various types of traditional

variation measurement structures: (a) device array, (b) on-chip sensors, (c) on-chip criti-
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cal paths, and (d) test element group (TEG). Massive test structures such as device array

[31] may continue to be important to measure variation profiles and major characteristics

of manufacturing process. However, measuring CD or electrical characteristics of indi-

vidual transistors requires a large amount of test time and cost, as well as valuable sili-

con area or additional processing complexity. A test element group (TEG) in scribelines

(i.e., the gaps between dies) can contain various measurement circuits, preserving the

silicon area for actual designs. However, variation observed at the scribelines may not

be well-correlated with the variation in actual products, so that the use of scribeline TEG

may be limited to monitoring process abnormality.

FieldDieScribeline

On chip

PAD for
probing

Device array 
chip

On-chip
sensors

On-chip
critical path

PAD

TEG1 TEG2 TEG3

RO device array etc

Test element
group

RO, device array, etc.

Figure 1.5: Examples of variation measurements.

On-chip sensing circuits, e.g., temperature and/or voltage sensors, ring oscil-

lators, and either actual or mimicked timing paths [125], can also be used to model

variability of actual products. However, due to the disruptive nature of on-chip mea-

surement circuits – constraining optimization of actual products as placement or routing

blockages, it may be difficult to increase the number of sensing circuits enough to model

detailed variations. Efficient modeling techniques can help reduce the overhead of em-

bedding and measuring the test structures. Regression-based modeling approaches have

been used to find a simple closed-form representation of variation with a priori knowl-

edge or assumption of the typical shape of underlying variations. However, its accuracy
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is limited since regression-based approaches rely on a priori knowledge or assumption

of the typical shape of underlying variations, and for more detailed analysis high-order

model function is necessary with sufficiently large number of samples.

Inaccuracy of modeling pattern imperfection. In the low-k1 patterning regime (k1 <

0.3), gate shape is no longer a perfect rectangle. Linewidths vary, corners are rounded,

and small features disappear as shown in Figure 1.6. Current circuit analysis tools as-

sume that transistor gate and diffusion shapes are perfect rectangles, and are unable to

handle complicated geometries. Large discrepancies can be observed between the simu-

lated and measured values of transistor parameters such as current and threshold voltage.

Moreover, such discrepancies are likely to become more significant as overlay becomes

a more critical issue in modern technologies.

(a) drawn patterns (b) patterns on silicon

Figure 1.6: Examples of the pattern imperfection. Drawn patterns do not appear
exactly on silicon.

Need for new cost-driven mask strategies. Traditionally, a large mask consisting

of multiple copies of a die has been used to maximize lithography throughput, since a

large mask can print many dies at a time as shown in Figure 1.7. However, as reticle size

increases, the mask cost (write, inspection, defect disposition, repair, etc.) increases. For

high-volume products, mask cost can be disregarded, but for small-volume products –

in light of shuttle-based prototyping, design revisions and respins, market competition,

and other reasons – mask cost can significantly impact overall cost per die. Mask writing

cost, lithography cost, and mask yield all vary with reticle size. However, in today’s IC

manufacturing, the maximum possible reticle size is traditionally used. As photomask

cost excessively increases with the adoption of new patterning techniques, we now need

new cost-effective reticle strategies. To this end, a complete cost model comprehending

mask generation, lithography, and yield due to various reticle strategies is required.
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mask

die

(a) 9 dies per mask (b) 1 die per mask

Figure 1.7: A typical large-sized mask (left) and a small-sized mask (right).

Need for adaptive process control. A recent technology from ASML [1], called Dose

Mapper [196] [94] [113], allows for minimization of across-chip linewidth variation

(ACLV) and across-wafer linewidth variation (AWLV) using an exposure dose (or, sim-

ply, dose) correction scheme. ACLV is primarily caused by the mask and scanner, while

AWLV is affected by the track and etcher [159]. Dose Mapper in the ASML tool par-

lance exercises two degrees of control, Unicom and Dosicom [145], which respectively

change dose profiles along the lens slit and the scan directions of the step-and-scan ex-

posure tool. Figure 1.8 from [113] shows three methods of dose correction. Exposure

dose can be changed per field to reduce AWLV (left) and also be changed in both x- and

y-directions within a field to reduce ACLV (center and right).

The Zeiss/Pixer critical dimension control (CDC) technique [29] also enables

adaptivity in the manufacturing flow to meet the required CD specifications. The CDC

technology modifies the local mask transmissivity (which translates into local CD

changes on the wafer during the lithography process) without removing the pellicle, thus

allowing for CD manipulations either at the mask manufacturing site, or at the fab line

[39]. When there exists CD variation as shown in Figure 1.9(a), CDC adds shading

elements on a specific area of a mask to cause larger CD as shown in Figure 1.9(b).

The goal of such new equipments is to improve global CD uniformity. However,

considering different timing criticality of transistors in a design, a uniform CD across

a design is neither necessary nor optimal – timing-critical transistors may need smaller



16

Figure 1.8: Three methods of dose correction using the Dose Mapper. Exposure dose
can be changed per field to reduce AWLV (left) and can be changed within a field by
Unicom (center) and Dosicom (right) to reduce ACLV. Figure reproduced from [113].

CD to increase speed, while non-timing critical transistors need larger CD to reduce

leakage current. Further manufacturing optimization is possible if design information

is reflected to those equipments. To this end, accurate and efficient variation modeling

techniques as well as new design optimization techniques are essential.

New problems from new subwavelength lithography techniques. Projection optical

lithography at 193nm with advanced RETs and immersion is expected to satisfy the

needs of the 45nm node. However, for 32nm node patterning, the availability of op-

tions such as EUVL remains unclear. An EUV imaging system is composed of mirrors

coated with multilayer structures designed to have high reflectivity at 13.5nm wave-

length. There are many technical hurdles for implementing EUV lithography in terms

of mask blank fabrication, high output power source, resist material, etc. In addition,

although EUVL can successfully generate sub-20nm patterns, economic cost must be

considered in its adoption.

Double patterning lithography (DPL) partitions a critical-layer layout into two
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light
shading elements

mask

pellicle

nominal CD larger CD nominal CD nominal CD

(a) (b)

Figure 1.9: An illustration of the Zeiss/Pixer critical dimension control (CDC)
technique. (a) CD variation with an initial mask. (b) CD correction by locally adding

shading elements on the mask.

mask layouts, each with relaxed critical pitch and spacing. DPL provides an attractive

alternative or a supplementary method to enable the 32nm and 22nm process nodes,

relative to costlier technology options such as high refractive index materials, EUVL,

or e-beam lithography. However, two lithography steps with overlay of two masks in-

troduce additional variability in both FEOL and BEOL, as illustrated in Figure 1.10(a).

In BEOL, overlay introduces additional linewidth and linespace variation, and results

in capacitance variation. In FEOL, overlay results in two distinct distributions of gate

CDs, and uncorrelated CD variations as shown in Figure 1.10(b); this introduces a new

set of ‘bimodal’ challenges for timing analysis and optimization.

mask1

mask2

1st patterning 2nd patterning

(a) (b)( ) ( )

Figure 1.10: Two lithography steps result in bimodal CD distribution: (a) CD variation
in DPL and (b) bimodal CD distribution (reproduced from [64]).
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1.3 This Thesis

To mitigate the remaining or emerging variabilities, accurate modeling and as-

sessment of the variabilities are essential through detailed analyses of underlying phys-

ical mechanisms. Appropriate optimizations in both design and manufacturing must be

developed, based on comprehensive understanding of the benefits and costs of such ad-

ditional measures. Figure 1.11 illustrates the scope and organization of this thesis to

these ends.

This thesis first quantifies the impact of guardband reduction on design out-

comes, as well as resulting yield and cost, to objectively evaluate the true benefits of

various guardband reduction techniques. Cost-effective guardband reduction techniques

are then presented for both design and manufacturing. The proposed measures span

multiple stages of design, manufacturing and implementation: (1) from basic circuit

elements such as device, interconnect, logic gates and memory bitcells, to high-level

design implementation phases such as logic synthesis, placement and routing, and (2)

from mask generation and lithography, to post-silicon variation measurement. The in-

novative techniques proposed in this thesis can be grouped into three main thrusts:

• Variability modeling and mapping,

• Variation assessment, and

• Variability mitigation.

In the variability modeling and mapping thrust, this thesis reviews various

variation modeling techniques and proposes a novel variation mapping framework (based

on compressed sensing theory) that reconstructs the details of multiple, simultaneously-

occurring systematic variation maps from measurements of a small number of naturally-

occurring timing paths within the design.

In the variability assessment thrust, this thesis provides quantified analyses of

new interconnect and device variations that are emerging with advanced lithography

techniques. For instance, for double patterning lithography (DPL), which is regarded

as the most promising next-generation patterning technique for 20nm technology and

below, this thesis develops variation analysis frameworks based on production signoff
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Figure 1.11: Scope and organization of this thesis.
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tools and 3-D TCAD (“technology computer-aided design”) tools, considering all pos-

sible process options and scenarios. Exhaustive studies with the proposed frameworks,

from a small representative interconnect structure to chip-level designs, afford new in-

sights to designers and manufacturers regarding how to trade off quality of results versus

design and manufacturing costs, across various double patterning process technology

options. With respect to devices, interconnects, and electrical performance, the thesis

gives both analytic and empirical assessments for the significance of ‘bimodal’ dimen-

sional distributions that arise from the DPL approach.

Finally, in the variability mitigation thrust, this thesis presents three distinct

approaches to explicitly mitigate variations and enable principled tradeoffs between de-

sign cost and yield. First, design-aware manufacturing process optimizations provide

optimal mask strategies considering parametric and defect yields by integrating mask

size-dependent variation and parametric yield models into a cost model that incorporates

mask, wafer, and processing costs, along with throughput, yield, and manufacturing vol-

ume. This aspect of the thesis also analyzes impact of defects on parametric yield with

understanding of design context (i.e., timing and electrical-functional criticality of each

pattern in the layout design). This thesis also proposes design-aware local optimizations

of exposure dose in the photolithography process, to improve timing yield of circuits as

well as reduce leakage power.

Second, manufacturing-aware design optimizations include a cell swapping-

based placement optimization algorithm that improves timing yield as well as reduces

leakage power, in light of systematic variations of exposure dose in the manufactur-

ing process. A new bimodal-aware timing analysis methodology is proposed in the

context of double patterning lithography; this significantly reduces pessimism of tra-

ditional timing analysis approaches, and provides optimization techniques to improve

timing yield of designs. The bimodal-related research also devises a novel metric to

quantify the delay variation of timing paths due to bimodal distribution of pattern vari-

ations, and develops efficient, optimal cell-based timing-aware DPL mask assignment

and detailed placement algorithms. Other work develops new 1-dimensional regular

pitch SRAM (static random-access memory) bitcell layouts which are amenable to

interference-assisted lithography (IAL). This part of the thesis devises required design
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rules for a 32nm 6-T bitcell, and designs a family of IAL-friendly bitcell layouts. The

quality of the proposed bitcell layouts has been verified through lithography and circuit

simulations.

Third, design-manufacturing co-optimization includes a first-ever elucidation of

the tradeoff between electrical performance and manufacturing cost for modern transis-

tor fabrication. This thesis introduces a novel shape-based (i.e., a general superellipse-

based) transistor model, which includes (1) capacitance modeling of line-end extension

and consequent current density changes in the transistor channel, and (2) on- and off-

current modeling from the new capacitance model. The new transistor model enables

fast evaluation of electrical characteristics of complicated post-lithography gate patterns.

Then, through assessment of impacts of various layout design rules, mask design opti-

mizations, and lithography process parameters on design area and electrical character-

istics, this thesis derives simple rules of thumb for electrically safe and lithographically

robust, yet cost-effective and area-conserving, transistor design rules.

The remainder of this thesis is organized as follows.

• In Chapter 2, to motivate the production impact of this thesis, we quantify the

true benefit of variation reduction. We give detailed assessments on impact of

guardband reduction with respect to a number of metrics of design productivity

(iterations, CPU times in synthesis, clock tree synthesis (CTS) and place-and-

route (P&R) phases, total design flow turnaround time (TAT), etc.), design closure

(final timing fixes, etc.), and design quality (standard-cell area, routed wirelength,

critical-path delay, dynamic and leakage power, etc.). We also quantify the true

value of the guardband reduction in terms of design yield and the number of good

dies per wafer.

• Chapter 3 proposes a novel variation mapping framework that reconstructs the de-

tails of multiple, simultaneously occurring systematic variation maps from mea-

surements of natural timing paths in a design. Using the sparsity in DCT coeffi-

cients of a variation map, we formulate delay of natural timing paths as a function

of the DCT coefficients, and find the DCT coefficients using a linear program-

ming solver, using only a small number of measured delay values from natural
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timing paths. We also suggest potential useful applications of the proposed varia-

tion mapping technique: (1) modeling of multiple variation maps for the multiple

IC layers in 3-D integration, and (2) decomposition of the effects of multiple vari-

ation sources on timing delay variation.

• Chapter 4 introduces various types of double patterning lithography (DPL) tech-

niques that aim to reduce patterning variability, and discusses new challenges

that arise from such advanced lithography techniques. We analyze impact of

DPL on both front-end-of-line (FEOL) and back-end-of-line (BEOL) variabili-

ties. For BEOL variability due to DPL, we provide a variational interconnect

analysis framework, taking overlay into account. We apply the proposed frame-

work to testcases ranging from a small representative interconnect structure (using

3-D TCAD-based tools) to chip-level designs (using golden extraction and timing

analysis tools). For FEOL bimodal CD distribution variability due to DPL, we

give both analytic and empirical assessments of the potential impact of DPL on

timing analysis and guardbanding, and propose potential solutions for each step

of the design process to mitigate impacts of this additional variability.

• Chapter 5 proposes two design-aware manufacturing process optimization tech-

niques. First, we find optimal reticle strategies considering parametric and defect

yields. We analyze CD variability with respect to reticle size, and quantify its im-

pact on parametric yield. We integrate the parametric yield depending on the field

size in a cost model that incorporates mask, wafer, and processing cost consider-

ing throughput, yield, and manufacturing volume. We then assess various reticle

strategies (e.g., single-layer reticle (SLR), multiple-layer reticle (MLR), and small

and large size) considering field-size dependent parametric yield. We also analyze

defect-induced parametric yield in extreme ultraviolet lithography (EUVL), and

show that sensitivity of parametric yield to defect parameters, i.e., defect density,

height, distribution and influence distance. We then compare parametric yields of

various reticle strategies. Second, we propose a novel method to improve the tim-

ing yield of as well as reduce total leakage power, using advanced manufacturing

techniques, such as ASML Dose Mapper [1], and Zeiss/Pixer CDC [29]. We pro-

pose a design-aware dose map optimization, based on the fact that the exposure
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dose in the exposure field can change the lengths and widths of transistor gates in

a circuit.

• Chapter 6 presents novel manufacturing-aware design optimization techniques for

recent advanced manufacturing techniques. First, we propose a placement opti-

mization technique that complements the Dose Mapper optimization discussed

in Chapter 5. Second, we propose new bimodal-aware timing analysis and op-

timization methods to improve timing yield of standard cell-based designs that

are manufactured using DPL. To mitigate the timing variability in double pattern-

ing, we introduce a new metric that quantifies the delay variation of timing paths,

and implement an optimal cell-based timing-aware color assignment technique

for double patterning that reduces both timing delay as well as timing variation.

To address the increased coloring conflicts due to this intentional timing-aware

coloring, we also propose a dynamic programming-based detailed placement al-

gorithm that minimizes coloring conflicts by perturbing placement and exploit-

ing whitespace in the given placement. Third, we present new 1-D regular pitch

SRAM bitcell layouts which are amenable to interference-assisted lithography

(IAL), which has been proposed as a low-cost maskless double patterning. We

derive required design rules for a 32nm 6-T bitcell, and propose a family of IAL-

friendly bitcell layouts. We confirm through lithography and circuit simulations

that the proposed bitcell layouts can be successfully printed by IAL and that their

electrical characteristics are comparable to those of existing bitcell layouts.

• Chapter 7 describes a design-manufacturing co-optimization approach. We pro-

pose a novel modeling framework which includes (1) capacitance modeling of a

line-end extension and consequent current density changes in the device channel,

and (2) Ion and Ioff modeling from the new capacitance model. We define a new

electrical metric for a line-end shape as the expected change in Ion or Ioff un-

der a given overlay error distribution. We further apply a superellipse form to

parameterize line-end shapes; we then use this to generate a large variety of line-

end shapes. We evaluate the electrical metric on these line-end shapes to come

up with simple rules of thumb that the lithographer can use to quickly evaluate

the quality of a combined lithography and OPC solution with respect to line-end
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shaping. We also evaluate post-litho line-end shapes while varying OPC, lithog-

raphy and design rule parameters, and find a tradeoff between cost and electrical

characteristics.



Chapter 2

Impact of Guardband Reduction

In sub-90nm process technologies, there has been increased interest in design

for manufacturability (DFM) techniques that address mounting variability and leakage

power challenges. As we review below, several recent works attempt to ‘close the loop’

from systematic or deterministic variability sources (litho, etch and CMP) back to de-

sign analysis (SPICE models of devices and gates, RC extraction of interconnects, etc.).

However, DFM tools and methodologies that bring process awareness into design analy-

sis and optimization will be of limited interest to design teams unless the signoff design

attributes (quality-of-result or QOR) and/or the design cycle (turnaround time or TAT)

actually improve. In particular, design teams require promising financial return to go

through the extra tool adoption, flow integration and design efforts that lead to more

manufacturable tapeouts to the foundry. The challenge for the foundry and EDA sectors

today is to collaboratively deliver opportunities for design-side customers to realize po-

tential financial benefits in return for deploying DFM approaches. To this end, quantified

return on investment (ROI) analyses are required.

Another motivation for this work comes from the semiconductor technology

roadmapping (ITRS) [11] community, which spans lithography, process integration,

front-end process, interconnect, and other technologies. In the ITRS effort, it has never

been clear ‘how much variability can design tolerate?’ For example, the 2005 edition of

the ITRS increased the lithography critical dimension (CD) 3-sigma tolerance from its

historical 10% value up to 12%. While this relaxation of the ITRS CD control require-

ment enables continuation of the foundry process roadmap, it was obtained without any

25
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rigorous analysis of net impact on the extractable design value per wafer. Future balanc-

ing between process scaling and design technology ‘equivalent scaling’ on the Moore’s

Law roadmap must be guided by more quantitative analyses.

Today, in the 65nm and early 45nm nodes, particularly for high-performance

process flavors, silicon providers are likely to consider providing variant guardbands

at the level of device model or interconnect RCX models, corresponding to different

regimes of manufacturing-friendliness or “DFM score” in the tapeout. The first example

might be the reduction of worst-case-best-case (WC-BC) guardband for RC extraction,

which is enabled by the deployment of new golden models for chemical-mechanical

planarization (CMP), and which lead to new process-aware extraction and timing anal-

ysis (as well as process-driven dummy fill) flows. The second example might be the

application of a different (narrower) SPICE model guardband for, e.g., a multi-fingered

device that is laid out with optimal (restricted) pitch and poly dummy layout choices.

With respect to the preceding discussions and examples, significant overheads

to the silicon provider are associated with this nascent paradigm shift in the foundry-

designer business model. Among these overheads are commitment to additional model-

to-silicon fidelity constraints, increased process technology characterization effort, and

opening up of another dimension of competition with other foundries. Yet, the benefits

to the foundry are clear: incentive for design customers and EDA partners to ‘do the

right thing’ for the manufacturing process, and the opportunity to offer differentiated

value to customers. Clearly, a missing element for the concept of layout-specific design

guardbanding to go forward is a framework to quantify the impact of guardband change

on design QOR and TAT. The work in this chapter seeks to fill this gap.

In this chapter, we develop an experimental framework, and then experimentally

quantify the impact of model guardband reduction on outcomes of the synthesis, place

and route (SP&R) implementation flow. We make the following contributions.

• We study small open-source standard-cell cores in 90nm and 65nm foundry tech-

nologies (ARM/TSMC) as well as an industrial embedded processor core imple-

mented in 45nm, and separately evaluate the impacts of guardband reductions in

the FEOL (Liberty timing models) and in the BEOL (RCX in golden extraction

such as with STAR-RCXT).
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• We assess impact of guardband reduction with respect to three metrics: (1) de-

sign productivity (iterations, CPU times in synthesis, CTS and P&R phases, total

design flow TAT, etc.), (2) design closure (final timing fixes, etc.), and (3) design

quality (standard-cell area, routed wirelength, critical-path delay, dynamic and

leakage power, etc.).

• We observe that the value of guardband reduction can be very significant. For

example, we find that the 40% guardband reduction obtained by [75] with a ‘iso-

dense’ variational timing analysis methodology leads to typical reductions of 13%

in standard-cell area, 12% in routed wirelength, 13% in dynamic power, 19% in

leakage power and 28% in SP&R turnaround time for open-source designs in

both 90nm and 65nm. We also observe reductions of 8% in standard-cell area,

7% in routed wirelength, 5% in dynamic power, and 10% in leakage power for the

embedded processor core in 45nm at 30% guardband reduction.

• We decompose each separate impact of P, V, and T on delay. We observe that each

axis of PVT has different delay impact. If any of P, V, and T are fixed for reasons

such as test specifications (low Vcc margin) or customer requests, it will limit the

guardband reduction.

• We quantify the impact of the guardband reduction on design yield. Our analysis

shows up to 4% increase in the number of good dies per wafer with 27% guard-

band reduction. However, we notice a reduction in the number of good dies per

wafer after 40% guardband reduction.

2.1 Related Literature

We are not aware of any previous literature that quantifies the impact of guard-

band reduction in a modern IC implementation flow. However, we note two related

literature that respectively addresses (1) the taxonomies of variation sources and guard-

banding in the modeling and analysis chain and (2) systematic process variation-aware

design analyses.
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Taxonomies of Variation Sources and Guardbanding. It is well-understood that vari-

ation can arise from environmental parameters (temperature, supply voltage, etc.), man-

ufacturing processes that lead to device and interconnect changes, and reliability effects

(hot-carrier degradation, NBTI, etc.). Scheffer [154, 155] gives a taxonomy of uncer-

tainty and variation sources, with emphasis on the back end of the line (BEOL), i.e.,

the interconnect stack. This is in a similar spirit to the work of Nassif [136], which

reviews the sources and the impact of parameter variability across inter-die and intra-die

sources. While these works taxonomize and quantify individual variation sources, they

do not make any connections back to the quantified impact within the chip implementa-

tion flow.

Systematic Process Variation-Aware Design Analyses. Prediction and compensation

of systematic variations has traditionally been done by the manufacturing process, with

only simple guardbanded abstractions (e.g. design rules) being passed on to the design-

ers. However, the increasing magnitude and 2-D pattern dependence of these variations,

their impact on design metrics, and the inability of manufacturing equipment and pro-

cess techniques to fully mitigate them, are causes for serious concern in sub-100nm

technologies. If modeling and design guardbands used for timing and power signoff in-

clude compensatable systematic variations, the result is overdesign and a more difficult

design closure task. With this in mind, a number of recent works have proposed sys-

tematic process variation-aware design analyses to ‘close the loop’ from manufacturing

simulation back to the design flow.

Balasinski et al. [37] propose a methodology of manufacturability qualification

for ultra-deep submicron circuits, based on an optical simulation of the layout which is

integrated with device simulation; see also [164]. Pack et al. [143] propose to incor-

porate advanced models of lithographic printing effects into the design flow to improve

yield and performance verification accuracy. Gupta et al. [82] observe that lithogra-

phy simulation permits post-OPC (optical proximity correction) estimation of on-silicon

feature sizes at different process conditions. Yang et al. [192] address post-lithography

based analysis and optimization, proposing a timing analysis flow based on residual
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OPC errors (equivalent to lithography simulation output) for timing-critical cells and

their layout neighborhoods. Cao et al. [49] propose a methodology for standard-cell

characterization considering litho-induced systematic variations. In [49], the objective

is to enable efficient post-litho analysis by running litho-aware characterization. Fur-

thermore, to minimize the difference between isolated and actual placement contexts of

a given standard cell, vertical dummy poly patterns are inserted at the cell boundary.

Finally, it is noteworthy that Gupta and Heng [75] perform “iso-dense aware” timing

analysis (based on the modeling of systematic through-focus Leff variation) to achieve

up to 40% reduction of the BC-WC guardband in static timing analysis. Also, Sylvester

et al. [174] observe that up to 60% of BEOL guardband can be eliminated by using a

realistic BEOL variation model.

Despite such vigorous research activities in this arena, some fundamental ques-

tions remain open. For example, what is the impact of the guardband on design quality?

And, what is the specific return that we can expect to be realized by the design team

from availability of, e.g., iso-dense aware timing analysis [75], post-lithography based

analysis and optimization [192], or any other potential path to reduced guardband? The

following sections describe the efforts toward a quantified answer to these questions.

2.2 Model Guardband Reduction

2.2.1 Impact of PVT on Circuit Delay

To quantify the impact of guardband reduction on design process outcomes, we

first quantify the existing guardband in foundry delay models. Guardband exists in the

form of delay for each process, voltage, and temperature (PVT) corner (i.e., delay tables

in Liberty model files). Since each axis of PVT will have a different delay impact, we

quantify the impact due to each P, V, and T corner separately.

Standard cells. To assess the impact of each P, V, and T parameter on standard cell

delay, we run SPICE simulations for a simple inverter cell across 8 possible combina-

tions of PVT, i.e., {Pslow, Pfast} × {Vlow, Vhigh} × {Tlow, Thigh}.1 Table 2.1 shows the

1Slew (39.2ps) and load capacitance (4.9fF) values are selected from the third row and third column
entry of the 7× 7 Liberty delay table for a 65nm technology.
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delay values of 65nm inverter cell for all PVT combinations. Of the 1.8× difference

between worst-/best-case PVT corners, 1.46× is from process, 1.25× is from voltage

and 0.97× is from temperature (i.e., due to a reverse temperature effect).

Table 2.1: Inverter delay for different P, V and T corners.

Process Voltage (V ) Temperature (oC) Delay (ps)

NMOS PMOS

Fast Fast 1.0 -40 22.17

Fast Fast 1.0 125 22.54

Fast Fast 0.9 -40 27.21

Fast Fast 0.9 125 26.16

Slow Slow 1.0 -40 31.44

Slow Slow 1.0 125 30.63

Slow Slow 0.9 -40 42.78

Slow Slow 0.9 125 38.89

If any of the P, V, and T parameters are fixed for reasons such as test specifi-

cations or customer requests, this will limit the actual achievable guardband reduction.

Figure 2.1 shows worst-/best-case delay changes with only process guardband reduc-

tion. To determine this, we perform a set of fine-grained SPICE simulations with fixed

V and T. We create 100 SPICE models by interpolating between FF (fast NMOS and

fast PMOS) and SS (slow NMOS and slow PMOS) models with step size of 1% (i.e.,

corresponding to 1% guardband reduction).

We then measure rise and fall delays of four standard cells including an inverter

cell (INV), a 2-input NAND gate (NAND2), a 2-input AND gate (AND2), and a 4-input

AND-OR gate (AO22), using the corresponding interpolated SPICE models. Figure

2.1 shows normalized worst- and best-case delay values of the above cells. We take

average of rise and fall delays, and normalize the worst- and best-case delays of each

cell to the delay value of the cell at the original best-case process corner (i.e., 0% RGB),

respectively. We observe that delay at worst-case (best-case) decreases (increases) with

reducing process guardband. We observe that the decreasing (increasing) rate of delay
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Figure 2.1: Worst-/best-case delay changes of an inverter (INV), a 2-input AND gate
(AND2), a 2-input NAND gate (NAND2), and a 2-input AND-OR gate (AO22) versus

the process guardband.

change does not have a significant relationship with the functional complexity of the

cell. At 100% guardband reduction, FF and SS have the same SPICE model. Hence, the

delay difference in Figure 2.1 is due only to temperature and voltage guardband.

Also, Figure 2.2 shows the delay change percentage, for worst- and best-case

corners, of the above four cells when the process guardband reduces from 0% to 100%.

We observe that the worst-case delay change of complex cells, e.g., AO22, is larger than

that of an inverter. The best-case delay change of a NAND2 is the smallest among the

four cells and is within 1.07% of that of the inverter.

Memory cells. Since SRAM occupies a significant portion of today’s SOC designs,

we also assess the impact of guardband reduction on SRAM performance. A 6-T SRAM

bitcell is composed of 6 transistors, 2 bitlines (BL and BLb) and one wordline (WL).

A bit of data is stored in the complementary internal nodes nl and nr, when WL is

‘1’. The transistors are classified as pass (or access) transistors (C1 and C2), pull-down

transistors (B1 and B2), and pull-up transistors (A1 and A2) as shown in Figure 2.3.

During a read operation, one of the pre-charged bitlines is discharged through

a pass transistor and its associated pull-down transistor (i.e., C1-B1 or C2-B2), and

the sense amplifier detects the voltage difference between the two bitlines. Icell is the

maximum current that flows during the read operation, and can be used as an SRAM
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Figure 2.3: Schematic circuit diagram for a 6-T SRAM bitcell.

performance metric. We measure worst-/best-case Icell of a 65nm SRAM bitcell with

the interpolated 100 SPICE models used for inverter delay simulation. Figure 2.4 shows

worst-/best-case Icell changes with only process guardband reduction. According to the

figure, best-case (worst-case) Icell decreases (increases) with reducing process guard-

band. Since Icell is inversely proportional to SRAM delay, the increase of Icell at the

worst-case corner decreases SRAM delay. However, the performance of SRAM de-

pends not only on the Icell, but also on the sense amplifier’s reaction speed and digital

logic signal propagation speed in the peripherals of SRAM. Figure 2.5 shows the nor-

malized delay of an SRAM bitcell, which is derived from Icell simulation results, and the

normalized delay of an inverter. We observe that the delay of an SRAM bitcell is more

sensitive to the guardband reduction than that of an inverter. Hence, we can conclude

that the logic delay improvement from the worst-case guardband reduction can speed up

both standard logic cells and embedded SRAMs.
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versus process guardband.

2.2.2 Liberty Model Scaling

In corner-based design and signoff methodologies, there are best-case and worst-

case design behaviors for which cells are characterized, and which are captured in

respective Liberty (.lib) format libraries [24]. In the Liberty format, each standard

cell master has several attributes, such as pin type, loads, stimuli and lookup-table in-

dices. The data available in the Liberty format include capacitance, thresholds/switching

points, rise time, fall time, and power values of each cell in the library. Static timing

analysis operates independently of characterization, reading both a Verilog netlist and

multiple timing libraries. To use the delay changes from the guardband reduction, new
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characterization must be performed for each guardband value. However, the cell char-

acterization process is very time-consuming. Instead, for SP&R, we can directly reduce

the delay guardband by linear scaling of timing libraries, since delay varies linearly

with guardband reduction as shown in Figures 2.1 and 2.5. In the experiments, we run

through a traditional timing-driven SP&R flow; hence, we scale only the input pin ca-

pacitances and timing tables, and we do not modify the power tables of the .lib files.

It is well-known that one can specify PVT scaling factors in the technology li-

brary environment, using so-called k-factors. These k-factors (so-called because they

are attributes with names starting with k ) are multipliers that scale defined library val-

ues, allowing consideration of the effects of changes in process, voltage and temperature

[24]. However, in the used methodology, we do not use k-factors since they cannot cor-

rectly capture guardband reduction. Instead, we apply an entry-by-entry library scaling

methodology in which (1) the difference between values of a certain table entry in two li-

braries (e.g., worst-case and best-case) is computed, and then (2) the amount of required

guardband reduction is applied to this difference and the corresponding (e.g., best- and

worst-case) table values are modified accordingly.

Figure 2.6 illustrates the steps required to scale timing tables within the Liberty

files.

• Goal: Entry-by-entry BC-WC guardband reduction. Figure 2.6(a) shows an

example of timing tables within best- and worst-case Liberty files.2 We seek a

uniform percentage of guardband reduction to each entry-by-entry difference (i.e.,

the amount of guardband associated with each delay value) between best-case and

worst-case delay values, which are characterized under the corresponding PVT

conditions.3 Note that we cannot simply reduce values of worst-case delays, and

increase values of best-case delays, by fixed percentages; this will not result in a

uniform guardband reduction.

• Index matching step. In a production timing library, it is common for, e.g., the

input slew time indices of the best-case library to be different from the indices
2The tables shown in Figure 2.6 are for illustrative purposes. Neither their indices nor their entries

represent realistic values.
3PVT condition for best (worst) case is fast (slow) transistors, high (low) supply voltage and low (high)

temperature.
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of the worst-case library. Hence, before we can scale entry-by-entry guardband

values, we must first match up the indices of corresponding tables in the best-case

and worst-case libraries. We achieve this by interpolation/extrapolation from the

original index values of both tables, as illustrated by the “index-matched best-

case” table in Figure 2.6(b).

• Calculation of entry-by-entry guardband reduction. After unifying the library

table indices, we can compute the entry-by-entry difference (i.e., original amount

of guardband) and apply the necessary guardband reduction. For example, in

Figure 2.6(b), we see that for input slew time = 2 and capacitive load = 1, the

best-case and worst-case delay values are 2 and 4, respectively. To reduce the

guardband by 10%, we first find the difference between corresponding values (i.e.,

4 - 2 = 2). Then, we add 5% of this difference to the best-case value, and subtract

5% of this difference from the worst-case value. The resulting guardband-reduced

BC/WC values are seen in Figure 2.6(c). We more formally describe the index-

matching and guardband reduction procedures in Figures 2.7 and 2.8.4

• Scaling of pin capacitance guardband. Note that input pin capacitance values

can be considered as 1 × 1 tables. Hence, the same guardband reduction methods

are applied to them as well.

2.2.3 Interconnect Model Scaling

It is commonly accepted that interconnect has become a dominant factor in de-

termining circuit performance. In sub-100nm processes, litho- and CMP-induced vari-

ations in conductor width, conductor thickness, and inter-layer dielectric (ILD) height

within the BEOL stack can cause significant variation of interconnect parasitics.

In the corner-based design methodology, extreme values of resistance and ca-

pacitance are used to obtain worst-case and best-case corners in timing analysis. For

example, in best-case analysis we use the smallest capacitance value, and in worst-case

4In Figure 2.8, the factor 1/200 arises because half of the x% guardband reduction is applied to each
of the best-case and worst-case values.
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Figure 2.6: Illustration of steps in guardband reduction for timing tables of the Liberty
(.lib) files. (a) Original best-/worst-case tables. (b) New best-case table with input slew

time indices matched up with those of the worst-case table. (c) 10% guardband
reduction, computed on an entry-by-entry basis, across all the table entries.

analysis we use the largest capacitance value. Resistance behaves inversely to capaci-

tance, hence minimum resistance is used in worst-case analysis and maximum resistance

is used in best-case analysis. In addition to process variations, operating conditions such

as temperature affect resistance and capacitance values. In 90nm copper technology,

large temperature variation (e.g., from -40oC to 125oC) can lead to 50% increases in

resistance. From Table 2.2, which includes the process and temperature effects, we see

that at the worst interconnect corner, the values of capacitance and resistance are greater

than those at the best interconnect corner by 17% and 13%, respectively.

We implement a model guardband reduction for interconnect resistance and ca-

pacitance as follows.
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Input: best-/worst-case libraries.
Output: index-matched best-case library.

for all the cells in the best-case library:

find the corresponding cell in the worst-case library.

interpolate/extrapolate the new best-case table entries using the best-/worst-case values.

copy the slew rate index of the worst-case table on to that of the best-case table.

Figure 2.7: Index matching procedure.

Input: index-matched best-/worst-case libraries and x% guardband reduction.
Output: guardband reduced best-/worst-case libraries.

for all the common cells in the best-/worst-case libraries:

for each entry in a best-case table (valuebest):

valuebest = valuebest + x
200 (valueworst − valuebest).

for each entry in a worst-case table (valueworst):

valueworst = valueworst − x
200 (valueworst − valuebest).

Figure 2.8: Guardband reduction procedure.

• We first extract resistance and capacitance from a sample design for best and worst

corners using a signoff extractor (Synopsys Star-RCXT).

• We compare the mean of the worst-corner values with that of the best-corner val-

ues.

• Finally, for a given percentage reduction in guardband, we find proper scaling

factors for each corner by a method similar to that described above for Liberty

scaling. The scaling equations and the relative values of interconnect capacitance

and resistance for 90nm technology are summarized in the Table 2.2.5

5Note that since the P&R tool (Cadence SOC Encounter [7]) and the signoff extraction tool (Synopsys
Star-RCXT [28]) have discrepancies in their computed interconnect resistance and capacitance values, we
compute separate scaling factors for each. Analogous scaling factors are separately computed for P&R
and signoff extraction in the 65nm technology.
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Table 2.2: R and C comparison and scaling method for 90nm interconnect.

Best corner Worst corner

R ratio 1 1.11

R scaling factor for RGB(x%) 1 + x
200
· (1.11− 1) 1− (1− 1

1.11
) · x

200

P&R C ratio 1 1.15

C scaling factor for RGB(x%) 1 + x
200
· (1.15− 1) 1− (1− 1

1.15
) · x

200

R ratio 1 1.13

R scaling factor for RGB(x%) 1 + x
200
· (1.13− 1) 1− (1− 1

1.13
) · x

200

Signoff C ratio 1 1.17

C scaling factor for RGB(x%) 1 + x
200
· (1.17− 1) 1− (1− 1

1.17
) · x

200

2.3 Analysis Flow and Testcases

2.3.1 Timing-Driven Implementation Flow

Figure 2.9 shows the traditional SP&R flow that we have scripted for “push-

button” use in the experiments. The steps in Figure 2.9 represent the major physical

design steps. At each step, we require that the design must meet the timing requirements

before it can pass on to the next step. (This is standard practice, since the later in the

design flow, the harder it is to fix a given timing violation.) In other words, in the event

of any timing violation, the implementation flow goes back to the previous step through

a return path and fixes the violation.

In the flow, we first synthesize RTL netlists with worst-corner libraries. This syn-

thesis step, when different reduced-guardband libraries are used, produces initial netlists

with different total standard-cell area. We use a fixed utilization ratio in all testcases at

the floorplan stage. We optimize timing inside the P&R tool using its embedded RCX

and delay calculation engines. Since the designer’s concern is generally to obtain the

best performance within given environments and constraints, we concentrate on fixing

any setup violations at this stage of the implementation flow. Once all setup violations

are cleared, it is necessary to fix any hold violations using the best-case library. While
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attempting to fix the hold violations, sometimes new setup violations are created, and

iteration over the above steps is required until all violations are cleared at both the best

and worst timing corners.
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Figure 2.9: Implementation (synthesis, placement and routing) flow.

2.3.2 Testcases and Tools

We use four benchmark designs in the experiments. The first two are the AES

and JPEG cores, obtained as RTL from the open-source site opencores.org [15]. The

third testcase is 5XJPEG, which is composed of 5 copies of the JPEG core. The

fourth is an embedded processor core provided by Qualcomm, Inc. [18]. For the first

three testcases we perform experiments using front-end libraries in TSMC 90nm and

65nm technologies. For the fourth testcase we use 45nm libraries obtained from a

foundry. The AES core typically synthesizes to approximately 16K instances; target

clock frequency is 400MHz in 90nm and 600MHz in 65nm. The JPEG (resp.
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5XJPEG) core typically synthesizes to approximately 64K (resp. 320K) instances;

target clock frequency is 300MHz in 90nm and 500MHz in 65nm. The embedded

processor has approximately 67K instances; target frequency is 500MHz in 45nm. We

use Cadence RTL Compiler v05.20-s009 1 [6] to synthesize the open-source designs and

use Synopsys Design Compiler v2007.12-SP4 [21] to synthesize the embedded proces-

sor. We use Cadence SOC Encounter v5.2 and Cadence SOC Encounter v7.1 usr2 [7] to

execute the P&R flow on open-source and embedded processor testcases, respectively.

Initial row utilizations are 40%, 60%, 60% and 65% for the AES, JPEG, 5XJPEG

and embedded processor designs, respectively. Note that final row utilizations may

change depending on timing optimization steps (e.g., buffering, sizing, etc.) that are

executed during the P&R flow. We use Synopsys Design Compiler v2006.06-SP3 [21]

for scan insertion and Synopsys Star-RCXT v2006.06-SP1 [28] for RCX. Finally, Syn-

opsys PrimeTime v2005.12-SP3 [25] is used for static timing analysis.

2.4 Analysis on the Impact of Guardband Reduction

In the experiments for AES, JPEG, and 5XJPEG testcases, we run the entire

implementation flow with six sets of libraries corresponding to model guardband reduc-

tions of 0%, 10%, 20%, 30%, 40% and 50%. We do this for each of three cases: (1)

only back-end-of-line (BEOL) guardband reduction, (2) only front-end-of-line (FEOL)

guardband reduction, and (3) both BEOL and FEOL guardband reduction – in order to

separately observe the impact of FEOL and BEOL guardband reduction. Last, we do

this for each of 90nm and 65nm technologies. As a result, each testcase is implemented

with the scripted flow of Figure 2.9 for a total of 6 × 3 × 2 = 36 times, 18 times in each

technology. However, for the embedded processor testcase, we only consider Case (2),

hence we only implement the testcase 6 times in 45nm.

In the following sections, we use “F” or “FE” as shorthand for FEOL; “B” and

“BE” are shorthand for BEOL. We also give detailed tables of numerical data for the

90nm JPEG core implemented with 300MHz target frequency and for the 45nm

embedded processor core with 500MHz target frequency. Other results are presented

more compactly in graphical form.
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2.4.1 Impact on Quality of Results

We assess impact of guardband reduction with respect to design quality metrics

of area, routed wirelength, and dynamic and leakage power. Table 2.3 shows the impact

of guardband reduction on the area (i.e., the sum of all standard cell areas within the

design) for the 90nm JPEG core implemented with 300MHz target frequency. Table

2.4 shows the impact of guardband reduction on total wirelength. For power estima-

tion, we consider two different scenarios: (1) foundries reduce the guardband through

process enhancement or (2) foundries simply reduce their guardband without process

enhancement or changing operating condition. Tables 2.5 and 2.6 show the impact of

guardband reduction on dynamic and leakage power, respectively, for Scenario (2). We

note that the power reduction comes from the reduced area. Power values, especially

leakage power, cannot be obtained by linear interpolations/extrapolations as used in de-

lay scaling. Although we did not re-characterize cell power, we expect worst-case power

to increase and best-case power to decrease since power and delay typically change in

opposite directions. We also expect that power reduction from the area reduction will

still be valid for Scenario (1).

Figures 2.10, 2.11, 2.12 and 2.13 show the impact of guardband reduction of

both FE and BE on area, routed wirelength, dynamic power and leakage power for

AES, JPEG and 5XJPEG designs using 90nm and 65nm technologies, respec-

tively. We observe that the area, wirelength, power metrics are “well-behaved”; they

improve (decrease) as the percentage of the guardband reduction increases. At the level

of 40% guardband reduction achieved by the variational timing approach from IBM

[75], reductions of nearly 18% area, over 21% wirelength, 20% dynamic power and

29% leakage power are achieved, on average.6 Somewhat surprisingly, guardband re-

duction for interconnect (i.e., BEOL) parasitics has much less impact on design quality

than guardband reduction for FEOL models. In addition, Tables 2.7, 2.8, and 2.9 show

the impact of guardband reduction with respect to area, and dynamic and leakage power,

6In [101], Kahng and Mantik observed the existence of ‘inherent noise’ in IC implementation tools,
and documented up to 12% change in quality of result (e.g., total post-route wirelength) due to the tools’
sensitivity to such noise sources as input renaming, randomization, scaling, etc. We note this previous
work because it implies a limit to cleanliness of experimental data as we trace the impact of guardband
reduction through the tool flow. Also, inherent tool noise may swamp any benefits of guardband reduction
in certain design regimes (e.g., with respect to tightness or looseness of timing and area constraints).
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for the 45nm embedded processor core. We observe that at 30% guardband reduction,

area, dynamic power, and leakage power reduce by 8%, 5% and 10%, respectively.

Table 2.3: Area versus guardband reduction for 90nm JPEG at 300MHz.

0% 10% 40% 50%

Area mm2 % mm2 % mm2 % mm2 %

F 0.367 100 0.356 97.0 0.339 92.3 0.331 90.3

B 0.367 100 0.367 100.1 0.357 97.5 0.355 96.7

F+B 0.367 100 0.355 96.9 0.339 92.4 0.331 90.3

Table 2.4: Total wirelength versus guardband reduction for 90nm JPEG design at
300MHz.

0% 10% 40% 50%

WL mm % mm % mm % mm %

F 1609.2 100 1608.6 99.9 1544.3 96.0 1512.2 94.0

B 1609.2 100 1617.2 100.5 1586.6 98.6 1590.1 98.8

F+B 1609.2 100 1593.3 99.0 1539.0 95.6 1514.8 94.1

Table 2.5: Dynamic power versus guardband reduction for 90nm JPEG design at
300MHz.

0% 10% 40% 50%

Pdyn mW % mW % mW % mW %

F 114.1 100 102.8 90.02 93.6 82.00 91.5 80.19

B 114.1 100 111.2 97.46 106.1 93.01 107.5 94.21

F+B 114.1 100 101.0 88.52 94.5 82.81 90.8 79.59
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Table 2.6: Leakage power versus guardband reduction for 90nm JPEG design at
300MHz.

0% 10% 40% 50%

Pleak mW % mW % mW % mW %

F 0.250 100 0.210 84.00 0.175 69.89 0.167 66.56

B 0.250 100 0.243 97.04 0.226 90.15 0.229 91.88

F+B 0.250 100 0.204 81.61 0.178 71.06 0.166 66.50

Table 2.7: Area versus guardband reduction for 45nm embedded processor core at
500MHz.

0% 10% 30% 50%

Area mm2 % mm2 % mm2 % mm2 %

F 0.175 100 0.174 99.48 0.163 92.81 0.155 88.79

Table 2.8: Dynamic power versus guardband reduction for 45nm embedded processor
core at 500MHz.

0% 10% 30% 50%

Pdyn µW % µW % µW % µW %

F 112.29 100 110.12 98.07 107.58 95.81 100.98 89.93

Table 2.9: Leakage power versus guardband reduction for 45nm embedded processor
core at 500MHz.

0% 10% 30% 50%

Pleak µW % µW % µW % µW %

F 2.063 100 2.064 100.05 1.867 90.50 1.685 81.68

2.4.2 Impact on Critical Paths

It is instructive to look more closely at the effect of guardband reduction on

timing modeling and analysis. Table 2.10 shows the average cell delays in a critical path
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Figure 2.10: Area versus guardband reduction.
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Figure 2.11: Total wirelength versus guardband reduction.

of the 90nm JPEG implementation, for both best-case and worst-case corners, across

different guardband reductions. We see that a 10% reduction in guardband increases

(decreases) the best (worst) average stage delay by only 4ps (3% of the average stage

delay). Also, the delay differences across different guardband reductions in the BEOL

are very small compared to the differences in the FEOL. Possibly, the impact of BEOL

guardband reduction (despite being expected and evident from the resulting data) will

not always be visible due to inherent noise in EDA implementation tools [101]. The
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Figure 2.13: Total leakage power versus guardband reduction.

results of Table 2.10 are in alignment with the trends we observe for area and wirelength

versus guardband reduction above.

2.4.3 Impact on Design Turnaround Time

Table 2.11 shows the substantial impact of guardband reduction on total SP&R

flow runtime for the 90nm JPEG testcase. Also, Figure 2.14 shows the impact of

guardband reduction on total SP&R flow runtime for AES, JPEG and 5XJPEG de-

signs using 90nm and 65nm technologies. The data shows up to 41% reduction in
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Table 2.10: Critical-path delay variations across different guardband reductions.

Cases GB Timing Total path Average stage

reduction corner delay (ns) delay (ns)

0% WC 3.520 0.147

BC 1.435 0.060

10% WC 3.406 0.142

BC 1.525 0.064

F 40% WC 3.069 0.128

BC 1.813 0.076

50% WC 2.960 0.123

BC 1.910 0.080

10% WC 3.515 0.146

BC 1.437 0.060

B 40% WC 3.502 0.146

BC 1.443 0.060

50% WC 3.497 0.146

BC 1.445 0.060

10% WC 3.410 0.142

BC 1.523 0.063

F+B 40% WC 3.085 0.129

BC 1.804 0.075

50% WC 2.979 0.124

BC 1.899 0.079

SP&R flow runtime with a 40% guardband reduction. Table 2.12 shows that total SP&R

flow runtime decreases by 7% with 30% guardband reduction for the 45nm embedded

processor core. In real-world design contexts, such a substantial reduction in SP&R

runtime can, at a minimum, reduce tapeout schedule risk, and permit additional op-

timization iterations and design space explorations. A substantial reduction in SP&R
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flow runtime can also reduce time to market for an IC product.

Another very clear benefit from guardband reduction can be seen from analysis

of violations in signoff analysis. Recall that if there are violations at the signoff stage,

then it is necessary to go back to the P&R stage and fix them. The number of design it-

erations required to fix violations is reflected by a variety of ‘figure of merit’ parameters

that are often tracked by designers, e.g., total number of violations, worst negative slack

(WNS), and total negative slack (TNS). These three metrics represent different views of

the design timing characteristics:

• The total number of violations represents how many violating points the designer

needs to worry about.

• WNS represents the largest timing violation.

• TNS indicates how difficult fixing all the current violations in a design can be.

From these numbers, we can estimate the difficulty of meeting timing constraints, and

how many iterations will be required. For example, from the total number of violations

and TNS of hold time analysis, the designer can estimate how many buffers are needed to

fix the violations, and indirectly estimate how much the standard-cell area will increase

as a result. Or, the designer can use the WNS value to see how close a design is to

becoming feasible with respect to timing constraints.

Table 2.13 shows various figures of merit for the 90nm JPEG post-P&R result

obtained with a 0% guardband reduction, when evaluated using other (10%, 40%, 50%)

guardband reductions. The table gives number of violations, worst negative slack, and

total negative slack, with respect to both setup and hold constraints using signoff flow.

Here, we can see very substantial benefits from guardband reduction. For example, with

a 40% guardband reduction, the vast majority of timing violations are erased, and the

WNS and TNS metrics are also reduced substantially (by up to 100%). This will clearly

improve timing convergence by reducing design iterations.
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Table 2.11: Guardband reduction versus SP&R flow runtime for 90nm JPEG design
at 300MHz.

Runtime 0% 10% 40% 50%

sec % sec % sec % sec %

F 7129 100 5653 79.3 4068 57.1 4061 57.0

B 7208 100 7327 101.7 7507 104.1 5755 79.8

F+B 6950 100 5729 82.4 4366 62.8 4061 58.4

Table 2.12: Guardband reduction versus SP&R flow runtime for 45nm embedded
processor core at 500MHz.

Runtime 0% 10% 30% 50%

sec % sec % sec % sec %

F 13032 100 12155 93.27 12353 94.79 10662 81.81
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Figure 2.14: Guardband reduction versus total SP&R flow runtime.

2.4.4 Impact on Design Yield

Guardbanding exists in today’s design methodologies to help guarantee high

yield in spite of process variability. In this subsection, we quantify the impact of guard-
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Table 2.13: Guardband reduction versus number of violations, worst negative slack
(WNS) and total negative slack (TNS).

Guardband reduction

0% 10% 40% 50%

# of viols 235 3 0 0

Setup WNS (ns) -0.126 -0.016 0 0

F TNS (ns) -9.95 -0.03 0 0

# of viols 4414 675 526 287

Hold WNS (ns) -0.116 -0.045 -0.030 -0.028

TNS (ns) -259.68 -15.19 -4.20 -1.06

# of viols 235 231 203 198

Setup WNS (ns) -0.126 -0.121 -0.11 -0.10

B TNS (ns) -9.95 -8.97 -6.29 -5.43

# of viols 4414 4410 4404 4400

Hold WNS (ns) -0.116 -0.116 -0.116 -0.116

TNS (ns) -259.68 -259.39 -259.59 -258.34

# of viols 235 3 0 0

Setup WNS (ns) -0.13 -0.011 0 0

F+B TNS (ns) -9.95 -0.02 0 0

# of viols 4414 676 524 298

Hold WNS (ns) -0.116 -0.045 -0.030 -0.034

TNS (ns) -259.68 -15.24 -4.30 -1.11

band reduction on design yield. We believe that such quantification will be an essential

part of manufacturing-aware design methodologies in the future.

Overall yield is modeled as the product of random defect yield, which depends

on die area, and parametric yield, which is independent from die area.

Y = Yr · Yp (2.1)
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Random defect yield (Yr). A variety of models exist for the spatial distribution of

random electrical faults across a wafer, and random defect yield Yr. The fundamen-

tal difference between these models is the assumed distribution of the random defects

[112]. Commonly, random defects are characterized by defect density parameter d, and

clustering parameter α. The average number of defects on a chip of area A is Ad. The

number of defects x in a random chip is an integer-valued random variable, and the ob-

served phenomenon of defect clustering is effectively modeled by assuming a negative

binomial probability density function for x [46]:

p(x) = Prob(number of defects on chip = x) (2.2)

=
Γ(α + x)

x!Γ(α)

(Ad/α)x

(1 + Ad/α)α+x

where Γ(x) is the Gamma function. The yield with respect to random defects is obtained

as the probability p(0) of having no defect on a chip. Substituting x = 0 in Equation

(2.2):

Yr = (1 + Ad/α)−α (2.3)

If we use α = ∞, which corresponds to the case of unclustered defects, Equation (2.3)

gives a Poisson density function with mean Ad, and the yield with respect to random

defects is pessimistically estimated as:

Yr = e−Ad (2.4)

From Equation (2.4), we conclude that random defect yield (Yr) will increase

with decreasing area (A) accomplished by guardband reduction. Other widely used

random defect yield models are Murphy and Bose-Einstein as shown in Equations (2.5)

and (2.6), respectively [112].

Yr = (
1− e−Ad

Ad
)2 (2.5)

Yr =
1

(1 + Ad)n
(2.6)

In the Bose-Einstein model, n is the complexity factor. A comparison of the above yield

models shows that for small defect densities (0.2 /cm2), all three models predict similar
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yield results. Even for larger defect densities (i.e., 1 and 2 /cm2), for die areas less than

100mm2, the deviations are within 5% [112].7

In addition, hypothetically, reduced chip area could decrease wire spacing which

would then increase the likelihood of short defects. Hence, we perform random defect

yield analysis using Edinburgh Yield Estimator - Sampling (EYES) [16]. The EYES

uses a sampling technique to estimate the properties of the IC layout as a whole.

We use a Poisson yield model and account for both open and short faults in the

same layer. We do not consider inter-layer faults such as dielectric and pinhole faults. In

the experiments, we analyze random defect yield of GDSII for 5XJPEG implemented

with each reduced guardband. Table 2.14 shows the random defect yield values from

Equations (2.4), (2.5), (2.6), and EYES for 65nm 5XJPEG design. In Bose-Einstein

model we use the physical chip area, A, and an average defect density, d.8 We use defect

density of 0.2 (/cm2) for all the equations as well as EYES experiments.

Table 2.14: Random defect yield for 65nm 5XJPEG design.

RGB Chip area Yr from Yr from Yr from Yr from

(%) (cm2) Eq. (2.4) Eq. (2.5) Eq. (2.6) from EYES

0 0.014562 0.99709 0.99709 0.99709 0.9850

10 0.014205 0.99716 0.99716 0.99716 0.9855

20 0.014084 0.99719 0.99718 0.99719 0.9867

30 0.014093 0.99719 0.99718 0.99718 0.9832

40 0.014219 0.99716 0.99716 0.99716 0.9865

50 0.013992 0.99722 0.99720 0.99720 0.9880

Due to the small size of the sample design, the resulting yield values are not

significantly different for each guardband. However, it is clear that random defect yield

does not decrease with the guardband reduction.9

7In this work, we assume a Poisson model for random defect yield estimation.
8If chip area and a general defect density are used instead of critical area and specific defect density

per critical area, then the complexity factor of Bose-Einstein equation is equal to 1 [112].
9Chip size is determined by the resulting standard cell area after synthesis. Due to the inherent noise

of optimization, the chip size trend shows some glitches, e.g., at 40% guardband reduction.
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In the simple approach, the critical area, to be used in the above models, is equal

to the die area. However, there needs to be a refinement by adding up the active area

of the logic, memory, and IO cells and assigning different defect density values to each

of these components. Assuming that the wafer fab provides a single, average d, we can

use a simple approach that assigns a 30% addition to d for memory blocks and a 20%

reduction to d for IO cells. Indeed, the proper way is to get yield information from

chips with logic only, and memory only, and then calculate defectivities for each [112].

Therefore, Equation (2.4) is modified as follows.

Yr = e−(Amemorydmemory+Alogicdlogic+AIOdIO) (2.7)

where, Amemory, Alogic, AIO denote memory, logic, and IO cell physical area, and

dmemory, dlogic, dIO denote memory, logic, and IO cell defect density values, respec-

tively.

Parametric yield (Yp). Yield with respect to parametric variation, Yp, can be esti-

mated by considering a normal distribution with best-case and worst-case corners being

set at -3σ and 3σ, respectively. The 3σ window can be taken to define the original

guardband (i.e., 0% guardband reduction, with range 6σ).10 Then, assuming no change

in manufacturing variability, a K% design guardband reduction would result in a re-

duced range of (6σ)(100-K)/100. To calculate the parametric yield impact of design

guardband reduction with no change of manufacturing variability, we may use the error

function (erf , i.e., cumulative distribution of the normal distribution) for the appropri-

ate range. For example, Yp(RGB%) with respect to 0% guardband reduction can be

computed as

Yp(0) =
1

2
(1 + erf(

3√
2
))− 1

2
(1 + erf(

−3√
2
)) = 0.9973 (2.8)

Number of good dies. To assess the impact of guardband reduction on design yield,

we track the change in the number of good dies per wafer as we reduce the design

guardband. To calculate the number of good dies per wafer, we first compute the gross

10We understand that these assumptions are appropriate to the current practice. The present discussion
can be easily modified to use a different kσ window.
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number of dies per wafer as described in [188]:

Ngross = π(
r2

A
− 2r√

2A
) (2.9)

where A represents the die area which is fabricated on a wafer with radius r. In the

above equation the second term accounts for wasted area around the edges of a circular

wafer. Using Equations (2.1) and (2.9), the number of good dies per wafer is:

Ngood = Y ·Ngross (2.10)

There are two main scenarios for the guardband reduction.

1. We are able to improve the process so as to reduce the amount of guardbanding.

This scenario corresponds to performing “iso-dense” timing analysis [75].

2. We simply apply a reduced guardband during the design process, even though the

actual variability of the manufacturing process remains the same. This scenario

corresponds to the Yp(RGB%) calculation above.

Scenario (1) implies that Yp remains at 0.9973, while overall yield increases

because we benefit from decreased random defect yield loss due to decreased die area

as well as from the reduced die area itself. Table 2.15 shows the number of good dies per

wafer for each guardband reduction. For this analysis, we assume that a typical 65nm

SOC design that has 0.85cm2 die area and is composed of 0.48cm2 of standard logic

cells and 0.37cm2 of fixed blocks, i.e., embedded SRAM, analog cores and IO cells. We

use a 300mm wafer diameter to calculate the number of dies, 0.2 /cm2 and 0.21 /cm2

defect density values (for logic cells and fixed blocks, respectively) to calculate random

defect yield. Area reduction values are the average results from 65nm testcases of the

experiments.11 The use of an average area reduction is justified since all testcases across

90nm and 65nm show results that are monotone in guardband reduction value, and that

have standard deviation (for any given guardband reduction value) of less than 5% (see

Figure 2.10). The table shows that 40% guardband reduction results in approximately

10% increase in the number of good dies.

11If redesigned circuits with guardband reduction do not result in chip area reduction, the random defect
yield improvement will decrease.
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Table 2.15: The number of good dies per wafer for Scenario (1) guardband reduction.

RGB Expected area (cm2) Yp Yr Y #gross #good

(%) Logic Fixed (%) (%) (%) dies/wafer dies/wafer

0 0.480 0.370 99.7 82.5 82.3 759 624

10 0.449 0.370 99.7 83.0 82.8 789 653

20 0.438 0.370 99.7 83.2 83.0 801 665

30 0.430 0.370 99.7 83.3 83.1 809 672

40 0.417 0.370 99.7 83.6 83.3 823 686

50 0.408 0.370 99.7 83.7 83.5 833 695

Scenario (2), which is the focus of the discussion henceforth, changes

Yp(RGB%) as described above and is more pessimistic because no process improve-

ment is assumed: the design guardband reduction increases random defect yield Yr due

to reduced die area, but this trades off against decreased Yp.12 Table 2.16 shows the

number of good dies per wafer for each guardband reduction with the same assumptions

used for Scenario (2). We observe that Yp keeps decreasing as we reduce guardband as

shown in Column 4 in the table, but we observed that decreased die area increases the

number of good dies per wafer even without process enhancement.

Figure 2.15 shows the change in the number of good dies per wafer over the

guardband reduction for different defect clustering. From these plots, we can see that

the number of good dies per wafer is maximized at around 20% of guardband reduction.

In this figure, the assumption is that the entire design consists of logic cells. This trend

will not be changed by the clustering of defects. Figure 2.16 shows level curves of the

number of good dies per wafer, plotted against guardband reduction (y-axis) and area

reduction (x-axis). The dashed trace shows (area reduction, guardband reduction) points

12There is a third scenario, where the design floorplan is fixed so that standard-cell area reduction
(due to reduced design guardbanding) does not result in any die area reduction. In this third scenario,
wirelength reduction in the standard-cell blocks will result in lower metal density, which will reduce
particle defect yield loss (since critical area is a function of wire density [88]). Hence, even when there is
no change in die area with guardband reduction (e.g., with fixed-floorplan or pad-limited designs), we can
expect a certain amount of Yr improvement which increases the number of good dies per wafer. However,
we do not currently have the tool infrastructure or foundry critical-area analysis decks needed to study
this scenario.
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Table 2.16: The number of good dies per wafer for Scenario (2) guardband reduction.

RGB Expected area (cm2) Yp Yr Y #gross #good

(%) Logic Fixed (%) (%) (%) dies/wafer dies/wafer

0 0.480 0.370 99.7 82.5 82.3 759 624

10 0.449 0.370 99.3 83.0 82.4 789 651

20 0.438 0.370 98.4 83.2 81.9 801 656

30 0.430 0.370 96.4 83.3 80.3 809 650

40 0.417 0.370 92.8 83.6 77.5 823 638

50 0.408 0.370 86.6 83.7 72.5 833 604

that we have realized experimentally. We see that the number of good dies increases by

up to 4.1%, then starts to decrease, until the onset of yield degradation beyond 40%

reduction in guardband.
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Figure 2.15: Change in the number of good dies per wafer, versus guardband reduction
(%) and defect clustering.

We also estimate the impact of reduction of only the process guardband, since

operating voltage and temperature can be fixed due to the design’s requirements, as
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Figure 2.16: Change (%) in the number of good dies per wafer, versus guardband
reduction (%) and area reduction (%).

mentioned earlier in Section 2.2.1. To calculate the area reduction from the process

guardband reduction, we map the delay reduction percentages to the area reduction per-

centages from the experimental results on the logic area reduction in Figure 2.10 and

worst-case delay reduction in Figure 2.1. Figure 2.17 shows the simple linear regression

results for area reduction versus guardband reduction.
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Figure 2.17: Linear fit for area reduction (%) versus guardband reduction (%).
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We then compute Yp and Yr. Figure 2.18 shows the change in the number of good

dies per wafer over the guardband reduction for two different assumptions: (1) with

fixed blocks of which size are not changed with guardband reduction, and (2) without

fixed blocks which implies that hard macros are newly designed corresponding to the

guardband reduction or a design without hard macros. This plot reflects again a typical

SOC in 90nm and 65nm, with die area 0.85cm2, and 0.48cm2 of the die being logic

that is affected by the guardband reduction and 0.37cm2 of hard macros that may or may

not be affected by guardband reduction. We observe that the number of good dies per

wafer is maximized at around 24% process guardband reduction which results in 3.6%

increase in the number of good dies per wafer,13 even with over half of the design’s area

being fixed. The number of good dies per wafer can increase up to 10% at 38% process

guardband reduction, if we redesign hard macros according to the guardband reduction

or if a design is composed of pure logic cells.
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Figure 2.18: Change in the number of good dies per wafer only for the process
guardband reduction (%).

134% increase in the number of good dies is significant. For example, if a design needs 50K wafers to
produce 30M good units, and the cost per wafer is $3K, the 4% represents a reduction of 2K wafers for
the same number of good units, and the cost saving is $6M.
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2.5 Conclusions and Research Directions

In this chapter, we establish an experimental framework and then experimentally

quantify the impact of model guardband reduction on outcomes of the synthesis, place

and route (SP&R) implementation flow. We assess the impact of model guardband re-

duction on various metrics of design cycle time and design quality, using open-source

and industrial embedded processor core with production 90nm, 65nm, and 45nm tech-

nologies and libraries. We observe typical (i.e., average) reductions of 13%, 12%, 13%,

and 19% in standard-cell area, total routed wirelength, dynamic power, and leakage

power metrics from a 40% reduction in library model guardband (i.e., open-source test-

cases) and observe up to 8%, 7%, 5%, and 10% reductions in standard-cell area, total

routed wirelength, dynamic power, and leakage power for the embedded processor core

at 30% guardband reduction. We also observe 100% reduction in the number of tim-

ing violations for a netlist that is synthesized with original library and extraction guard-

bands; this improvement can prove to be a significant factor in timing closure and design

cycle turnaround time. Last, we quantify the impact of the guardband reduction on de-

sign yield. For yield assessment, Scenario 2 with fixed blocks shows up to 4% increase

in the number of good dies per wafer with 27% guardband reduction. Interestingly,

this increase in the number of good dies comes without any assumption of improved

manufacturing capability (i.e., variability reduction). In addition, statistical analysis and

optimization methodologies may not provide, by themselves, sufficient improvement of

circuit metrics (e.g., [45] cites a 2% power reduction from statistical optimization; see

also [134]). Therefore, the results suggest that there is justification for the design, EDA

and process communities to enable guardband reduction as an economic incentive for

manufacturing-friendly design practices.14

We have two directions for future research: (1) to assess the impact of RGB on

memory embedded designs, and (2) to assess the feasibility of simultaneous guardband

reduction and voltage lowering to find the best combination of guardband and supply

voltage which optimizes for the area, yield, and power.

14As we have noted above: Although there exist clear decreasing trends in area and wirelength with
respect to guardband reduction, due to the noise in the commercial tools, small guardband reductions
(e.g., by < 10%) may not always change flow outcomes as noticeably or consistently.
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Chapter 3

Variation Modeling

In this chapter, we review previous works on variation modeling and propose a

novel variation modeling framework that can reconstruct the details of multiple, simulta-

neously occurring systematic variation maps (e.g., across-field or across-die variations)

from a small number of measurements of natural timing paths in a design. The pro-

posed method avoids the cost of additional silicon area to embed test structures, as well

as the cost of extra design and test efforts to sensitize a large number of timing paths.

Motivated by recent work on the theory and applications of compressed sensing, and

the fact that the set of coefficients of the discrete cosine transform (DCT) of a specific

variation is unique and sparse, we formulate circuit delay (specifically, in natural timing

paths) as a function of the DCT coefficients, and find the DCT coefficients using a linear

programming solver, starting from the measured delay of timing paths. The DCT coef-

ficients thus obtained are then used to build variation maps that can be fed to advanced

manufacturing optimization tools or to various post-silicon design optimizations.

3.1 Classification of Variation

Process variation can be generally classified into two types of components, sys-

tematic and random.

• Systematic components are sources of systematic variation that are known and

correlated across the field. This variation can be modeled and compensated.

60
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• Random components are sources of random variation that are unknown, or known

as pure random noise. This form of variation is difficult to model or compensate

accurately.

Many sources and parameters contribute to systematic variation. Systematic variation

can be classified as either pattern-dependent or location-dependent with respect to the

variation source and its characteristic appearance.

• Pattern-dependent (high-frequency) variation results when different layout pat-

terns have varying density, neighboring patterns and/or orientations.

• Location-dependent (spatial) (low-frequency) variation refers to spatial-location

variation, which occurs despite having identical layout patterns over all locations.

Systematic variation can also be classified according to different levels of spatial

hierarchy.

• Wafer-to-wafer variation is caused by drift during the equipment operation process

from one wafer to the next, as a result of different positioning of wafers in a boat

(lot) during a batch furnace step [170], etc. The magnitude of this variation can

be quite large. However, this is expected to be compensated by equipment tuning

as well as across-wafer or across-field variation compensation techniques.

• Across-wafer (intra-wafer) variation appears as strong, radial (concentric circles)

spatial variation across the wafer. This type of variation is exacerbated by single-

wafer processing for 300mm wafers. Overlay error, non-uniform etch rate over

the wafer [110], temperature non-uniformity in post-exposure bake (PEB) [195],

and resist thickness variation during spin-on resist coating are common sources.

• Across-field (intra-field) variation is caused by, e.g., lithographic sources such

as focus and exposure variations within a field [42], lens aberrations [43], mask

errors [189] and variations in etch loading [87].

• Across-die (or within-die) variation is due to sources such as pattern-dependent

variations [186] (due to OPC residuals, or well proximity effects [187]) and dy-
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namic operational variations (due to temperature and voltage variations, or cross-

talk noise).1 Here we assume that location-dependent variations are only from

wafer- and field-level sources.

fi ldfield die

Across-die spatial

A fi ld ti l
wafer

Across-field spatial

Across-wafer spatial

Figure 3.1: Conceptual decomposition of 1-D systematic spatial variations at different
levels of hierarchy.

3.2 Previous Approaches to Variation Modeling

In this section, we briefly review the previous variation modeling techniques.

3.2.1 Regression: Closed-Form Modeling

Regression is a popular method to describe systematic variation as a closed-form

equation.

Parametric Regression. Linear, quadratic [170] [65] [56] or higher-degree [138] poly-

nomial functions are used to model systematic spatial variation using standard linear re-

gression. Least-squares regression is a powerful method to find a unique fitting function

in overdetermined systems with minimum (sum of squared) error. Systematic process

variation can be modeled as a function or a set of functions in three dimensions.2

1Other terminology includes die-to-die variation, which can be regarded as combined variation due to
wafer-to-wafer, across-wafer and across-field variation sources.

2The x- and y-axes are used to specify the location of measurement points, and the z-axis is used to
describe the measured data.
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Matrix algebra is used for least-squares regression. An overdetermined system

is defined as

AX = T

where A is an M × N matrix that stores evaluated values of each term in the assumed

function, X is an N × 1 matrix for unknown coefficients that uniquely determine the

function, and T is an N × 1 matrix for target or measured values, with M > N . When

M = N , X can easily be calculated as A−1T. However, when M 6= N , X is calculated

as (ATA)−1ATT. After determining coefficients of the regression function, we can

calculate expected values at every point by function evaluation.

For example, for first-order polynomial (V (x, y) = ax + by + c) with four mea-

sured values t1, t2, t3, and t4, at locations (x,y) = { (1,1), (1,2), (2,1), (2,2) }, the A, X,

and T matrices are defined as:

A =



1 1 1

1 2 1

2 1 1

2 2 1


, X =


a

b

c

 , and T =



t1

t2

t3

t4


The underlying assumption of parametric regression is that systematic properties

of location-dependent, across-field variation can be described by a polynomial function.

Parametric regression has its advantages: results are compact and the model coefficients

for different wafers and lots are useful for tracking lot-to-lot and wafer-to-wafer vari-

ations. However, the primary drawback of regression techniques is that they assume a

large degree of global analytic regularity in the wafer-level variation, which is often not

the case [170].

Nonparametric regression (piecewise polynomial). If the actual systematic variation

has complex form, parametric regression requires higher-degree polynomial functions

to reduce estimation error. However, Runge’s phenomenon [153] points out that higher-

degree polynomials can lead to large undulations at the model boundary, causing a large

interpolation error near the boundary.
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The easiest way to mitigate Runge’s phenomenon with parametric regression

methods is to use a non-uniform sampling that samples more data near the boundary.

For example, along the range of the model, e.g., -1 ≤ x ≤ 1, sampling density can be

1/
√

1− x2. In any case, a higher-degree polynomial requires more data points. Another

way to mitigate Runge’s phenomenon is to use nonparametric regression. For example,

spline regression determines a set of polynomial functions where each is fitted only for

a specific subregion of the entire modeling space. Several different spline methods are

discussed in Appendix B of [170]. In general, when trying to decrease the interpolation

error, one can increase the number of polynomial pieces which are used to construct the

spline, rather than increasing the degree of the polynomials used.

For three-dimensional surface modeling, the spline concept can be extended by

triangulation of the surface. In [170], a cubic function is used to model each triangular

surface subject to a smoothness constraint of matching second derivatives of polynomi-

als at each boundary between triangles.

3.2.2 Set of Expected Values Modeling

Regression gives a closed-form equation for the variation. Using the equation,

we can find the expected value of any points on die, field and wafer. Separately from

the closed-form equations, a method is needed to model the value of each location itself.

Such a method can be used as a preprocessing step before applying regression or other

modeling methods. Two methods to find a representative value for each point are as

follows.

Pointwise average. Average values of the same locations within die, field or wafer can

be used to represent the value of specific points. Pointwise average can be performed on

a per-die, per-field, or per-wafer basis. We define the following notations.

• Levels of hierarchy:

– Wafer: wafer-related terms have the subscript w

– Field: field-related terms have the subscript f
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– Die: die-related terms have the subscript d

• Quantities

– nw: # wafers

– nf : # fields per wafer

– nd: # dies per field

– nm: # measurement points per die

• Inferred variation maps

– Vw,s(x, y): inferred across-wafer systematic variation map

– Vf,s(x, y): inferred across-field systematic variation map

– Vd,s(x, y): inferred across-die systematic variation map

• Actual variation maps (measured)

– V ∗w,s(x, y): actual across-wafer systematic variation map

– V ∗f,s(x, y): actual across-field systematic variation map

– V ∗d,s(x, y): actual across-die systematic variation map

Given all measured data ( = nw × nf × nd × nm), we can calculate pointwise

average on wafer, field, or die by averaging values of corresponding points within tar-

gets.

Vw,s(x, y) =

(
nw∑
i=1

V ∗w(i)(x, y)

)
/nw

Vf,s(x, y) =

(
nw∑
i=1

nf∑
j=1

V ∗f(i,j)(x, y)

)
/ (nwnf )

Vd,s(x, y) =

(
nw∑
i=1

nf∑
j=1

nd∑
k=1

V ∗d(i,j,k)(x, y)

)
/ (nwnfnd)

where i, j and k indicate the indices for wafers, fields, and dies, respectively, e.g.,

d(i, j, k) represents the kth die in jth field in ith wafer under testing.
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Expectation Maximization (EM) [150]. During the fabrication process, process engi-

neers can fabricate some experimental wafers to assess any proposed process changes.

In addition, not all of the measured points are fabricated correctly. The collected data

from the former can show aberrant values (outliers) and those from the latter can result

in missing data. Reda et al. [150] propose to use an expectation maximization algorithm

to estimate any missing values based on multivariate statistical techniques, and propose

to use a chi-square distribution of Mahalanobis distance to distinguish the outliers.

The EM algorithm consists of two steps:

• 1. E-step estimates the expected values of the missing measurements, given the

current Maximum Likelihood Estimator (MLE), µ and Σ.

• 2. M-step re-estimates the distribution of parameters (µ, Σ) to maximize the like-

lihood of the data, based on the estimated expected values from the E-step.

The parameter µ of the first iteration is the same as pointwise average and will be

updated through a number of iterations. Upon completion of EM, µ denotes systematic

variation, and Σ denotes the amount of random variation.

3.2.3 Smoothing: Moving Average versus Meshed Spline

Since there exists random noise in both processes and measurements, raw data

may needs to be preprocessed to remove local abrupt variation. After this smoothing,

we can apply regression techniques to model systematic spatial variation. Downsampled

moving average (DSMA) and meshed spline method (MSM) are used in [170] for this

purpose.

Downsampled moving average. DSMA uses the intuitive notion of a moving aver-

age to smooth rapidly varying features arising due to die-level, pattern-dependent ef-

fects. DSMA first defines an n × n grid on a target and downsamples by taking every

x rows or columns and constructing a sparser grid. The value for each point in the

downsampled grid is calculated by averaging values within a certain distance of that

point. During downsampling and averaging, high-frequency variation terms are filtered

(smoothed). However, with insufficient data points, downsampling may lose important
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variation components, and moving average can smooth out actual high-frequency varia-

tion.

Meshed spline. Splines with downsampling can also be used to smooth input data, in

addition to the regression as discussed above. In the MSM approach, the input data is

interpolated onto a regular grid whose size is determined by the number of measurement

points per field. The procedure then selects grid lines (every x lines), and smooths input

data on the selected grid using spline method. This process is performed in horizontal

and vertical directions and can be repeated in other directions such as along 45◦ and 135◦

lines. The results of MSM in one direction and the others are then averaged together at

each grid intersection.

3.2.4 Hierarchical Decomposition of Variation

To model across-wafer variation in a closed-form equation, any of the regres-

sion methods can be used on the given data. However, due to the different sources of

variations in each physical hierarchy level, such as wafer, field, and die, the variation at

each level can appear differently. For instance, periodic variation across wafer can be

observed due to the existence of across-field variation as shown in Figure 3.1.

Freidberg et al. present a method to decouple across-wafer and across-field vari-

ation when using parametric regression. Figure 3.2 shows original wafer-level CD mea-

surements. The measured values from each field are pointwise-averaged within a field

as shown in Figure 3.3. A second-order polynomial is then used to find the system-

atic variation across field. Figure 3.4 shows the fitted map for the pointwise-averaged

variation in Figure 3.3.

fit = β1x
2 + βwy2 + β3x + β4y

After the across-field variation is obtained, across-wafer variation is modeled

after subtracting across-field variation (in Figure 3.4) from the original raw data (in Fig-

ure 3.2), which is shown in Figure 3.5. Finally, across-wafer variation is again modeled

using a second-order polynomial as shown in Figure 3.6.
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Figure 3.2: Original full-wafer CD measurements. Figure reproduced from [65].

Figure 3.3: Pointwise-averaged variation within a field. Figure reproduced from [65].



69

Figure 3.4: Modeled within-field variation. Figure reproduced from [65].

Figure 3.5: Full-wafer CD map after average within-die (field) CD fingerprint
removed. Figure reproduced from [65].
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Figure 3.6: Modeled across-wafer variation with die (field) effects removed. Figure

reproduced from [65].

3.2.5 Combined Techniques

We have discussed several different techniques for smoothing and regression.

However, the accuracy of each technique strongly depends on the measured data. A

linear combination of different types of variation models is presented in [170]. Given

variation estimators E1, E2, ..., Ek, the combined variation model, Eeff , can be formu-

lated as

Eeff =
∑

i

wiEi,
∑

i

wi = 1

where the wi are normalized weights for each respective model. Without a priori knowl-

edge, all weights wi are equal. However, if the models have known degrees of efficiency

or accuracy, higher-rank models may be given higher weight. Assuming that the errors

associated with each model are independent and normally distributed with roughly the

same variance, the combined effective variation model will have smaller variance by

approximately a factor of
∑k

i wi
2.
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3.2.6 Experimental Results

We apply several variation modeling techniques to real, measured data. We ob-

tain measured saturation current (Id,sat) for a 28nm NMOS from an IC foundry. Our

goal is to extract systematic variations which can be used to inform process variation

compensations based on advanced manufacturing techniques such as Dose Mapper [2]

and CDC Pixer [29]. We also compare various modeling techniques and flows with

respect to the accuracy of variation modeling.

The data set consists of ∼2,300 data points, i.e., (17 wafers) × (17 fields per

wafer) × (8 measured data per field). Figure 3.7 shows a baseline variation map con-

structed from pointwise average for all wafers (i.e., blue circles in the figure), followed

by an interpolation using Matlab’s griddata function [12].3 Mean (µorig) and sigma

(σorig) over all data points are respectively 902.5 and 62.4, and the sigma-to-mean ratio

(σ/µ) is 6.9%.
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Figure 3.7: A baseline variation map of the measured data in 28nm technology,
constructed from pointwise average for all wafers (i.e., blue circles in the figure),

followed by an interpolation using Matlab’s griddata function [12].

We estimate the relative magnitudes of across-field and across-wafer variations.
3Interpolation is used to fill the empty, i.e., unmeasured, area on the wafer.
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For across-wafer variation, we calculate standard deviation of the measured values for

the same location in each field, across all wafers. We then find the arithmetic average of

the standard deviations of all locations in a field. The average standard deviation across

wafer is computed as 59.7. For across-field variation, we calculate standard deviation of

the measured values for all locations in each field, and then take an arithmetic average for

the standard deviations of all fields in all wafers. The average standard deviation across

field is computed as 37.4. From this result, we can conclude that across-wafer variation

is more severe than across-field variation. This suggests that it would be difficult to

find a “common” systematic across-field variation model applicable to all fields, since

the across-field variation varies significantly according to the location of the field in a

wafer. Hence, we find the systematic variation for a wafer without separately modeling

systematic across-field variation. We evaluate the following modeling techniques with

the given data set.

• Method 1. A quadratic function (i.e., Vw,s(x, y) = a1x
2 + a2y

2 + a3x + a4y + a5)

is used to fit the variation of the wafer.

• Method 2. A quadratic function (i.e., Vf (x, y) = a1x
2 + a2y

2 + a3x + a4y + a5)

is used to fit the variation of each field in the wafer. Least-squares regression is

performed for each field, and the variation of the wafer is modeled as a set of

across-field variation models.

• Method 3. Virtual probe (VP) [119] is used to fit the variation of each field in the

wafer. VP is a compressed sensing-based modeling technique (see the detailed

discussion in Section 3.3 below). The variation of the wafer is modeled as a set of

across-field variation models.

• Method 4. Matlab griddata function is used to fit the variation of the wafer. Like

spline interpolation, the function griddata can produce smooth and continuous

surfaces for non-uniformly distributed data using cubic functions. The entire

wafer can be modeled.

For all methods, we first find a “common” representative wafer by pointwise av-

eraging. Each method is then applied on the (single) pointwise-averaged wafer. We then
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use k-fold cross-validation [133], a technique for assessing how the results of a statisti-

cal analysis will be generalized to an independent data set, to compare the effectiveness

of the modeling techniques. In each round of cross-validation, k − 1 groups are used to

train a model and one group is used to validate the model. The cross-validation contin-

ues until each group has been used as the validation set. Model quality for each round is

measured by the mean squared error (MSE)
∑

(V ∗i − Vi)
2/N where V ∗i is the measured

value in the validation data, Vi is the modeled value, and N is the number of measured

values in the validation data. The average MSE for a given modeling technique across

(over) all rounds is taken as a quality measure of that technique.

Table 3.1 shows the average MSE values for each modeling technique from the

k-fold cross-validation, as well as the standard deviation (STDEV) of the remaining

variation, assuming that the modeled variation is completely removed from the original

data.

Table 3.1: Average mean squared error (MSE) from k-fold cross-validation, and
standard deviation (STDEV) of remaining variations after removing the modeled

variation from the original data.

Method Average MSE STDEV

Original - 62.7

1 1418.2 37.7

2 981.8 31.3

3 672.1 25.9

4 631.3 25.1

From the results, we have the following conclusions.

• Systematic variation modeling and compensation can significantly reduce process

variation. The original variation (σorig) is reduced from 59.7 to 37.7, even if we

use a simple across-wafer variation model (Method 1).

• In Method 2, across-wafer variation should not matter in modeling, since each

field is separately modeled. However, Method 2 still shows standard deviation
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of 31.3 for the remaining variation, which is not much less than the 37.4 average

standard deviation for the original field data. This may imply that the quadratic

model is not sufficient to model across-field variation.

• Among the various modeling techniques, griddata shows the best accuracy, and

VP also shows comparable accuracy. Using these two methods, the sigma-to-

mean ratio can be reduced from 6.9% to 2.8%, which can reduce the process

guardband by half assuming that systematic variation is compensated.

3.3 Variation Mapping Using Compressed Sensing

Many works address variation measurement and analysis as discussed in the

previous section. Measurable parameters include critical dimension (CD) of polysili-

con gate, saturation current (Id,sat), off-state current (Ioff ), threshold voltage (Vth), ring

oscillator (RO) frequency, etc. To accurately model the variation within a die, field or

wafer, customized test structures, e.g., arrays of measurement structures, or on-chip test-

ing/sensing units, have been used. For example, Agarwal et al. [31] use several array

structures and test methodologies to measure Ioff and Vth. Friedberg et al. [65] design

CD test structures to capture variations in gate length. Although such controlled test

structures may continue to be important to measure variation profiles, and will be used

to capture major characteristics of manufacturing process, measuring CD or electrical

characteristics of individual transistors requires a large amount of test time and cost, as

well as valuable silicon area.

By contrast, variation information is naturally available in integrated circuits.

Speedpath test measures the delay of a particular subcircuit (e.g., a timing-critical path)

in a design, and is used to bin fabricated products based on measured speed or to diag-

nose potential timing failures [38] [47] [190]. The drawback of the speedpath test is high

test cost. The number of paths measured by speedpath test per die is, in general, limited

to small numbers, e.g., tens or hundreds [47]. However, for the purpose of modeling

and compensation of the systematic variation, not every die needs to be tested, and the

number of paths to measure for one or a few pilot dies can be increased without affecting

test throughput. Chang et al. [51] introduce an efficient statistical timing-analysis algo-
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rithm that predicts the probability distribution of circuit delay considering both inter-die

and intra-die variations. Visweswariah et al. [183] propose a canonical first-order delay

model that takes into account both correlated and independent randomness. Mogal et

al. [132] propose a technique to compute the statistical criticality information in a dig-

ital circuit under process variations. The advantage of using actual timing paths of the

design to monitor systematic spatial variation is that there is essentially no additional

design effort, and no waste of silicon area.

Silicon IC
Measure delay
of natural timing 

th

Variation map
(CD, IR-drop, 

t t t )paths temperature, etc.)

Figure 3.8: Conceptual high-level flow of variation mapping from measured delay of
“natural” timing paths to physical parameter variation.

Compressed sampling (Candes et al. [48]) and compressed sensing (Donoho et

al. [62]) have been proposed for reconstruction of variations based on a substantially

reduced number of measurements. Koushanfar et al. [111] estimate gate delay variation

from timing path measurements using the wavelet transform. They show the effective-

ness of their method on small-sized test circuits. Shamsi et al. [163] estimate leakage

power based on compressed sensing. The concept of using natural timing paths and the

modeling methods in [111] are well-matched to our work to be dicussed in this section.

However, Koushanfar et al. directly model delay variation of individual gates, and do

not consider mapping to a physical parameter variation; since one variable is assigned

to each gate, their work requires a large number of measurements, e.g., a larger number

of timing paths than the number of gates in the design, which is often impractical. Li

et al. [119] propose another application of compressed sampling using discrete cosine

transform (DCT) of variation to estimate the maximum frequency and leakage power of

ICs placed across a wafer.
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In this section, we propose a variation mapping technique that models systematic

spatial variation of physical parameters from measured delay of “natural” timing paths;

the concept of the proposed method is illustrated in Figure 3.8. We exploit the idea

of compressed sensing with timing path measurement data, and we find a method for

mapping measured delay variation to physical parameter variation. Based on the theory

and application of compressed sensing, and the fact that the set of coefficients of the

DCT of a specific variation is unique and sparse, we formulate circuit (e.g., natural

timing path) delay as a function of the DCT coefficients, and find the DCT coefficients

using a linear programming solver, starting from the measured delay values of the timing

paths.

The DCT coefficients thus obtained can then be used to build variation maps that

can be fed to advanced manufacturing optimization tools (cf. the Dose Mapper approach

of [96] or the Zeiss CDC-Pixer technology [39]).4 We verify the effectiveness of the

proposed method with real circuits as well as artificial circuits under a range of variation

assumptions with a linear delay model. We also discuss practically useful applications

of the proposed method, including simultaneous modeling of multiple variation maps for

the multiple IC layers in 3-D integration, and decomposition of the effects of multiple

variation sources on timing delay variation.

3.3.1 Variation Mapping and Least-Squares

Given a 2-D gridded region and an assumption of correlated physical variation

within the region, the objective is to find the specific variation within each grid. When

measured values are available for each grid, the variation can be directly modeled us-

ing the measured values. When there are more measured data points than unknowns,

least-squares regression can be used to find a unique fitting function with minimum

(sum of squared) error. The accuracy of modeling highly depends on the number of

samples taken as well as the degree of the polynomial used to represent the data. Lin-

4In our variation mapping work, we focus on CD variation modeling since CD is a physical parameter
that strongly affects electrical performance, and CD variation exhibits systematic spatial characteristics
due to periodic step-and-scan-based exposure systems. By contrast, e.g., Vth variation due to random
dopant fluctuation may have weaker systematic dependence at wafer- and field-scales. Further, once the
delay variation from unknown sources is mapped to equivalent CD variation, it is directly compensatable
using recent CD control techniques such as Dose Mapper.
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ear, quadratic [170] [65] [56] or higher-degree [138] polynomial functions are used to

model systematic spatial variation. These methods directly model variation using mea-

sured values.

g(xi,yi)
c1

g(xj,yj)
c2

p1

c3

g(xk,yk)
c3

Figure 3.9: Example of natural timing paths in 2-D array. Path p1 consists of three
cells c1, c2, and c3.

Least-squares can effectively determine the variation map with high accuracy.

For a P×Q grid array and timing paths on grids as shown in Figure 3.9, one can express

timing path delay using the variation value g(xi, yi) at each grid (xi, yi). For example,

if we know that the variation follows a second-order polynomial, i.e., g(xi, yi) = ax2
i +

by2
i + cxiyi + dxi + eyi + f , given at least six measured values g(xi, yi) at (xi, yi), we

can determine the six model coefficients. If we are instead given sums of variations of

multiple grids, as with the delay of timing path p1 in Figure 3.9, we can reformulate the

linear system using linear combinations of rows. The delay variation of timing path p1 is

a sum of variation values of g(xi, yi), g(xj, yj), and g(xk, yk). Hence, we can construct

a new linear system C×X = D, for path p1.
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CT =



x2
i + x2

j + x2
k

y2
i + y2

j + y2
k

xiyi + xjyj + xkyk

xi + xj + xk

yi + yj + yk

1 + 1 + 1



,X =



a

b

c

d

e

f


D =

(
g(xi, yi) + g(xj, yj) + g(xk, yk)

)
With sufficiently many timing path measurements, the model coefficients can

be found using least-squares, and from the model coefficients, we can determine the

variation of each grid.

To verify the effectiveness of variation mapping using least-squares, we generate

artificial timing paths on a P ×Q grid, and apply an artificial CD variation to each grid.

From the measured delay values of a set of timing paths under a given CD variation

map, we test the ability to restore the given CD values for all grids. To this end, we

have implemented a parameterized artificial circuit generator with the following input

parameters.

• k: number of measured timing paths within the P ×Q array

• nstage: number of stages in each timing path

• r: radius of the bounding box of timing paths, in grid units

• o: order of the polynomial equation

On an 11× 11 grid, we generate k timing paths that span different sets of grids.

Each timing path consists of nstage stages of logic cells. Delay values of the logic cells

are chosen randomly from a discrete set of delay values, e.g., 100ps, 200ps, and 300ps,

to mimic different cell delay values that result from different drive strength and load
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capacitance values. For each timing path, the location of the center of the path’s bound-

ing box is chosen randomly, and logic cells on the timing path are placed randomly

within distance r of this center. When r = 1, all cells in the timing path are located in

a single grid. The artificial circuit generator enables analysis of the sensitivity of model

accuracy to the number of timing paths (k) and the model order (o). We perform exper-

iments five times with different random seeds for each parameter, and find average root

mean squared error (RMSE) and maximum error (ME) for the five runs. Experiments

with a second-order CD variation assumption show that the variation can be success-

fully restored using only six timing paths – there are six unknowns in the second-order

polynomial. Mean (RMSE) and maximum CD errors are negligibly small: 0.002528nm

and 0.004nm, respectively.

Unfortunately, without a priori knowledge of the underlying variation model,

or when the variation shape is too complex to be expressed using a simple polynomial

functional form, the least-squares approach cannot accurately restore the CD variation

map. Figure 3.10(a) shows a complex variation map with convex second-order variation

in one half of the die, and concave second-order variation in the other half of the die.

We evaluate the accuracy with increasing polynomial order and increasing number of

timing paths. However, abrupt variation at the center is not correctly captured by the

least-squares regression as shown in Figure 3.10(b). The maximum CD error in the

reconstructed variation map does not go below 3nm even with a fifth-order polynomial

model and 100 timing paths.

3.3.2 DCT-Based Compressed Sampling

We introduce an implementation of the compressed sensing proposed in [119]

for direct modeling of variation to overcome the limitations of parametric regressions.

Compressed sampling is used for underdetermined systems, e.g., when we try to

fit higher-degree models with very few data points. Using substantially fewer samples,

virtual probe (VP) [119] shows significantly higher accuracy than naive 2-D interpola-

tion. VP is based on properties of the discrete cosine transform (DCT). A finite sequence

of data points can be expressed in terms of a sum of cosine functions oscillating at differ-

ent frequencies, i.e., a DCT. Conversely, given the DCT of a variation map, we can find
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(a) (b)(a) (b)

Figure 3.10: (a) Example of a complex variation map. (b) Restored variation map
using least-squares regression.

values at any location using the inverse discrete cosine transform (IDCT). From sampled

values in 2-D, 2-D images such as CD variation map in silicon or IR-drop/temperature

variation map in a die can be restored using 2-D DCT and IDCT. We use the following

notations in the rest of this section.

• P : number of rows for a uniformly-divided variation map

• Q: number of columns for a uniformly-divided variation map

• (x,y): a point in a variation map with x ∈ {1, 2,..., P} and y ∈ {1, 2, ..., Q}

• (u,v): a point in a frequency-domain map for the given variation map

• g(x, y): a value within a variation map at a point (x, y)

• G(u, v): a DCT coefficient at a frequency-domain point (u, v)

• M : number of measured values

DCT is defined as:

G(u, v) =
P∑

x=1

Q∑
y=1

{
αu · βv · g(x, y) · cos

π(2x− 1)(u− 1)

2P

· cos
π(2y − 1)(v − 1)

2Q

}
(3.1)
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where αu and βv are defined as:

αu =


√

1/P , u = 1√
2/P , 2 ≤ u ≤ P

βv =


√

1/Q, v = 1√
2/Q, 2 ≤ v ≤ Q

IDCT is defined as:

g(x, y) =
P∑

u=1

Q∑
v=1

{
αu · βv ·G(u, v) · cos

π(2x− 1)(u− 1)

2P

· cos
π(2y − 1)(v − 1)

2Q

}
(3.2)

For a P × Q array, with PQ values of g(x, y), the DCT coefficients can be

uniquely determined by solving the following linear system, which corresponds to the

set of IDCT equations in Equation (3.2).

A× η = B (3.3)

A =



A1,1,1 A1,1,2 . . . A1,P,Q

A2,1,1 A2,1,2 . . . A2,P,Q

...
...

...
...

APQ,1,1 APQ,2,1, . . . APQ,P,Q


Am,u,v = αu · βv · cos

π(2x− 1)(u− 1)

2P
(3.4)

· cos
π(2y − 1)(v − 1)

2Q

η = [G(1, 1) G(1, 2) . . . G(P, Q)]T (3.5)

B = [g(x1, y1) g(x2, y2) . . . g(xm, ym) . . . g(xPQ, yPQ)]T (3.6)

However, with only M values of g(x, y) when M � PQ, the linear system is

underdetermined, so that there exists an infinite number of solutions. VP solves this



82

underdetermined system using a maximum posterior estimation technique, based on the

observation that DCT coefficients G(u, v) tend to be zero with very high probability,

so that the DCT coefficient matrix is sparse. This enables DCT coefficients to be found

using a linear programming technique, with a much smaller number of samples required.

By solving the following linear program, G(u, v) (= ηi) can be determined min-

imizing the sum of slack variable θ, and finally, VP can restore the original variation

g(x, y) using IDCT.

minimize: θ1 + θ2 + · · ·+ θPQ

subject to: A× η = B (3.7)

−θi ≤ ηi ≤ θi, (i = 1, 2, . . . , PQ)

The results in [119] show that VP can estimate variation using 4× fewer samples

than traditional 2-D interpolation, while achieving the same accuracy.

3.3.3 CD Variation Modeling Using Timing Path Delays

VP is effective for direct variation modeling with a small number of variation

measurements. However, VP requires a measurement point per grid basis. Hence, it is

difficult to apply VP to measured delay values of timing paths that pass through mul-

tiple grids in a plane. To use VP with timing path delay data, each timing path should

be enclosed within a grid. In reality, however, finding such timing paths is neither easy

nor practical. Furthermore, the delays of such paths would in general be small, so that

higher measurement precision would be required. To use measured delays of arbitrar-

ily spanning timing paths, we utilize the concepts of VP, i.e., DCT, IDCT and linear

programming, but formulate the linear equations differently.

Suppose that there is a P × Q array of grids with several timing paths (in the

grids) as shown in Figure 3.9. We determine variation of all grids using a small number

of measured delay values of timing paths. For example, we find the CD values of all

P ×Q grids from the measured delay values of k timing paths {pi | 1 ≤ i ≤ k}.
Since g(x, y) in VP is the variation map in a 2-D grid, without loss of generality,

we assume g(x, y) to be a CD error ∆CD, i.e., the difference between actual CDx,y at
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a grid point (x, y) and a nominal CD value CDnom:

g(x, y) = ∆CDx,y = CDx,y − CDnom (3.8)

Once we find g(x, y), we can calculate the CD values of each grid point. To

map measured delay values to CD values, we define a delay model with respect to a CD

value. As shown in Figure 3.11, gate delay changes linearly with CD in a reasonable

range of CD variation, e.g., from 60nm to 70nm. Hence, we use a linear delay model

as:

ti = γi(CDx,y − CDnom) + ti,nom, (3.9)

where ti and ti,nom represent actual and nominal delays of cell i that is placed at a grid

(x, y), and γi is a coefficient of delay sensitivity to CD value.5

tPLH

tPHL

Figure 3.11: SPICE-calculated delay values versus CD in an inverter implemented in
65nm technology.

From Equations (3.8) and (3.9), we can rewrite the cell delay ti in terms of CD

ratio g(x, y) as:

ti = γig(x, y) + ti,nom (3.10)

5However, different timing arcs can have different sensitivities, as shown in Figure 3.11. It is not
trivial to find accurate sensitivity coefficients on a per-instance basis considering different input slews and
output loads. Detailed processes are discussed in Section 3.4.5.
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For the path p1 in Figure 3.9, we have a measured delay value tp1 of the path p1,

and tp1 can be expressed as:

tp1 − tc1,nom − tc2,nom − tc3,nom

= γc1g(xi, yi) + γc2g(xj, yj) + γc3g(xk, yk) (3.11)

where tc1,nom, tc2,nom, and tc3,nom are the known nominal delay values for cells c1, c2,

and c3, and γc1 , γc2 , and γc3 represent (different) precharacterized delay sensitivities to

CD for each cell.

Linear combinations of rows in the matrix B, weighted by γi of each cell, result

in Equation (3.11). At the same time, the linear combinations of the rows in the matrix

A with the same weights as used in the corresponding rows in B is also performed. We

define a new linear equation, C×η = D. Matrices C and D are defined as follows. Here

we only show the elements for path p1.

CT =



. . . γc1Ar1,1,1 + γc2Ar2,1,1 + γc3Ar3,1,1 . . .

. . . γc1Ar1,1,2 + γc2Ar2,1,2 + γc3Ar3,1,2 . . .

...
...

...

. . . γc1Ar1,P,Q + γc2Ar2,P,Q + γc3Ar3,P,Q . . .


DT =

(
. . . tp1 − tc1,nom − tc2,nom − tc3,nom . . .

)
where r1, r2, and r3 denote the row indices of g(xi, yi), g(xj, yj), and g(xk, yk) in matrix

B.

We calculate all elements in matrix C with the SPICE-characterized delay sen-

sitivity and Equation (3.4). All elements in matrix D are known from measurements

and from timing analysis with nominal CD. Hence, with a reasonable number of timing

paths, the vector η (i.e., G(u, v)) can be calculated using the same linear programming

approach in Equation (3.7), and we can restore g(x, y) and thus CDx,y using IDCT.

Using the artificial circuit generator discussed in Section 3.4.1, we analyze the

sensitivity of the model accuracy to the number of timing paths (k), the number of logic

stages (nstage), and the radius (r) of the bounding box of a timing path. Table 3.2 shows
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maximum error (ME) values, with respect to k, nstage, and r. Observations from the

experiments are summarized as follows.

• The number of timing paths is the main factor that affects the accuracy of the pro-

posed model. We can see that maximum CD error decreases rapidly and saturates

at less than 1nm from k = 20, for most cases. This implies that the proposed

method can have less than 1nm CD error with 16.5% (= 20/121) of the number of

timing paths required when solving the naive linear equations.

• Larger radius r of timing paths shows smaller error when the number of paths is

small (less than 20). This implies that timing paths that are widely spread should

be chosen when we can measure only a small number of timing paths.

• Larger number of stages may be preferred when the number of measurable timing

paths is relatively small. However, when the number of timing paths is large, the

number of stages of timing paths has little relationship with estimation accuracy.

We also apply the proposed method to the complex variation map in Figure

3.10(a). Figure 3.12 shows the restored CD variation map with 50 timing paths. ME

and RMSE are 0.788nm and 0.31nm, respectively.

68‐70
66‐68
64 6664‐66
62‐64
60‐62
58‐60
56‐58
54 5654‐56
52‐54
50‐52
48‐50
46‐48
44‐4644‐46
42‐44
40‐42

Figure 3.12: Restored variation map for the complex CD variation shown in Figure
3.10(a).
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Table 3.2: Maximum CD error (nm) with respect to k, nstage, and r for an artificial CD
variation map of a single die.

nstage=5 r

k 1 3 5 7 9 11

5 7.22E+01 1.84E+01 1.67E+01 1.40E+01 1.09E+01 1.80E+01

10 1.52E+01 6.41E+00 4.32E+00 3.31E+00 5.45E+00 5.18E+00

15 9.29E+00 2.04E+00 1.42E+00 8.12E-01 9.00E-01 8.37E-01

20 8.21E+00 1.53E+00 3.56E-01 1.70E-01 6.29E-01 3.12E-01

25 2.94E+00 2.60E-01 1.08E-01 4.07E-02 7.94E-02 5.21E-02

30 1.21E+00 2.09E-08 2.02E-08 2.13E-08 2.46E-08 2.64E-08

35 5.68E-01 2.05E-08 2.04E-08 2.06E-08 2.14E-08 2.28E-08

40 5.28E-01 2.00E-08 2.06E-08 2.16E-08 2.20E-08 2.51E-08

nstage=10 r

k 1 3 5 7 9 11

5 7.22E+01 1.78E+01 1.53E+01 9.73E+00 1.15E+01 7.63E+00

10 1.52E+01 5.89E+00 3.84E+00 4.75E+00 3.72E+00 3.34E+00

15 9.29E+00 2.42E+00 1.11E+00 1.67E+00 1.28E+00 8.62E-01

20 8.21E+00 1.16E+00 6.23E-01 8.37E-01 2.86E-01 4.15E-01

25 2.94E+00 2.49E-01 2.10E-01 2.45E-08 2.33E-08 8.58E-02

30 1.21E+00 2.34E-08 2.27E-08 2.24E-08 2.48E-08 2.42E-08

35 5.68E-01 2.25E-08 2.56E-08 2.17E-08 2.70E-08 2.36E-08

40 5.28E-01 2.20E-08 2.36E-08 2.41E-08 2.18E-08 2.59E-08
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3.3.4 Other Variation Modeling Applications

The proposed framework for the variation mapping discussed in the previous

subsection can be extended to various applications. In this subsection, we provide two

applications: (1) simultaneous multiple variation map modeling in 3-D stacking, and (2)

decomposition of multiple variation sources.

CD variation modeling for 3-D die stacking. From a manufactured 3-D-stacked de-

sign, it is difficult to measure the variations of individual dies using direct probing or

SEM. In addition, during stacking and through-silicon via generation, additional elec-

trical variation occurs that cannot be monitored by inspection of each die. We can apply

our proposed method to a 3-D design which consists of more than one stacked die.

From the measured delay of timing paths that arbitrarily span across multiple dies, we

find a set of DCT coefficients for each die, and restore the variation map of each die

simultaneously.

For two stacked dies, we generate a new matrix A2 that is a concatenation of

two A matrices in Equation (3.3).

A2 = [A A] =



A1,1,1 . . . A1,P,Q A1,1,1 . . . A1,P,Q

A2,1,1 . . . A2,P,Q A2,1,1 . . . A2,P,Q

...
...

...
...

...
...

APQ,1,1 . . . APQ,P,Q APQ,1,1 . . . APQ,P,Q


We also generate a vector matrix η2 that contains all DCT coefficients of both

dies by vertically concatenating DCT coefficient vectors η1 and η2.

η2 = [ηT
1 ηT

2 ]T = [G1(1, 1) . . . G1(PQ) G2(1, 1) . . . G2(PQ)]T

Then, linear combinations of rows of A2 with delay sensitivity (γ) values results in

new matrices C and D. Finally, a linear programming instance as in Equation (3.7) is

formulated and solved.

We verify the accuracy of individual die variation mapping for 3-D stacking.

Figure 3.13 shows assumed underlying variation maps of the two stacked dies. We use

second-order polynomials for each variation map: the variation map for the first die has
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a convex shape with a minimum value of 50nm at the center and a maximum value of

60nm at the four corners, and the variation map for the second die has a concave shape

with a minimum value of 60nm at the four corners and a maximum value of 70nm

at the center. We assume that each die is discretized into P×Q grids, and generate k

timing paths that span different subsets of the two grid planes. Each timing path consists

of nstage stages of logic cells placed within r distance from the center of each path

bounding box. Each cell instance is assigned at random to either the first or the second

die. Table 3.3 shows maximum CD error of both dies with respect to different k and r

values, with nstage = 5. Using 50 timing paths with r = 5 and nstage = 5, mean (RMSE)

and maximum CD errors from both dies are 0.259nm and 0.739nm, respectively. We

can conclude that the proposed approach successfully reconstructs each of the given CD

maps of the two dies using randomly placed timing paths.

2nd die

1st die

2nd die

68‐70

66‐68
68‐70

1 die

66 68

64‐66

62‐64

60‐62

58 60

66‐68

64‐66

62‐64

60‐62
58‐60

56‐58

54‐56

52‐54

58‐60

56‐58

54‐56

52 54
50‐52

52‐54

50‐52

1st die variation 2nd die variation

Figure 3.13: 3-D stacking with two dies (upper). Second-order CD variation map on
an 11×11 grid is assumed for each die (lower).

CD variation modeling of multiple underlying variations. The measured delay vari-

ation results from a mixture of many model parameters. For example, suppose that there

are independent CD and interconnect variations in a design. The measured delay is a

single value; however, the delay of timing paths in the design is affected by both the

CD and interconnect variations. Delay from larger CD and smaller interconnect ca-

pacitance can be similar or exactly the same as the delay from smaller CD and larger

interconnect capacitance. Hence, it is difficult to determine whether the delay variation
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Table 3.3: Maximum CD error (nm) with respect to k, nstage, and r for artificial CD
variation maps of two stacked dies.

nstage=5 r

k 1 3 5 7 9 11

10 2.68E+01 2.91E+01 2.50E+01 1.31E+01 1.15E+01 3.37E+01

20 1.06E+01 7.78E+00 5.59E+00 8.50E+00 6.35E+00 7.87E+00

30 8.78E+00 5.05E+00 3.71E+00 2.42E+00 3.64E+00 3.51E+00

40 7.64E+00 2.42E+00 2.01E+00 1.74E+00 2.38E+00 2.33E+00

50 7.00E+00 1.31E+00 9.21E-01 1.26E+00 1.30E+00 1.25E+00

60 5.50E+00 4.27E-01 2.64E-01 2.84E-01 3.23E-01 6.51E-01

70 3.69E+00 1.78E-01 3.97E-02 3.29E-02 4.39E-02 3.51E-01

80 2.76E+00 9.45E-02 5.86E-09 6.14E-09 5.96E-09 2.25E-01

90 2.31E+00 6.94E-09 5.30E-09 1.15E-08 8.54E-09 2.25E-01

100 1.74E+00 4.26E-09 5.30E-09 1.25E-08 1.21E-08 2.25E-01

comes from CD or interconnect capacitance variation. When we assume a linear delay

model, where length-based interconnect delay is added to the path delay calculation, the

proposed method can decompose the CD and interconnect variation from the measured

path delay values.

In this application, the formulation is similar to that of the two-die example.

We generate the A2 matrix (resp. η2) by concatenating A matrices (resp. η) for each

CD and interconnect capacitance. However, linear combination of rows to form C is

complicated. For each grid through which an interconnect passes, we use a π model

as shown in Figure 3.14. For clarity of the presentation of the delay expression in the

following example, we assume a cell is placed at the center of a grid, so that the length

of the interconnect in the grid connected to the cell is assumed to be half of the grid

size. In practice, it would be straightforward to use actual cell locations and to segment

routing segments at grid boundaries.

For a two-stage path p where a driver cell c1 at grid I is connected to a cell c2 at

grid J using an interconnect passing through grids I , J , and K, the element of the row

in C corresponding to this path is calculated using the Elmore delay model as:
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c
gcap(I) gcap(J) gcap(K)

R/2 R R/2
gCD(I) gCD(K)

cc1

(b)
gCD(I)

(J)
gCD(J)

c2

Ri=runit × l

(b)
gcap(I)

gcap(J)c1

c
gCD(K)

c2
gcap(K)

Ci=gcap×cunit × l/2

(a)
(c)(c)

Figure 3.14: Interconnect model: (a) a timing path, (b) grid-based segmentation of
interconnect, and (c) interconnect model for a grid.

Cp,u,v = γc1AI,u,v +

(
runit

l

2

)(
AI,u,v

cunit

2

l

2

)
+

(
runit

l

2

)(
AJ,u,v

cunit

2
l
)

+
{(runit

2
+ runit

)
l
}(

AJ,u,v
cunit

2
l
)

+
{(runit

2
+ runit

)
l
}(

AK,u,v
cunit

2

l

2

)
+

{(runit

2
+ runit +

runit

2

)
l
}(

AK,u,v
cunit

2

l

2

)
+ γc2AK,u,v (3.12)

where runit and cunit are unit-length interconnect resistance and capacitance, length l is

the grid size (unit step), and AI,u,v, AJ,u,v and AK,u,v are elements in rows I , J , and K

in the A matrix, respectively.

We verify the accuracy of the CD and interconnect variation decomposition. We

generate k timing paths by randomly choosing the placement locations of cell instances.

We also apply interconnect variation between cell instances. The interconnect variation

is assumed as capacitance variation in a slanted shape as shown in Figure 3.15(a). CD

variation is assumed as a second-order polynomial with a minimum of 55nm and a max-

imum of 65nm within a die. For the capacitance variation, we assume ±10% from the

nominal value. We use Runit = 70Ω and Cunit = 0.4pF , respectively, for 50um-length

interconnect in a typical 65nm technology. We observe maximum errors of 1.48% and
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1.06% for CD and interconnect capacitance, respectively, with 35 paths spread on 5

grids (r = 5). The restored capacitance variation map is shown in Figure 3.15(b).

0.235-0.24

0.23-0.235

0.225-0.23

0.22-0.225

0.215-0.22

0.21-0.215

0.205-0.21

0.2-0.205

0.195-0.2

0.19-0.195

0.185-0.19

(a) (b)

Figure 3.15: Given interconnect capacitance variation map in (a) and restored
interconnect variation in (b). Minimum and maximum variations from the nominal

capacitance of 0.2pF are assumed to be -10% at location (1,1) and +10% at location
(11,11), respectively.

3.3.5 Experiments with Real Design and Libraries

We have applied the proposed method to a real design with an industry library.

We implement an open-source core, AES, obtained as an RTL netlist from opencores.org

[15]. We synthesize, place and route the core using Cadence RTL Compiler v5.2 and

Cadence SOC Encounter v7.2 with a subset (50 combinational cells + 2 sequential cells)

of an TSMC 90nm library characterized with nominal CD of 90nm. The number of cell

instances in the design is 22K, and the size of the design is 500µm×500µm.

To model timing variation due to CD variation, we characterize timing by chang-

ing the gate length of the original 90nm transistors in the CDL SPICE netlist of each

given cell master, using Cadence Signal Storm v6.1. The prepared CD variation libraries

have the naming convention N05, ... P00, ... P05 with respect to ∆CD = -5nm, ... 0nm,

..., +5nm; suffixes of master cell names in each library use the same naming convention.

For instance, the master cell name of the two-input NAND gate characterized with -3nm

CD variation is NAND2 N03.

From the SPICE-characterized libraries, we calculate precise delay sensitivity

(γ) to CD for each timing arc in each master cell, for each slew and load combination

in the timing table, since the sensitivities to CD are different for the cells, timing arcs,

input slew and load capacitance combinations. Each timing arc delay for each slew and
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load combination is modeled as a linear function of ∆CD as Equation (3.9). The sensi-

tivity (γ) and the nominal delay for each timing arc are obtained using linear regression

across all CD variation libraries, and stored in 2-D tables indexed by input slew and

load capacitance. This sensitivity calculation for the 50 combinational cells takes 3.12

seconds on an Intel Xeon 3.33GHz Linux system.

We discretize the design into P×Q grids. Under a CD variation assumed on the

grid, i.e., a second-order polynomial having minimum 85nm and maximum 95nm,6 we

assign CD values for all grids according to the CD variation model, assuming perfect

spatial correlation within each grid. Then, according to the assigned CD value in each

grid, the corresponding master cell characterized at the assigned CD variation value is

instantiated for each cell instance within the grid. For instance, if a NAND2 instance

is placed in a grid that has -3nm CD variation, the master of that cell instance is set to

NAND2 N03.

From static timing analysis using Synopsys PrimeTime vC-2009.06-SP2, we ob-

tain critical paths that span different sets of grids,7 and the logic cell instances in the

timing paths with corresponding signal direction, input slew and load capacitance val-

ues are stored. The nominal delay values and sensitivity (γ) values of timing arcs in

the timing paths are calculated from the precharacterized sensitivity and nominal delay

tables using linear interpolation between the nearest slew and load indices in the tables

from the stored slew and load values.8 The linear interpolation is performed using GNU

octave. The surface consisting of values at four slew-load corners is fitted as Ax + By

+ Cxy + D where x and y are slew and load values, and A, B, C, and D are model

coefficients.

From the nominal delay and sensitivity values, we formulate each path delay

as a function of DCT coefficients, and find the DCT coefficients using linear program-

6Koushanfar et al. [111] assume total of 12% random variation consisting of correlated intra-die
variation (60%), uncorrelated intra-die variation (20%), and inter-die variation (20%). Those variations
are summed and appear as an overall variation within a die. The given variation in the experiments
approximates the overall variation.

7The paths are not necessarily independent from each other. Components of timing paths, i.e., cell
instances and nets, can be shared by the selected paths.

8For the stored slew (s) and load (l) values of a timing arc, the four nearest slew-load indices (si, li),
(si+1, li), (si, li+1), and (si+1, li+1), where si ≤ s ≤ si+1 and li ≤ l ≤ li+1, are used for purposes of
interpolation.
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ming. The linear programming instance is solved using ILOG CPLEX [10]. Finally, we

compare the given CD variation and model CD variation from DCT coefficients.

Table 3.4: Root mean squared error (RMSE) (nm) and maximum error with respect to
the number of timing paths (k) in AES design.

k Grids

11×11 21×21

RMSE (nm) ME (nm) RMSE (nm) ME (nm)

10 1.13 3.53 2.23 7.59

20 0.92 2.88 1.00 3.93

30 0.50 2.02 0.87 3.48

40 0.36 1.15 0.74 2.81

50 0.27 0.98 0.70 2.48

60 0.20 0.78 0.45 1.41

70 0.18 0.78 0.41 1.41

80 0.10 0.32 0.46 1.77

90 0.09 0.28 0.36 1.19

100 0.00 0.00 0.34 1.07

Table 3.4 shows model accuracies in terms of RMSE and ME with respect to the

number of used timing paths. We use two different grids, 11×11 and 21×21, to see the

dependency of the model accuracy on granularity of grids. The levels of RMSE and ME

for an 11×11 grid are similar to those with artificial circuits using an 11×11 grid. For

the finer-grain 21×21 grid, the CD error is larger than that of an 11×11 grid. However,

the error decreases to∼1nm as the number of timing paths reaches 100. From the table,

we can conclude that the proposed modeling method successfully maps the measured

delay to the actual CD variation under real designs and libraries, given a reasonable

number (∼100) of measurements.
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3.4 Conclusions and Research Directions

We have reviewed recent variation modeling techniques and proposed a novel

variation mapping framework that reconstructs the details of multiple, simultaneously

occurring systematic variation maps from measurements of natural timing paths in a

design. Using the sparsity in DCT coefficients of a variation map, we formulate delay of

natural timing paths as a function of the DCT coefficients, and find the DCT coefficients

using a linear programming solver, with a small number of measured delay of the timing

paths. We have also explored potential useful applications of the proposed method: (1)

modeling of multiple variation maps for the multiple IC layers in 3D integration, and

(2) decomposition of the effects of multiple variation sources on timing delay variation.

We have verified the effectiveness of the proposed method with artificial circuits

under a range of variation assumptions and with a linear delay model. We have also

applied the proposed method to a real design, with detailed timing tables considering

different slew and load conditions, characterized with a range of discrete CD values.

Future research seeks to (1) use more accurate delay models considering slew

and load propagation that have not been completely comprehended in the reported delay

model, (2) provide a solution to decompose various levels of variation hierarchies, e.g.,

decomposition of intra-die variation from intra-wafer variation using timing path mea-

surements of multiple dies, and (3) develop manufacturing recipes and design/design

process optimization methodologies that incorporate the accurately modeled variation.
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Chapter 4

Variability Assessment in Advanced

Lithography

As Moore’s Law continues to drive higher performance with smaller circuit fea-

tures, lithography is being pushed to new extremes. Projection optical lithography at

193nm with advanced resolution enhancement techniques (RETs) and immersion is ex-

pected to satisfy the needs of the 45nm node. However, for 32nm node patterning, the

availability of options such as extreme ultraviolet (EUV) and immersion ArF (IArF) [53]

at 157nm remains unclear. An EUV imaging system is composed of mirrors coated with

multilayer structures designed to have high reflectivity at 13.5nm wavelength. Hence,

there are many technical hurdles for implementing EUV lithography in terms of mask

blank fabrication, high output power source, resist material, etc. IArF requires truly

high-index fluids (NA = 1.55 ∼ 1.6), with corresponding advances in high-index resists

and optical materials. In addition, although EUV and IArF can successfully generate

32nm patterns, economic cost must be considered in the adoption of these technologies.

Double patterning lithography (DPL) [63] partitions a critical-layer layout into

two mask layouts and exposures, each with relaxed critical pitch and spacing. DPL

incurs a throughput overhead, and necessitates tight overlay control between the two

exposures. However, DPL provides an attractive alternative or a supplementary method

to enable the 32nm and 22nm process nodes, relative to costlier technology options

such as high refractive index materials, EUV, or e-beam lithography.

In this chapter, we first introduce various types of DPL techniques in Section

95
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4.1. We then analyze the impact of DPL on back-end-of-line (BEOL) and front-end-

of-line (FEOL) variabilities in Sections 4.2 and 4.3, respectively. We also describe

potential courses of action for the industry as standards and flows that address the ad-

ditional variabilities in DPL. Finally, Section 4.4 presents focus-exposure process win-

dow comparison between a traditional single-exposure lithography and a DPL technique

interference-assisted lithography (IAL) through lithography simulations.

4.1 Double Patterning Lithography (DPL)

In this section, we first discuss various options in implementing DPL and present

potential variability issues that arise with adoption of DPL.

4.1.1 DPL Options

The ITRS [11] cites three general DPL options:

• Double exposure (DE). DE consists of two successive exposures followed by a

single etch. To suppress interference between exposures, a ‘freezing’ step may be

used, resulting in a so-called litho-freeze litho-etch (LFLE) process [55] [91].

• Double patterning (DP). DP also requires two exposure steps, but each exposure

is followed by an etch step, resulting in a litho-etch litho-etch (LELE) process.

The main difference with respect to DE is the use of an additional etch step for

a hardmask. This increases the number of process steps, but reduces interference

between two exposures.

• Self-aligned double patterning (SADP). After one exposure and etch on a hard

mask, pattern doubling is accomplished by spacer formation and a second etch.

The main idea of SADP is to utilize the space between a first set of printed fea-

tures, dimensions of which are bloated by spacers. SADP is regarded as a viable

option for regular poly gates [167] and bitlines [93] in recent memory processes.

Double exposure (DE) and double patterning (DP) can be applied with either

positive or negative photoresist processes. With positive photoresist in copper dual-

damascene interconnect, trenches are patterned on the area exposed by light following
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the mask image, while with negative photoresist, trenches are patterned on the area not

exposed by light. In this thesis, ‘P-DE’ or ‘P-DP’ denotes the former and ‘N-DE’ or

‘N-DP’ denotes the latter, following the type of photoresist.

With an SADP, mask patterns are transferred onto the hard mask, but the hard

mask itself does not convey the target patterns directly. Generated spacers, which define

the drawn patterns (space or line), act analogously to photoresist. Hence, similar to the

DE/DP processes, we define ‘P-SADP’ as the process that generates trenches in the area

not under the spacers, and ‘N-SADP’ as the process that generates trenches in the area

under the spacers.

Double exposure lithography. Double exposure (DE) with negative-tone resist creates

trenches at twice the resolution of normal lithography, using two successive exposure

steps. Double exposure DPL prints spaces rather than target line shapes, and is hence

called a negative dual trench process [64]. One edge of a target line is formed with the

first exposure, and the other edge is generated with the second exposure, as shown in

Figure 4.1. Both edges of two adjacent lines facing each other are formed at the same

time. While an exposure dose variation can result in an edge placement error, both lines

will be affected by the same amount, and critical dimensions (CDs) of adjacent lines

remain identical, as shown in Figure 4.1(b). However, in the presence of overlay, CDs

of adjacent lines can differ by the amount of the overlay error, as shown in Figure 4.1(c).

We note that while double exposure DPL entails a relatively simple process, the

fact that CDs are determined by overlay error reduces the technique’s viability. This

is because the roadmap for overlay control capability is significantly looser than the

general CD control requirement (e.g., the 2007 ITRS specifies overlay tolerance at the

45nm node to be as large as 9nm [11]).

Double patterning lithography. Double patterning (DP) with positive-tone resist cre-

ates lines at twice the normally achievable resolution, using a LELE process. At the first

etch step, the patterns of the first resist layer are transferred to an underlying hard mask.

Photoresist is then coated onto the surface remaining after the first process, and exposed

in the second exposure step. The flow finishes with the hard mask that prints one line

and the resist of the second exposure that prints the other line. In double patterning, the

two edges of a line that are printed by the first etch and the second exposure, and the two
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Figure 4.1: An implementation of double exposure (DE) lithography.

edges of the adjacent line that are printed by the second exposure and etch process, can

be different, as shown in Figure 4.2(a). While the first patterns are made on a perfectly

flat wafer, the second resist is coated onto a topography that is a result of overetch of the

first patterning step. The topography implies greater depth of focus (DOF) variation, so

that the CDs between the first and the second patterns can differ. Plasma exposure of

the first line during the second etch could additionally cause CD change [64].

Unlike the double exposure, double patterning will have two different CD popu-

lations due to the CD control error, as shown in Figure 4.2(b). Since overlay just shifts

the line, without changing the linewidth, overlay itself does not matter; this is illustrated

in Figure 4.2(c).

Self-aligned double patterning lithography. The third DPL technology option [108]

[129] uses sacrificial spacer technology. First, mandrel (or core) patterns are imple-

mented on a hard mask. Second, spacers are formed at all sides of the mandrel patterns.

Then, block or cut mask patterns modify the spacer patterns to the actual target patterns

on a silicon wafer. Depending on whether spacers define lines or dielectric, SADP has

two possible implementation options.
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Figure 4.2: An implementation of double patterning (DP) lithography.

• Spacer is dielectric (SID). Figure 4.3 illustrates an SID-type SADP process. For

BEOL layers, spacers define dielectric, and the region not under the spacers is

filled with metal.

• Spacer is metal (SIM). Figure 4.4 illustrates an SIM-type SADP process. For

BEOL layers, spacers define metal lines, and the region under the spacers is filled

with metal.

Given a well-controlled spacer formation and etch process, the CD difference between

adjacent lines can be maintained to be as small as the CD control capability. Since SIM-

type SADP process is more complex due to additional processes and material combi-

nations, i.e., tone reversal, gap filling, etch back, oxide spacer removal, etc., SID-type

SADP is expected to be adopted. With the use of second block (or cut) mask patterns,

SADP can implement various pitches and spaces as well as complex 2-D patterns.

Interference-assisted lithography. Interference-assisted lithography (IAL) is a kind

of double exposure lithography consisting of two exposures – maskless two-beam or

four-beam interference lithography (IL), and projection lithography (PL). IL produces

high contrast, regular and high-resolution dense grating patterns, but this step does not

capture detailed circuit geometries. PL is then used to erase a subset of the IL grat-
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Figure 4.3: An implementation of SID-type SADP.

ing patterns so that only actual design geometries remain on the resist. Figure 4.5

shows the 32nm design patterns obtained by Fritze et al. [66] from combining the

high-resolution interference with lower-resolution projection lithography. The key ad-

vantage of IAL is the generation of high-contrast images with a maskless step. Since

the high-resolution patterns can be generated without a mask, mask cost can be signifi-

cantly reduced. The second exposure that trims unnecessary parts of the grating patterns

can use older-generation projection systems and photomasks, which have significantly

lower cost due to lower complexity of optical proximity correction (OPC).

4.1.2 Taxonomy of Sources for Additional Variability in DPL

According to semiconductor equipment and materials international (SEMI) stan-

dard P19 [161], linewidth is defined as, at a given cross-section of the line, the distance

between the airline material boundaries at some specified height above the interface

between the patterned layer in which the line is formed and the underlying layer. Lines-

pace can be defined similarly, except the distance is measured between two lines. In this
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Figure 4.4: An implementation of SIM-type SADP.

subsection, we discuss sources of the linewidth and linespace variations in DE/DP and

SADP.

Sources of linewidth and linespace variation in DE/DP. In DE and DP, overlay

causes linespace and linewidth variations. The sources of overlay are alignment error

due to poor optics in the alignment system, including reticle-to-tool alignment error and

reticle-to-wafer alignment error; stepper-induced field errors including lens distortion,

magnification and reticle rotations; wafer expansion or contraction; mask error; and

Figure 4.5: Experimental results of a dual-resist IAL reported by Fritze et al. [66].
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nonlinear wafer deformation due to high temperature or stress in film deposition [71].

According to SEMI standard P18 [160], overlay is a vector quantity defined at

every point on the wafer; it is the difference between a vector position in a substrate

geometry and a vector position in an overlaying pattern. Linewidth and linespace varia-

tions due to overlay result in reliability and defect yield problems (open/short faults or

electromigration-induced defects due to narrower overlaps between contacts and under-

/overlying layers, etc.), as well as performance variations that cause loss of parametric

yield.

One of the major sources of overlay is misalignment. SEMI standard P18 [160]

defines alignment as the mechanical positioning of reference points on the wafers (“align-

ment targets”) to the corresponding points on the reticles. The measure of alignment is

the overlay at the position on the wafer where the alignment targets are placed. Overlay

in DPL can be measured and controlled in two ways, according to the alignment refer-

ence point: (1) indirect alignment (IA), and (2) direct alignment (DA). With DE or DP,

(1) IA aligns the two masks for a given layer to a reference point in the underlying layer,

while (2) DA aligns the second mask to the first mask [115]. IA and DA are illustrated

in Figure 4.6, where dashed lines indicate alignment, and the reference layer may be a

layer that has already been manufactured, such as a shallow trench isolation layer, or an

inter-layer dielectric layer. IA is expected to have
√

2 times larger pattern shifts within

a layer due to the two independent alignments.

Sources of linewidth and linespace variation in SADP. In addition to overlay, existing

CD variation of mandrel, spacer and block (trim) patterns plays an important role in

linewidth and linespace variation. A BEOL line (i.e., metal) can be implemented in four

ways using SID-type SADP as shown in Figure 4.7.

Let 3σ CD variation of mandrel, spacer, and block patterns be σM , σS , and σB

respectively, and let 3σ overlay between mandrel and block mask be σM−B. Depending

on which pattern defines the edge of a line, linewidth variation changes as:

• Line by only a mandrel: σlinewidth = σM

• Line by only spacers: σlinewidth =
√

σ2
M + (2σS)2

• Line by a mandrel and a block: σlinewidth =
√

(0.5σM)2 + σ2
M−B + (0.5σB)2
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Figure 4.6: Two masks (1 and 2) and a printed reference layer (R). (a) Indirect

alignment. (b) Direct alignment.

• Line by a spacer and a block: σlinewidth =
√

(0.5σM)2 + σ2
S + σ2

M−B + (0.5σB)2

ITRS Lithography Chapter [11] predicts CD variations and overlay requirements

of DPL for 32nm technology node and below. Table 4.1 shows the requirements of 3σ

CD and overlay variations for 32nm, 28nm and 22nm technology nodes. Using the

variation requirements in Table 4.1, we estimate 3σ linewidth variations in SADP with

respect to the four implementation methods. Table 4.2 shows the estimated linewidth

variations. From the table, we observe that linewidth variation can significantly increase

when a line edge is defined by a block mask pattern. We also observe that a line defined

by only mandrel has the smallest linewidth variation. These observations can be used to

quantify the quality of SADP layout decomposition solutions from different algorithms.

As an example, Figure 4.8 shows two different layout decompositions for the same

target layout and resulting final patterns on silicon. With overlay of block mask patterns,

solution in (b) suffers from significant linewidth variation, while solution in (c) has no

linewidth variation.
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Figure 4.7: A BEOL line in various implementations of SID-type SADP: (a) both line
edges are defined by only mandrel edges, (b) both line edges are defined by spacer

edges, (c) one line edge is defined by a mandrel edge and the other line edge is defined
by a block edge, and (d) one line edge is defined by a spacer edge and the other line

edge is defined by a block edge.

4.2 Impact of DPL-Induced BEOL Variation

Interconnect variation due to process variation has been analyzed in a number

of references. Mehrotra et al. [131] conduct a simulation-based study of the impact

of manufacturing variation on interconnect performance. Lu et al. [127] provide a

set of interconnect corner models using Monte Carlo simulations. Stine et al. [171]

propose a practical methodology for determining the impact of interconnect pattern-

dependent variation without using TCAD tools, and study the impact on simple circuit

such as balanced clock networks and an SRAM array. Liu et al. [124] present a model

order reduction technique for RLC interconnects including variational analysis based on

matrix perturbation expansion theory.

Interconnect variation contributes to circuit delay uncertainty. Lin et al. [123]

analyze circuit delay variation due to interconnect parameter variation using efficient

experimental designs and sensitivity analysis. Narasimha et al. [135] study the effect of

interconnect process variations induced by lithography and etch processes on crosstalk

delay and noise. Venkatraman et al. [181] investigate the impact of process-induced

parameter variation on global interconnects that require multi-level signaling with vari-

ational sensitivity parameters.
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Table 4.1: CD and overlay requirements (3σ variation) for DE/DP and SADP
processes in ITRS 2010 [11].

DPL option Parameter 32nm 28nm 22nm

DE/DP CD (nm) 3.0 2.5 2.1

Overlay (nm) 5.5 3.8 2.6

Spacer CD (nm) 1.9 1.4 1.1

SADP Mandrel CD (nm) 3.0 2.3 1.8

Overlay (nm) 11.9 8.9 7.1

Table 4.2: 3σ linewidth variations in SID-type SADP due to different implementation
methods for 32nm, 28nm and 22nm technology nodes.

Method 3σ linewidth variation (nm)

32nm 28nm 22nm

Line by only a mandrel 3.0 2.3 1.8

Line by only spacers 4.8 3.6 2.8

Line by a mandrel and a block 12.1 9.0 7.2

Line by a spacer and a block 12.2 9.2 7.3

To relax the design constraints introduced by interconnect variations, Shigyo

[166] evaluates a tradeoff between capacitance and RC delay variation caused by fring-

ing capacitances, and suggests a set of design guidelines for the interconnect structures

that are insensitive to the process fluctuations. Kahng et al. [105] develop additional

matching rules to relax design pessimism via field solver analysis.

Laidler et al. [114] identify the sources of pattern distortions in FinFET tech-

nology and investigate overlay sources in [115]. Rigolli et al. [152] present the overlay

budget for a double patterning lithography and propose an efficient overlay metrology.

Yamamoto et al. [191] propose multi-layer reticle techniques with a single mask to

reduce mask-to-mask overlay and mask cost. Sezginer et al. [162] develop a graphi-
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Figure 4.8: Different layout decompositions result in different linewidth variations: (a)
a target layout, (b) a layout decomposition solution (top) and resulting final patterns

due to overlay (bottom), and (c) another layout decomposition solution (top) and
resulting final patterns due to overlay (bottom).

cal method of visualizing the many-dimensional process window for double patterning

lithography considering width and space variation from overlay.

A number of works have sought to quantify the impact of overlay in double pat-

terning lithography, either analytically or empirically. Jeong et al. [95] identify the im-

pact of poly linewidth variation from DPL on design timing, and introduce the bimodal

linewidth distribution problem in DPL. Ghaida et al. [69] quantify the impact on capaci-

tance and RC delay of individual overlay components, and discuss the relative impact of

each component. The impact of overlay in the coupling and total capacitance in BEOL

double patterning lithography is addressed with TCAD simulations in [175]. Yang et al.

[193] present capacitance and delay variation from overlay in double patterning lithog-

raphy with analytical modeling of overlay and capacitance variation. However, different

impacts from different double patterning lithography options have not been analyzed.

In this section, we investigate the detailed mechanisms of linewidth and linespace varia-

tion for known DPL techniques with different options, and thoroughly assess the impact

on the electrical characteristics of interconnect, using simple structures to chip-level

testcases.
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4.2.1 TCAD-Based BEOL Analysis

Various interconnect structures in a given interconnect layer interact with each

other and form complicated electric fields. To account for these different interconnect

structures during circuit design, capacitance tables for each pattern are utilized by de-

signers or RC extractors. The capacitance tables are generated using two- or three-

dimensional field solvers for various combinations of width and spacing to neighbors

per interconnect layer. Due to the different metal density and patterns, each pattern can

have different process variations, so that widths and heights vary based on the context

of patterns. Therefore, variational capacitance tables are required. We generate worst-

case corners for each capacitance between interconnect pairs using statistical variation

information from the semiconductor foundry per each width-height combination. We

describe a methodology to generate a variational capacitance table for traditional single-

patterning lithography.

There are four major parameters in the traditional interconnect variational anal-

ysis, i.e., interconnect width (W ), height, space, and dielectric height. An interconnect

has intra-layer coupling capacitances Cintra with neighbor nets in the same layer, and

inter-layer coupling capacitances Cup and Cdown with upper and lower layers.

Figures 4.9 and 4.10 show the variation impact due to overlay or spacer thickness

variation for known DPL technologies. In the figures, interconnects are decomposed into

mask1 and mask2, and are marked with ‘1’ and ‘2’ correspondingly. S is a parameter for

overlay in DE/DP, for which the 3σ value is specified by lithography tool suppliers. In

Figure 4.9(a), we shift interconnects printed on mask2 by a positive value of S to account

for overlay in P-DE/DP. A negative value of S implies a shift in opposite direction for

the edges of interconnects. Due to the shifting, intra-layer coupling increases on one

side of the interconnect but decreases on the other side. We shift a mask by S which

varies from −3σ to 3σ with 1σ increments. Figure 4.9(b) shows the impact of overlay

on N-DE/DP processes.

In Figures 4.10(a) and (b), we show the printed interconnects in P-SADP and

N-SADP processes, respectively. For an SADP process, S is a parameter for the spacer

thickness variation determined by manufacturers. In the rest of experiments in this sec-

tion, we do not consider linewidth variation due to overlay of block mask in SADP.
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Figure 4.11(a) shows the impact of rotational overlay on printed features with

positive photoresist in DE/DP processes. Negative photoresist would not result in spac-

ing errors due to a rotational overlay component. Figure 4.11(b) shows worst-case ro-

tational impact, where features printed by both masks are inclined towards each other.

Below, we conduct 3-dimensional TCAD analysis and compare the impact due to the

rotational component of the overlay.1

In assessing these double patterning lithography options, we may vary the width

and pitch of the interconnects as necessary to simulate impact of overlay. We focus on

the translational overlay component which appears to have the largest electrical impact

[69].2
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Figure 4.9: (a) P-DE/DP process. Patterns printed using mask2 are shifted by S due to
overlay, which causes pitch and space variation between patterns (P ” ≤ P ≤ P ’). (b)

N-DE/DP process. Overlay varies linewidth (W ” ≤W ≤W ’), but does not affect
pitch and space.

4.2.2 Signoff Tool-Based Chip-Level BEOL Analysis

Today, the industry is nearing a critical juncture for choosing among various

DPL technology options and process control capabilities. Accordingly, a rigorous, effi-

cient framework is needed for variational performance analyses at chip level, and across

many DPL technology options.

1While rotational error is already in the overlay budget, we separately study it in case it requires its
own specification in the future.

2Although the translational overlay can be reduced by enhanced overlay control, its complete elimi-
nation is not possible [11].
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Figure 4.10: (a) P-SADP process. Patterns printed after spacer formation can differ in
width due to spacer thickness variations S (W ” ≤W ). Spacer thickness variation does
not affect pitch but varies space. (b) N-SADP process. Linewidth, space and pitch are

varied due to spacer thickness variation. (P ” ≤ P ≤ P ’ and W ≤W ’.)
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Figure 4.11: (a) Rotational overlay due to mask1 in DE/DP. (b) Worst-case rotational
overlay due to mask1 and mask2 in different directions.

We describe the BEOL variation analysis flow for different DPL options. We

assume direct alignment (DA) for design-level overlay analysis, since IA is expected

to have
√

2 times larger pattern shifts within a layer. In DE/DP with DA, we assume

that 3σ overlay is S between two DPL masks. Although both masks can be shifted in

arbitrary directions and by different amounts, shifts of mask1 and mask2 in opposite

directions, orthogonal to the preferred routing direction, will induce worst-case space

variation between patterns.3 In SADP, we assume 3σ spacer thickness variation to be

S/2, so that the maximum CD variation from nominal is set to S as in DE/DP. From

the TCAD studies, we have observed that inter-layer coupling and via capacitances are

insignificant. Therefore, we decrease the number of combinations by excluding the

inter-layer overlay.
3The shift of the first mask is with respect to a reference layer similar to a traditional process. We

apply necessary computations to ensure that overlay between mask1 and mask2 meets ITRS guidelines.
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Since the width and space variation differ for each double patterning lithog-

raphy option, we use different design of experiments (DOE) for each.4 As inputs of

the DOEs, ‘layermask1’ and ‘layermask2’ denote two DPL masks for each DPL-applied

BEOL ‘layer’ from interconnect layers M2 to M5.

DOE for P-DE/DP. Assuming the width variation from resist or etch variation is

sufficiently smaller than the overlay,5 we perform simulations to analyze impact of space

variation due to overlay. From the overlay S, one space increases by S while the other

space decreases by S as shown in Figure 4.9(a). The DOE is given as:

01: for each layer ∈ {M2, M3, M4, M5}
02: for each S ∈ {-3σ, -2σ, -1σ, 0σ, 1σ, 2σ, 3σ}
03: shift layermask1 by +S/2

04: shift layermask2 by -S/2

05: merge layermask1 and layermask2 with remaining layers

06: RC parasitic extraction and timing analysis

DOE for N-DE/DP. Overlay S contributes to width increase for patterns in DPL mask1

by S and width decrease of patterns in DPL mask2 by S. However, the space between

patterns in different DPL masks remains nominal as shown in Figure 4.9(b). The DOE

is given as:

01: for each layer ∈ {M2, M3, M4, M5}
02: for each S ∈ {-3σ, -2σ, -1σ, 0σ, 1σ, 2σ, 3σ}
03: shift layermask1 by +S/2

04: resize layermask1 by +S

05: shift layermask2 by +S/2

06: resize layermask2 by -S

07: merge layermask1 and layermask2 with remaining layers

08. RC parasitic extraction and timing analysis

DOE for P-SADP. Due to the spacer thickness variation by S/2, the width of the

even patterns that are generated by the space between spacers in Figure 4.10(a) can

4We use the term “DOE” to indicate a set of experiments to evaluate a process variation scenario.
5CD control requirement in DRAM at the 32nm half-pitch technology node is 3.3nm, which is around

half of the overlay control requirement 6.4nm in ITRS 2008 [11].
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be changed by S (two times S/2). Since there is no pitch change in P-SADP, when the

width of the even patterns increases (decreases) by S, space between adjacent patterns

decreases (increases) by S/2. The DOE is given as:

01: for each layer ∈ {M2, M3, M4, M5}
02: for each S ∈ {-3σ, -2σ, -1σ, 0σ, 1σ, 2σ, 3σ}
03: resize layermask1 by 0

04: resize layermask2 by S

05: merge layermask1 and layermask2 with remaining layers

06: RC parasitic extraction and timing analysis

DOE for N-SADP. In N-SADP, spacer thickness variation results in width variation of

all lines, and in pitch variation as shown in Figure 4.10(b). We resize adjacent lines by

S/2 to represent the global width variation, and then shift adjacent lines that are facing

each other with the varying edges by S/4 to represent the pitch variation. The DOE is

given as:

01: for each layer ∈ {M2, M3, M4, M5}
02: for each S ∈ {-3σ, -2σ, -1σ, 0σ, 1σ, 2σ, 3σ}
03: resize layermask1 by +S/2

04: shift layermask1 by +S/4

05: resize layermask2 by +S/2

06: shift layermask2 by -S/4

07: merge layermask1 and layermask2 with remaining layers

08. RC parasitic extraction and timing analysis

With the output RC parasitic files, we analyze timing and capacitance variations

for individual nets, and the timing of the whole design.

4.2.3 Experiments

Interconnect analysis setup. We use the interconnect lateral and vertical dimensions

in Table 4.3 for interconnect variation analysis. The values are obtained from the ITRS

[11].
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Table 4.3: Nominal dimensions of an intermediate layer interconnect for 45nm, 32nm,
28nm and 22nm technology nodes.

Technology node 45nm 32nm 28nm 22nm

Interconnect width (nm) 68 61 43 31

Interconnect height (nm) 122 110 77 55

Dielectric thickness (nm) 122 110 77 55

Dielectric constant 3.3 3.3 2.9 2.8

Interconnect capacitance tables. We conduct experiments across various DPL options

to be able to compare these options in terms of capacitance values. The first experiment

compares impact of overlay in various DPL options, and also compares the impact of

overlay with that of width, height, or all width, height and dielectric thickness variations.

For overlay, we do not consider CD variations from a single lithography step in DPL,

i.e., first and second patternings in DE/DP, and mandrel patterning in SADP. In this

experiment, we use 45nm node interconnect parameters in Table 4.3.

Tables 4.4 and 4.5 compare capacitance values extracted using Synopsys Raphael

[26]. Cdown, Ctop, and Cintra are the capacitances to the lower, upper, and intra-layer

interconnects, respectively. Ctotal is the total capacitance. Subscripts min, nom, and

max indicate minimum, nominal and maximum cases, respectively.6 From the results,

we observe that positive photoresist process with direct alignment (DA) results in sim-

ilar capacitance impact due to overlay or width variations. We also observe that IA

results in larger capacitance changes compared to DA cases of the positive photoresist

case.

The second experiment compares overall capacitance variations, including CD

variations of all lithography steps, i.e., first and second patternings in DE/DP, and man-

drel and block patternings in SADP. In this experiment, we use interconnect nominal

parameters of 32nm, 28nm and 22nm technology nodes in Table 4.3, and 3σ CD vari-

ation and overlay of those technology nodes in Table 4.1.

Tables 4.6, 4.7 and 4.8 show minimum, nominal and maximum values of intra-
6Since each value is found as a maximum value among all the DOE results, the summation of partial

coupling capacitance may not match with the total capacitance.
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Table 4.4: Inter-layer capacitance (aF /µm) comparison for a 45nm technology.

Configuration Cdown
min Cdown

nom Cdown
max Ctop

min Ctop
nom Ctop

max

P-DE/DP, DA, Overlay Only 31 31 31 31 31 31

P-DE/DP, DA, Width Only 30 31 31 31 31 32

P-DE/DP, DA, All Variations 25 31 39 26 31 40

P-DE/DP, IA, Overlay Only 31 31 31 31 31 31

P-DE/DP, IA, Width Only 30 31 31 31 31 32

P-SADP, Spacer Thickness Only 29 31 31 30 31 31

P-SADP, All Variations 25 31 40 25 31 41

N-DE/DP, DA, Overlay Only 27 31 33 28 31 34

N-DE/DP, DA, Height Only 31 31 31 31 31 32

N-DE/DP, DA, All Variations 22 31 43 23 31 44

N-DE/DP, IA, Overlay Only 26 31 34 27 31 35

N-DE/DP, IA, Height Only 31 31 31 31 31 32

N-SADP, Spacer Thickness Only 30 31 31 31 31 31

N-SADP, All Variations 26 31 38 26 31 39

and inter-layer capacitances from various DPL options for 32nm, 28nm and 22nm, re-

spectively. Intra-layer (coupling) capacitance correlates to noise or coupling-induced

delay at the design level. Total capacitance, on the other hand, correlates with circuit

delay. For SADP, we also compare the capacitances from different line implementa-

tion methods discussed in Section 4.1.2. In the table, SADP1, SADP2, SADP3 and

SADP4 denote the different line generation methods: “line by only mandrel”, “line by

only spacers”, “line by a mandrel and a block”, and “line by a spacer and a block”,

respectively.

From the tables, we can observe that P-/N-SADP1 and P-/N-SADP2 show smaller

capacitance variations (i.e., difference between minimum and maximum values), com-

pared to P-/N-DE/DP. This is because the linewidth or space of P-/N-SADP1 and P-

/N-SADP2 are defined by only spacer thickness or mandrel CD, but those of DE/DP

are involved with overlay. We also observe that P-/N-SADP3 and P-/N-SADP4 show
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Table 4.5: Intra-layer capacitance (aF /µm) comparison and total capacitance (aF /µm)
comparison for a 45nm technology.

Configuration Cintra
min Cintra

nom Cintra
max Ctotal

min Ctotal
nom Ctotal

max

P-DE/DP, DA, Overlay Only 56 68 85 200 200 205

P-DE/DP, DA, Width Only 56 68 86 174 200 222

P-DE/DP, DA, All Variations 36 68 135 152 200 283

P-DE/DP, IA, Overlay Only 52 68 95 200 200 210

P-DE/DP, IA, Width Only 56 68 86 174 200 222

P-SADP, Spacer Thickness Only 61 68 76 189 200 200

P-SADP, All Variations 49 68 90 165 200 236

N-DE/DP, DA, Overlay Only 68 68 68 192 200 204

N-DE/DP, DA, Height Only 57 68 79 178 200 214

N-DE/DP, DA, All Variations 44 68 102 145 200 271

N-DE/DP, IA, Overlay Only 68 68 68 189 200 206

N-DE/DP, IA, Height Only 57 68 79 178 200 214

N-SADP, Spacer Thickness Only 56 68 68 187 200 200

N-SADP, All Variations 44 68 99 163 200 242

even larger variations than DE/DP, although linewidth or space of all these options are

affected by overlay. This is due to larger overlay spec for SADP, as shown in Table

4.1. Among all SADP cases, N-SADP3 and N-SADP4 show significantly larger vari-

ation than P-SADP3 and P-SADP4. This is because overlay causes space variation in

N-SADP3 and N-SADP4, while overlay causes linewidth variation in P-SADP3 and

P-SADP4. Due to the high aspect ratio of interconnect, space variation appears more

significant than linewidth variation.

We analyze the trend of capacitance variation with respect to technology nodes.

Table 4.9 shows the ratio of the total capacitance (Cintra + Cinter) variation to its nomi-

nal value for each technology node. We can observe that the ratio of capacitance varia-

tion slowly increases as technology advances.

We also conduct 3-dimensional TCAD field solver analysis for rotational over-
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Table 4.6: Intra- and inter-layer capacitance (aF /µm) comparison for a 32nm
technology.

Configuration Cintra
min Cintra

nom Cintra
max Cinter

min Cinter
nom Cinter

max

P-DE/DP 132 139 147 62 64 65

N-DE/DP 131 139 146 59 64 69

P-SADP1 134 138 143 61 64 66

P-SADP2 134 138 143 61 64 67

P-SADP3 132 139 145 56 64 72

P-SADP4 132 139 145 56 64 72

N-SADP1 134 139 144 64 64 64

N-SADP2 134 139 144 64 64 64

N-SADP3 119 140 164 60 64 67

N-SADP4 126 141 157 60 63 66

lay, using the setup in Figure 4.11. Upper and lower layers contain orthogonal inter-

connects with same width and spacing and no overlay. We use 500,000 grid points, and

use the same technology and dimensions with 1µm lines. In Figure 4.11(a), coupling

between the middle interconnect and one of its immediate neighbors increases by only

0.3% due to rotational overlay. Figure 4.11(b) provides the worst case, where the impact

rises to 2.82%. We conclude that rotational overlay is not as significant, as one section

of a line would get closer to, while the remaining section would move away from, an

intra-layer neighbor. The magnification component is similar to width variations; hence,

we focus on the translational component of overlay.

Chip-level analysis setup. Traditional parasitic extraction tools directly read a design

database (e.g., design exchange format (DEF), GDS, etc.), and use capacitance tables

that contain width or height variations of metal or dielectric layers. To account for over-

lay in extraction, we present a new RC extraction flow for double patterning lithography

as shown in Figure 4.12. Details of the flow are as follows.7

7Although we perform exhaustive analysis for the purpose of technology selection, use of the proposed
framework for DPL variability analysis targets worst-case corners only, thereby reducing the number of
simulations.
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Table 4.7: Intra- and inter-layer capacitance (aF /µm) comparison for a 28nm
technology.

Configuration Cintra
min Cintra

nom Cintra
max Cinter

min Cinter
nom Cinter

max

P-DE/DP 115 123 131 54 56 58

N-DE/DP 115 122 130 52 56 61

P-SADP1 118 122 126 54 56 59

P-SADP2 118 122 126 53 56 59

P-SADP3 116 122 128 49 56 64

P-SADP4 116 122 128 49 56 64

N-SADP1 118 122 127 56 56 56

N-SADP2 118 122 127 56 56 56

N-SADP3 104 124 146 53 56 59

N-SADP4 111 125 141 53 56 58

• Step 1. Initial GDS. We stream out GDS from a routed design.

• Step 2. Split GDS. We generate a base GDS that only has all front-end-of-line

(FEOL) layers, i.e., n-well, active, p-implant, along with larger-dimension inter-

connect layers that do not use double patterning lithography, and sub-GDS files

for double patterning-applied layers. We assume that double patterning lithogra-

phy is applied to local interconnect layers which use stricter design rules.

• Step 3. Pattern decomposition for double patterning lithography. For local in-

terconnect layers, we generate two sub-GDS files from a decomposition of the

original layout using integer linear programming-based min-cost coloring [103].

Finally, patterns in each local layer are split into two masks, layermask1 and

layermask2.

• Step 4. Shift and merge. To model interconnect parameter variations due to

overlay, each sub-GDS in each layer is overlaid with a different origin point on

top of the base GDS. For instance, to model a -10nm translational overlay for M2

layer’s first double patterning mask (M2mask1), we locate the sub-GDS containing
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Table 4.8: Intra- and inter-layer capacitance (aF /µm) comparison for a 22nm
technology.

Configuration Cintra
min Cintra

nom Cintra
max Cinter

min Cinter
nom Cinter

max

P-DE/DP 109 118 127 52 54 56

N-DE/DP 109 118 127 49 54 59

P-SADP1 113 117 122 51 54 57

P-SADP2 113 117 122 51 54 57

P-SADP3 111 117 124 46 54 62

P-SADP4 111 117 124 46 54 62

N-SADP1 113 118 123 54 54 54

N-SADP2 113 118 123 54 54 54

N-SADP3 99 120 144 51 54 57

N-SADP4 106 121 140 51 54 56

the M2mask1 at (-10nm, 0nm) in the coordinate system of the base GDS. To shift

and merge GDS files, we use SKILL scripts with the Cadence Virtuoso Layout

Design Environment IC6.1.0.243 [8].

• Step 5. Resize and extraction. We use the SIZE command in Synopsys Hercules

v2006.12-8 [22] to expand or shrink original patterns to account for width varia-

tion from overlay. After width change, the BOOLEAN OR command is used to

merge two double patterning mask layers. Finally, we use Synopsys Star-RCXT

v2007.06 [28] for RC extraction.

We implement from RTL the open-source core AES, obtained from opencores.

org [15]. With 4ns clock cycle time, we synthesize, place and route the testcase with

Nangate 45nm open cell library [14] using Cadence RTL Compiler v5.2 [6] and Ca-

dence SOC Encounter v7.2 [7]. The final implemented AES has 86% placement uti-

lization with 26,069 standard cell instances, and average 10% (maximum 14%) metal

density with no metal fill insertion.8 We also implement another testcase with floating
8Metal density is calculated for only signal routing layers. The maximum metal density value for

signal nets is 50%, when all routing tracks are occupied.
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Table 4.9: Ratio of variation to nominal value (%) for total capacitance (i.e., Cintra +
Cinter) with respect to technology nodes.

Configuration 32nm 28nm 22nm

P-DE/DP 4.5 5.5 6.6

N-DE/DP 6.1 6.8 7.8

P-SADP1 3.4 3.8 4.3

P-SADP2 3.8 3.9 4.4

P-SADP3 6.8 7.2 8.5

P-SADP4 6.9 7.3 8.6

N-SADP1 2.7 2.8 3.3

N-SADP2 2.7 2.8 3.3

N-SADP3 13.1 14.2 15.9

N-SADP4 9.3 9.9 12.0

track-type dummy fill to observe the impact of overlay in a manufacturing-ready design.

Average and maximum metal density with metal fill are 37% and 46% for all routing

layers, respectively.

For the BEOL stack of the chip-level design, we use five small-dimension metal

layers (M1-M5), and two large-dimension metal layers (M6 and M7) as shown in Table

4.10. The values reflect a representative 45nm technology, from the ITRS [11]. We

use 20% of nominal interconnect width as 3σ variation of overlay, and use 3.3 as the

effective dielectric constant for all dielectric materials. We do not include the variation in

FEOL, since the impact of overlay in FEOL needs to be included in cell characterization

and library generation. Due to the minimum precision of 1nm for the layout editor, we

use 12nm for 3σ of overlay or spacer thickness variability S for design-level analysis,

instead of the 10.4nm that is 20% of M1 width.

Chip-level analysis results. The first analysis compares the coupling-induced delay

variation due to overlay. We use Synopsys PrimeTime-SI vB-2008.12-SP2 [25] as a

standard coupling-aware delay calculator which takes into account the amount of cross-

coupled capacitance and relative arrival times. This tool also considers slew rates of



119

2. Split GDS

1. Initial GDS

Base GDS Sub-GDS1

3. Pattern
Decomposition

DPL layersNon-DPL layers

Sub-GDS2 Sub-GDS1-1

Sub-GDS1-2

Sub-GDS2-1

4. Shift and Merge
(Cadence Virtuoso)

Sub-GDS2-2

5. Resize and Extraction
(Synopsys Hercules, Star-RCXT)

Figure 4.12: Extraction flow for double patterning lithography considering overlay.

all signal transitions, switching directions, and combined effects of all aggressors on a

victim net. After logical and electrical filtering using functional checking and timing

window comparisons, coupling capacitances greater than a specific threshold value are

considered during the coupling noise analysis.

We identify the net with largest coupling-induced delay in the nominal design.

This net consists of three interconnect segments: 1.604µm of M2, 0.78µm of M3 and

14.788µm of M4 segments. The M2 segment has a same-layer neighbor with minimum

spacing on the right-hand side. Two M1 nets and three M3 nets cross the M2 segments.

The M3 segment does not have any neighbor with minimum spacing. The M4 segment

has neighbors at minimum spacing on both sides. 26 M5 nets and 31 M3 nets cross the

M4 segment. Figure 4.13 illustrates simplified configurations of the selected nets, with

negative variation of S, for each DPL technique. Black boxes and white boxes with

solid boundaries denote the selected net (victim) and neighbors (aggressors) in the same

layer, respectively. The boxes with dotted boundaries represent the original patterns
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Table 4.10: Technology stack parameters for a 45nm technology.

Layer Wnom Hnom Dnom

poly 45nm 80nm 160nm

M1 52nm 94nm 94nm

M2 52nm 94nm 94nm

M3∼M5 68nm 122nm 122nm

M6, M7 104nm 188nm 188nm

3σ variation W3σ H3σ D3σ

M2∼M5 13.6nm 24.4nm 24.4nm

without variations, and the orthogonal gray boxes represent the aggressors in upper or

lower layers. From the layout configurations, we expect that intra-layer coupling will

dominate for the M2 segment, and that both inter-layer and intra-layer coupling will

affect coupling-induced delay variation.

The number of aggressors after filtering is five, and the aggressors are connected

to the victim net via 27 coupling capacitances. Coupling-induced delay change without

metal fill (‘w/o metal fill’) and with metal fill (‘w/ metal fill’) at the nominal corner (S =

0) is 364ps and 292ps, respectively. After metal fill insertion, total capacitance of the net

increases from 2.946fF to 3.023fF . However, in ‘w/ metal fill’, ground capacitance

increases from 1.087fF to 1.385fF , but coupling capacitance decreases.

We now discuss in detail, by way of example, the coupling-induced delay vari-

ation with M4 overlay error.9 Figure 4.14 shows the coupling-induced delay variation

with different M4 overlay bounds.

• P-DE/DP. For the selected victim net, linewidth does not change but the space be-

tween aggressors and the victim changes. For M4 overlay, with both negative and

positive S, the coupling-induced delay increases. This is because the capacitance

increase due to neighbor nets on one side is larger than the capacitance decrease

with neighbors on both sides.
9Coupling-induced delay variation due to M2 overlay is smaller than that due to M4 overlay, and the

impact of overlay in M3 and M5 layers contributed by inter-layer coupling variation is around ±1%.
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Figure 4.13: Simplified configurations of a net having the largest delay variation due to
coupling in the testcase before metal fill.

• N-DE/DP. Since the space between intra-layer aggressors and the victim does not

change, coupling capacitance variation with respect to intra-layer aggressors is

small. However, linewidth increase (decrease) of the victim net amplifies (de-

creases) ground capacitance and inter-layer coupling. For the M4 segment, nega-

tive (positive) S results in linewidth increase (decrease) of the victim net as shown

in Figure 4.13. Coupling-induced delay due to the large number of neighbors on

upper and lower layers, increases (decreases) with linewidth increase (decrease).

• P-SADP (SID-type). For this specific victim net, the M4 segment consists of the

patterns underlying the primary patterns in the first litho-etch step of the SADP

process. Negative (positive) S leads to smaller (larger) spacer thickness which

results in smaller (larger) space between the victim and aggressors. Therefore,

coupling-induced delay increases with negative S and decreases with positive S.

Since the spaces on both sides of the M4 segment are increased or decreased at

the same time, the impact of overlay in P-SADP is larger than that of DE or DP.

• N-SADP (SIM-type). The space on one side of the M4 segment changes, caus-

ing intra-layer coupling variation. The width of the victim also changes, causing
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Figure 4.14: Coupling-induced delay variation (%) (y-axis) due to M4 overlay
(x-axis).

inter-layer coupling variation. Positive S leads to linewidth increase and spac-

ing decrease, so that the coupling-induced delay increases. Negative S leads to

linewidth decrease as well as spacing increase as shown in Figure 4.13, so that

the coupling-induced delay variation decreases. Note that in Figure 4.14, we in-

versely plot N-SADP results against S, to juxtapose delay variations against those

of other options. Since intra-layer and inter-layer couplings vary together in the

same direction, overlay impact in N-SADP can be larger than in P-SADP.

From Figure 4.14, we can observe the relative significance of the overlay control

requirement for each option.

1. P-DE/DP has the smallest variation from overlay. With the same 3σ overlay

control, the variations in P-DE/DP, N-DE/DP, P-SADP and N-SADP are 2.20%,

4.11%, 4.68% and 7.77%, respectively. This implies that the overlay control re-

quirement for P-DE/DP can be relaxed compared to the other technology options.

2. If overlay control in N-SADP is relatively easy, such that it can be controlled
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within 1σ,10 then the overlay control requirement for P-SADP and N-DE/DP must

be within 2σ to have a similar level of variation in N-SADP, e.g., 3.26% variation,

as indicated by the dotted line ‘A’.

3. The overlay control requirement for N-SADP should be twice as tight as for the

others. For instance, if we target 3σ overlay for N-DE/DP or P-SADP, the overlay

control for N-SADP must be within 1.5σ to have variation similar to N-DE/DP or

P-SADP, as indicated by the solid line ‘B’.

The second analysis compares capacitance variation due to overlay. Figure 4.15

shows interconnect capacitance changes of the top 5,307 high-capacitance nets (≥2fF )

of the ‘w/o metal fill’ testcase. We measure maximum increase, maximum decrease and

mean variation, by comparing extracted parasitic files. In most cases, we observe more

than 10% increase or decrease of capacitances from the nominal capacitance values.

Such increases and decreases of capacitances will contribute to larger on-chip variations

in timing analysis.
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Figure 4.15: Capacitance changes (%) of high-capacitance nets (≥ 2fF ) from 3σ
overlay.

10Spacer thickness variation in SADP can be much less than overlay in DE/DP, e.g., 1/3 of the overlay
control spec in DE/DP, since spacer thickness is controlled by well-controlled oxide growth, deposition
and thinning rates.
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The third analysis compares the impact of overlay on design timing. We use total

negative slack (TNS), which is the sum of timing slack values at all endpoints in static

timing analysis, as a metric to quantify design timing. Figure 4.16 shows the normalized

TNS of the worst-case corner (S = ±3σ) with respect to the TNS of the nominal corner

(S = 0). Values on the y-axis give the relative variation from the TNS value of the

nominal corner (1.0). The total negative slack in the nominal corner is -63ns without

metal fill and -83ns with metal fill.
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Figure 4.16: Normalized total negative slack (y-axis) due to 3σ overlay in each layer
(x-axis) for each double patterning lithography option.

From the TNS variation analysis, we observe that P-SADP and N-SADP options

have greater sensitivity to the overlay than DE/DP, since both linewidths and spaces are

varied in P-SADP and N-SADP. Figure 4.17 shows the relative sensitivity of double

patterning lithography options with respect to overlay. We observe that both P-SADP

and N-SADP are more sensitive than DE/DP with the same overlay, and that the lower

layer (M2), which uses smaller-dimension design rules, is more sensitive than higher

layers with larger-dimension design rules.
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patterning lithography option with respect to overlay S variation.

4.3 Impact of DPL-Induced FEOL Variation

4.3.1 Impact on Coupling Capacitance in FEOL Layers

To evaluate the impact of overlay in front-end-of-line (FEOL) double patterning,

we introduce overlay to poly and contact layers with respect to M1 layer, and measure

delay variation.

We select the five most commonly instantiated standard cells in the used test-

case as implemented using the Nangate 45nm Open Cell Library [14], i.e., INV X2,

INV X4, NOR2 X2, NOR2 X4 and NAND2 X2. These account for more than 60% of

the instances in the used testcase. We decompose each cell layout into five sub-layouts;

‘BASE’ including diffusion, P+/N+ masks and n-well; ‘P1’ and ‘P2’ for odd and even

poly lines counting from the leftmost cell boundary; ‘C’ for contact layer; and ‘M ’ for

M1 metal layer as shown in Figure 4.18. We then merge sub-layouts shifting each sub-

layout by the amount {-3,-2,-1,0,1,2,3}σ of overlay of each layer. We shift patterns in

the horizontal direction only, since the most important patterns for delay are the poly
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gates, which are drawn in the vertical direction and that have coupling to contacts and

neighboring poly gates.11

We measure both rise and fall delay of the cells for all possible combinations of

overlay between layers. The maximum impact of overlay on cell delay is as small as 2%,

since coupling capacitance between poly gate and contact or metal is small compared

with gate capacitance; this is a consequence of gate oxide thickness (less than 2nm

in 45nm bulk technology). Note that this delay variation is only from the parasitic

capacitance variation due to the overlay. Overlay can amplify the poly and diffusion

shape rounding after lithography, and channel-stress variation from contact overlay can

have larger impact on delay than coupling capacitance variation. Yet, such effects are

supposed to be embedded in silicon measurement data and the characterized library.

Let the x-coordinate of P1, P2, C and M after overlay be xP1, xP2, xC , and xM ,

respectively, which are the distance measured from the original x-coordinate, and let 3σ

overlay error for each layer be dP1, dP2, dC and dM . We use 10nm for dP1 and dP2,

and 13nm for dC and dM . We measure both rise and fall delay of the cells for all 81

combinations of overlay between layers. However, the impact of overlay error on cell

delay is small. We use a design of experiment (DOE) for FEOL analysis as follows.

01: for each xP1 ∈ {-dP1, 0, dP1}
02: for each xP2 ∈ {-dP2, 0, dP2}
03: for each xC ∈ {-dC , 0, dC}
04: for each xM ∈ {-dM , 0, dM}
05: shift P1 by xP1

06: shift P2 by xP2

07: shift C by xC

08: shift M by xM

09: merge P1, P2, C, and M

10: Netlist and parasitic extraction

11: Run SPICE and measure delay

Table 4.11 shows the fall delay variation from the nominal case (xP1 = xP2 =
11Shifting patterns in the y-direction does not change space between the poly gates and neighboring

contacts; thus, gate capacitance variation from y-direction overlay is expected to be smaller than that from
x-direction overlay.
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xC = xM = 0) of INV X4 for each corner of the DOE that shows the largest variation

among the five selected cells. The delay values of other cells are smaller than INV X4.

However, the impact of overlay error on cell delay is small. The delay variation can

be significant with overlay error when the actual litho images of poly and diffusion are

used in the analysis.12

Original MP1 P2 C BASE

(a) (b)

g

Figure 4.18: Mask decomposition for FEOL overlay simulation. (a) Original
NAND2 X2 layout. (b) Five decomposed sub-layouts.

4.3.2 Impact on Via Resistance Variation

Due to the overlay between metal layers and via layers, via area enclosed by

metal layer can be reduced, causing resistance increase as well as reliability problems

such as electromigration. Thus, we also evaluate the impact on design timing of via

resistance variation due to overlay.

In design-level analysis, traditional RC extractors use a resistance table defined

in a technology file, e.g., Interconnect Technology File (ITF). We increase via resistance

values, extract RC values from the used testcase, and analyze timing. We make the pes-

simistic assumption that via resistance can vary up to 2× from its original specification

solely due to overlay. Table 4.12 summarizes timing variation due to this pessimistic,

overlay-specific via resistance variation. We measure the critical-path delay as well as

total negative slack (TNS) of the testcases. From the table, we can observe that the im-

12Overlay error can amplify the poly and diffusion shape rounding after lithography, and channel-stress
variation from contact overlay can have larger impact on delay than coupling capacitance variation. Yet,
such affects are supposed to be embedded in silicon measurement data and the characterized library.
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Table 4.11: Fall delay variation (%) of INV X4 for each overlay scenarios.

xC = -dC xC = 0 xC = dC

xM = -dM 0.91 1.19 0.89

xP2 = -dP2 xM = 0 0.89 1.15 0.87

xM = dM 0.87 1.13 0.83

xM = -dM 0.06 0.23 0.45

xP1 = -dP1 xP2 = 0 xM = 0 0.04 0.19 0.40

xM = dM 0.04 0.17 0.38

xM = -dM -1.45 -0.68 -0.64

xP2 = dP2 xM = 0 -1.47 -0.72 -0.66

xM = dM -1.47 -0.74 -0.70

xM = -dM 0.72 1.02 0.70

xP2 = -dP2 xM = 0 0.70 0.98 0.68

xM = dM 0.68 0.96 0.64

xM = -dM -0.15 0.04 0.23

xP1 = 0 xP2 = 0 xM = 0 -0.15 0.00 0.21

xM = dM -0.17 -0.02 0.17

xM = -dM -1.68 -0.89 -0.87

xP2 = dP2 xM = 0 -1.68 -0.94 -0.89

xM = dM -1.70 -0.96 -0.91

xM = -dM 0.51 0.85 0.51

xP2 = -dP2 xM = 0 0.49 0.81 0.49

xM = dM 0.47 0.79 0.47

xM = -dM -0.38 -0.15 0.02

xP1 = dP1 xP2 = 0 xM = 0 -0.38 -0.19 0.00

xM = dM -0.40 -0.21 -0.02

xM = -dM -1.94 -1.11 -1.09

xP2 = dP2 xM = 0 -1.94 -1.15 -1.11

xM = dM -1.96 -1.15 -1.13
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pact of via resistance variation on timing is as small as 0.1%. Of course, these results are

highly technology- and circuit-specific. If via resistance variation substantially impacts

performance in a given technology and circuit, via resistances may be updated using

enclosed areas as input in via resistance formulas.

Table 4.12: Critical-path delay (ns) and total negative slack (ns) with original via
resistance and with 2× larger via resistance.

Original 2×

Via resistance V1, V2 3.3 6.6

(Ω) V3, V4, V5 2.5 5.0

V6 1.7 3.4

Critical Path Delay (ns) 4.994 4.999

Total Negative Slack (ns) -140.995 -141.185

4.3.3 Impact of Bimodal CD Distribution

In traditional single-exposure lithography, adjacent identical layout features will

have identical mean critical dimension (CD), and spatially correlated CD variations.

However, with DPL, adjacent features can have distinct mean CDs, and uncorrelated

CD variations. This introduces a new set of ‘bimodal’ challenges for timing analysis

and optimization.

In this subsection, we assess the potential impact of DPL on timing analysis error

and guardbanding, and find that the traditional ‘unimodal’ characterization and analysis

framework may not be viable for DPL. For example, using 45nm models, we find that

different DPL mask layout solutions can cause 50ps skew in clock distribution that is

unseen by traditional analyses. Different mask layouts can also result in 20% or more

change in timing path delays. Such results lead to insights into physical design opti-

mizations for clock and data path placement and mask coloring that can help mitigate

the error and guardband costs of DPL. Figure 4.19(a) shows a bimodal CD distribution

for 32nm technology measured from 24 wafers processed by DPL, as reported in [64].
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Figure 4.19(b) shows a simplified illustration of the bimodal CD distribution, in which

two CD groups have independent mean and sigma values. The bimodal CD distribution

affects design timing as follows.

Bimodal
CD Group1

Bimodal
CD Group2

Worst CDBest CD

B1 B2 W1 W2

(a) (b)

Figure 4.19: Bimodal CD distribution. Left figure reproduced from [64].

Loss of spatial correlation. The existence of two independent CD populations in a

design takes away the presumptions of spatial correlation that has always been used to

reduce pessimism in corner-based timing analysis. For example, consider two closely

placed, identical inverters made with different steps of double patterning lithography –

i.e., one inverter is made by the first litho-etch step and the other is made by the second

litho-etch step. These two inverters can have different gate CDs, so that their electrical

characteristics, such as delay and power, can also be extremely different from each other

despite being adjacent in the same die.

In general, within-die variations are taken into account by on-chip variation

(OCV) models or by statistical timing analysis flows. Bimodal CD distribution can

also be treated as an additional variation source. However, the important problem that

we address in this work is that the size of the variation from the bimodal CD distribution

can be very large, e.g., over 8% of mean CD difference between the groups, as shown in

Figure 4.19(a); therefore, designers must consider more extreme within-die variations

during timing optimization as a direct consequence of DPL.

Increase of overall CD variation. Unless the two CD populations have the same mean

values, overall CD variation must be increased with DPL. Dusa et al. propose the use of
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a unimodal representation pooled from the bimodal CD distribution [64], specifically,

(3σCD,pooled)
2 =

(3σCD,G1)
2

2
+

(3σCD,G2)
2

2
(4.1)

+

(
3

2
(µCD,G1 − µCD,G2)

)2

where G1 and G2 are the two different groups of CD populations. Dusa et al. observed

about 20% of 3σ CD variation to the mean CD from the pooled CD model for 32nm

DPL process. Table 4.13 shows, for various CD mean differences between G1 and G2,

the CD mean and sigma values for the bimodal distribution, and for the corresponding

unimodal distributions as calculated using Equation (4.1) for 50nm target CD.

Table 4.13: Mean and sigma of bimodal and pooled unimodal CD distributions.

G1 G2

Mean 3σ Mean 3σ

(nm) (nm) (nm) (nm)

Mean Diff. Unimodal 50.00 2.00 - -

0nm Pooled uni. 50.00 2.00 - -

Bimodal 50.00 2.00 50.00 2.00

1nm Pooled uni. 50.00 2.50 - -

Bimodal 49.50 2.00 50.50 2.00

2nm Pooled uni. 50.00 3.61 - -

Bimodal 49.00 2.00 51.00 2.00

3nm Pooled uni. 50.00 4.92 - -

Bimodal 48.50 2.00 51.50 2.00

4nm Pooled uni. 50.00 6.32 - -

Bimodal 48.00 2.00 52.00 2.00

5nm Pooled uni. 50.00 7.76 - -

Bimodal 47.50 2.00 52.50 2.00

6nm Pooled uni. 50.00 9.22 - -

Bimodal 47.00 2.00 53.00 2.00
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As seen in the table, overall CD variation of the unimodal representation in Column

4 increases with the increasing mean difference between CD groups. This increased

variation will necessarily increase the guardband of the design process, and in turn will

worsen optimization and design closure runtime, as well as standard design metrics

such as area, wirelength, violations, etc., as recently reported by Jeong et al. [97] (cf.

the discussion of Figure 4.26 below).

Path delay variation in DPL. We refer to the different CD distributions as correspond-

ing to the different colorings (i.e., mask exposures) of the gate polys in a cell layout. In

DPL coloring, adjacent minimum-pitch poly lines must be colored differently. Thus, a

cell can have (at least) two basic versions according to its coloring sequence, as shown

in Figure 4.20. To distinguish between these different colorings, when the cell is instan-

tiated in standard, “North” orientation. we use C12 (respectively, C21) to refer to a cell

in which the first or leftmost poly is colored by CD group1 (respectively, CD group2),

the second poly is colored by CD group2 (CD group1), and so on. It is important to note

that regardless of whether a cell has an odd number of polys or an even number of polys,

and cells’ placement locations and orientations, there will exist two different colorings

for the cell, based on which color is assigned to the first (leftmost) poly. We discuss the

key impacts of the bimodal CD distribution: on path delay variation, on timing slack

variation, and on the design process.

C12-type cell C21-type cell

CD group1 (G1) CD group2 (G2)

Figure 4.20: Example of two different DPL colorings for a NOR3 cell.

Every cell instance in a design can be colored differently according to its location

and the surrounding cell instances. Therefore, instances of the same master cell in a

timing path can be differently colored, and can have different electrical behaviors. Due
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to the loss of the spatial correlation between differently colored cells, delays across cell

types (C12 and C21) in a path can vary randomly or with less correlation, even while

cells of the same type coloring have strong correlation. Finding the path delay variation

of a timing path in the presence of bimodal CD distribution requires solution of the

following problem formulation.

Bimodal Path Delay Variation Analysis. Given m cells gi of C12 type and n cells qj

of C21 type in a timing path, determine the delay variation of the timing path, subject to

the constraints:

(a) Mini,jcov(gi, gj) > Maxi,jcov(gi, qj)

(b) Mini,jcov(qi, qj) > Maxi,jcov(gi, qj)

According to the constraints, the covariance between cells in the same group is larger

than the covariance between cells in different groups.

The delay variation of a delay path is:

σ2(d(path)) = σ2(
∑

i

(d(gi)) +
∑

j

(d(qj)))

=
∑

i

σ2(d(gi)) +
∑

j

σ2(d(qj))

+2
∑
i1,i2

cov(gi1 , gi2) + 2
∑
j1,j2

cov(qj1 , qj2) + 2
∑
i,j

cov(gi, qj) (4.2)

From Equation (4.2), since cov(gi, qj) is small (e.g., zero in the case of no correlation),

the path delay variation for a path composed of uncorrelated different types of cells is

smaller than that of a path composed of only correlated cells.

Recall that for the DPL process, patterns are first partitioned into two groups,

and that the two groups are each assigned a distinct color. The constraint is that same-

color patterns should not be placed within the minimum distance that is permitted by

the litho and etch equipment. According to the placement locations, orientations and

the neighboring cells, a cell can be colored in different ways. Figure 4.21 shows the

delay variation of 4-stage inverter chains and buffer chains for all possible colorings of

cells for two different CD mean differences, 0nm in (a) and 3nm in (b). We measure

the delay of the timing paths across the four combinations of extreme CD corners (Min
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and Max CD values for each CD group). The x-axis shows the different path coloring

sequences, and the legends in the figure show the combinations of the extreme corners

of each CD group. Note that even for such a simple timing path, the number of required

timing analyses in the DPL regime increases exponentially with the number of stages.

For this experiment, we use the 45nm bulk CMOS SPICE model from the Uni-

versity of Arizona’s Predictive Technology Model website [17] and 45nm circuits from

Nangate Open Cell Libraries [14]. We assume that the CD values of each CD group have

perfect spatial correlation, so as to isolate the impact of bimodality as well as to reduce

the number of experiments. The number of configurations of each path, accounting for

different colorings and process corners, is 4 · 24 = 64. Table 4.14 shows all possible

CD corners (Column 1), and all possible coloring sequences (Column 3), in the 4-stage

inverter and buffer chains. Right arrows (→) imply the logical signal propagations, and

cells can be placed anywhere in a die.

We assume the CD variation within each CD group to be 2nm, which is compa-

rable to the ITRS predicted value for CD control in the 45nm node, i.e., 1.9nm [11].13

Finally, we measure the delay of the 64 different path configurations while sweeping the

difference of means between CD group1 and CD group2 from 0nm to 6nm. We also

compare the delay estimated from the pooled unimodal CD model (ref. Table 4.13) with

that estimated from the more realistic bimodal CD model.

From this study, we observe that for most cases, the delay values are within the

boundary of the delay at the MAX-MAX and MIN-MIN corners, and that most results

from bimodal analysis are within the window established by the pooled unimodal model.

However, not all cases are covered by the pooled model when the mean CD difference

between the two groups is 0nm. In addition, delay variation increases when the mean

difference between the two CD groups increases. Note that the delay variation of pooled

unimodal cases becomes significantly larger than that for the bimodal cases when the

mean CD difference becomes nonzero, as shown in Figure 4.21(b). This immediately

raises the question as to whether the pessimism of a pooled unimodal delay model (i.e.,

13As noted in the earlier review of double exposure DPL technology, since overlay control in the 45nm
node is 9nm, it is difficult to use the negative double exposure process in light of the CD variation
requirement. Hence, we do not consider the negative correlation between CD groups that would result
with double exposure DPL, and we assume that CD variation is determined only by CD control capability.
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Table 4.14: Path configurations for 4-stage inverter and buffer chains.

CD corner Path coloring configuration

G1 group - G2 group

1 C12 → C12 → C12 → C12

2 C12 → C12 → C12 → C21

3 C12 → C12 → C21 → C12

4 C12 → C12 → C21 → C21

MAX - MAX 5 C12 → C21 → C12 → C12

6 C12 → C21 → C12 → C21

MAX - MIN 7 C12 → C21 → C21 → C12

8 C12 → C21 → C21 → C21

MIN - MAX 9 C21 → C12 → C12 → C12

10 C21 → C12 → C12 → C21

MIN - MIN 11 C21 → C12 → C21 → C12

12 C21 → C12 → C21 → C21

13 C21 → C21 → C12 → C12

14 C21 → C21 → C12 → C21

15 C21 → C21 → C21 → C12

16 C21 → C21 → C21 → C21

today’s standard practice) will be too costly in the DPL regime. We also observe that

for skewed processes (MAX-MIN or MIN-MAX), delay variation across all the path

configurations is larger than for MAX-MAX or MIN-MIN.

Figure 4.22 shows delay variations of a 16-stage inverter chain, normalized to

mean values. Here, only four (out of 216) path colorings are studied: (i) C12-only, (ii)

C12-C21-C12-... alternation, (iii) C21-C12-C21-... alternation, and (iv) C21-only. Corre-

sponding to the analytical solution in 4.2, alternative coloring of the timing path shows

smaller delay variations.

Timing slack variation in DPL. While path delay variation can be reduced by the

bimodal CD distribution, we find a very different situation with variation of timing slack
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Figure 4.21: Delay variations of 4-inverter and 4-buffer chains. Path configurations are
as given in Table 4.14.
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Figure 4.22: Relative delay variation σ/µ (%) over all process corners.

– which is the most important parameter for design timing. Timing slack (tslack) of the

design is defined from clock-path delay (tclock), clock cycle time (tcycle)) and data-path

delay (tdata) as

tslack = tclock + tcycle − tdata. (4.3)

The variation of the timing slack is calculated by

σ2
tslack

= σ2
tclock

+ σ2
tdata
− 2cov (tclock, tdata) . (4.4)

For a traditional single-exposure process, if we assume that spatial correlation is high,

the covariance term in Equation (4.4) will reduce the slack variation. However, in DPL,

since cells in the clock path can be colored in a different way from cells in the data path,

the covariance term will be reduced to zero, so that timing slack variation becomes a

sum of clock path and data path variations. To meet signoff timing constraints with this

increased slack variation in DPL, designs will require more stringent and difficult timing

optimization.

We illustrate this concept with Figure 4.23, which portrays the slack calculation

for the traditional single-exposure process in (a), and for the DPL process in (b). In

this simple example, we assume that nominal delay of both clock and data path are

10ns, and, following the analysis of path delay variation in Equation (4.2), we assume

that DPL has smaller delay variation than the single exposure, e.g., ±5ns for single

exposure and ±2ns for DPL.
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Figure 4.23: Worst timing-slack calculation in the DPL and (traditional)
single-exposure regimes.

In the single-exposure case, due to the strong spatial correlation between the

clock path and the data path, process variation does not make timing slack worse. How-

ever, in the DPL case, although the delay variation is small, we can see large negative

slack, due to the weak correlation between clock and data path – that is, each path delay

can be varied independently.

To see more explicitly and realistically the impact of bimodal CD distribution

on the timing slack, we extract a topmost critical path from the AES core, obtained as

RTL from the open-source site opencores.org [15], which synthesizes to 40K instances,

and is placed and routed with a reduced set of 45nm library cells. Both the launching

and capturing clock paths are composed of 14 stages of inverters, respectively. Also, the

launching and capturing clock paths share the initial 4 stages of inverters, but differ from

each other in the latter 10 stages of each path. The data path is composed of 30 logic

stages, e.g., 2-input NAND, NOR, OR and AND logic cells, and 1-input BUF and INV

cells. An exhaustive design of experiments (DOE) would require 4·254 cases. We reduce

the DOE complexity by restricting alternatives for the clock paths, the combinational

data path, and registers.

First, we assume that the colorings of all cells in the data path are fixed. This

allows us to evaluate the impact of bimodal CD distribution only on the clock design.

Second, the number of clock path configurations still remains very large (4 · 224), so we

further limit the experiments to the 5 extreme cases shown in Table 4.15.

For a design to operate correctly, data signals must be carried from one (launch-
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Table 4.15: Coloring configurations of the critical path example.

Data path Launching clock path Capturing clock path

Case 1 C12 → C12 →... C12 → C12 →...

Case 2 C21 → C21 →... C21 → C21 →...

Case 3 C12 → C12... C12 → C12 →... C21 → C21 →...

Case 4 C21 → C21 →... C12 → C12 →...

Case 5 C12 → C21 →... C12 → C21 →...

ing) register to the next (capturing) register once per clock cycle. The timing slacks for

setup and hold time are defined by14

• Setup timing slack:

tslack,setup = tRAT,setup − tAAT,setup (4.5)

= (tcapture − tlaunch) + tcycle − tsetup − tdata ≥ 0

• Hold timing slack:

tslack,hold = tAAT,hold − tRAT,hold (4.6)

= (tlaunch − tcapture) + tdata − thold ≥ 0

The difference of delays between launching and capturing clock paths, i.e., clock

skew, plays an important role in both the setup and hold timing slacks. If tcapture is

greater (resp. smaller) than tlaunch, this increases (decreases) setup time slack but de-

creases (increases) hold time slack regardless of data path delay. Therefore, however

well one optimizes the circuit to have zero slack, an unbalanced clock network can cre-

ate clock skew and cause timing problems by either setup or hold time violations. Figure

4.24 shows the maximum skew that occurs as a result of the bimodal CD distribution,

across the path coloring sequences shown in Table 4.15. Note that the clock skew is

originally designed to be zero. Intuitively, we can expect that there is no clock skew

14We use the standard acronyms of AAT for actual arrival time, and RAT for required arrival time.
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when the coloring sequences of both clock paths are the same, i.e., Cases 1, 2 and 5.

However, even when the mean difference between two CD groups is zero, Cases 3 and

4 show substantial clock skew due to the different coloring sequences of launching and

capturing clock paths, and the skew increases when the mean CD difference increases.

The maximum clock skews of Cases 3 and 4 with 0nm mean CD difference are 22.7ps

for each, and these skews increase up to 52.2ps and 53.4ps, respectively, with 6nm

mean difference. Another implication of Figure 4.24 is that the pooled unimodal CD

representation cannot discern the potential skew-related timing problems in DPL de-

signs, even though the pooled model accounts for the physical distribution of CDs, and

is very pessimistic with respect to CD corners. This is because the pooled CD model

cannot distinguish the colorings of paths.

Clock Skew of DPL
Assumption: Data path coloring is fixed
Clock path configuration

Even for the zero mean difference case, clock skew 
exists and increases with mean difference

Pooled unimodal can not distinguish this clock skew.
Implication for clock network design

Use the same colored cells for both clock paths
Alternatively colored path can further reduce variation

M12+M21…
M21+M21…
M12+M12…
M21+M21…
M12+M12…
Launch

M12+M21…5
M12+M12…4
M21+M21…3
M21+M21…2
M12+M12…1
CaptureCase
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Figure 4.24: Clock skew versus CD mean difference between CD groups, across
combinations of process corners. Cases 1, 2 and 5 are superposed on the x-axis.

Figure 4.25 shows the slack changes of each coloring sequence of clock paths

versus the mean difference of the CD groups at the worst CD corner combination (MAX-

MAX). The timing path originally has zero slack when the CD mean difference is zero

(i.e., two color groups have same CD mean). For Case 4, since the delay of the capturing

(resp. launching) clock path decreases (increases), the slack becomes negative15; this

will worsen when the number of stages of the clock network increases. For Cases 1,

2, 3 and 5, delay of the capturing clock path is greater than that of the launching clock

15With 6nm mean CD difference, -18ps of slack violation occurs. This value is about 10% of the clock
path delay of the used testcases.
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path, so that the slack is still positive or even improved. However, since the improved

slack on this path is only from clock skew, there can easily be a resulting timing problem

for the next timing path that starts with this path’s capturing register, or increased hold

time violations per Equation (4.6). We also notice again that the pooled unimodal CD

representation shows unnecessarily pessimistic setup timing slack values.
Timing slack (s) for MAX-MAX combination
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Figure 4.25: Timing slack versus CD mean difference between CD groups across
combinations of process corners.

Guardband and design process in DPL. The simplest way to consider the bimodal

CD distribution in the design process is to model bimodal as unimodal. The already-

cited pooled unimodal CD model from [64] can be useful, and today’s conventional

flow can still be used. However, the pooled unimodal model gives a too-pessimistic

guardband, which can lead to significant overdesign.

Figure 4.26 shows the best-case and worst-case delays of the 45nm INV cell for

each of pooled unimodal and bimodal, with mean difference between the two CD groups

in x-axis. Delay difference between worst and best shows the size of the guardband. As

seen in the figure, simple unimodal modeling will lead to more than 2× increase of

guardband, even for the small mean difference cases; according to the recent study on

guardband impact in [97], this will lead to over 15%, 39% and 14% of area, runtime and

wirelength increase, respectively.

To reduce such pessimism in unimodal representation, separate timing models

for each CD group are required. However, this increases the difficulty of circuit opti-

mization. Placement location and surrounding patterns will determine the timing model

of a cell instance, since these factors affect the DPL coloring. Consequently, even slight
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Figure 4.26: Timing guardband for each characterization method.

cell movement or resizing can give large and non-obvious changes in delay values under

skewed process combinations, i.e., MIN-MAX or MAX-MIN. This may lead to more

physical design iterations, since at every ECO placement step, cells’ timings can be

changed by the applied DPL patterning and coloring solution.

From the above results and discussions, we can conclude that a pooled unimodal

representation with pessimistic corner values does not suffice in the future of DPL, and

furthermore, as we demonstrated above, the pooled unimodal model cannot capture the

potential timing problems caused by uncorrelated data and clock delay variations. To

deal with the challenges presented by the bimodal CD distribution, novel timing analysis

and optimization methodologies are required.

4.4 IAL Focus-Exposure Process Window Analysis

The challenge for interference-assisted lithography (IAL) is to convert existing

designs to 1-D regular pitch and regular linewidth. This challenge has a number of as-

pects, including resolution limits for the required minimum pitch to avoid CD variation

during the second (trim) exposure. Requirements for device sizing, reliability and power

are also key factors in migration to IAL.
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4.4.1 Considerations in IAL

CD variation of neighboring line. CDs of patterns generated by IL can be affected

during trim mask exposure, i.e., through exposure dose and pattern distortion. An optical

proximity correction (OPC) approach such as biasing the CD of a neighboring line is not

feasible to reduce the impact of such CD variation in IAL. Fritze et al. [67] show that

the second PL exposure produces 20% CD variation when removing a single line, and

5% variation when removing two lines. Fundamentally, the greater the second exposure

dose, the greater its impact on CD of the neighboring patterns.

Overlay sensitivity. IAL implementation requires tight overlay control. Fritze et

al. [66] simulated double exposure with 15nm overlay range. It is reported in [66] that

15nm overlay when removing two lines results in a very significant 1.3× dose variation.

Variety of pattern shapes. The drawback of IL is that it can print only one-dimensional

(1-D) regular pitch and linewidth patterns on a layer. By contrast, today’s typical

logic layouts employ a multiplicity of linewidths, pitches and shapes. On metal lay-

ers, chemical-mechanical planarization (CMP) dummy fill shapes are required to meet

minimum density rules as shown in Figure 4.27. However, IAL cannot generate such ir-

regular metal shapes. Moreover, two-dimensional layouts are required for via doubling;

the via landing pad at a metal line-end may require various linewidths, and non-preferred

direction routings (e.g., jogs and bendings) are used to minimize the number of vias or

wirelength. The ubiquity of such metal patterns in modern layouts can only delay the

application of IAL to real devices.

Figure 4.27: Problems of IAL application due to dummy metal fill.
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4.4.2 Process Window Analysis

We compare the process window of IAL to a single exposure process for poly

layer. In this experiment, the single exposure is simulated with a 6%-attenuated 180◦-

phase mask with numerical aperture of 1.2. An ASML-type cross-quad illuminator

shape is used with x-y azimuthal-like polarization optimized for x- and y-oriented

pitches with σxCenter = 0.27, σyCenter = 0.89 and σWidth = 0.15. We study critical dimen-

sion (CD) tolerance of±10% CD without considering actual function of the pattern. As

shown in Figure 4.28, CD at the diffusion edge near the line-end (CDTaper) is typically

narrower than CD at the other diffusion edge (CDInner). We allow CDInner to be in the

range from 29nm to 35nm, and the gap between the two opposing ends (CDGap) to be

in the range from 10nm to 45nm to not scum on the resist between the opposing poly

ends. We then find the condition that maximizes the ratio of the CDTaper to CDInner.

Table 4.16 summarizes minimum and maximum boundary conditions for each CD pa-

rameter in Figure 4.28. Within these boundaries, we compare the image quality of IAL

with that of the single exposure.
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Figure 11: Focus-Exposure results for the reference single exposure process and IAL for CDGap. 
 

Figure 4.28: Lithographic metrics for critical dimension (CD).

Table 4.16: Critical dimension targets.

Parameter Minimum (nm) Maximum (nm)

CDGap 10 45

CDInner 22 27

CDMiddle 22.5 27.5

CDTaper 10 35
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Figure 4.29 (resp. 4.30) compares CDGap (resp. CDTaper) of single exposure

with that of IAL from various focus-exposure combinations. We observe that CD vari-

ation of IAL is significantly smaller than that of single exposure. Figure 4.31 compares

process windows of single exposure and IAL with CDGap = 30nm. IAL results in 1.7×
exposure latitude at 0.10µm depth of focus (DOF), and 2.5× maximum DOF compared

to the single exposure process. From the figure, we can conclude that IAL provides sig-

nificantly greater focus and exposure tolerance compared to the single exposure process,

for the same minimum CDTaper, which is the most important factor limiting the overall

process window of IAL.
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Figure 11: Focus-Exposure results for the reference single exposure process and IAL for CDGap. 
 

Figure 4.29: Focus-exposure simulation results of the reference single exposure (left)
and IAL (right) for CDGap.
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Figure 13: Process window for IAL and the reference single exposure process depending on the minimum allowable CDTaper. 
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Figure 4.30: Focus-exposure simulation results of the reference single exposure (left)
and IAL (right) for CDTaper.
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Figure 4.31: Process window comparison for IAL and single exposure process with
respect to the minimum allowable CDTaper.

4.5 Conclusions and Research Directions

We have addressed various double patterning options, and analyzed detailed

mechanisms of additional variations in double patterning for BEOL as well as FEOL

layers.

For BEOL, we have provided a variational interconnect analysis framework for

double patterning lithography, taking overlay into account. We have applied the pro-

posed framework to testcases ranging from a small representative interconnect structure

to chip-level designs based on a 45nm technology, with golden extraction and timing

analysis tools. We obtain the following conclusions, which may help process technol-

ogy developers to assess double patterning lithography options in terms of chip-level

performance and variability.

1. Overlay with indirect alignment (IA) results in higher capacitance variations than

direct alignment (DA) in DE or DP.

2. For all DPL techniques, more than 10% interconnect capacitance variation can

occur due to overlay or spacer thickness variation.
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3. Design timing can be significantly degraded due to the large capacitance variation,

e.g., up to 13% worse total negative slack in N-SADP with 3σ of spacer thickness

variation.

4. SADP may require track-type metal fills for chemical-mechanical polishing con-

straints. Hence, performance degradation due to fill may be larger for SADP

in production designs. Furthermore, mask coloring and design will be difficult.

SADP has tighter variability control, but is an expensive option in terms of design

rules and restrictions.

5. Given the potential disadvantages of SADP, P-DE/DP may be the most favorable

option for BEOL double patterning lithography based on performance. With the

same 3σ variation control (12nm), the coupling-induced delay variation in P-

DE/DP is half that of N-DE/DP.

6. When variation specifications differ, e.g., 3σ for DE/DP and 1σ for SADP, the

amounts of coupling-induced delay variation can be similar. Designers and lithog-

raphers must then consider design cost and cost of ownership associated with these

technology options.

The study of overlay impacts may shed light onto which technology should be pre-

ferred, at least from a performance-oriented perspective. Furthermore, the framework

we provide for DPL variability analysis can be used in the analysis and optimization of

interconnects once a particular DPL method is chosen as a technology.

For FEOL, we have shown that ‘bimodal’ CD distribution and loss of spatial

correlation between differently colored (exposure) cells have far-reaching impacts on

circuit properties that are neither well-defined nor well-studied. We have given both

analytic and empirical assessments of the potential impact of DPL on timing analysis

error and guardbanding. We observe that the traditional ‘unimodal’ characterization and

analysis framework may not be viable for DPL. For example, experimental analyses

demonstrate that different mask layouts can result in 20% or more change in timing

path delays. As shown in Figure 4.26 and Table 5.8, design guardband and timing slack

in double patterning can each degrade by up to 2×, and this will significantly hinder the
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13% per year of device performance improvement expected in [11] (cf. studies of ‘cost

of guardband’ in [97]).

We have also shown that a new maskless lithography technique IAL has a larger

process window compared to traditional single exposure lithography, through focus-

exposure process window simulations.
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Chapter 5

Design-Aware Manufacturing Process

Optimization

In this chapter, we discuss two design-aware manufacturing process optimiza-

tions. The first optimization focuses on reticle generation, and encompasses mask cost,

lithography cost and yield. We provide new yield-aware mask strategies to mitigate

emerging variability and defectivity challenges. To address variability, we analyze CD

variability with respect to reticle size, and its impact on parametric yield. With a cost

model that incorporates mask, wafer, and processing cost considering throughput, yield,

and manufacturing volume, we assess various reticle strategies (e.g., single-layer reti-

cle (SLR), multi-layer reticle (MLR), and small and large reticle size) considering field

size-dependent parametric yield. To address defectivity, we compare parametric yield

due to EUVL mask blank defects for various reticle strategies in conjunction with reti-

cle floorplan optimizations such as shifting of the mask pattern within a mask blank to

avoid defects being superposed by performance-critical patterns of a design.

The second optimization focuses on lithography dose optimization using ad-

vanced dose control in manufacturing equipment. We propose to exploit the recent avail-

ability of fine-grain dose control in the step-and-scan tool to achieve manufacturing-time

(yield-aware dose mapping) optimizations of timing yield and leakage power. We for-

mulate the placement-aware dose map optimization as quadratic and quadratically con-

strained programs which are tractable to efficient solvers.

149
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5.1 Cost-Driven Reticle Strategy Optimization

Photomask cost is a highly critical, non-recurring component of manufacturing

cost. Semiconductor manufacturers have long sought cost-effective photomask strate-

gies. Multiple copies of a single layer of one product IC are patterned in a full-size

mask blank to obtain a single-layer reticle (SLR), used in most high-volume products.

In a multi-project reticle, the same layer (e.g., M3) of several different products ICs is

implemented on a single reticle; this allows sharing of mask costs between individual

product owners. Beyond a “single-layer-per-reticle” strategy, multi-layer and multi-

product strategies are also implemented on a single reticle [35], and an algorithm to

enable the layer placement and quality check procedure according to a parameterized

cost function is proposed in [36]. In addition, reticle size and number of dies per reticle

are other knobs that can be tweaked by manufacturers or designers.

IC manufacturing, traditionally uses the maximum possible reticle size. This

is commonly believed to maximize litho tool throughput and minimize manufacturing

cost. However, as reticle size increases, the mask cost (write, inspection, defect dis-

position, repair, etc.) also increases. For high-volume products, mask cost can be dis-

regarded, but for low-volume products – in light of shuttle-based prototyping, design

revisions and respins, market competition, and other factors – mask cost can signifi-

cantly impact overall cost per die. Mask writing cost, lithography cost, and mask yield

all vary with reticle size. Also, larger reticles can result in larger CD variation in sili-

con, leading to parametric yield loss that potentially increases manufacturing cost, even

for high-volume products. Hence, a new cost model is required to comprehend reticle

size-dependent cost changes.

Besides the issue of variability, defectivity (notably, mask blank defects in ex-

treme ultraviolet lithography (EUVL)) looms as a critical issue for mask generation and

product yield. EUVL uses reflective masks instead of the traditional optical transmis-

sion masks. EUVL mask blanks contain a stack of 40 to 50 Mo-Si alternating layers,

to maximize reflection at 13.5nm wavelength. Each of these layers requires a discrete

processing step, hence defects at each layer can accumulate [44]. Defects in multi-layer

EUVL blanks are difficult to detect and repair, and manifest as distortions of image

placement [90]. An EUVL buried mask defect is known to cause critical dimension
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(CD) change [59]. Such CD changes may not cause catastrophic defects in the IC prod-

uct, but can cause parametric yield loss through timing failures. Since EUVL mask

blanks are not anticipated to be completely defect-free, a new reticle floorplan method

is required to deal with defective mask blanks. Burns et al. [44] propose mask pattern

translation and rotation in a mask blank to avoid the placement of critical mask patterns

on defects. Such freedom in reticle floorplanning also depends on reticle size.

5.1.1 Reticle Strategies

A reticle contains one or more dies, and all dies in a reticle are printed at the

same time. We study the following strategies.

• Single-layer reticle on large field (SLR-L): a reticle contains one processing layer

for many copies of a die as shown in Figure 5.1(a). This is the traditional mask

strategy.

• Single-layer reticle on small field (SLR-S): a reticle contains one processing layer

for one or a small number of dies as shown in Figure 5.1(b). Lithography through-

put may be reduced, but mask cost can also be reduced.

• Multi-layer reticle on large field (MLR): a reticle contains multiple layers (e.g.,

M1, M2, etc.) of a design as shown in Figure 5.1(c). When printing one layer,

the other regions (i.e., other layers) of the reticle are blocked using a mechanism

called blading [35]. The number of reticles for a design can be reduced.

5.1.2 Cost Model

SEMATECH has for many years provided guidance on mask costs and their po-

tential effects on product cost. The 1997 SEMATECH mask cost of ownership (COO)

model [177] included actual manufacturing process steps. A revision in the year 2000

added mask processing time to the cost model. In 2001, the mask COO model was re-

vised to reflect technology acceleration, i.e., a 2-year cycle of technology improvement,

instead of the previously assumed 3-year cycle. Mask set cost is obtained as the sum of

costs for all masks in the set; mask set costs are rising due to the increase in individual
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Figure 5.1: Examples of mask strategies: (a) single-layer reticle on a traditional large
field, (b) single-layer reticle on a small field, and (c) multi-layer reticle on a large field.

mask cost as well as an increase in the total number of masks in a mask set. The work

of Trybula [176] reviews the SEMATECH methodology to ensure that projected mask

costs reflect planned geometries. Grenon [72] observes that the largest mask cost im-

provements come from higher defect repair yields, and proposes mask cost projections

considering new or improved mask repair technologies such as focused ion beam (FIB),

nano machining, and femtosecond laser repair.

The work of Pramanik et al. [147] analyzes the cost of various reticle strategies

based on the SEMATECH cost of ownership model. Although Pramanik et al. model

the costs of mask and lithography with respect to the field size, they mainly focus on

mask generation cost (including mask yield) and stepper cost; they do not consider the

parametric yield variation of silicon dies. Our present work extends that of Pramanik

et al. by integrating the impact of field size on CD variation in silicon observed from

recent 65nm and 45nm foundry data, and by then reevaluating the manufacturing cost

of various reticle strategies with 45nm mask and lithography costs scaled from 90nm

technology values.

90nm mask cost model [147]. Each reticle strategy is differentiated by the number of

dies per field. To represent mask cost considering the number of dies per field, we use

the following parameters.

• wf : field width on wafer, in mm

• hf : field height on wafer, in mm
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• M : mask reduction factor (in general, 4)

• nrow: number of rows of dies per field

• ncol: number of columns of dies per field

• nm,vc: number of masks for very critical layers (e.g., 193nm)

• nm,c: number of masks for critical layers (e.g., 248nm)

• nm,nc: number of masks for noncritical layers (e.g., I-line)

• nm (= nm,vc + nm,c + nm,nc): total number of masks

The key contributors to mask costs are time-dependent cost (i.e., mask writ-

ing/inspection time) and yield-dependent cost. Mask writing/inspection time is propor-

tional to the mask area and the mask resolution. Mask area is calculated based on how

many dies are in a mask. To reflect cost differences due to mask resolution, scaling

factors are used. Writing and inspection times for very critical (resp. critical) layers are

assumed to be 4× (resp. 2×) larger than corresponding times for noncritical layers. The

combined time-dependent cost is calculated as

costtime = rres · tmin · A

where rres is the cost scaling factor for mask resolution, tmin is the writing/inspection

time for noncritical layers normalized to a unit area, and A is the mask field area calcu-

lated as wf · hf .

Mask yield is affected by critical dimension (CD) (Ycd), image placement error

(Ypl), random defects (Ydef ), and some other uncertainties (Ymisc). The overall yield of

a mask layer is calculated as

Y ield = Ycd · Ypl · Ydef · Ymisc. (5.1)

The baseline mask yields (Y ∗) of full-size reticle for 90nm technology are assumed as

Y ∗cd = 90%, Y ∗pl = 90%, Y ∗def = 80%, and Y ∗misc = 90%, with these values obtained from the

third-year production yield of a typical 180nm node technology [147]. From Equation

(5.1), the cumulative baseline mask yield is 58%. From the baseline yield values, yields

for various reticle sizes are calculated, considering corner protrusion impacts p from

different reticle sizes and a yield correction factor b. Corners of a square mask suffer
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from resist film thickness non-uniformity, which causes CD and image placement errors.

Corner protrusion is the extension of a square field beyond the circular “stable region” in

a mask, and is proportional to the diagonal of the mask field (i.e.,
√

w2
f + h2

f ). The yield

correction factor b is based on the idea of “bucketing” of yield-loss sources. Pramanik et

al. [147] assume that a third of mask CD yield loss is from field size-dependent random

variation, and another third from the corner protrusion effect. Each component of mask

yield is then calculated from the baseline yield as

Ycd = (Y ∗cd)
(1+wf /w∗f+p/p∗)/b , Ydef =

(
Y ∗def

)A/A∗ , and Ypl =
(
Y ∗pl

)p/p∗

where A∗, w∗f , and p∗ are the area, mask field width and corner protrusion of a

100×100mm2 reference mask, respectively.

From time-dependent cost and yield-dependent cost, overall mask cost is calcu-

lated. Let the calculated cost of very critical, critical and noncritical layers in a mask

set be costm,vc, costm,c, and costm,nc, respectively, and let the number of masks for cor-

responding mask layers be nm,vc, nm,c, and nm,nc, respectively. The total mask set cost

Costmaskset is calculated as

Costmaskset = costm,vc · nm,vc + costm,c · nm,c + costm,nc · nm,nc.

Table 5.1 summarizes 90nm mask cost with respect to the field sizes shown in

Table 4 of Pramanik et al. [147]. The numbers of very critical, critical and non-critical

layers for 90nm were assumed as 8, 8 and 12, respectively.

Scaled 45nm mask cost. We use the 90nm cost model to estimate mask set cost for

45nm technology, based on the following assumptions.

• Mask cost doubles at the introduction year of each successive technology node.

• Mask cost for a given technology decreases at the rate of 20% per year.

• The introduction years of 90nm, 65nm and 45nm are 2003, 2005, and 2007,

respectively.

• The number of mask layers for 45nm is 33 as predicted in the 2007 ITRS [11].

• The proportions of very critical, critical and non-critical layers are equal (i.e., 11

layers for each).
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Table 5.1: 90nm mask cost from Pramanik et al. [147].

Field in mask (mm×mm) 100×100 64×96 64×64 32×64 32×32

Field on wafer (mm×mm) 25×25 16×24 16×16 8×16 8×8

Die in mask (mm×mm) 32×32 32×32 32×32 32×32 32×32

Die on wafer (mm×mm) 8×8 8×8 8×8 8×8 8×8

Number of dies per field 9 6 4 2 1

Mask cost per layer

Very critical ($) 112,000 59,000 41,000 24,000 19,000

Critical ($) 28,000 20,000 15,000 11,000 9,000

Non-critical ($) 10,000 8,000 7,000 6,000 6,000

Mask set cost

Very critical ($) 896,000 472,000 328,000 192,000 152,000

Critical ($) 224,000 160,000 120,000 88,000 72,000

Non-critical ($) 120,000 96,000 84,000 72,000 72,000

Overall mask set cost ($) 1,240,000 728,000 532,000 352,000 296,000

These assumptions imply a 45nm mask cost that is 4×(0.8)(2011−2003) times the

90nm initial mask cost; the factor 4 is from the two technology generations, and the

mask cost is continuously reduced by 20% since the 90nm technology introduction

year 2003. Table 5.2 shows the calculated mask set cost for 45nm. We observe that this

cost is similar to the 90nm mask set cost, a conclusion that matches mask cost trends

across several recent technology nodes.

Litho cost model. Total manufacturing cost depends on throughput. A smaller field is

expected to cause lower throughput, since it requires a greater number of exposures. We

calculate lithography cost as a function of mask field size.

Parameters that affect lithography cost are number of exposures per wafer ne,

cost of a single exposure coste, and number of mask layers nm. The number of exposures

is inversely proportional to the mask field size, and is calculated as the total number

of dies per wafer divided by the number of dies per field. Then, litho cost per wafer

(coste · ne · nm) is multiplied by the number of wafers developed nw. Finally, the total
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Table 5.2: 45nm mask cost scaled from 90nm mask cost.

Mask field size (mm×mm) 100×100 64×96 64×64 32×64 32×32

Mask die size (mm×mm) 32×32 32×32 32×32 32×32 32×32

Number of dies per field 9 6 4 2 1

Mask cost per layer

Very critical ($) 75,162 39,594 27,515 16,106 12,751

Critical ($) 18,790 13,422 10,066 7,382 6,040

Non-critical ($) 6,711 5,369 4,698 4,027 4,027

Mask set cost

Very critical ($) 826,781 435,537 302,661 177,167 140,258

Critical ($) 206,695 147,640 110,730 81,202 66,438

Non-critical ($) 73,820 59,056 51,674 44,292 44,292

Overall mask set cost ($) 1,107,296 642,232 465,064 302,661 250,987

lithography cost Costlitho is calculated as

Costlitho = nw (coste,vc · ne,vc · nm,vc + coste,c · ne,c · nm,c + coste,nc · ne,nc · nm,nc)

where subscripts vc, c, and nc denote very critical, critical and noncritical layers, re-

spectively.

For 45nm lithography cost, we study three scenarios.

• Scenario 1: constant lithography cost. Cost of an exposure for very critical

(coste,vc), critical (coste,c) and non-critical (coste,nc) layers is assumed as $2.5,

$1.5 and $0.5, respectively, based on 90nm lithography cost estimation [147].

• Scenario 2: scaling by the lithography tool cost ratio. Lithography tool cost is

assumed as $40M, $49M, and $52M, for 45nm, 32nm and 22nm technologies

[148]. From curve-fitting of lithography tool cost with respect to technology gen-

eration, the 90nm tool cost is estimated as $29M. Then, scaling 90nm exposure

cost by 1.38 (= $40M / $29M) gives $3.45, $2.07 and $0.69 as the 45nm exposure

cost for critical, critical and non-critical layers, respectively.
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• Scenario 3: doubling at every technology generation. We also study a pessimistic

lithography cost scenario to see the impact of high lithography cost on mask strat-

egy. 45nm exposure cost for very critical, critical and non-critical layers is as-

sumed as $13.79, $8.28, and $2.76, respectively.

5.1.3 Parametric Yield Cost

Mask size affects not only mask yield, but also the parametric yield of the manu-

factured dies. We analyze how CD variation changes with respect to mask size. Figures

5.2(a) and 5.3(a) respectively show mask CD variation maps for 90nm and 65nm indus-

try products. The original mask size is approximately 52mm×132mm for both masks.

(a) 52mm x 132mm (b) 52mm x 66mm (c) 26mm x 66mm (d) 26mm x 33mm

Figure 5.2: Mask CD variation map for a 90nm product.

From the given CD measurement data, we analyze CD variations while decreas-

ing field size, as shown in parts (b), (c), and (d) of Figures 5.2 and 5.3. Figures 5.4

and 5.5 respectively show 3σ CD variations with respect to field size for the 90nm and

65nm masks. As field size decreases from 52mm×132mm to 26mm×33mm, the av-

erage of 3σ CD variations of the small subfields is reduced from 2.04nm (resp. 2.21nm)

to 1.37nm (resp. 1.77nm) for the 90nm (resp. 65nm) mask. Furthermore, if we are

allowed to choose the subfield with minimum CD variation out of all subfields, 3σ CD
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( ) 52 132 (b) 52 66 ( ) 26 66 (d) 26 33(a) 52mm x 132mm (b) 52mm x 66mm (c) 26mm x 66mm (d) 26mm x 33mm

Figure 5.3: Mask CD variation map for a 65nm product.

variation can be reduced to 1.10nm (resp. 1.08nm) for 90nm (resp. 65nm) mask, as

shown in the red-dotted traces in Figures 5.4 and 5.5.
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Figure 5.4: 3σ CD variation (nm) versus field size (mm2) for the 90nm mask CD map
in Figure 5.2.

Reduced variation in mask CD from a small-field strategy would contribute to

reduced variation in electrical characteristics on the manufactured wafer. Although we

did not have access to a unified CDU data set for both mask and wafer of a single design,

we have been able to analyze variations of (on-wafer) electrical characteristics in two

industry data sets with respect to the mask size.

The first data set consists of measured ring oscillator delay in a 65nm test chip

from Foundry A. There are 14 measurement points regularly placed in a 20×20mm2
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Figure 5.6: Measurement point locations in fields from Foundry A data in (a) and
Foundry B data in (b).

field as shown in Figure 5.6(a). The number of measured fields is 36,727. From this

data, we calculate delay variation (σ/µ) while changing the size of the sampling win-

dow to account for the impact of small field, as shown by the dotted boxes in Figure

5.6(a). The size and location of a sampling window together determine the measurement

points included. Table 5.3 summarizes σ/µ with respect to the sampling window height

and width. Given the yield of the full-size field, we normalize the delay variations of

different field sizes to that of the full-size field, and calculate corresponding parametric

yields. For instance, the number of standard deviations resulting in 90% yield is 1.645.

The delay variation of the 400mm2 full-size field of Foundry A is 2.995 as shown in

Table 5.3. The 3.126 delay variation from the 266.66mm2 field is equivalent to 1.576 (=

1.645×(2.995/3.126)) standard deviations, which gives 88.5% yield. Column 4 (resp. 5)
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of Table 5.3 shows the parametric yield, assuming that the parametric yield of a full-size

field is 90% (resp. 80%). The parametric yield improves as window size decreases.

Table 5.3: Delay variation and parametric yield with respect to field size in 65nm test
chip from Foundry A.

Width Height Area Delay variation σ/µ Yp,90 Yp,80

(µm) (µm) (mm2) (%) (%) (%)

20000 20000 400.00 2.995 90.0 80.0

13333 20000 266.66 3.126 88.5 78.0

8888 6500 57.77 2.749 92.7 83.7

2222 6500 14.44 1.897 99.1 95.7

The second data set consists of measured Id,sat in a 45nm test chip from Foundry

B. There are 17 measurement points in a 23×31mm2 field, as shown in Figure 5.6(b).

We again calculate Id,sat variation while changing sampling window size. Table 5.4

summarizes σ/µ of Id,sat variation with respect to the sampling window height and

width. We again assume that the yield of a full-size field is 90% (resp. 80%), then

normalize delay variation of different field sizes to that of the full-size field and calculate

parametric yields.

Figure 5.7 shows the relationship between parametric yield and field area for

both data sets. From linear regression, we obtain a parametric yield model with respect

to the normalized field area farea. The obtained parametric yield model is reflected in

the final cost model as a denominator in the lithography cost, assuming that more wafers

will be processed as parametric yield decreases. The linear parametric yield model is

Yp(farea) = (1− αfarea)

where α is 0.1296 (resp. 0.2657) when the yield of full-size mask is assumed to be 90%

(resp. 80%).
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Table 5.4: Id,sat variation and parametric yield with respect to field size in 45nm test
chip from Foundry B.

Width Height Area Id,sat variation σ/µ Yp,90 Yp,80

(µm) (µm) (mm2) (%) (%) (%)

22941 20418 468.42 3.209 90.0 80.0

16088 12937 208.13 2.945 92.7 83.7

6881 9239 63.57 2.421 97.1 91.0

7548 8312 62.74 1.687 99.8 98.5

6222 4855 30.20 2.266 98.0 93.0

5999 4385 26.31 2.368 97.4 91.7

5617 3698 20.77 1.501 100.0 99.4

3640 2994 10.90 2.153 98.6 94.4

2360 4385 10.35 1.085 100.0 100.0

3172 75 0.24 1.042 100.0 100.0

5.1.4 Overall Manufacturing Cost Comparison

Finally, the overall manufacturing cost considering parametric yield is calculated

as

Costall = nregen · Costmaskset + Costlitho/Yp

where nregen is the number of mask regenerations considering mask wearout.1

Figure 5.8 shows overall manufacturing cost with respect to varying numbers

of dies per field, as the number of wafers processed is increased. This comparison

assumes 90% parametric yield for a full-size field. All values are normalized to the cost

of processing 10 wafers with a 100×100mm2 field.

For Scenario 1 shown in Figure 5.8(a), we can observe that below 100 wafers,

fewer dies per field can have lower cost than the full-size field (i.e., 9 dies per field)

case: up to 20 wafers, 2 dies per field has best cost; between 20 and 40 wafers, 4 dies

per field has best cost; and between 50 wafers and 100 wafers, 6 dies per field has best
1We assume that the mask set must be regenerated every 86,000 exposures, which is the number of

exposures for 1,000 300mm wafers with a 25×25mm2 full-size field. With a small field, nregen increases
due to the increase in the number of exposures per wafer.
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Figure 5.8: Overall manufacturing cost in y-axis versus the number of wafers
processed. Cost values are normalized to the cost of processing 10 wafers with a

100×100mm2 field.

cost. The benefit of small-size field (i.e., SLR) is reduced as lithography cost increases.

This is seen in Figures 5.8(b)-(c): for Scenario 2, the full-size field has best cost when

more than 70 wafers are processed; and for Scenario 3, the full-size field has best cost

when more than 10 wafers are processed.

5.1.5 Defect-Aware Parametric Yield for EUVL

In this subsection, we compare parametric yield due to EUVL mask defects for

various reticle strategies. To calculate defect-aware parametric yield, we first randomly
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distribute defects on a mask blank. At the same time, we extract timing-critical regions

from a design using signoff timing analysis and placement information. We then check

whether any defect in a mask blank overlaps with any timing-critical region. The over-

lapping of defects and timing-critical regions varies with the reticle strategy and the

location of the field on a mask blank. We estimate the yield from Monte Carlo simula-

tion.

Defect density and distribution. Burns et al. [44] assume 10 to 55 defects per mask;

Heuvel et al. [90] use a mask with 0.72 known defects/cm2 in their experiments, and

find around 200 defects from inspection. Early EUVL mask blanks contain thousands

of defects. With steady improvements in blank generation, the detectable defect count,

with first-generation mask-blank inspection tools limited to detecting 80nm defect size,

was reduced to hundreds in 2007. However, the number of defects increases again by

more than an order of magnitude when detectable defect size is reduced from 80nm

to 50nm by advances in inspection technology [44]. Among the detectable defects,

defects that change feature size by more than 10% are regarded as critical defects in

the ITRS [11]. Burns et al. [44] assume defect sizes of 146nm to 3,690nm in their

defect-avoiding mask alignments, while the ITRS specifies that the critical defect size

for EUVL masks is 41nm in 2009 and reduces to 16nm in 2024 [11].

We focus on substrate defects, which are the majority (e.g., 75% in [149]) of

EUVL mask defects. These substrate defects are randomly placed in a typical 150mm×
150mm mask blank. The used testcase has 8mm×8mm area, and we assume that 16

(4×4) dies can be fit into the full-size reticle. Assumed defect densities are summarized

in Table 5.5. Up to 2.222 defects/cm2 in a mask blank in Table 5.5 may be realistic, but

we also examine much larger defect densities to account for future inspection technology

improvements and/or early stages of technology introduction.

For a given defect density, we distribute the defects in two ways.

• Uniform random. The number of defects per mask blank is calculated from the

given defect density, and defect location coordinates are determined by uniformly

random number generation between 0 and mask blank size in x and y respectively.

• Decentered Gaussian. The number of defects per mask blank is calculated from

the given defect density, and defect locations are sampled from a decentered Gaus-
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Table 5.5: Assumed defect densities.

Field size (1×) #Defects Mask blank size (4×) Defect density (/cm2)

(cm × cm) per mask blank (cm × cm) in a mask blank (4×)

3.2 × 3.2 10 15.0 × 15.0 0.044

3.2 × 3.2 50 15.0 × 15.0 0.222

3.2 × 3.2 100 15.0 × 15.0 0.444

3.2 × 3.2 500 15.0 × 15.0 2.222

3.2 × 3.2 1000 15.0 × 15.0 4.444

3.2 × 3.2 5000 15.0 × 15.0 22.222

sian distribution. The decentered Gaussian distribution is composed of two Gaus-

sian distributions: for x- (y-)coordinates, one mean is located at the left (bottom)

boundary of the mask blank, and the other mean at the right (top) boundary of the

mask blank. We take one-sixth of the mask blank width (height) as the sigma of

the Gaussian distribution.

Defect and impact on circuit timing. Clifford et al. [59] show that square defects

at the substrate with widths varying from 60nm to 90nm all result in around 50-60nm

defect widths at the final multi-layer (ML) EUVL mask surface, and that defect heights

can vary from 1.5nm to 5.5nm. CD on wafer varies mainly with the defect height at the

top of the ML surface; Clifford et al. also propose a simple linear equation to calculate

CD variation (∆L) from the surface defect height as

∆L =

√
INoDefect (mDefect · hSurfaceDefect + bDefect)

ImageSlope
(5.2)

where hSurfaceDefect is the defect height at the top of the ML surface, INoDefect is the im-

age intensity without defects, ImageSlope is the slope of the aerial image, and mDefect

and bDefect are fitting parameters. According to the equation, different volume sizes of

defects change heights of surface defects, and thus result in different CD and circuit

timing. Table 5.6 summarizes the defect heights assumed in this work, and their respec-

tive impacts on CD and timing. To calculate ∆L, we use Equation (5.2) with the same

parameters used by Clifford et al. [59]. To quantify the impact of ∆L on timing, we
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measure delay variation (∆T ) from the nominal worst-case delay of a most frequently

used cell (i.e., 2-input NAND gate) in the used testcase with respect to transistor gate

length variation, using a 45nm open-source design kit [14].

Table 5.6: Surface defect height, CD variation (∆L), and resulting timing variation
(∆T ) from a 45nm open-source design kit [14].

Height (nm) ∆L (nm) ∆T (ps)

1 1.03 2.00

2 3.06 5.87

4 7.11 13.41

8 15.22 28.27

From the delay variation due to defects, we can estimate parametric yield. When

a defect is located on a timing-critical cell whose slack is less than ∆T of the defect, the

die will fail due to timing errors and is counted as a yield loss.2

Reticle strategies. We consider various reticle strategies as illustrated in Figure 5.9.

• Case 1: SLR-L

• Case 2-A: MLR with defects on every layer (i.e., region) having the same impact

on timing

• Case 2-B: MLR with defects only on critical layers (e.g., poly) affecting timing

• Case 3-A: SLR-S with mask location selected randomly in a 2-D lattice of avail-

able locations in a mask blank

• Case 3-B: SLR-S with mask location selected as the lowest defect-density region

in a 2-D lattice of available locations in a mask blank

• Case 4: SLR-S with mask generated at the lowest defect-density region with no

restriction in the location3

2We ignore the fact that multiple defects on a timing path (i.e., the sum of timing variations from
multiple defects) can cause a timing failure even though none of the defects individually causes a timing
failure.

3Case 3-B maximizes the number of available masks per mask blank (e.g., 9 fields), but Case 4 may
not.
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Figure 5.9: Reticle strategies: (a) SLR-L, (b) MLR with same weight for
all layers (top) and different weights for different layers (bottom),

(c) SLR-S with random location (top-left) and lowest defect
location in a gridded mask blank (bottom-left), and with optimal

location (right).

Intuitively, one can expect that Case 1 and Case 2-A should have the same yield

when all layers have the same sensitivity to defects, since overall yield is a cumulative

yield of all layers for both cases. Case 1 and Case 2-B should have the same yield

when only one critical layer (e.g., poly) is sensitive to defects. In both cases, yield only

depends on the yield of the critical layer. Additionally, Case 2-B and Case 3-A should

have the same yield, since both cases use the same region in the mask blank. Case 4 will

clearly have better yield than Case 3-B, since Case 4 has no constraints for the location

of the mask. Case 3-B will have better yield than Case 3-A, since Case 3-B can use the

region with lowest defect density out of nine available regions in a mask blank. Hence,

assuming that only defects on critical layers have impact, there are four distinct cases:

Case 1, Case 2-B, Case 3-B and Case 4.

Yield calculation. We calculate timing-critical regions in a design from a signoff static

timing analysis. We find a list of timing-critical cells whose timing slack is less than

the timing variation due to defects (∆T ), and obtain a list of bounding boxes of timing-
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critical cells from placement information (e.g., Design Exchange Format (DEF) [4]).

Using the timing-critical regions in a die and randomly-placed defect regions in a mask

blank, we check whether any defect region overlaps with any timing-critical regions

of dies in a field. If there is an overlap, the die is regarded as failed. This geometric

manipulation saves simulation time that would otherwise be required to perform actual

timing analysis with defect-induced linewidth variation.

We note that Case 4 shows zero yield loss with the reasonable defect densities

that we assumed. Although Case 4 can have a yield loss with very high defect densities,

the runtime for the overlap checking increases excessively. Hence, for Case 4, we cal-

culate a lower bound for defect density which incurs a yield loss, instead of performing

the overlap checking.

To calculate a lower bound of defect density, we define the following sets of

regions.

• SC : set of timing-critical regions in a field, i.e., a list of bounding boxes of timing-

critical cells that would result in parametric failure if intersected with a defect

location

• SF : set of forbidden regions in a mask blank where mask origin should not be

located, to avoid overlap of defect regions with SC

• SP : set of feasible regions in a mask blank where mask origin can be located with

no overlaps between SF and SC
4

Figure 5.11 illustrates a simple example of the forbidden region calculation for a single

point defect and a timing-critical cell. When a defect p is located at (px, py) in a mask

blank, and there is one timing-critical region r at (rx, ry) with width of rw and height

of rh, the mask origin should not be placed in the red region defined by the lower-left

corner at (px − rx − rw, py − ry − rh) and the upper-right corner at (px − rx, py − ry)

as shown in Figure 5.11. If the mask origin is placed in the red region, timing-critical

region r must be overlapped by the defect.5 Figure 5.10 shows the procedure to calculate

4SP is calculated by subtracting SF from the bounding box of the entire mask blank
5For defects with nonzero area, the calculation method is similar, with the dimensions of a forbidden

region expanded by the width and height of defects.
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SF for a single defect. Each defect defines |SC | rectangular regions in SF , and we iterate

the procedure for all defects in the mask blank to obtain SF .

Algorithm: FORBIDDEN REGION
Input: defect p at (px, py)
Output: forbidden region SF (p)

SF (p)← Ø

for each timing-critical region r ∈ SC

calculate a defect region f (x1, y1, x2, y2) by

x1← px - (rx + rw)

y1← py - (ry + rh)

x2← px - rx

x2← py - ry

SF (p)← SF (p) ∪ f

end

Figure 5.10: Procedure to calculate forbidden regions due to a single defect.

With a pessimistic assumption that no forbidden regions due to different defects

intersect each other, the area of SF , which is the union of all forbidden regions, is

simply calculated as the area of SC multiplied by the number of defects. As the number

of defects increases, the area of SF increases and the area of SP decreases. When the

area of SF is equal to the area of the mask blank, the area of SP reaches zero and

Case 4 must have a yield loss regardless of the choice of the mask location. Hence,

a lower bound on the number of defects needed to cause yield loss is calculated as

Area(SP0)/Area(SC) where SP0 is the area of feasible region without defects. SP0

is calculated as (widthfield − widthdie) × (heightfield − heightdie). If the number of

defects does not exceed the lower bound, then there must exist a nonempty subset of the

feasible region within which a die can be located, and hence Case 4 would have 100%

yield.
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Figure 5.11: An example of forbidden region calculation for a single defect.

5.1.6 EUVL Parametric Yield Comparison

We calculate parametric yield due to EUVL defects for a given number of mask

sets, i.e., 1,000 sets. We furthermore evaluate the parametric yield sensitivity to defect

parameters, such as defect density d, defect height h, defect influence distance r, and

defect distribution method m.

Defect density versus parametric yield. The first experiment compares the paramet-

ric yield changes due to defect density. For this experiment, other parameters are fixed

in reasonable ranges. Defect height is assumed as 4nm and defect influence distance is

assumed as 30nm in wafer (120nm in reticle), which is 2× full width at half maximum

(FWHM) of typical surface defects reported by Clifford et al. [59]. Defects are assumed

to have a uniform random distribution. Figure 5.12 compares parametric yields of var-

ious reticle strategies. Case 2-B has the worst yield, since it assumes that a possible

problematic mask for a critical layer in MLR is used for all dies. Case 1 has better yield

than Case 2-B, but still has lower yield than other two cases, since several of the dies in

a field can be affected by defects. Case 4 shows perfect yield, since there is large flexi-

bility to place a critical layer on a mask blank avoiding defects,6 and Case 3 shows the

6Area(SC) of the testcase is 22,443.4µm2 with 250nm defect influence distance in wafer (1000nm
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second best yield. While the yield trends are clear, we note that the differences between

cases are not significant in the range of reasonable defect densities.
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Figure 5.12: Defect density versus yield for various reticle strategies. 4nm defect
height and 120nm (4×) defect influence distance are assumed, with defects uniformly

distributed.

Defect height versus parametric yield. The second experiment assesses parametric

yield changes due to defect height. Since defect height determines the CD variation,

it will affect timing and hence the timing-critical area in a design (i.e., SC). For this

experiment, defect density is fixed in the range of 0.444-2.222 defects/cm2, defect influ-

ence distance is assumed as 30nm, and defects are assumed to have a uniform random

distribution. Figure 5.13 compares parametric yields of various reticle strategies. We

observe that parametric yield is not significantly changed due to the defect height. The

reason is that the timing-critical region is relatively small compared to the entire field

area, and this swamps even the assumption of a pessimistic defect height, e.g., 8nm.

Defect influence distance versus parametric yield. The third experiment assesses

parametric yield impact of the defect influence distance. We examine zero influence

defect distance (i.e., point defect), a reasonable influence distance (i.e., 2× FWHM of

in reticle), and Area(SP0) is 576mm2 (= (32mm - 8mm)2). The lower bound of the number of defects
Area(SP0)/Area(SC) is 25,665. As long as the number of defects is less than 25,665, Case 4 has 100%
yield.
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Figure 5.13: Defect height versus yield for various reticle strategies. 0.444-2.222
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typical surface defects), and a very large influence distance (i.e., 1,000nm in reticle

(250nm in wafer)), with 4nm defect height and uniform defect distribution.7 Figure

5.14 compares parametric yields for various reticle strategies. We see that the yield

sensitivity to defect influence distance is negligibly small. For 0 and 120nm distance,

there is almost no difference. With a larger defect influence of 1,000nm in reticle, yield

is reduced, but the yield loss is still insignificant. This again may be attributed to the

relatively small timing-critical region in a design.

Defect distribution versus parametric yield. Finally, Figure 5.15 assesses the yield

difference between uniform and decentered-Gaussian defect distributions. Case 4 still

shows perfect yield. In addition, Case 3-B with decentered Gaussian distribution also

shows perfect yield, since the dies near the center of 16 (= 4 × 4) possible locations

have low defect probability due to the construction of the decentered Gaussian distri-

bution. However, the worst case of Case 2-B, where field location is chosen along the

boundary of the mask blank, shows a sharp yield loss. Except for Case 2-B, yield with

the decentered Gaussian defect distribution is higher than yield with the uniform defect

7Although typical mask defect size is as small as < 100nm, the map of defect locations produced
by the inspection process may not be accurate (e.g., around 500nm resolution in x- and y-coordinates,
respectively). Hence, the case of 1,000nm defect influence distance may not be overly pessimistic.
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distribution.

Significance of EUVL defectivity. From the experiments, the major observations are

summarized as follows.

• As defect density increases, parametric yield decreases.

• As defect height increases, parametric yield decreases.

• As defect influence distance increases, parametric yield decreases.

• A decentered Gaussian random distribution of defect locations reduces the para-

metric yield loss. In particular, when we are looking for a best location for a

critical layer to be placed in a mask blank, the decentered Gaussian assumption

gives lower defect density near the center of the mask blank.

These observations are fairly intuitive, and they support the notion that defects should

be accurately identified and cleaned up as much as possible to mitigate potential defect-

induced parametric yield loss. Interestingly, however, experimental results indicate that

the parametric yield loss due to mask blank defects may not be as significant as has

been recently thought by most EUVL researchers. The main reason is that in typical

designs the timing-critical region that can be affected by mask blank defects is quite

small relative to the entire design area. Table 5.7 shows the relative size of the timing-

critical region of several real designs implemented in 65nm and 45nm technologies.

(The testcase used for yield calculation is based on an MPEG2 core in Row 3 of Table
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Figure 5.15: Defect distribution methods versus yield for various reticle strategies.
Defects with 4nm height and 120nm (4×) influence distance are distributed.

5.7.) Hence, as long as the relative size of the timing-critical region does not increase

significantly, mask blank defectivity may not be the most critical issue for near-term

EUVL adoption, and more attention and investment can be directed to other technical

hurdles for EUVL.

Table 5.7: Proportion of timing-critical regions in real designs. Area of timing-critical
region is calculated as the sum of areas of cells for which timing slack is less than 20ps.

65nm 45nm

Design Timing-critical area (%) Design Timing-critical area (%)

MPEG2 1.077 AES45 2.068

AES65 1.746 JPEG45 0.187

JPEG65 0.442

5.2 Timing Yield-Aware Dose Map Optimization

Critical dimension (CD) variation is a dominant factor in the variation of delay

and leakage current of transistor gates in integrated circuits. With advanced manufac-

turing processes, CD variation is worsening due to a variety of systematic variation
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sources at both within-die and reticle- or wafer-scale; the latter sources include radial

bias of spin-on photoresist thickness, etcher bias, reticle bending, uniformity of wafer

starting materials, etc [100]. A statistical leakage minimization method is proposed

in [40], which obtains significant improvement in total leakage reduction by simulta-

neously varying the threshold voltage, gate sizes and gate lengths. Gupta et al. [85]

proposed to apply gate-length (CD) biasing only on the devices in non-critical paths for

leakage power control without negative effects on timing.

A recent technology from ASML, called Dose Mapper [196, 94], allows for

minimization of ACLV (Across-Chip Linewidth Variation) and AWLV (Across-Wafer

Linewidth Variation)8 using an exposure dose (or, simply, dose) correction scheme.

Dose Mapper in the ASML tool parlance exercises two degrees of control, Unicom and

Dosicom [145], which respectively change dose profiles along the lens slit and the scan

directions of the step-and-scan exposure tool.

Today, the Dose Mapper technique is used solely (albeit very effectively – e.g.,

[157]) to reduce ACLV or AWLV metrics for a given integrated circuit during the man-

ufacturing process. However, to achieve optimum device performance (e.g., clock fre-

quency) or parametric yield (e.g., total chip leakage power), not all transistor gate CD

values should necessarily be the same. For devices on setup timing-critical paths in a

given design, a larger than nominal dose on the poly layer (causing a smaller than nom-

inal gate CD) will be desirable, since this creates a faster-switching transistor. On the

other hand, for devices that are on hold timing-critical paths, or in general that are not

setup-critical, a smaller than nominal dose on the poly layer (causing a larger than nomi-

nal gate CD) will be desirable, since this creates a less leaky (although slower-switching)

transistor. What has been missing, up to now, is any connection of such “design aware-

ness” – that is, the knowledge of which transistors in the integrated-circuit product are

setup or hold timing-critical – with the calculation of the Dose Mapper solution.9 The

Zeiss/Pixer Critical Dimension Control (CDC) technology [29] also enables adaptivity

in the manufacturing flow to meet the required CD specifications. The CDC technology

8ACLV is primarily caused by the mask and scanner, while AWLV is affected by the track and
etcher [159].

9Optimization of gate CDs according to setup or hold timing (non-)criticality has been used by [85].
What we propose below uses a coarser knob (i.e., the dose map) for design-aware gate CD control, but
has the advantage of not requiring any change to the mask or OPC flows.
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modifies the local mask transmissivity (which translates into local CD changes on the

wafer during the lithography process) without removing the pellicle, thus allowing for

tool installations either at the mask manufacturing site, or at the fab line. In this section,

we focus on the Dose Mapper technology for tuning of transistor gate dimensions.

5.2.1 Preliminaries of Dose Map Optimization

Dose mapper fundamentals. Figure 5.16 shows the intrafield Dose Mapper concept.

In Figure 5.16, the slit exposure correction is performed by Unicom. The actuator is

a variable-profile gray filter inserted in the light path. The default filter has a second-

order (quadratic) profile, and ASML [1] recommends use of a quadratic slit profile to

model data in the slit direction. It is also possible to obtain a customized profile: lithog-

raphy systems with Unicom (e.g., the ASML XT:1700i machine) support a slit profile

represented by polynomials of up to the 6th order in the dose recipe. Overall, a correc-

tion range of ±5% can be obtained with Unicom for the full field size of 26mm in the

X-direction.

Scan exposure correction is realized by means of Dosicom, which changes the

dose profile along the scan direction. The dose generally varies only gradually during

scanning, but the dose profile can contain higher-order corrections depending on the

exposure settings. The dose set, Dset(y), is used to model parameters for a dose recipe

formed of Legendre polynomials (Legendre functions of the first kind) as

Dset(y) =
8∑

n=1

LnPn(y) (5.3)

where y is a floating variable (|y| ≤ 1) related to the scan position, Ln are Legendre

coefficients, and Pn(y) are Legendre polynomials of variable y. Up to eight Legendre

coefficients can be supported. The correction range for the scan direction is ±5% (10%

full range) from the nominal energy of the laser. When the requested x-slit and y-scan

profiles are sent to the lithography system, they are converted to system actuator settings

(one Unicom shift for all fields, and a dose offset and pulse energy profile per field).

Dose sensitivity is the relation between dose and critical dimension, measured as

CD [nm] per percentage [%] change in dose. Increasing dose decreases CD as shown in
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Figure 5.16: Unicom and Dosicom, which respectively change dose profiles in slit and
scan directions. Figure reproduced from [2].
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Figure 5.17: Dose sensitivity: increasing dose (red color) decreases the CD [1].
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Figure 5.17, i.e., the dose sensitivity has negative value. To calculate the dose sensitivity

(4CD/4E, [nm/%]), a Focus-Exposure Matrix (FEM) must be exposed on a product

wafer for each product layer using standard production settings for reticle (e.g., 6%

attPSM), resist and illumination.

Dose map optimization problem. The design-aware dose map problem, for the ob-

jective of timing yield and leakage power, can be stated as follows. Given placement P

with timing analysis results, determine the dose map to improve timing yield as well as

reduce total device leakage. We have studied two dose map optimization problems with

different objectives: the first seeks to minimize total leakage power under a clock period

upper bound constraint, and the second seeks to minimize clock period under a leakage

power upper bound constraint. These two optimizations are respectively formulated as

a quadratic program (QP) and as a quadratically constrained program (QCP), and are

solvable using efficient commercial solvers [10].

In the following, for simplicity of exposition we assume that the reticle area

taken up by a single copy of the integrated circuit is the same as the area of the exposure

field. In practice, the exposure field will contain one or more copies of the integrated

circuit being manufactured. It is simple to extend the proposed algorithms to the case

where the exposure field contains multiple copies of the integrated circuit being manu-

factured: smoothness or gradient constraints are scaled, and multiple copies of the dose

map solution are tiled horizontally and vertically.

For the dose map optimization problem, we partition the exposure field into a set

of rectangular grids R = |ri,j|M×N on both active and poly layers, where the (uniform)

width and height of rectangular grid ri,j are both less than or equal to a user-specified pa-

rameter G. G controls the granularity of the dissected rectangular grids: a smaller value

of G corresponds to a larger number of rectangular grids, along with a more precisely

specified new dose map and better timing yield and/or leakage power improvement.

However, G cannot be set too small, due to Dose Mapper equipment limitations. In gen-

eral, G can be determined so as to balance between Dose Mapper equipment constraints

and timing yield and/or leakage power improvement. While different values of G may

be used for different layers, we assume in the following that the same G values are used

for both active and poly layers. Dose map optimization using different granularities of
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the partitioned rectangular grids is tested and discussed in Section 5.2.4.

Our discussion will focus on dose map optimization for the poly layer, i.e., for

modulation of gate length. We have also tried dose map optimization on both the active

and poly layers to simultaneously modulate gate width and length when optimizing

timing and leakage power. We now state circuit delay and leakage power estimation

equations, as well as our problem formulations, considering both gate width and gate

length variations.

Circuit delay and leakage power calculation. We assume that dose sensitivity Ds

has the typical value of -2nm/% [157]. Gate length and gate width change linearly with

dose tuning, i.e., ∆Lp = Ds × dP
i,j(p) and ∆Wp = Ds × dA

i,j(p), where ∆Lp is the

change in gate length of gate p, ∆Wp is the change in gate width of gate p, and dP
i,j(p)

and dA
i,j(p) are percentage values which specify the relative changes of dose for poly and

active layers in the rectangular grid ri,j wherein gate p is located.

tPLH

tPHL

Figure 5.18: Delay of an inverter versus gate length.

Figure 5.18 shows SPICE-calculated delay values as gate lengths are varied in

an inverter that is implemented in 65nm technology with equal channel lengths of the

PMOS and NMOS devices. Figure 5.19 shows SPICE-calculated inverter delay values

as gate widths of the PMOS and NMOS devices are changed by the same delta value.

In Figures 5.18 and 5.19, tPLH and tPHL respectively denote the low to high propaga-
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tPLH

ttPHL

Figure 5.19: Delay of an inverter versus change in gate width.

tion delay and the high to low propagation delay. From the two figures, the gate delay

varies linearly with both gate length and gate width around the nominal feature size

(i.e., 65nm) and the original transistor widths. Background experiments test Liberty

[24] nonlinear delay model tables of 36 different 65nm standard cell masters, and con-

firm in all cell masters such an approximate linear relationship at each pair of input slew

and load capacitance values. Similar studies at 90nm are conducted in [96].

When gate length and/or gate width changes in a small range, the effects of the

change on other topologically adjacent gates are typically small.10 Hence, we assume

that the gate delay decreases linearly as the gate width increases, and increases linearly

as the gate length increases. Since gate length (resp. width) changes linearly when the

dose on the gate for poly (resp. active) layer varies, there is a linear relationship between

the change of gate delay and the change of exposure dose on the gate for both poly and

active layers, i.e., ∆tp = t′p − tp = Ap × ∆Lp + Bp × ∆Wp = Ap × Ds × dP
i,j(p) +

Bp × Ds × dA
i,j(p). Here, tp and t′p are the delay values of gate p before and after the

percentage dose changes dP
i,j(p) and dA

i,j(p) on poly and active layers in the rectangular

10We recognize that off-path loading, slew propagation, and crosstalk timing windows can all change,
and will be eventually accounted for precisely by golden signoff analysis. However, we assume in the
proposed optimization framework – as is fairly standard in the sizing literature – that these effects are
negligible, and we validate our experimental results below with golden signoff analysis.
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grid ri,j where gate p is located, ∆Lp and ∆Wp are the changes in gate length and gate

width of gate p, and Ap and Bp are fitted parameters that are dependent on input slew

and load capacitance of each gate. In other words, for each distinct standard cell, and for

each combination of input slew and load capacitance, different values of Ap and Bp are

obtained from processing of Liberty nonlinear delay model tables. Total runtime of this

procedure for a subset of a 65nm production standard-cell library (36 combinational

cells and 9 sequential cells) is less than 1 minute on a single processor using our Liberty

processing and curve-fitting utility. The fitted parameters can also be used to compute

the change in gate delay when only the dose on poly layer changes (i.e., with only gate

length modulation), in which case the dose change on active layer (dA
i,j(p)) is 0.

For circuit delay calculation, without loss of generality we consider a combina-

tional circuit with n gates as in [52]. Sequential circuits may be addressed similarly,

e.g., by ‘unrolling’ them into combinational circuits that traverse from primary inputs

and sequential cell outputs, to sequential cell inputs and primary outputs. For a given

combinational circuit, we add to the corresponding circuit graph one fictitious source

node which connects to all primary inputs, and one fictitious sink node which connects

from all primary outputs. Nodes are indexed by a reverse topological ordering of the

circuit graph, with the source and sink nodes indexed as n + 1 and 0, respectively.
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Figure 5.20: Average leakage of an inverter (INV X1) versus gate length (VDD =
1.0V, Temperature = 25◦C, Process = TT).

Figure 5.20 shows SPICE-calculated average transistor leakage values with sim-
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Figure 5.21: Average leakage of an inverter (INV X1) versus the change in gate width
(VDD = 1.0V, Temperature = 25◦C, Process = TT).

ulation condition (VDD = 1.0V, Temperature = 25◦C, Process = TT (i.e., typical corner

of NMOS and PMOS)) as gate lengths are varied in a minimum-size inverter that is

implemented in 65nm technology, where channel lengths of the PMOS and NMOS de-

vices are equal. Figure 5.21 shows SPICE-calculated average transistor leakage values

with the same inverter and simulation condition, as all channel widths of the PMOS and

NMOS devices are changed by the same delta value. The figures show that leakage

varies exponentially with gate length and linearly with the change in gate width, around

the nominal feature size (i.e., 65nm) and the original transistor widths. We have also

performed background experiments on Liberty leakage values of 36 different standard

cell masters, and confirmed these exponential (linear) relationships between leakage

and gate length (width). Similar analyses for the 90nm technology node can be found

in [96]. In the optimization, we assume that the change of leakage power of a gate is a

quadratic function of the change in gate length11 and a linear function of the change in

gate width, i.e., ∆Leakage(∆Lp, ∆Wp) = αp × (∆Lp)
2 + βp ×∆Lp + γp ×∆Wp for

gate p. The calculation of the change in total leakage power of the gates in the circuit is

given by Equation (5.4). Note that the parameters αp, βp and γp are gate-specific, i.e.,

different values of the parameters are used for different types of gates. Similar to the

11We recognize that leakage power is exponential in gate length. We use a quadratic approximation to
facilitate the problem formulation and solution method.
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computation of gate delay, the fitted parameters can also be used to compute the change

in leakage power when only the dose on poly layer changes, in which case there is no

dose change on active layer (i.e., ∆Wp = 0).

∆Leakage =
∑M

i=1

∑N
j=1

∑
p∈ri,j

αp ×D2
s × dP

i,j(p)
2

+βp ×Ds × dP
i,j(p) + γp ×Ds × dA

i,j(p)

(5.4)

5.2.2 Problem Formulation of Dose Map Optimization

For simplicity, we do not include dose-dependent change of wire delay in the

proposed problem formulation; note that a dose map optimization on the poly and ac-

tive layers will not affect wire layout patterns, and thus will not affect golden wire

parasitics. In our proposed implementation, wire delay is obtained from golden static

timing analysis reports and added in between gates.

Assume that the original dose in the chip area is uniform. The goal of the design-

aware dose map optimization (DMopt) is to tune the dose maps on poly and active

layers simultaneously to adjust the channel lengths and widths of the gates and thereby

optimize circuit delay and/or total leakage power, subject to upper and lower bounds

on delta dose values per grid, and a dose map smoothness bound to reflect the fact

that exposure dose must change gradually between adjacent grids. In the following

problem formulations, we use delta leakage instead of total leakage power to facilitate

the computation. By minimizing (or, constraining) delta leakage, i.e., the change in

total leakage power, the total leakage power will be minimized (or, constrained). To

compute delta leakage power, three fitted parameters (i.e., αp, βp and γp) are needed as

in Equation (5.4). However, to compute the total leakage power, four fitted parameters

are needed (i.e., a constant item is needed besides coefficients αp, βp and γp) because

we assume a quadratic relation between the change in leakage power and the change

in doses on active and poly layers. Since delta leakage is sufficient for the following

problem formulations, we use delta leakage rather than total leakage power to avoid the

constant item in the estimation.
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Design-aware dose map optimization on the poly layer. The design-aware dose map

optimization for poly layer can be formulated as a quadratic program or a quadratic

constraint program based on different types of constraints (i.e., linear or quadratic).

First, we optimize dose map on the poly layer for improved leakage under tim-

ing constraints. The optimization problem on poly layer is formulated as a quadratic

program as follows.

• Objective: minimize ∆Leakage

• Subject to:

L ≤ dP
i,j ≤ U ∀ i ∈ [1, M ], j ∈ [1, N ] (5.5)

|dP
i,j − dP

i+1,j+1| ≤ B ∀ i ∈ [1, M − 1], j ∈ [1, N − 1]

|dP
i,j − dP

i,j+1| ≤ B ∀ i ∈ [1, M ], j ∈ [1, N − 1]

|dP
i,j − dP

i+1,j| ≤ B ∀ i ∈ [1, M − 1], j ∈ [1, N ]

(5.6)



aq ≤ T ∀ q ∈ fanin(0)

ar + t′q ≤ aq ∀ r ∈ fanin(q) (q = 1, · · · , n)

0 ≤ an+1

t′p = tp + Ap ×Ds × dP
i,j(p) (p = 1, · · · , n)

(5.7)

T ≤ τL (5.8)

Equation (5.5) specifies the correction ranges on the dose for the poly layer,

where L and U are user-specified or equipment-specific lower and upper bounds on the

dose change. Equations (5.6) specify smoothness constraints on the dose for the poly

layer, i.e., that the doses in neighboring rectangular grids should differ by a bounded

amount.12 Equation (5.7) specifies the delay constraint when the delays of the gates are

scaled during the dose adjustment process. In Equation (5.7), aq represents the arrival

time at node q, which is the maximum delay from source node 0 to node p; dP
i,j(p) is the

change in percentage of dose in rectangular grid ri,j on the poly layer in which gate p

12The dose generally varies gradually. To reflect the gradual property of dose profiles, the smoothness
constraint is specified.
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is located. The parameter Ap is gate-specific, and different values of the parameters are

used for different types of gates as well as for gates of the same type that have different

input slews and load capacitances. Equation (5.8) captures the user-specified upper

bound (i.e., τL) on the delay of the longest path in the circuit. The calculation of the

change in total leakage power of the gates ∆Leakage in the circuit is given by Equation

(5.4), where only poly layer related leakage (i.e., αp×D2
s×dP

i,j(p)
2
+βp×Ds×dP

i,j(p))

is computed. Since the constraints are linear and the objective is quadratic, this gives a

quadratic program instance.

Second, we optimize dose map on the poly layer for improved timing under

leakage constraints. The optimization problem on the poly layer is formulated as a

quadratically constrained program as follows.

• Objective: minimize T

• Subject to: Equations (5.5), (5.6), (5.7), and

∆Leakage ≤ ξL (5.9)

Equations (5.5), (5.6), and (5.7) are as discussed in the previous problem formu-

lation. Equation (5.9) specifies the constraint on the change in the total leakage power

of all cell instances, where ξL is a user-specified parameter for the constraint. Since

the constraint in Equation (5.9) is quadratic and the objective is linear, this yields a

quadratically constrained program instance.

Design-aware dose map optimization on both poly and active layers. First, we

optimize dose map on both poly and active layers for improved leakage under timing

constraints. The optimization problem on both poly and active layers is formulated as a

quadratic program as follows.

• Objective: minimize ∆Leakage

• Subject to: Equations (5.5), (5.6), and

L ≤ dA
i,j ≤ U ∀ i ∈ [1, M ], j ∈ [1, N ] (5.10)
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|dA

i,j − dA
i+1,j+1| ≤ B ∀ i ∈ [1, M − 1], j ∈ [1, N − 1]

|dA
i,j − dA

i,j+1| ≤ B ∀ i ∈ [1, M ], j ∈ [1, N − 1]

|dA
i,j − dA

i+1,j| ≤ B ∀ i ∈ [1, M − 1], j ∈ [1, N ]

(5.11)



aq ≤ T ∀ q ∈ fanin(0)

ar + t′q ≤ aq ∀ r ∈ fanin(q) (q = 1, · · · , n)

0 ≤ an+1

t′p = tp + Ap ×Ds × dP
i,j(p)

+ Bp ×Ds × dA
i,j(p) (p = 1, · · · , n)

(5.12)

T ≤ τWL (5.13)

Similar to Equations (5.6) for the poly layer, Equations (5.10) specify the cor-

rection ranges on the dose for the active layer. Equations (5.11) specify smoothness

constraints on the dose for the active layer, and Equations (5.12) specify the delay con-

straint when the delays of the gates are scaled during the dose adjustment process on

both poly and active layers. The variables ap and dP
i,j(p) are defined as in Equation

(5.7), and dA
i,j(p) is the change in percentage of dose in grid ri,j on the active layer

wherein gate p is located. The parameter Bp is gate-specific, similar to the parameter

Ap used in Equation (5.7). Equation (5.13) specifies the constraint on the delay of the

longest path in the circuit, where τWL is a user-specified parameter for the constraint.

The calculation of ∆Leakage, the change in total leakage power of the gates in the cir-

cuit, is given by Equation (5.4) which considers the impact of both gate length and gate

width variations on leakage power.

Second, we optimize dose map on both poly and active layers for improved

timing under leakage constraints. The optimization problem on both poly and active

layers is formulated as a quadratically constrained program as follows.

• Objective: minimize T

• Subject to: Equations (5.5), (5.6), (5.10), (5.11), (5.12), and

∆Leakage ≤ ξWL (5.14)
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Equations (5.5), (5.6), (5.10), (5.11), and (5.12) are as discussed in previous

problem formulations. Equation (5.14) specifies the constraint on the change in the

total leakage power of all cell instances, where ξWL is a user-specified parameter for the

constraint. Again, since the constraint in Equation (5.14) is quadratic and the objective

is linear, we have an instance of quadratically constrained program.

The above problem formulations13 result in either a quadratic program or a

quadratically constrained program, which can be solved using classic quadratic pro-

gramming methods. In particular, we use ILOG CPLEX [10] in the experimental plat-

form described below.

5.2.3 Timing and Leakage Power Optimization Flow

Overall optimization flow. Figure 5.22 shows the whole flow integrating DMopt to-

gether with dosePl (discussed in Section 6.1 as an example of manufacturing-aware

design optimization) for timing and leakage optimization. Note that the timing and

leakage optimization flow is carried out after Vth and Vdd assignment processes. For the

timing and leakage related dose map optimization problem, the input consists of (i) the

original dose maps (i.e., those calculated to minimize ACLV and AWLV metrics, based

on in-line metrology) for both poly and active layers, (ii) the characterized standard-

cell timing libraries (or, other timing models that comprehend the impact of dose on

transistor gate lengths and widths) for different gate lengths and gate widths, and (iii)

the circuit with placement and routing information. By “placement and routing infor-

mation”, we also include implicit information that is necessary for timing and power

analyses, e.g., extracted wiring parasitics. With the nominal gate-length cell timing and

power libraries, and the circuit itself with its placement, routing and parasitic data, tim-

ing analysis can be performed to generate the input slews and output load capacitances

of all the cell instances. With the input slews and output load capacitances of all the

cell instances, the original dose maps, and characterized cell libraries of different gate

lengths and gate widths, the dose map optimization is executed to determine doses that

adjust gate lengths and gate widths of the cells for timing and leakage optimization,

13The optimization result is feasible for the Dose Mapper equipment, as a consequence of the con-
straints (5.5), (5.6), (5.10) and (5.11).
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Figure 5.22: Flow of the timing and leakage power optimization with integrated
DMopt and dosePl (in Section 6.1).
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subject to dose map constraints. Finally, the optimized design-aware dose maps on both

layers are generated.

Figure 5.23: Detailed view of design-aware dose map optimization flow.

According to the optimized design-aware dose maps on both poly and active

layers, the cell instances in different grids of the dose maps will have different gate

lengths and widths as well as different cell masters in the characterized cell libraries.14

Thus, the design’s netlist representation must be updated according to the dose maps.

Using the characterized cell libraries, timing analysis is performed on the new design

with the updated cell masters to identify the top-k (e.g., k = 10, 000) critical paths

for a complementary dosePl optimization process (see Section 6.1). The dosePl is a

manufacturing-aware design optimization based on a cell swapping strategy, which may

introduce an illegal placement result. Therefore, a legalization process is invoked to

14When the gate lengths and widths are computed from the optimized dose maps, it is possible that the
computed values do not exactly match the available drive strengths of the cell masters in the characterized
cell libraries. Thus, a rounding step is needed to snap the computed gate lengths and widths to the cell
masters that have most-similar drive strengths.
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legalize the swapped cells. ECO routing is then executed for the affected wires to refine

the design with optimized timing yield.

Summary of the dose map optimization flow. The dose map optimization in Fig-

ure 5.23 is summarized as follows. The input consists of the original dose maps on both

layers, the characterized cell libraries of different gate lengths and widths, and the in-

put slews and output capacitances of all the cells in the circuit. From the characterized

65nm cell libraries of different gate lengths and widths and 90nm cell libraries of dif-

ferent gate lengths15, the coefficients in the linear function of delay, and the quadratic

function of leakage power, are calibrated. Note that when gate delay calculation in the

cell libraries adopts a lookup table method, where the entries are indexed by input slews

and output capacitances, the coefficients of the delay functions may be calibrated for

each entry in each delay table. Then, according to the input slew and output capacitance

values that were obtained for each cell in the previous step, the coefficients associated

with the nearest entry (or, entries with interpolation) in the table are applied to calculate

the delay of the cell.

The exposure fields on both poly and active layers are then partitioned into rect-

angular grids. For each grid on the poly (active) layer, a variable dP
i,j (dA

i,j) represents

the amount of dose change in the grid. Maximum circuit delay is captured using vari-

able ap that represents the arrival time at the output of cell p. When all the variables

are obtained, a quadratic program (resp. quadratically constrained program) problem

instance is generated by introducing the dose map correction range constraints, dose

map smoothness constraints, and delay constraints, as well as the objective of minimiz-

ing the total leakage power of all the cells under timing constraints (resp. minimizing

the timing of the circuit under leakage constraints). Finally, a quadratic program (resp.

quadratically constrained program) solver finds the optimal dose change in each grid

based on the original dose maps; this yields optimal design-aware dose maps.

15We focus on the dose map optimization methods for 65nm testcases. However, 90nm testcases are
also used in dose map optimization for gate length modulation to provide supporting experimental data.
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5.2.4 Experimental Results

To assess the effectiveness of the proposed dose map optimization algorithms,

we first sweep the dose change on the poly layer from −5% to +5% for all the cell in-

stances in the 65nm design AES65 and the 90nm design AES90 (shown in Table 5.8); we

perform timing analysis using Synopsys PrimeTime version Z-2006.12 [25] and leakage

power estimation using Cadence SOC Encounter version 7.10 [7]. The timing analy-

sis and leakage power estimation are based on pre-characterized 65nm and 90nm cell

libraries with gate length and gate width variants.

Table 5.8: Characteristics of 65nm and 90nm designs implemented with Artisan
TSMC library.

Design Chip size (mm2) #Cell instances #Nets

AES65 0.058 16187 16450

JPEG65 0.268 68286 68311

AES90 0.25 21944 22581

JPEG90 1.09 98555 105955

Delay and leakage power results are given in Table 5.9 and Table 5.10, where

“MCT” refers to minimum cycle time and “Pleak” refers to the total leakage power

of all the cells. The extreme cases of dose change on the poly layer correspond to

maximum timing yield improvement (dP
i,j = +5) or leakage power reduction (dP

i,j =

−5). The results show that timing yield improvement can be obtained at the cost of

leakage power increase, and leakage power reduction can be obtained at the cost of

timing yield degradation. Uniform dose change in all the cell instances cannot obtain

timing yield improvement without leakage power increase. However, the proposed dose

map optimization algorithms can obtain substantial timing yield improvement without

increase in total leakage power, as well as leakage power reduction without degradation

in timing yield.

The timing and leakage optimization flow is implemented in C++ and tested on

industrial testcases as given in Table 5.8. In Table 5.8, there are two different classes of

testcases. AES65 and JPEG65 are 65nm designs, and AES90 and JPEG90 are 90nm
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Table 5.9: Delay and leakage values of 65nm design AES65 when dose change dP
i,j is

swept from 0% to −5% and from 0% to +5% on the poly layer. The simplistic, uniform
increase of dose cannot obtain delay improvement without incurring leakage increase.

Dose change dP
i,j = 0 dP

i,j = -1 dP
i,j = -2 dP

i,j = -3 dP
i,j = -4 dP

i,j = -5

MCT (ns) 1.638 1.677 1.715 1.750 1.786 1.824

imp. (%) – -2.38 -4.70 -6.84 -9.04 -11.36

Pleak (µW ) 448.0 397.7 356.9 324.8 299.9 279.6

imp. (%) – 11.23 20.33 27.50 33.06 37.59

Dose change dP
i,j = 0 dP

i,j = +1 dP
i,j = +2 dP

i,j = +3 dP
i,j = +4 dP

i,j = +5

MCT (ns) 1.638 1.601 1.557 1.517 1.474 1.427

imp. (%) – 2.26 4.95 7.39 10.01 12.88

Pleak (µW ) 448.0 513.4 600.4 722.2 893.5 1142.2

imp. (%) – -14.60 -34.02 -61.21 -99.44 -154.96

Table 5.10: Delay and leakage values of 90nm design AES90 when dose change dP
i,j is

swept from 0% to −5% and from 0% to +5% on the poly layer. The simplistic, uniform
increase of dose cannot obtain delay improvement without incurring leakage increase.

Dose change dP
i,j = 0 dP

i,j = -1 dP
i,j = -2 dP

i,j = -3 dP
i,j = -4 dP

i,j = -5

MCT (ns) 1.990 2.031 2.078 2.115 2.155 2.188

imp. (%) – -2.08 -4.40 -6.30 -8.28 -9.95

Pleak (µW ) 2430.2 2225.1 2054.5 1914.5 1796.6 1699.8

imp. (%) – 8.44 15.46 21.22 26.08 30.06

Dose change dP
i,j = 0 dP

i,j = +1 dP
i,j = +2 dP

i,j = +3 dP
i,j = +4 dP

i,j = +5

MCT (ns) 1.990 1.950 1.905 1.868 1.818 1.758

imp. (%) – 2.03 4.26 6.16 8.65 11.66

Pleak (µW ) 2430.2 2678.1 2995.0 3404.1 3939.8 4619.0

imp. (%) – -10.20 -23.24 -40.07 -62.12 -90.07
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Table 5.11: Results of dose map optimization on poly layer, i.e., gate length (Lgate)
modulation with smoothness bound B = 2, dose correction range ±5% and 5× 5um2

grids.

Nom 5× 5um2 grids
AES65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.638 1.631 0.44 1.607 1.89

Pleak (µW ) 448.0 409.7 8.54 441.3 1.49

Runtime (s) – 72 – 108 –

Nom 5× 5um2 grids
JPEG65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.179 2.174 0.25 2.081 4.52

Pleak (µW ) 2915.5 2312.7 20.67 2922.3 -0.23

Runtime (s) – 490 – 891 –

Nom 5× 5um2 grids
AES90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.990 1.975 0.75 1.861 6.47

Pleak (µW ) 2430.2 1823.2 24.98 2386.1 1.82

Runtime (s) – 176 – 227 –

Nom 5× 5um2 grids
JPEG90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.906 2.894 0.41 2.667 8.23

Pleak (µW ) 4354.2 3422.5 21.40 4244.4 2.52

Runtime (s) – 2157 – 3644 –
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Table 5.12: Results of dose map optimization on poly layer, i.e., gate length (Lgate)
modulation with smoothness bound B = 2, dose correction range ±5% and

10× 10um2 grids.

Nom 10× 10um2 grids
AES65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.638 1.632 0.35 1.626 0.71

Pleak (µW ) 448.0 434.3 3.05 445.4 0.57

Runtime (s) – 18 – 335 –

Nom 10× 10um2 grids
JPEG65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.179 2.178 0.04 2.102 3.54

Pleak (µW ) 2915.5 2480.9 14.91 2913.4 0.07

Runtime (s) – 292 – 558 –

Nom 10× 10um2 grids
AES90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.990 1.981 0.44 1.872 5.91

Pleak (µW ) 2430.2 1901.6 21.75 2370.2 2.47

Runtime (s) – 85 – 145 –

Nom 10× 10um2 grids
JPEG90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.906 2.901 0.16 2.689 7.45

Pleak (µW ) 4354.2 3453.6 20.68 4273.5 1.85

Runtime (s) – 1194 – 2068 –
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Table 5.13: Results of dose map optimization on poly layer, i.e., gate length (Lgate)
modulation with smoothness bound B = 2, dose correction range ±5% and

30× 30um2 grids.

Nom 30× 30um2 grids
AES65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.638 1.637 0.07 1.637 0.07

Pleak (µW ) 448.0 447.9 0.01 447.1 0.19

Runtime (s) – 9 – 46 –

Nom 30× 30um2 grids
JPEG65 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.179 2.172 0.31 2.159 0.91

Pleak (µW ) 2915.5 2843.1 2.48 2909.8 0.19

Runtime (s) – 61 – 929 –

Nom 30× 30um2 grids
AES90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 1.990 1.989 0.05 1.927 3.19

Pleak (µW ) 2430.2 2172.4 10.61 2406.0 1.00

Runtime (s) – 16 – 92 –

Nom 30× 30um2 grids
JPEG90 Lgate QP imp. (%) QCP imp. (%)

MCT (ns) 2.906 2.887 0.65 2.757 5.11

Pleak (µW ) 4354.2 3822.2 12.22 4308.3 1.06

Runtime (s) – 243 – 2545 –
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designs. In the experiments, the dose sensitivity Ds is -2nm/%. The parameters Ap,

Bp, αp, βp and γp are calibrated using Synopsys PrimeTime [25] and Cadence SOC

Encounter [7] based on the pre-characterized cell timing and leakage libraries. Since

different libraries (i.e., 90nm and 65nm) are used for different designs, two sets of

parameters are calibrated from the different libraries and used in the dose map opti-

mization for the corresponding testcases. Tables 5.11, 5.12, and 5.13 show the dose

map optimization results for the poly layer. In the tables, “QP” refers to the quadratic

program for improved total leakage under timing constraint, and “QCP” refers to the

quadratically constrained program for improved timing under leakage constraint. Dif-

ferent sizes of rectangular grids are used in the dose map optimization, i.e., 5 × 5um2,

10× 10um2, and either 30× 30um2 (for 65nm cases) or 50× 50um2 (for 90nm cases).

The dose smoothness bound is B = 2,16 and the dose correction range is ±5%. From

the results, the finer the rectangular grids, the greater the improvement in the timing of

the circuit or in the total leakage power.

Table 5.14: Percentage of critical timing paths in testcases.

Design 95 ∼ 100% MCT (%) 90 ∼ 100% MCT (%) 80 ∼ 100% MCT (%)

AES65 16.54 28.98 41.98

JPEG65 4.80 9.89 30.23

AES90 0.91 4.54 22.84

JPEG90 0.12 0.35 3.92

We observe different optimization quality between 90nm testcases (AES90 and

JPEG90) and 65nm testcases (AES65 and JPEG65). Average leakage reduction for

90nm testcases under timing constraints with 5 × 5um2 grids is 23.2%, but for 65nm

testcases is 14.6%. Average MCT reduction for 90nm testcases under leakage con-

straints with 5× 5um2 grids is more than 7.4%, but that of 65nm testcases shows 3.4%.

There are two reasons for the above optimization discrepancy between 90nm and 65nm

designs. The first reason is that 5×5um2 grids have different granularities for the differ-

ent designs. From Table 5.8, the average number of cell instances in a grid of 5× 5um2

16Different smoothness bounds may be specified in the slit and scan directions (see Section 5.2.1).
Here, we use an average example value for both directions.



196

is 2.2 for the 90nm testcases and 6.3 for the 65nm testcases. As discussed above, the

finer the rectangular grids, i.e., the fewer cell instances in one grid, the better the opti-

mization quality. The smaller average number of cell instances per grid for the 90nm

testcases permits larger improvements. The second reason is the difference in timing

criticality (slack distribution) of the testcases before optimization. Table 5.14 shows the

timing criticality of each testcase as the number of critical paths within a specific range

of timing. More paths in the 65nm testcases have delay values near the MCT, which

makes it difficult for the dose map optimization to remove all those paths to improve

timing. However, in the 90nm testcases, the number of such critical paths is small,

making it easier for the dose map optimization to improve timing. For these reasons,

more substantial leakage and timing improvements are observed for the 90nm testcases.

Table 5.15: Results of dose map optimization on both poly and active layers using
quadratic program for improved leakage power, i.e., gate length (Lgate) and gate width
(Wgate) modulation, with smoothness bound B = 2 and dose correction range ±5%.

AES65 Nom Grids Lgate imp. (%) both imp. (%)

Lgate&Wgate (µm2)

MCT (ns) 1.638 5× 5 1.631 0.44 1.635 0.18

30× 30 1.637 0.07 1.631 0.45

Pleak (µW ) 448.0 5× 5 409.7 8.54 383.8 14.33

30× 30 447.9 0.01 444.9.0 0.69

Runtime (s) – 5× 5 72 – 110 –

30× 30 9 – 13 –

JPEG65 Nom Grids Lgate imp. (%) both imp. (%)

Lgate&Wgate (µm2)

MCT (ns) 2.179 5× 5 2.174 0.25 2.177 0.09

30× 30 2.172 0.31 2.179 0.01

Pleak (µW ) 2915.5 5× 5 2312.7 20.67 2301.1 21.07

30× 30 2843.1 2.48 2763.2 5.22

Runtime (s) – 5× 5 490 – 1232 –

30× 30 61 – 93 –
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Table 5.16: Results of dose map optimization on both poly and active layers using
quadratically constrained program for improved timing, i.e., gate length (Lgate) and
gate width (Wgate) modulation, with smoothness bound B = 2 and dose correction

range ±5%.

AES65 Nom Grids Lgate imp. (%) both imp. (%)

Lgate&Wgate (µm2)

MCT (ns) 1.638 5× 5 1.601 1.89 1.586 3.17

30× 30 1.647 0.07 1.630 0.48

Pleak (µW ) 448.0 5× 5 441.3 1.49 447.0 0.22

30× 30 447.9 0.01 446.5 0.32

Runtime (s) – 5× 5 108 – 179 –

30× 30 46 – 141 –

JPEG65 Nom Grids Lgate imp. (%) both imp. (%)

Lgate&Wgate (µm2)

MCT (ns) 2.179 5× 5 2.081 4.52 2.090 4.10

30× 30 2.159 0.91 2.153 1.21

Pleak (µW ) 2915.5 5× 5 2922.3 -0.23 2922.0 -0.22

30× 30 2909.8 0.19 2907.9 0.26

Runtime (s) – 5× 5 891 – 1561 –

30× 30 929 – 3184 –

Table 5.15 shows the dose map optimization results using the quadratic program

for improved leakage power on both poly and active layers 65nm designs. From the

results, slightly better leakage improvement is obtained using simultaneous modulation

of both gate length and gate width. Table 5.16 shows the dose map optimization results

using the quadratically constrained program for improved timing on both poly and ac-

tive layers. Again, only the 65nm designs are tested, and again slightly better timing

improvement is obtained using simultaneous modulation of gate length and gate width

than only using gate length modulation. The maximum change in gate width is 10nm

according to the dose sensitivity -2nm/% and dose correction range ±5%; this is rel-

atively small when compared with the transistor widths of cells in the 65nm standard



198

cell library (the minimum transistor width in 65nm cells is around 200nm, while the

maximum width is more than 650nm). As a result, there is only slight impact of gate

width modulation on the cell’s delay and leakage, and the related timing and/or leakage

improvements are not significant.

In one case (JPEG-65 with 5×5um2 grids in Table 5.16), the dose map optimiza-

tion using simultaneous gate width and gate length modulation obtains slightly worse

results than using only gate length modulation. We attribute this to the use of more fitted

parameters (i.e., Bp and γp for gate width related delay and leakage) in estimation of cell

delay and leakage, which can introduce more estimation errors. From the Liberty delay

model tables of 36 different 65nm standard cell masters, for all the arcs (i.e., rise and

fall) with all the slew/load combinations, we perform curve fitting for cell delay versus

gate length using the least square method. When only gate length changes, 21 different

characterized libraries are needed corresponding to the 21 different dose values for poly

layer in Table 5.9. In this case, the maximum sum of squares of the residuals for all the

fitted curves is 0.0005. When both gate length and gate width change, a total of 441

(i.e., 21× 21) characterized libraries are needed, which is a combination of 21 different

dose values for the poly layer (i.e., the change in gate length) and 21 different dose val-

ues for the active layer (i.e., the change in gate width). In this case, the maximum sum

of squares of the residuals for all the fitted curves is 0.0101, which is much larger than

0.0005. The increased error in curve fitting may be caused by the increased number of

variables (i.e., gate width) and the increased number of characterized libraries.

From the results in Table 5.9 and Table 5.10, we see that smaller dose change

results in smaller timing improvement, e.g., Table 5.9 shows dP
i,j = +1 corresponding

to 2.05% timing improvement versus dP
i,j = +5 corresponding to 10.42% improve-

ment. Therefore, tighter smoothness bounds (i.e., B < 2) will result in smaller tim-

ing improvement by enforcing smaller available dose changes within each rectangular

grid. By testing different sizes of the rectangular grids, the smoothness bounds are

also elaborated, i.e., the effective smoothness bound of a given smoothness value is dif-

ferent for different rectangular grids. For example, the effective smoothness bound of

smoothness value B = 2 over 50 × 50µm2 grids (i.e., 2%/50µm) is tighter than that

over 10 × 10mum2 grids (i.e., 2%/10µm). As mentioned earlier in Section 5.2, the
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Zeiss/Pixer Critical Dimension Control (CDC) technology also enables adaptivity in the

manufacturing flow to meet the required CD specifications. We note that the proposed

methods can be used for any emerging technology that enables the fine-grain tuning of

CD (i.e., along with relaxed effective smoothness bound) during manufacturing. More-

over, the sizes of used testcases (Table 5.8) are very small, with the largest area (90nm

JPEG90) being only a little over 1mm2. For designs of larger sizes, we anticipate that

the proposed methods will obtain better timing and leakage improvements.

5.3 Conclusions and Research Directions

In this chapter, we have proposed two design-aware manufacturing process opti-

mizations. Our first study provides new yield-aware mask strategies to mitigate emerg-

ing variability and defectivity challenges. We have analyzed CD variability with respect

to reticle size, and quantified its impact on parametric yield. We have also integrated

parametric yield depending on field size with a cost model that incorporates mask, wafer,

and processing cost considering throughput, yield, and manufacturing volume. This en-

ables assessment of various reticle strategies (e.g., single layer reticle (SLR), multiple

layer reticle (MLR), and small and large size) considering field-size dependent para-

metric yield. Another aspect of our study addresses defect-induced parametric yield in

EUVL, where we assess the sensitivity of parametric yield to several defect parame-

ters, i.e., defect density, height, distribution and influence distance. We then compare

parametric yields of various reticle strategies. The analysis results confirm a clear cost

benefit from use of small-field rather than traditional full-field reticles when the vol-

ume size is small. Furthermore, we have shown that small-size field in EUVL can have

significantly higher parametric yield in light of EUVL mask blank defectivity.

Future research seeks to update the cost model for future technologies with vari-

ous mask and patterning technologies (DPL, EUVL, imprint, etc.), and to include more

data for various design types (SOC, MPU, ASIC, etc.) and design sizes in order to derive

realistic design-dependent defectivity requirements.

The second study proposes a method to improve the timing yield of the cir-

cuit and reduce total leakage power, using design-aware dose map and dose map-aware
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placement optimization. We focus mainly on the placement-aware dose map optimiza-

tion. The complementary dose map-aware placement optimization (see Section 6.1)

takes as input a placement-aware timing and leakage optimized dose map. As an ex-

tension for dose map optimization, we seek to minimize the delay variation of different

chips across the wafer or the exposure field.
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Chapter 6

Manufacturing-Aware Design

Optimization

In this chapter, we present novel design techniques that are targeted towards

recent advanced manufacturing techniques. First, we propose a placement optimiza-

tion technique to be used with Dose Mapper (Section 5.2). Second, we propose new

bimodal-aware timing analysis for standard cell-based designs manufactured using DPL

(Section 4.3.3). Third, we present new 1-D regular-pitch SRAM bitcell layouts which

are amenable to patterning by interference-assisted lithography (IAL) (Section 4.1.1).

6.1 Dose Map-Aware Placement Optimization

Given the discussion of a placement-specific dose map in Section 5.2, it is natural

to ask whether a dose map-specific placement can further improve the result. In this

section, we describe a simple cell swapping-based dose map-aware placement (dosePl)

optimization.

6.1.1 Dose Map-Aware Placement

The dosePl problem can be stated as follows. Given the original placement result

and a timing- and leakage-aware dose map, determine cell pairs to swap for timing yield

improvement. We define the bounding box of a cell as the bounding box of all the cell’s

201
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fanin cells and fanout cells, as well as the cell itself. Figure 6.1 shows the bounding box

of a 3-input NAND (NAND3) cell, denoted by the dashed line.

Cell a

Cell b

Cell c

NAND3

Cell d

Cell e

Figure 6.1: Bounding box of a 3-input NAND (NAND3) cell: moving the cell within
its bounding box has a lower likelihood of increasing total wirelength.

The basic idea behind the cell swapping-based optimization method is to swap

cells on timing-critical paths (referred to as critical cells henceforth) to high-dose re-

gions and non-timing critical cells to low-dose regions, to further enhance the circuit

performance subject to a leakage constraint. The underlying intuition is that moving

a cell within its bounding box has a lower likelihood of increasing total wirelength or

timing delay than moving it outside its bounding box. Thus, we seek pairs of cells l with

bounding box bl and cell m with bounding box bm in different dose regions, such that

cell l is in bm and cell m is in bl. With this restriction, we filter out candidate cell swaps

that can be too disruptive to wirelength and timing.

Additional heuristics to avoid wirelength increase. When two cells satisfy the con-

dition that they are located in each other’s bounding boxes, it is still possible for total

wirelength to increase. We thus adopt the following heuristics to further filter out un-

promising cell pairs. For the filtering, we use technology- and design-specific tunable

parameters γ1, γ2, γ3, γ4 and γ5.

(1) Distance between the two cells to be swapped. When the distance between two

cells is very large, the impact of cell swapping on total wirelength is potentially large.

Therefore, we avoid considering swaps of cells that are farther apart than a predefined

distance threshold (γ2).1

1In the experimental results below, this threshold is chosen proportionally to the gate pitch, which is
computed as the chip dimension divided by the square root of gate count in the chip.
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(2) Changes in half-perimeter wirelength (HPWL) comparison. We also filter cell swaps

by computing updated HPWL estimates; only if the estimated wirelength increase for

all incident nets (e.g., the four nets incident to the NAND3 cell in Figure 6.1) is below

a predefined threshold (γ3) (e.g., 20% in the experiments reported below) will the cell

swap be attempted.

On the number of swaps and cell priority. For a given critical path, a few cell swaps

may suffice to reduce the path delay, and excessive cell swapping may introduce un-

necessary wirelength and leakage increase. So, an upper bound on the number of cells

swapped (γ1) for each critical path is specified in the proposed heuristic’s implementa-

tion (e.g., one cell per critical path in the experiments below). The priority for a critical

cell during swapping is decided according to the following two factors.

(1) Number of critical paths that pass through the cell. The more critical paths that pass

through a given cell, the more beneficial it is to swap the cell to a higher-dose region.

Higher priorities are assigned to cells that are on a larger number of critical paths.

(2) Slack of critical paths. The larger the total path delay of a given critical path,

the more important it is to swap cells on the path to achieve delay reduction. Therefore,

higher priorities are assigned to cells on paths with greater timing criticality (i.e., smaller

slack).

Based on the above two heuristic factors, critical cells are assigned weights as

calculated in Equation (6.1), where Cl is the set of critical paths on which cell l is

located. In the proposed implementation, cells are processed path by path (obtained

from golden timing analysis), in order from most timing-critical to least timing-critical.

Therefore, cells on more-critical paths always have higher priorities than cells on less-

critical paths. Cells in the same critical path are prioritized (processed) in non-increasing

order of weights that are computed as

W (celll) =
∑

celll∈Cl

e−slack(Cl). (6.1)

On the allowable leakage power increase. When cells l and m are to be swapped,

the increase in their combined leakage power ∆Ioff (l,m) is estimated beforehand. If

∆Ioff (l,m) is less than a given fraction (γ4) (e.g., 10%) of the original leakage power
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Ioff (l,m) of the two cells, they will be swapped. Otherwise, no swapping will be per-

formed, so as to avoid large leakage increase. Because one cell is swapped to a higher-

dose region (i.e., leakage increases) and the other one is swapped to a lower-dose region

(i.e., leakage decreases), it is not always the case that cell swapping will decrease leak-

age power.

6.1.2 Cell-Swapping Heuristic

The pseudocode of one round of the proposed cell-swapping heuristic is given

in Figure 6.2. In each round of cell swapping, a maximum of γ5 swaps are allowed

(e.g., one swap for each round of cell swapping in the experiments). The cell-swapping

process is based on the critical paths, which are first sorted in non-decreasing order of

their timing slack. A cell in a timing-critical path are then swapped with another cell in

a non-timing critical path. Since it is not necessary to swap all the cells in a critical path

to improve its timing, the swapping process for a path is terminated when the number

of swapped cells reaches a user-defined parameter γ1 (in experiments, up to one cell

is swapped on each path). For a given candidate swapping pair, the swapping process

checks the bounding-box constraint, the dose constraint and the distance, then computes

HPWL increase and leakage increase when the pair is swapped. If a candidate pair

passes all the checks, its cells are swapped and we update the number of swapped cells

for the affected critical paths. The cell-swapping process continues until all critical paths

are processed, or the number of swaps reaches γ5. When one round of the swapping

process finishes, the perturbed placement is legalized and routed by engineering change

order (ECO) placement and routing processes. After the final ECO routing, golden

timing analysis is performed with updated parasitics to evaluate the timing improvement

of the circuit. If the circuit delay is improved, the swapping is accepted. Otherwise, the

swapped cell instances are rolled back to their previous locations and another round of

cell swapping is performed with those swapped cells marked as fixed (i.e., those cells

cannot be swapped again in the following cell-swapping process). In the experiments

reported below, the total number of rounds of cell swapping is 10. A larger number of

swapping rounds can achieve higher timing improvement. However, the improvement

cannot be guaranteed because only swapping cells on worst-slack paths can improve
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timing yield, and such cells may not be swappable due to the swapping constraints

(distance, leakage increase, etc.).

Algorithm:
01: Find cells in top-k critical paths by golden timing analysis;

02: Compute weights for critical cells as in Equation (6.1);

03: Sort critical paths in non-decreasing order according to their slacks;

04: Set numSwaps← 0;

05: for i = 1 to k do

06: Sort the cells in critical path ci in non-increasing order according to their weights;

07: for each cell l ∈ critical path ci do

08: if # swapped cells in path ci n(ci) > γ1 then break; end if

09: Compute bounding box bl of cell l in path ci;

10: Compute the set R of rectangular grids that intersect with bl;

11: Sort the grids r ∈ R in non-increasing order according to their doses d(r);

12: Set flag ← FALSE;

13: for each r ∈ R do

14: if d(r) < d(l) then break; end if // d(l) is the dose on cell l

15: Sort the non-critical cells NC in grid r in non-decreasing order by Manhattan distance from cell l;

16: for each cell m ∈ NC do

17: if dist(l, m) > γ2 then break; end if

18: if l ∈ bm and m ∈ bl and ∆HPWL(l) < γ3 and ∆HPWL(m) < γ3 and ∆Ioff (l, m) < Ioff (l, m) · γ4

then

19: Swap (l, m);

20: Update the number of swapped cells n(cs) for each critical paths cs such that cell l ∈ cs;

21: Set flag ← TRUE;

22: numSwaps ++;

23: if numSwaps ≥ γ5 then return; end if

24: break;

25: end if

26: end for

27: if flag = TRUE then break; end if

28: end for

29: end for

30: end for

Figure 6.2: One round of cell swapping heuristic in dosePl.

6.1.3 Experimental Results

We perform the proposed placement optimization with the dose map optimiza-

tion (Section 5.2). The experimental results of dose map-placement co-optimization are

given in Table 6.1. Testcases are partitioned into rectangular grids of size 5× 5µm2, the
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dose correction range is ±5%, and dose smoothness bound is B = 2 as the experiments

in Section 5.2.4. Dose change dP
i,j is a percentage value which specifies the relative

changes of dose for poly in the rectangular grid ri,j . MCT refers to minimum cycle

time. DMopt (QCP; see Section 5.2.2) first improves the timing yield under leakage-

power constraint. Cell swapping-based dosePl is used to further improve the results.

Table 6.1: Results of dose map optimization on poly layer using
quadratically-constrained programming (Section 5.2.2) for improved timing, followed

by incremental placement optimization (dosePl).

AES65 JPEG65
Testcase

Nom Lgate QCP dosePl Nom Lgate QCP dosePl

MCT (ns) 1.638 1.607 1.601 2.179 2.081 1.847

Pleak (µW ) 448.0 441.4 441.4 2915.5 2922.3 2922.3

Runtime (s) – 108 40 – 924 149

Figure 6.3 shows four slack profiles of AES65 (used in Section 5.2.4), including

(i) the original design (Orig), (ii) the design after dose map optimization on poly layer

for improved timing with dose correction range ±5%, smoothness bound B = 2, and

rectangular grid 5×5µm2 (DMOpt), (iii) the design after further placement optimization

(dosePl), and (iv) the design when all the gates in the top 10,000 critical paths are given

the maximum possible dose of +5% relative to the original dose (Bias). The purpose

of applying the maximum possible exposure dose to timing-critical cells is to assess the

optimization headroom left after DMopt. From Figure 6.3, the worst slack of the original

design is first improved by dose map optimization process, and then further improved

by the proposed placement optimization (dosePl). However, it is difficult for the dose

map and placement optimization to improve the slacks for all the paths on the “hill”

around the critical slack value of 0ns. Besides, as shown by Table 6.2, though there is

seemingly headroom left between the optimized design and the “optimal” (Bias) design,

it is impossible to reach the “optimal” design without dramatically increasing the total

leakage power. We have also tried to follow the dose map-specific placement ECO with

a second dose map optimization, i.e., applying the DMopt and dosePl optimizations in

alternation. However, this did not result in any further improvement.



207

400

hs

200

m
be

r o
f p

at
h DMopt

Orig

DosePl

Bias

N
um

0
-0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5

Slack (ns)

Figure 6.3: Slack profiles of AES65 (used in Section 5.2.4) before DMopt, after
DMopt, after dosePl, and after biasing where all of the gates in the top 10,000 critical

paths receive maximum possible exposure dose (+5%).

Table 6.2: Delay and leakage values of AES65 when dose change dP
i,j is swept from

0% to −5% and from 0% to +5% on poly layer.

Dose change dP
i,j = 0 dP

i,j = -1 dP
i,j = -2 dP

i,j = -3 dP
i,j = -4 dP

i,j = -5

MCT (ns) 1.638 1.677 1.715 1.750 1.786 1.824

imp. (%) – -2.38 -4.70 -6.84 -9.04 -11.36

Pleak (µW ) 448.0 397.7 356.9 324.8 299.9 279.6

imp. (%) – 11.23 20.33 27.50 33.06 37.59

Dose change dP
i,j = 0 dP

i,j = +1 dP
i,j = +2 dP

i,j = +3 dP
i,j = +4 dP

i,j = +5

MCT (ns) 1.638 1.601 1.557 1.517 1.474 1.427

imp. (%) – 2.26 4.95 7.39 10.01 12.88

Pleak (µW ) 448.0 513.4 600.4 722.2 893.5 1142.2

imp. (%) – 14.60 -34.02 -61.21 -99.44 -154.96
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6.2 Bimodality-Aware Mask Assignment and Detailed

Placement for Double Patterning Lithography

In Section 4.3.3, we have assessed the potential impact of bimodal CD distribu-

tion in DPL on timing analysis and guardbanding. Bimodal CD distribution and loss

of spatial correlation between differently colored (exposure) cells have far-reaching im-

pacts on circuit properties. We observe that the traditional ‘unimodal’ characterization

and analysis framework may not be viable for DPL. For example, experimental analy-

ses demonstrate that different mask layouts can result in 20% or more change in delays

of timing paths. Given the implications discussed in Section 4.3.3, we propose new

bimodal-aware optimization methods to improve timing yield of standard cell-based de-

signs that are manufactured using DPL. We present two optimization techniques:

• an ILP-based maximization of ‘alternate’ mask coloring of instances in timing-

critical paths to minimize harmful covariance and performance variation; and

• a dynamic programming-based detailed placement algorithm that solves mask col-

oring conflicts and can be used to ensure “double patterning correctness” after

placement or even after detailed routing while minimizing the displacement of

timing-critical cells with manageable ECO impact.

6.2.1 A New Metric: Coloring Sequence Cost

We now propose a methodology for optimal coloring of timing paths. We begin

by quantifying “balance” in the coloring of timing paths. The impact of DPL’s bimodal

CD distribution on cell delay varies according to the number of poly lines in a cell, the

topology of the circuit, the assigned color for each poly gate, and the specific transis-

tors that are activated during signal transitions. A path consisting of only buffers (each

buffer comprising cascaded two inverters) experiences small impact from the bimodal

CD distribution, since the CD change of the first inverter can be compensated by that of

the second inverter as shown in Figure 6.4(a). On the other hand, a path consisting of

only one-stage inverters can have two different worst-case delay values when all invert-

ers are assigned the same color: the inverters will have either all positive CD changes or
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all negative CD changes, so that there is no compensation as shown in Figure 6.4(b).

C12 C12 C12 C12inverter

+δ +δ

buffer

C12 C21 C12 C21
+δ +δ

+4δ
Variation (δ) is accumulated

+δ

δ

+δ

δ

C12 C12 C12 C12

-δ -δ
0

Variation (δ) is compensated -δ

-δ

-δ

-δδ δ

-4δ
Variation (δ) is accumulated

(a) Buffer chain (b) Inverter chain

Figure 6.4: Delay variations of timing paths due to bimodal CD distribution in DPL.
(a) In a path consisting of only buffers, variation of each inverter stage is compensated.
(b) In a path consisting of only inverters, variation of each inverter stage accumulates.

For cells that are more complex than inverters or buffers, the impact on delay

of bimodal CD distribution is complicated. Table 6.3 shows circuit simulation results

with SPICE for the NAND2 shown in Figure 6.5(b), with respect to switching input (A1

or A2), switching direction (rise and fall), and bimodal CD variation. Comparing the

second and fifth rows, we observe that the CD of A2 has negligible impact on the rise

delay due to the transition of A1 (tplh,A1). Similarly, comparing the second and sixth

rows, the CD of A1 does not affect rise delay due to the transition of A2 (tplh,A2). We

can conclude that rise delay of the NAND2 depends only on the CD of the transitioning

PMOS transistors MP1 or MP2.

However, both fall delays – due to the transition of A1 (tphl,A1) or of A2 (tphl,A2)

– are affected by both CD values of the NMOS transistors MN1 and MN2. For the

series transistors MN1 and MN2, the coloring of MN2 affects cell delay triggered by

MN1, and vice versa. We observe that fall delay values in the fifth and sixth rows are

in between the values in the second and third rows, which are respectively the slowest

and fastest delays when both MN1 and MN2 have smaller or larger CD. Therefore, the
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Figure 6.5: Schematic and layout of C12-type (a) BUF, (b) NAND2, and (c) AND2
cells.

average CD change of MN1 and MN2 can be used to represent the fall delay change.2

Coloring sequence cost (CSC) for a timing arc. To account for the different impact

of bimodal CD changes on the cell delay, we define a coloring sequence cost (CSC)

that scores how poly lines are colored alternately from input to output (i.e., we use CSC

as a quantitative measure of the alternate coloring of timing paths). The smaller the

CSC value, the more alternate coloring is in the signal propagation path in a cell, which

implies smaller delay variation due to the bimodal CD distribution. For a single NMOS

or PMOS device, we assign CSC value of either 1 or -1 according to the color of the

transistor. CSC for a network of transistors is calculated as follows.

• Parallel transistors: 1 or -1 of the transitioning input poly

• Series transistors: average CSC of all series transistors

• Fingered transistors: average CSC of all fingered transistors

2Using the average of MN1 and MN2 may not be accurate, since delay impacts of MN1 and MN2 are
different due to different charge-sharing effects for MN1 and MN2. We can extend the methods presented
here to obtain and use accurate delay values via cell characterization with different CD combinations.
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Table 6.3: Delay changes due to the CD changes of the transitioning input gates of a
2-input NAND gate which has two poly lines corresponding to two input pins A1 and

A2.

A1 CD A2 CD tphl,A1 tplh,A1 tphl,A2 tplh,A2

(nm) (nm) (s) (s) (s) (s)

51 51 4.979e-11 9.730e-11 5.465e-11 1.131e-10

49 49 4.823e-11 8.825e-11 5.148e-11 1.021e-10

50 50 4.830e-11 9.290e-11 5.308e-11 1.076e-10

51 49 4.905e-11 9.726e-11 5.232e-11 1.022e-10

49 51 4.889e-11 8.828e-11 5.379e-11 1.130e-10

• Cascaded transistors: sum of the CSC values of all stages

Based on the above rules, examples of the CSC calculation for buffer (BUF), 2-

input NAND (NAND2), and 2-input AND (AND2) cells are shown below. We calculate

CSC for each timing arc for each coloring version of a given master cell. For example,

CSCC12,riseA1
denotes the coloring sequence cost for rise delay due to a transitioning

input A of a coloring version C12. We use ‘1’ and ‘-1’ for the CSC of the transistors

formed by black and white poly lines in Figure 6.5, respectively. For C21 cells, the

colors of poly lines are inverted.

• BUF: There are two poly lines which are cascaded inverters (INV followed by INV)

as shown in Figure 6.5(a).

• CSCC12,riseA
(= MN1: on, MP2: on) = 1 + (-1) = 0

• CSCC12,fallA (= MP1: on, MN2: on) = 1 + (-1) = 0

• CSCC21,riseA
(= MN1: on, MP2: on) = -1 + 1 = 0

• CSCC21,fallA (= MP1: on, MN2: on) = -1 + 1 = 0

• NAND2: There are two poly lines and one logic stage as shown in Figure 6.5(b).

• CSCC12,riseA1
(= MP1: on) = 1
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• CSCC12,fallA1
(= MN1: on, MN2: on) = (1 + (-1)) / 2 = 0

• CSCC12,riseA2
(= MP2: on) = -1

• CSCC12,fallA2
(= MN1: on, MN2: on) = (1 + (-1)) / 2 = 0

• CSCC21,riseA1
(= MP1: on) = -1

• CSCC21,fallA1
(= MN1: on, MN2: on) = (-1 + 1) / 2 = 0

• CSCC21,riseA2
(= MP2: on) = 1

• CSCC21,fallA2
(= MN1: on, MN2: on) = (-1 + 1) / 2 = 0

• AND2: AND2 consists of a NAND2 and an INV as shown in Figure 6.5(c). The CSC

values of NAND2 and INV are added. We show only example CSC calculations for the

rise and fall delay of the C12-type AND2 by A1.

• CSCC12,riseA1
(= (MN1: on, MN2: on) + MP3: on)

= (1 + (-1)) / 2 + 1 = 1

• CSCC12,fallA1
(= MP1: on + MN3: on) = 1 + 1 = 2

In our experiments, we analyze the schematic and layout of all cell masters used in our

testcases, and calculate the CSC value for each timing arc of each coloring version.

Coloring sequence cost for a path (CSCP). Given the CSC values of all timing arcs,

we define the coloring sequence cost of a path (CSCP) as a weighted sum of the CSC

values of its timing arcs. Since the impact of CSC is relative to each timing arc delay,

the weight is given by the delay value tl of the timing arc l, so that

CSCPi =
∑
l∈i

CSCl · tl (6.2)

To verify the correlation between CSCP and the actual delay variation, we extract

a timing path with 22 stages of logic cells from an actual design.3 We assign a color to
3The timing path consists of two buffers, three inverters, three 2-input NOR, two 2-input OR, nine

2-input NAND, one 3-input NAND, one 3-input OR-AND, and one 3-input AND-OR gates.
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each cell in the path randomly, then calculate CSCP for each path coloring, and measure

the path delay using two bimodal-aware timing libraries, G1L-G2S and G1S-G2L.4

Figure 6.6 shows the correlation between the calculated CSCP and the delay

difference for 1,300 random colorings of the timing path. We observe that CSCP and

timing variation have a strong positive correlation, i.e., correlation coefficient is 0.902,

and rank correlation is 0.900.
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Figure 6.6: Correlation between CSCP and the delay difference between the two
bimodal-aware timing libraries G1L-G2S and G1S-G2L, for 1,300 different colorings

of the timing path.

6.2.2 Optimal Color Assignment: OPT-COLOR

Due to the high correlation between CSCP and delay variation, our approach is

to minimize delay variation by minimizing CSCP of timing-critical paths.

Optimal timing path coloring problem:

• Given: a set P of timing-critical paths.

• Assign coloring of each cell in the timing paths so as to minimize

Maxi∈P | CSCPi |, where CSCPi is the coloring sequence cost of path i.

4Suppose each group of poly lines in a cell has CD value either of CD1 or of CD2, according to the
color of the poly. G1L-G2S (G1S-G2L) represents the case that CD1 (CD2) is larger than CD2 (CD1).
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For the top-k timing-critical paths in a design, this can be formulated as an inte-

ger linear program (ILP) using an indicator variable M for the maximum magnitude of

any CSCP, and binary variables xj and yj to capture the color of a cell j.

Minimization of maximum CSCP:

• Objective: Minimize M

• Subject to:

M ≥ CSCPi, 1 ≤ i ≤ k

M ≥ −CSCPi, 1 ≤ i ≤ k

CSCPi =
∑

l∈i CSCC12,l(j) · xj + CSCC21,l(j) · yj

xj + yj = 1, xj ∈ {0, 1}, yj ∈ {0, 1}

where P is a set of k timing-critical paths, and a path i is a set of timing arcs. CSCC12,l(j)

and CSCC21,l(j) are the two different CSC values of timing arc l of cell j with respect to

the two coloring versions C12 and C21 of the cell.

An ILP solver (ILOG CPLEX v10.110 [10]) is used to solve this problem, and

returns the optimal color values for cells in the top-k timing paths. As shown in Table

6.7, ILP runtimes are reasonable and scale well – e.g., 5.23 sec for 1,000 timing-critical

paths.

6.2.3 Coloring Conflict Removal: DPL-CORR

Coloring conflict denotes the case that two adjacent lines with minimum spacing

are assigned to a single mask. In DPL, two adjacent lines with minimum spacing must

be assigned to different masks, since they cannot be printed by a single exposure. The

proposed timing optimization by alternate color assignment within timing-critical paths

(OPT-COLOR), presented in Section 6.2.2, can introduce coloring conflicts between

neighbors in a row for which colors have already been determined.

Given a coloring solution that maximizes the alternate coloring of timing-critical

paths, we solve the resulting coloring conflicts by placement perturbation within avail-

able whitespace using a dynamic programming (DP) formulation [83]. In other words,
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we exploit the whitespace available in a standard-cell row to solve any coloring conflicts

that result from the OPT-COLOR.

We further note that the placement perturbation approach as a post-processing

step after cell coloring may not converge to complete conflict removal in designs with

high utilization of layout area. To counter this, we introduce a recoloring approach

which recolors the cells during whitespace optimization to remove additional coloring

conflicts. We make sure that this recoloring introduces minimum change to the colors

of the cells determined from OPT-COLOR. We describe these dynamic programming

formulations in the rest of this section.

Dynamic programming formulation for DPL-CORR (SHIFT). We use the follow-

ing notation.

• lPS
j (rPS

j ) denotes the space between the leftmost (rightmost) poly and the cell

outline of a cell j.

• lPC
j (rPC

j ) represents the color of the leftmost (rightmost) poly for cell j.

• The sites in a standard-cell row are indexed from left to right. A cell occupies

multiple placement sites in a standard-cell row. sj denotes the leftmost placement

site index for cell j.

• xj denotes the left x-coordinate of cell j. If the unit for xj is equal to the placement

site width, then xj = sj .

• wj represents the width of cell j.

• δj denotes the displacement of cell j from its original left x-coordinate.

• Resmin denotes the minimum resolution of a traditional single-exposure lithogra-

phy.

Figure 6.7 illustrates this notation for two adjacent cells a and a−1 in a standard-

cell row. We consider only the boundary poly lines in the cells (i.e., those with extremal

x-coordinates), as the internal poly lines in a cell are assumed to have been colored

alternately and therefore have no bearing on the neighboring cells.
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Figure 6.7: Variables used in the DP problem formulation.

Cells can be shifted in multiples of the placement site width, which is the finest

positional granularity in the standard-cell row. For a given cell a, we formulate the

minimum-perturbation placement problem for removing coloring conflicts as follows.

• Objective: Minimize
∑
| δi |

• Subject to: xa + δa − xa−1 − δa−1 − wa−1 + lPS
a + rPS

a−1 ≥ Resmin

whenever lPC
a and rPC

a−1 are equal.

We solve this problem via a DP recurrence. The cost function for placing a cell

a at placement site b is as follows.

SHIFT:

Cost(a, b) = λa | sa − b | +

Min
xa−1+SRCH
i=xa−1−SRCH{Cost(a− 1, i) + HCost(a, b, a− 1, i)}

Cost(1, b) = λ1 | s1 − b |

λa (= e−α·slacka) defines the weight of cell a according to its timing criticality us-

ing its slack value slacka. This weight determines the relative importance of preserving

the initial placement as opposed to displacing the cell to placement site b. The value of α
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is chosen such that it allows positive-slack cells to move while restricting the movement

of timing-critical cells. SRCH is the range over which the cell may be displaced.5

HCost denotes the cost of displacing cell a to site b, relative to a’s immediate left

neighbor in the row and depending on the distance between the corresponding boundary

poly lines and their colors. The method for computing the HCost is shown in Figure 6.8.

When cell a is the leftmost cell in a cell row, HCost for placing cell a to placement site b

is zero (Line 01). Otherwise (Line 02), the HCost is calculated considering the locations

of cell a and its left-neighbor cell a−1. The spacing between the leftmost poly in cell a

and the rightmost poly in cell a− 1 is calculated (Line 03). When the spacing between

the two polys is less than a given minimum resolution Resmin and the two polys have

the same color, HCost is inifinity (Line 04). Otherwise, HCost is zero (Line 05).

SHIFT computes the cost of displacement of cell a and the minimum of the sum

of displacement cost of its left neighbor (a− 1) and the corresponding HCost over a set

of displacements in the search range (SRCH).

We take care of the flipped orientation of cells in the calculation of HCost. For

instance, if cell a is placed in flip-south (FS) or flip-north (FN ) orientation – that is, if

cell a is mirrored about the y-axis – then lPS
a corresponds to rPS

a and vice-versa. Hence,

rPC
a is used in cost calculation instead of lPC

a .

SHIFT with a different objective (MINMAX). We have also applied another objec-

tive for whitespace management to remove coloring conflicts. The objective seeks to

minimize the maximum displacement of a cell in a row rather than the sum of displace-

ment costs of all cells. We consider this objective since the previous one can have high

standard deviation of the displacements of individual cells from the mean displacement.

The objective is defined as follows.

• Objective: Minimize {Max | δi |}

• Subject to: xa + δa − xa−1 − δa−1 − wa−1 + lPS
a + rPS

a−1 ≥ Resmin

whenever lPC
a and rPC

a−1 are equal.

5As noted above, the displacement is made in multiples of site width, and so the runtime for the
proposed algorithm is contained using this SRCH parameter. High-utilization designs may require a large
range of displacements to utilize the whitespace available in selective pockets, with increased runtime due
to a larger SRCH value.
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HCost(a,b,a− 1,i) of cell a

Input:

Displacement of cell a corresponding to site index b: δb

Displacement of cell a− 1 corresponding to site index i: δi

x-coordinate and width of cell a: xa and wa

x-coordinate and width of cell a− 1: xa−1 and wa−1

Output:

Value of HCost

Algorithm:

01: Case a = 1: HCost(1, b) = 0

02: Case a > 1

/* Calculate the spacing between cell a and a− 1

according to new x-coordinates */

03: spacing = xa + δb − xa−1 − δi − wa−1 + lPS
a + rPS

a−1

04: if (spacing −Resmin < 0) && (lPC
a == rPC

a−1)

HCost(a, b, a− 1, i) =∞
05: else

HCost(a, b, a− 1, i) = 0

Figure 6.8: HCost algorithm for coloring-conflict removal.

This objective leads to a minor modification in the DP formulation stated in

normal SHIFT.

DP with recoloring (SHIFT+RECOLOR). To maintain the timing goals of the de-

sign, the timing-critical cells need to be locked in their position while performing de-

tailed placement perturbation. This can lead to very little or no reduction in the number

of coloring conflicts as these timing-critical cells block the movement of non-timing

critical cells. The lack of whitespace available for perturbation in very high-utilization

designs may also lead to non-convergence of the above-stated DP approach. The only

alternate available to remove coloring conflicts is the recoloring of the cells which are
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not fixed by SHIFT. Therefore, we need to include the recoloring of the cells into the

proposed DP recurrence and assign a cost for recoloring the cell in the DP formula-

tion. We believe that removing coloring conflicts is far more important and should be

achieved (even if there is slight degradation in timing) since that is needed to ensure

printability of the layout patterns. Therefore, we allow recoloring of fixed color cells,

but they are given high weights as compared to other cells (as done for timing-critical

cells in SHIFT). We include the color of the cell as a new dimension for formulating DP

for this approach. Without loss of generality, we assume that cell a has original color

C12 and is recolored to C21. Therefore, the cost of placing cell a at placement site b

when recoloring of cells is allowed is as follows.

SHIFT+RECOLOR:

Cost(a, b, C12) = λa | sa − b | +Min[

{Min
xa−1+SRCH
i=xa−1−SRCH{Cost(a− 1, i, C12)

+ HCost(a, b, C12, a− 1, i, C12)}},

{Min
xa−1+SRCH
i=xa−1−SRCH{Cost(a− 1, i, C21)

+ HCost(a, b, C12, a− 1, i, C21)}}]

Cost(a, b, C21) = λa | sa − b | +λa
c + Min[

{Min
xa−1+SRCH
i=xa−1−SRCH{Cost(a− 1, i, C12)

+ HCost(a, b, C21, a− 1, i, C12)}},

{Min
xa−1+SRCH
i=xa−1−SRCH{Cost(a− 1, i, C21)

+ HCost(a, b, C21, a− 1, i, C21)}}]

Cost(1, b, C12) = λ1 | s1 − b |

Cost(1, b, C21) = λ1 | s1 − b | +λ1
c

Cost(a, b, C12) denotes the minimum cost of placing the cell a with original color C12

at placement site b when the color of cell a − 1 can be either C12 or C21. Similarly,

Cost(a, b, C21) denotes the minimum cost of placing the recolored cell a with color C21

at placement site b when the color of cell a− 1 can be either C12 or C21. The recoloring

weight of cell a is defined as λa
c (= e−βslacka) where β can take different values to assign
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different recoloring weights to the cells. Fixed-color cells have high recoloring weight

for high values of β because they also happen to be timing-critical cells with negative

slack values. As demonstrated below, this SHIFT+RECOLOR DP formulation can

achieve a conflict-free design by combining (i) displacement of cells (“SHIFT”) to add

spaces between coloring-conflicting cells with (ii) inverting the given coloring of cells

(“RECOLOR”) to remove coloring conflicts without additional spaces.

Applicable design stages. The proposed approach is aware of timing-critical cells and

seeks to minimize perturbation of these cells to preserve timing goals of the design.

Table 6.4 summarizes applicable design stages of the proposed methodology;4 and©
represent applicable design stages, while × represents inapplicable design stages. The

alternate coloring (OPT-COLOR) and conflict removal (DPL-CORR) optimizations

can be used either separately or together. OPT-COLOR can be performed at every timing

optimization stage in the design implementation flow, even before placement, while

DPL-CORR is applicable after placement. However, timing can change significantly

at every design optimization stage, so that timing-critical paths can continually change,

and new coloring conflicts can occur whenever placement locations or master cells of

cell instances change. Consequently, OPT-COLOR may optimize non-timing critical

paths if used at early design stages, and DPL-CORR may be performed unnecessarily

if used before any significant timing optimizations, while failing to guarantee DPL-

correctness at signoff. Hence, we suggest using the proposed methodology at near-final

timing signoff stages – in particular, after detailed routing (denoted by© in Table 6.4),

when timing improvement has ‘saturated’ and most timing-critical paths have been fixed

or otherwise clearly comprehended by the design team.

Table 6.4: Applicable design stages.

Design Stage OPT-COLOR DPL-CORR

Pre-placement 4 ×

Post-placement 4 4

Post-clock-synthesis 4 4

Post-routing © ©
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6.2.4 Experimental Setup

Library preparation. We use G1L-G2S and G1S-G2L as the names of bimodal-aware

timing libraries corresponding to the scenarios MAXG1 ≥ MAXG2 and MAXG1 ≤
MAXG2, respectively. Each scenario can further be split based on the CD mean differ-

ence values between the two groups.

We choose the most commonly used 36 standard cells from Nangate 45nm

Open Cell Library [14]. We create two coloring versions for each standard cell, e.g.,

NAND2 C12 and NAND2 C21 for a NAND2 cell. We characterize delay of all color-

ing versions of cells using Predictive Technology Model (PTM) [17], with respect to the

two scenarios G1L-G2S and G1S-G2L and the three cases of CD mean difference equal

to 2, 4 and 6nm. Table 6.5 summarizes timing libraries we generate for bimodal-aware

timing analysis. Unimodal CD values corresponding to the bimodal CD values follow

the calculation used in [64]. With the unimodal timing models, we require one timing

signoff, while with the bimodal timing models, we need two timing signoffs for each

G1L-G2S or G1S-G2L case.

Table 6.5: Bimodal-aware timing libraries.

CD Mean Diff. (→) 2nm 4nm 6nm

CD (nm) of group G1 and G2

Corner Name (↓) G1 G2 G1 G2 G1 G2

Unimodal 53.61 56.32 59.22

G1L-G2S 53 51 54 50 55 49

G1S-G2L 51 53 50 54 49 55

We define the minimum spacing between same-colored poly lines (Resmin) to

be 330nm, which is calculated by subtracting the poly width (50nm) from twice the

defined poly pitch (2×190nm) in the Nangate 45nm library. Separately, all 72 (36× 2)

standard cells are analyzed and CSC values are recorded.

Testcase preparation. We implement four open-source cores, AES and JPEG, ob-

tained from the open-source site opencores.org [15], and two sub-blocks of OpenSparc
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T1 design, i.e., LSU (load and store unit) and EXU (execution unit), obtained from the

Sun OpenSPARC Projects site [19]. We synthesize the cores using Cadence RTL Com-

piler v5.2 [6] with the original (non-bimodal) timing library which does not have color-

ing information and which assumes worst-case CD values of 50nm for all transistors.

We use Cadence SOC Encounter v7.2 [7] to place and route with three different place-

ment utilizations (70%, 80% and 90%), to compare the difficulty of coloring-conflict

removal.

We then assign color C12 or C21 to all cell instances by replacing the original

master cell names, e.g., NAND2 C12 or NAND2 C21 for NAND2. For this initial col-

oring assignment, the only objective is to not create coloring conflicts, which is the

only constraint for the traditional DPL pattern decomposition. We first assign a color

to the leftmost cell in each cell row and assign a color of the next cell so as to not cre-

ate a coloring conflict with the first cell, and then iterate this assignment method to the

end of the cell row. For each initially colored design, we extract RC parasitics from

SOC Encounter v7.2 [7] and then perform timing analysis with Synopsys PrimeTime

vB-2008.12-SP2 [25].

Table 6.6 summarizes design and timing information of the used testcases when

the 2nm CD mean difference library is used. The number (e.g., 70) in the name of

testcases (e.g. AES70) denotes the initial placement utilization (e.g., 70%). WNS and

TNS respectively represent the worst negative slack of the design and the total negative

slack (which is the sum of all negative slacks) over all the end points of timing paths.

WNS can be regarded as the feasibility of timing closure at the given clock cycle time,

and TNS can be regarded as the required effort to fix all timing violations of the de-

sign. Timing with the original (single CD distribution) timing library is met at the given

clock cycle times. However, due to the bimodal CD distribution, timing of the double

patterning-applied designs is significantly degraded. It must be noted that the unimodal

timing analysis is significantly more pessimistic than the bimodal-aware timing analysis.

We also observe that the use of the bimodal-aware timing library can by itself directly

improve timing significantly, due to the ‘intrinsic’ alternate coloring within a cell, as we

observe in the fall delay of a NAND2 in which CD variation of MN1 is compensated by

opposite CD variation of MN2 (refer to Figure 6.5).



223

Table 6.6: Testcase information.

#instance Area Util. Unimodal Bimodal

#-C12 #-C21 (µm2) (%) WNS TNS WNS TNS

(ns) (ns) (ns) (ns)

AES70 21350 4676 44848 69.10 -0.428 -73.8 -0.190 -14.9

AES80 19300 7336 38735 81.26 -0.460 -79.6 -0.197 -19.1

AES90 13388 7396 29765 91.15 -0.489 -67.4 -0.239 -12.8

JPEG70 77807 15091 175742 68.85 -0.613 -208.3 -0.331 -23.1

JPEG80 66928 25742 152430 79.47 -0.641 -191.9 -0.232 -16.1

JPEG90 60136 32483 137571 88.31 -0.613 -192.7 -0.229 -20.6

EXU70 23764 5933 68066 68.71 -0.446 -173.0 -0.235 -25.1

EXU80 19669 9898 58705 79.40 -0.548 -130.5 -0.251 -14.6

EXU90 18008 10007 51663 88.37 -0.449 -149.9 -0.199 -15.4

LSU70 30831 4673 106385 70.11 -0.448 -89.9 -0.136 -4.8

LSU80 27444 7638 93154 79.97 -0.486 -108.4 -0.207 -5.0

LSU90 23165 11926 82909 90.20 -0.466 -120.2 -0.212 -8.5

Experimental flow. Figure 6.9 shows the proposed design optimization framework

for double patterning. Major steps are in the left-hand side and output data are in the

right-hand side. Solid arrows show the design flow and dashed arrows show the data

flow.

Step 1: Initial design. For the initial testcase preparation, we use a traditional timing-

driven design implementation flow. The design starts with RTL netlists and timing con-

straints, and is synthesized, placed and routed with the original (traditional) worst-case

timing library from single CD distribution.

Step 2: Initial coloring. The framework performs initial coloring for double patterning,

in which no coloring conflicts are allowed. The output is a design exchange format

(initial colored.def).

Step 3: Timing analysis. Based on the coloring information and bimodal-aware timing
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libraries, a static timer analyzes timing, and generates an ILP problem instance for top-k

timing-critical paths.

Step 4: Optimal coloring (OPT-COLOR). The ILP solver finds the optimal alternate

coloring solution for the selected timing paths, and at the same time, a pre-defined color

is assigned to all clock buffers.6

Step 5: Conflict removal (DPL-CORR). DPL-CORR solves the coloring conflicts

caused during Step 4, subject to the coloring constraints (keep color.list) and timing

constraints (slack.list). Partially disconnected nets due to the placement perturbation in

DPL-CORR are ECO-routed, and a final design (opt.def) that does not have coloring

conflicts is generated.

Initial Design orig.def

Initial Coloring initial_colored.def

Timing Analysis ILP problem

Optimal Coloring keep_color.list

slack list

Conflicts Removal

opt_colored.def

opt.defp

Figure 6.9: Design framework for bimodal-aware timing optimization.

The orig.def is not suitable for double patterning. After Step 2, initial colored.def

is applicable for double patterning, since this design does not have coloring conflicts.
6Although we suggested to use the same color for all clock buffers, this can introduce a large number

of coloring conflicts when the number of clock buffers is large (indeed, in some complex SOCs with
many disjoint clock trees, more than 10% of total cell instances can be clock buffers). In this case,
a methodological approach of intrinsic alternate coloring within block buffer and inverter cells can be
exploited: if clock buffers/inverters have only an even number of fingers in every transistor, then the CSC
values of those cells become zero. Hence, we can use either C12 or C21 cells arbitrarily in the clock
network without causing any bimodality-induced clock skew problem. This methodological approach
would change the designs of library cells.
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We use this initial colored.def as the reference double patterning-applied design. The

opt colored.def is used to show the pure effect of the proposed optimal coloring method,

since the placement locations of cells and the routing are not disturbed from the refer-

ence design. We finally compare the timing quality of the final design (opt.def) with the

reference design (initial colored.def). We note that the proposed optimization frame-

work does not increase the given die area at all, since it perturbs the placement using

existing whitespace between placed cells.

6.2.5 Experimental Results

The first experiment is to verify the quality of the alternate color assignment

(OPT-COLOR), varying the number of timing-critical paths taken into account. We ap-

ply the alternate color assignment to the timing-critical paths and uniform color assign-

ment to the clock paths, but do not apply DPL-CORR that may introduce other timing

uncertainty from placement perturbation and ECO-routing. Table 6.7 shows CSCP and

TNS reduction from the alternate color assignment on different top-k critical paths of

AES70. Runtime is listed in Row 2. Average |CSCP| of the top-k critical paths (Avg.

CSCP) of the initially colored design (“Initial Coloring”) and of the alternately colored

design (“Alternate Coloring”) is given in Rows 3 and 7, respectively. TNS is calculated

using the two worst-corner bimodal-aware timing libraries G1L-G2S and G1S-G2L. Be-

tween the two timing results, the worse one is reported. We observe that as the number

of timing paths increases, the average CSCP of the optimized design decreases. As a

result, the total negative slack decreases.

The second experiment is to verify the quality of the alternate color assignment

method (OPT-COLOR) on different testcases. Tables 6.8 and 6.9 summarize the WNS

and TNS reduction from the alternate color assignment for different testcases.7 We

observe that WNS is reduced by more than 150ps and TNS is improved by around 10ns

(from -23.1ns to -13.2ns) in JPEG70, even with 2nm CD mean difference libraries.

The third experiment is to measure the performance of the proposed DPL-CORR

technique. Tables 6.11 and 6.12 show the results of DP-based coloring-conflict removal

7For this experiment, we consider top-400 critical paths for AES testcases, top-1000 critical paths for
EXU and LSU testcases, and top-2000 critical paths for JPEG testcases.
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Table 6.7: Average CSCP of the top-k critical paths and TNS (ns) reduction via the
alternate color assignment (OPT-COLOR).

#Timing-critical paths (k) 100 200 300 400 1000

Runtime (s) 0.46 4.20 19.38 6.19 5.23

Initial Avg. CSCP 2.019 2.010 2.016 2.012 2.000

Coloring TNS @2nm -14.91 -14.91 -14.91 -14.91 -14.91

TNS @4nm -24.38 -24.38 -24.38 -24.38 -24.38

TNS @6nm -36.09 -36.09 -36.09 -36.09 -36.09

Alternate Avg. CSCP 1.992 1.962 1.974 1.959 1.957

Coloring TNS @2nm -14.43 -13.40 -12.97 -12.48 -11.91

TNS @4nm -23.37 -21.68 -20.51 -19.51 -17.08

TNS @6nm -34.48 -32.87 -31.07 -29.45 -26.29

algorithm on different testcases. The tables show the performance statistics for DP

implementation on testcases with “Random” coloring and “Alternate” coloring respec-

tively. The experiments are performed for different values of α to highlight the perfor-

mance of the algorithm as the movement of timing-critical cells is restricted progres-

sively from unrestricted movement to no movement. We also compare the performance

of SHIFT and MINMAX on testcase AES70 with “Random” coloring in Table 6.10.

The value of α is 0. The value of the sum of maximum displacements of over all rows

(SOMR) is lower for MINMAX than that for SHIFT, as expected, but the improvement

is not significant. On the contrary, the sum of displacements of timing-critical cells

(SDTC) and the sum of displacements of non-timing critical cells (SDNTC) increases

substantially for MINMAX as compared to the values reported for SHIFT. Therefore,

we have chosen SHIFT for SHIFT+RECOLOR which seeks complete conflict re-

moval.

In Tables 6.11 and 6.12, performance data are reported for DP variants, i.e.,

SHIFT and SHIFT+RECOLOR, respectively. The value of SRCH is taken as 50

and the value of β for determining recoloring weight is 30. For SHIFT, we report

the number of conflicts after placement optimization (#Confl.), the sum of displace-
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Table 6.8: WNS (ns) comparison before (Init.) and after (Alt.) alternate coloring
(OPT-COLOR) for different testcases.

CD diff. 2nm 4nm 6nm

Coloring Init. Alt. Init. Alt. Init. Alt.

AES70 -0.189 -0.154 -0.257 -0.192 -0.388 -0.293

AES80 -0.197 -0.190 -0.234 -0.220 -0.309 -0.299

AES90 -0.239 -0.186 -0.301 -0.250 -0.430 -0.386

JPEG70 -0.331 -0.173 -0.498 -0.229 -0.663 -0.391

JPEG80 -0.232 -0.207 -0.371 -0.337 -0.561 -0.484

JPEG90 -0.229 -0.210 -0.334 -0.274 -0.532 -0.393

EXU70 -0.235 -0.206 -0.266 -0.197 -0.348 -0.265

EXU80 -0.251 -0.247 -0.308 -0.276 -0.379 -0.351

EXU90 -0.199 -0.173 -0.255 -0.211 -0.358 -0.297

LSU70 -0.136 -0.057 -0.230 -0.093 -0.330 -0.169

LSU80 -0.207 -0.206 -0.245 -0.220 -0.307 -0.273

LSU90 -0.212 -0.161 -0.288 -0.251 -0.405 -0.343

ments of non-timing critical cells (SDNTC), and the sum of displacements of non-

timing critical cells (SDNTC) respectively in Columns 5, 6, and 7 in Table 6.11. For

SHIFT+RECOLOR, we report the number of conflicts after placement optimization

(#Confl.), the sum of displacements of non-timing critical cells (SDNTC), the sum of

displacements of non-timing critical cells (SDNTC) and the number of recolorings of

fixed-color cells (FCCD), respectively, in Columns 4, 5, 6 and 7 in Table 6.12.

The sum of displacements of timing-critical (non-critical) cells, SDTC (SD-

NTC), decreases (increases) with increase in the value of α as the movement of timing-

critical cells is restricted and movement of non-critical cells is needed to compensate

for that restriction to achieve the same results. Runtime in Column 8 in Tables 6.11 and

6.12 shows linear scalability of the proposed algorithms with respect to instance count.

The first DPL-CORR algorithm SHIFT is able to solve all the coloring con-

flicts for testcases with a given random coloring at 70% and 80% placement utilizations,

when α values are 0 and 20. For high-utilization testcases (AES90 and JPEG90), the
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Table 6.9: TNS (ns) comparison before (Init.) and after (Alt.) alternate coloring
(OPT-COLOR) for different testcases.

CD diff. 2nm 4nm 6nm

Coloring Init. Alt. Init. Alt. Init. Alt.

AES70 -14.91 -12.48 -24.38 -19.51 -36.09 -29.45

AES80 -19.07 -16.10 -26.41 -22.65 -36.52 -32.53

AES90 -12.83 -11.17 -21.68 -18.52 -32.47 -28.09

JPEG70 -23.08 -13.20 -50.76 -22.34 -105.15 -49.29

JPEG80 -16.15 -10.68 -33.03 -15.50 -68.52 -34.27

JPEG90 -20.56 -12.12 -38.77 -18.49 -78.97 -40.26

EXU70 -25.11 -18.31 -42.99 -22.38 -75.46 -37.88

EXU80 -14.57 -12.04 -21.49 -15.99 -35.00 -26.72

EXU90 -15.38 -14.75 -23.69 -21.41 -39.31 -34.00

LSU70 -4.78 -0.91 -13.33 -2.78 -30.31 -7.32

LSU80 -4.98 -4.22 -10.51 -6.59 -21.04 -13.71

LSU90 -8.52 -6.94 -15.58 -10.34 -26.52 -17.95

algorithm is able to remove around 33% and 39%, respectively, of conflicts without any

recoloring. Understandably, the algorithm performance suffers drastically when α is

taken as ∞, since this means that all timing-critical cells are locked in their positions.

The number of conflicts can be reduced by increasing the SRCH range for displace-

ments since the whitespace is often not distributed evenly over the entire standard-cell

row. This approach can reduce the number of conflicts but the runtime can increase

substantially. It should be noted that whitespace management alone cannot guarantee

complete conflict removal in high-utilization designs because the algorithm is restricted

by the lack of whitespace needed for complete conflict removal.

The goal of complete conflict removal can be realized fully with the second DPL-

CORR algorithm, SHIFT+RECOLOR. We apply this DP algorithm to the alternate

coloring results since this is the case of interest from a flow and methodology standpoint.

The number of conflicts reduces to 0 for all values of α, albeit with a slight penalty

incurred in recoloring the fixed color cells obtained from alternate coloring results. The
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Table 6.10: Performance comparison of MINMAX and SHIFT for AES70.

MD SOMR SDTC SDNTC

SHIFT 3.42 134.14 880.08 2835.94

MINMAX 3.42 115.90 1131.26 3401.95

sum of displacements of timing-critical cells (SDTC) and the sum of displacements of

non-timing critical cells (SDNTC) are both reduced considerably with this approach

compared to those from SHIFT, implying less effort in subsequent ECO-routing. We

also observe that there is a slight degradation in timing when DP-based recoloring is

applied; this is due to the fact that the colors of some fixed cells are changed. The

runtime is of the order of several minutes, since the number of conflicts is smaller. In

general, we observe that DP with recoloring can handle all of the testcases with ease and

can achieve complete conflict removal with practical runtime.

Finally, we compare timing slack and timing-slack variation before and after

coloring optimization, including the effect of the placement perturbation and ECO rout-

ing due to the conflict removal. Table 6.13 shows timing of the initial coloring and

timing after coloring optimization with DPL-CORR SHIFT, for JPEG70 testcase. We

use timing criticality weight α = 20. ‘Worst WNS’ and ‘Worst TNS’ represent the worse

timing slack between the two corner libraries, and ‘WNS diff.’ and ‘TNS diff.’ represent

the slack difference between the two corner libraries. Due to the placement perturbation

and ECO routing, the worst negative slack is degraded by at most 1ps from the results

of the OPT-COLOR only. However, we still observe up to 157ps, 268ps and 271ps of

WNS reduction, and 9.81ns, 28.36ns and 55.75ns of TNS reduction for 2nm, 4nm

and 6nm CD mean difference in bimodal CD distribution, respectively, in the JPEG70

testcase. In addition, the maximum variation of the worst (total) negative slack between

two corner libraries is reduced from 439ps (98.58ns) to 132ps (27.23ns) for 6nm CD

mean difference libraries. This implies more robust timing of the design with respect to

CD-distribution changes of G1 and G2.

In the case that the design is very congested, the second DPL-CORR algorithm

SHIFT+RECOLOR can completely solve the coloring conflicts without significant
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timing degradation. Table 6.14 summarizes timing-slack changes due to OPT-COLOR

and DPL-CORR, including ECO routing and recoloring. Again, the worse WNS and

TNS values are chosen from the results of the two bimodal-aware timing analyses. We

report the highest utilization cases for each design.

6.3 1-D Gridded Design for IAL

We have briefly discussed interference-assisted lithography (IAL) in Section

4.1.1. In this section, we propose a 1-D gridded (i.e., regular pitch) design that is

amenable to IAL.

6.3.1 Concept of Gridded Design Rule (GDR)

Conventional random-logic design has been done for many years using random

two-dimensional (2-D) shapes. 2-D shapes have edges which are placed on a “design

grid” which may be ten to twenty times smaller than the feature size of a technology

node. For example, 45nm logic design uses a 1nm grid. Such a very fine grid allows

edges to have a very large number of spacings relative to other edges in the same layer or

different layers in the design. As a result, complex design rules (CDRs) taking hundreds

of pages in a design manual are given to the physical design team. Unfortunately, even

these complex rules have not been enough and restricted design rules (RDRs) have been

introduced to try to catch “hotspots” and other marginally manufacturable patterns.

One dimensional (1-D) gridded design rules (GDRs) refer to a layout style in

which critical layers are drawn only with 1-D lines on a coarse grid [168] [169] [121].

Since the shapes are straight lines, they can be described with fewer variables such as

width, space and line-end gap. The grid is typically one or half pitch of the layer or

a related layer. Figure 6.10 shows an example of two functionally equivalent layouts

with the left side drawn with 1-D GDR and the right side drawn with 2-D CDR. Three

problematic areas are highlighted in the 2-D CDR case. Site 1 points out a transistor

which is isolated in the x-direction from other lines; it will have a reduced process

window as compared to the same poly line in the 1-D GDR. Site 2 indicates a poly line

in a dense environment; it will also have a reduced process window since one side is
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Table 6.11: DP-based coloring-conflict removal using SHIFT. SDTC and SDNTC
denote sum of displacements (µm) of timing-critical cells and of non-timing critical

cells, respectively. (Results for other testcases are available at [30].)

Testcase #Confl. α SHIFT

#Confl. SDTC SDNTC CPU (s)

0 4394 995.22 8961.73 52.22

AES90 6574 20 4394 971.09 9638.51 52.05

∞ 6516 0 88.16 53.76

0 16668 4785.34 49532.05 347.23

JPEG90 27296 20 16668 4660.13 53842.2 347.73

Random ∞ 27296 0 0 348.04

0 5344 5990 12101 69.79

EXU90 8841 20 5344 6098 12914 69.89

∞ 8841 0 0 72.67

0 3275 10603 17623 84.79

LSU90 10114 20 3275 10601 18723 84.80

∞ 10112 0 0.85 91.44

0 42 276.26 323.76 49.98

AES90 158 20 42 303.43 382.47 51.57

∞ 151 0 5.89 53.43

0 0 2523.20 4751.52 213.88

JPEG90 2036 20 0 2664.94 5568.14 213.78

Alternate ∞ 2026 0 12.16 241.39

0 0 535.61 969.00 66.80

EXU90 443 20 0 580.26 1214.1 66.73

∞ 439 0 3.61 72.86

0 0 523.64 399.19 80.55

LSU90 411 20 0 605.91 530.67 80.28

∞ 403 0 11.21 90.45
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Table 6.12: DP-based coloring-conflict removal using SHIFT+RECOLOR.
SDTC and SDNTC denote sum of displacements (µm) of timing-critical cells and of
non-timing critical cells, respectively. FCCD represents the number of recolored cells

during DPL-CORR. (Results for other testcases are available at [30].)

Testcase α SHIFT+RECOLOR

#Confl. SDTC SDNTC FCCD CPU (s)

0 0 12.35 13.68 27 205.76

AES90 20 0 11.59 42.18 29 209.42

∞ 0 0 4824.67 32 218.02

0 0 64.98 71.25 152 607.88

JPEG90 20 0 54.72 213.75 158 607.86

Random ∞ 0 0 22005.04 199 678.69

0 0 909 690 11 191.02

EXU90 20 0 510 589 63 191.26

∞ 0 0 1559 138 210.74

0 0 3329 2413 0 229.77

LSU90 20 0 2994 2630 44 229.81

∞ 0 0 939 136 264.91

0 0 94 78 2 145.12

AES90 20 0 21 27 15 145.25

∞ 0 0 69 25 158.59

0 0 594 446 86 609.3

JPEG90 20 0 245 334 298 609.05

Alternate ∞ 0 0 373 689 693.12

0 0 211 99 47 193.54

EXU90 20 0 139 99 78 192.75

∞ 0 0 264 148 210.61

0 0 289 136 44 231.18

LSU90 20 0 193 124 90 231.48

∞ 0 0 124 169 266.11
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Table 6.13: Comparisons of WNS and TNS, before and after OPT-COLOR and
DPL-CORR SHIFT optimizations.

Stage Timing slack Mean CD difference

2nm 4nm 6nm

Initial WNS (ps) w/ G1L−G2S -331 -498 -663

Coloring WNS (ps) w/ G1S −G2L -122 -155 -224

Worst WNS (ps) -331 -498 -663

WNS diff. (ps) 209 343 439

TNS (ns) w/ G1L−G2S -23.08 -50.76 -105.15

TNS (ns) w/ G1S −G2L -4.03 -3.44 -6.57

Worst TNS (ns) -23.08 -50.76 -105.15

TNS diff. (ns) 19.05 47.32 98.58

OPT-COLOR WNS (ps) w/ G1L−G2S -165 -230 -392

+ WNS (ps) w/ G1S −G2L -174 -186 -260

DPL-CORR Worst WNS (ps) -174 -230 -392

WNS diff. (ps) 9 44 132

(SHIFT) TNS (ns) w/ G1L−G2S -13.27 -22.40 -49.40

TNS (ns) w/ G1S −G2L -9.45 -12.89 -22.17

Worst TNS (ns) -13.27 -22.40 -49.40

TNS diff. (ns) 3.82 9.51 27.23
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Table 6.14: Comparisons of WNS and TNS before and after OPT-COLOR and
DPL-CORR SHIFT+RECOLOR optimizations.

Testcase Stage Timing Mean CD difference

slack 2nm 4nm 6nm

Initial Coloring WNS (ns) -0.239 -0.301 -0.430

TNS (ns) -12.83 -21.68 -32.47

AES90 OPT-COLOR Only WNS (ns) -0.186 -0.250 -0.386

TNS (ns) -11.17 -18.52 -28.09

DPL-CORR WNS (ns) -0.209 -0.316 -0.398

(SHIFT+RECOLOR) TNS (ns) -11.19 -8.58 -28.14

Initial Coloring WNS (ns) -0.229 -0.334 -0.532

TNS (ns) -20.56 -38.77 -78.97

JPEG90 OPT-COLOR Only WNS (ns) -0.210 -0.274 -0.393

TNS (ns) -12.12 -18.49 -40.26

DPL-CORR WNS (ns) -0.198 -0.231 -0.357

(SHIFT+RECOLOR) TNS (ns) -12.45 -18.43 -29.70

Initial Coloring WNS (ns) -0.199 -0.255 -0.358

TNS (ns) -15.38 -23.69 -39.31

EXU90 OPT-COLOR Only WNS (ns) -0.173 -0.211 -0.297

TNS (ns) -14.75 -21.41 -34.00

DPL-CORR WNS (ns) -0.173 -0.212 -0.296

(SHIFT+RECOLOR) TNS (ns) -14.44 -20.75 -32.72

Initial Coloring WNS (ns) -0.212 -0.288 -0.405

TNS (ns) -8.52 -15.58 -26.52

LSU90 OPT-COLOR Only WNS (ns) -0.161 -0.251 -0.343

TNS (ns) -6.94 -10.34 -17.95

DPL-CORR WNS (ns) -0.176 -0.252 -0.344

(SHIFT+RECOLOR) TNS (ns) -6.57 -9.43 -16.00
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relatively more isolated than the other. Finally, Site 3 shows a poly line in a congested

2-D environment; this site is susceptible to necking and bridging hotspots in addition to

showing a reduced process window. As illustrated by the left side of Figure 6.10, the

poly lines are on a uniform pitch with dummy lines as needed. The horizontal metal

lines are also on a uniform pitch with other line segments separated by uniform gaps.

Since the poly and metal lines are on perpendicular grids, the diffusion and gate contacts

can be automatically located at intersections of the grid lines.

Pre-print of SPIE paper 3 2 0 0 9 - 0 2 - 2 6  

 

Figure 1.  1D GDR layout (left side) compared to 2D CDR layout (right side). 

In a 1D GDR layout, the design rules are greatly simplified because they involve widths, spaces, and end-gaps. Overlap 
rules, like first metal end-overlap of a contact, are built into the first metal end-gap rule and hence are redundant. Similar 
logic applies to diffusion-to-contact, gate-to-contact, and metal-to-via overlaps. The Tela Canvas™ implementation of 
1D GDR builds these constraints into the logic cell architecture to give “correct by design” layout. 

The 1D GDR layout style can allow individual layers to be split into “lines” and “cuts” in a straightforward manner [13]. 
The lines are essentially a grating pattern and can be imaged using an interferometric technique. The cuts can be 
patterned by the same technique chosen for other “hole” layers like contacts or vias. 

 
2.2 IAL-compatible SRAM bitcell design 
 
In this subsection, we show the design of a 6T SRAM bitcell following 1D regular-pitch gridded design rules. 
 
We generate an initial grid-based bitcell layout as shown in Figure 2(a). We assume that the feature size and minimum 
spacing of all layers are each equal to two drawing grids, so that all patterns can have the same linewidth. However, this 
grid-based bitcell is still not IAL-compatible, as there exist 2-D patterns on the diffusion and Metal1 (M1) layer; 
furthermore, not all patterns  are placed on a 1-D pitch, except for poly patterns. From the initial layout, we can 
decompose patterns so that they are placed on the 1-D pitch. However, the ‘L’ shapes on the Metal1 layer cannot be 
made IAL-compatible through decompaction. To make those ‘L’ shape geometries 1-D, the ‘L’ shapes must be split into 
two rectangles, and then one of the rectangles must be moved to another layer, e.g., Metal2 (M2). We use the vertical 
direction for Metal1 patterns and the horizontal direction for Metal2 patterns. The new 1-D regular pitch layout is 
generated as shown in Figure 2(b). Here, we assume that the diffusion layer can be generated by non-IAL process. To 
make all geometries, including the diffusion layer 1-D, we split the thick width diffusion patterns into two parallel, same-
sized patterns as shown in Figure 2(c), though this can lead to larger cell size. 

 
 

Figure 2. IAL-compatible bitcell layout. 
 

Figure 6.10: 1-D GDR layout (left) compared to 2-D CDR layout (right).

6.3.2 IAL-Friendly SRAM Bitcell Layout

The 6-T SRAM bitcell shown in Figure 6.11 is composed of six transistors, two

bitlines (BL and BLb) and one wordline (WL). Both bitlines carry complementary

data. A bitcell can read or write a bit of data when WL is high. Bitlines are used for

both input and output terminals. The internal six transistors consist of two pass-gate

(PG) transistors (PG1 and PG2), two pull-down (PD) driver transistors (PD1 and

PD2) and two pull-up (PU ) transistors (PU1 and PU2).

Operation of 6-T SRAM bitcell is as follows.

• Read operation. Before WL goes high, both bitlines are precharged to the

supply voltage. When WL goes high, one of the two bitlines is discharged through

a drive transistor. This creates a voltage difference between the bitlines, which is

captured by a sense amplifier attached to the bitlines. Due to the RC timing delay
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Figure 6.11: Schematic of 6-T SRAM bitcell.

from a bitline through a drive transistor to the ground, and to compensate for the

mismatch in the sense amplifier, the discharging should be fast enough for the

sense amplifier to realize the voltage difference within a specified time.

• Write operation. For write-low operation (i.e., BL is low), NR is high and WL

goes to high, PG2 is turned on and the current flows from VDD through PU2 and

PG2 to BL. At this time, the voltage of NR decreases from the current ratio of

PU2 to PG2, and finally goes to ground when PD2 is turned on by the other

internal node, NL.

Reliable operation is one of the major concerns of the bitcell design. A bitcell must

provide stable read, write and data retention abilities. The two aspects of area and

stability are interdependent since designing a bitcell for improved stability invariably

requires a large bitcell area.

• Read stability. Read stability means that the data inside a bitcell must not

change during the read operation. Data retention of the SRAM bitcell, both in

standby mode and during a read operation, is an important functional constraint.

As explained above, during a read operation discharging must be fast enough and

an internal node (either NL or NR) must be low enough to turn on the drive tran-

sistor connected to that internal node. Furthermore, once the low-state node goes

above the inverter’s logical threshold voltage, internal data would be changed.

The level of voltage increase at the internal node is decided by the ratio of the
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current of the drive transistor PD1 (PD2) to that of the access transistor, PG1

(PG2). The current ratio between drive and access transistors is called the cell

ratio of the SRAM bitcell. Large cell ratio means a large drive transistor, so that

the voltage on internal node NL (NR) can be kept as low as the output of the

voltage divider of PD1 (PD2) and PG1 (PG2). For stable read operation, large

cell ratio is preferred, but increases the bitcell area. Usually, a cell ratio of 1.5

∼ 2 minimizes bitcell area while guaranteeing some level of read stability. So, if

the gate lengths of PD1 (PD2) and PG1 (PG2) are the same, the gate width of

PD1 (PD2) must be greater than that of PG1 (PG2).

• Writeability. Writeability refers to the requirement that data on bitlines must

change the internal nodes of the bitcell within a specified time. This depends

on the ratio of currents of the PU1 (PU2) and PG1 (PG2) transistors. To easily

switch the high-state internal node to ground, the current of PG1 (PG2) should be

larger than that of PU1 (PU2). This ratio is called the pull-up ratio, and indicates

how easily the data can be changed by the low-state bitline. Pull-up ratio depends

on both PMOS and NMOS currents, hence mobility must be considered during

the transistor sizing. If NMOS mobility is twice of PMOS mobility, the same

transistor widths of PU1 (PU2) and PG1 (PG2) result in 0.5 of pull-up ratio.

So, PU1 (PU2) and PG1 (PG2) are sized as small as possible and can have the

same size.

The cell ratio and pull-up ratio are determined not only by layout dimensions

but also by the amount of current driven by each transistor. In a traditional 6-T SRAM

bitcell, widths and lengths of transistors are all different to improve static noise mar-

gin (SNM) and to minimize bitcell area. However, in an IAL-friendly design, all six

transistors must have the same gate length. Table 6.15 shows an example of transistor

sizing for a 32nm bitcell scaled from an industry 90nm bitcell. Columns 4 and 5 give

the length and width of transistors obtained by naive geometric scaling from 90nm to

32nm. Columns 6 and 7 give the target transistor sizes for an IAL-friendly design.

Typically, bitcell’s electrical characteristics are measured by the following static met-

rics: Butterfly curve [158], N-curve [73], read current (Iread), leakage current (Ileakage),
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Table 6.15: Example of 6-T SRAM bitcell device sizing.

Transistors L (nm) W (nm)

TSMC 90nm Pull-Up (PU ) 100 100

bitcell Pull-Down (PD) 100 175

Pass-Gate (PG) 115 120

32nm bitcell Pull-Up (PU ) 32 32

scaled from Pull-Down (PD) 32 56

90nm Pass-Gate (PG) 115 120

32nm Pull-Up (PU ) 32 44

1-D regular Pull-Down (PD) 32 88

bitcell Pass-Gate (PG) 32 44

minimum voltage to hold data (V DDhold), etc. Detailed measurement methods, along

with measured results of the proposed bitcells, are discussed in Section 6.3.4.

We generate an initial grid-based bitcell layout as shown in Figure 6.12(a). We

assume that the feature size and minimum spacing of all layers are each equal to two

drawing grids, so that all patterns can have the same linewidth. However, this grid-based

bitcell is still not IAL-friendly, as there exist 2-D patterns on the M1 layer; furthermore,

not all patterns are placed on an 1-D pitch, except for poly patterns. All circuit nodes

are completely connected using the M1 layer.

From the initial layout, we can decompact all patterns so that they are placed on

the 1-D pitch. However, the ‘L’ shapes on the M1 layer cannot be made IAL-friendly

through decompaction. To make all geometries 1-D, the ‘L’ shapes must be split into two

rectangles, and then one of the rectangles must be moved to another layer, e.g., M2. We

use the vertical direction for M1 patterns and the horizontal direction for M2 patterns.

Finally, the new 1-D regular-pitch layout is generated as shown in Figure 6.12(b).

To implement a bitcell with 32nm gate length, we must define relevant design

rules. In Figure 6.12(b), we observe that the IAL-friendly bitcell layout requires at

least two poly pitches in the vertical direction, and five contact pitches in the horizontal

direction. The required size of the pitch in each direction is calculated as follows.
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Figure 6.12: IAL-friendly bitcell layout.

• Vertical pitch. Vertical pitch is decided by either minimum interference lithog-

raphy (IL) pitch or the minimum distance that embeds all constituent materials.

Figure 6.13 shows a vertical cut-view of the proposed bitcell. Poly pitch must

be greater than the sum of poly width, contact width and twice poly-to-contact

spaces. Poly-to-contact space is determined by the sum of the thickness of the

spacer and the strain layer. Considering process variations such as overlay and

CD error, poly-to-contact space is then calculated as

spc ≥ Wspacer + Wstrain layer + Eoverlay + ECD

where spc is poly-to-contact space, Wspacer and Wstrain layer are the widths of the

spacer and strain layer, and Eoverlay and ECD are the amounts of overlay error

and CD control error. We assume that Wspacer and Wstrain layer are 8nm and

10nm according to Verhaegen et al. [182], and Eoverlay and ECD are 6.4nm and

2.6nm according to the ITRS [11]. The minimum poly-to-contact space results

in 27nm. The required poly pitch is calculated by a simple summation of poly

width, contact width and twice the poly-to-contact space. We also assume that

minimum poly width is 32nm and minimum contact width for 32nm technology

is 45nm, following [182]. From this, we see that the poly pitch must be greater

than 131nm (= 27×2+32+45). Since the expected IL pitch for NA = 1.2 and λ

= 193nm is much less than 131nm, the vertical pitch is determined by the above

calculation.
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spacer strain layerCont

poly poly

poly-to-contact space

poly pitch

Figure 6.13: Vertical cut-view of SRAM bitcell.

• Horizontal pitch. In the horizontal direction, there are no constraints analogous

to those we saw for the vertical pitch (strain layer, spacer, etc.).8 Therefore, in the

horizontal direction we can use either the same poly pitch or a reduced pitch.

• Drawing grid. Finally, we define the minimum size for a drawing grid. Once we

determine the number of grids per pitch, we define the size of a drawing grid by

simple arithmetic division and rounding. In the present study, we consider 5 grids

per pitch and 6 grids per pitch. If we use 5 grids per pitch, the size of the minimum

drawing grid is 26nm, and if we use 6 grids per pitch, the size of the minimum

drawing grid is 22nm. Using the minimum drawing grids, we define design rules

to draw layouts. Table 6.16 summarizes two sets of design rules corresponding to

the two drawing-grid sizes.

Based on the design rules, we develop three different bitcell layouts. Figure

6.14(a) shows a bitcell layout with the 5-grid rule and Figure 6.14(b) show a bitcell

layout with the 6-grid rule. Figure 6.14(c) is also generated with the 6-grid rule but

its horizontal pitch is five times the 6-grid rule’s drawing grid. The bitcell areas are

0.169µm2, 0.174µm2 and 0.145µm2, respectively.

Among the bitcells, Figure 6.14(c) is the best candidate considering area, poly-

to-contact space margin, and electrical characteristics. Figure 6.15 shows the complete

layout of each layer of the 25×12 bitcell (Figure 6.14(c)). All layers except the diffusion

layer have 1-D regular pitch and width.
8Horizontal pitch is constrained by the diffusion-to-nwell spacing, diffusion-to-diffusion spacing, and

minimum contact/metal/via pitches (which are in turn determined by IL resolution), etc.
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Table 6.16: Two sets of design rules for IAL-friendly layout.

Design rule item 5-grid rule 6-grid rule

Unit drawing grid size 26nm (= 1 grid) 22nm (= 1 grid)

Metal min. width/space 52nm (= 2 grid) 44nm (= 2 grid)

Contact/Via width/space 52nm (= 2 grid) 44nm (= 2 grid)

Diffusion width/space 52nm (= 2 grid) 44nm (= 2 grid)

poly-to-contact space 23nm 28nm

poly pitch 130nm 132nm

(a) 25 x10 (b) 30 x12 (c) 25 x12(a) 25 x10 (b) 30 x12 (c) 25 x12

22 of 4

Figure 6.14: Three candidate bitcell layouts.

6.3.3 Manufacturability Study

We evaluate the feasibility of the proposed bitcells in terms of lithography and

circuit simulations.

Lithography simulation setup. For lithography simulation, we use Fraunhofer In-

stitute IISB’s Dr. LiTHO version 0.10.5. We use full-vector models on thin mask and

high-contrast positive 50nm resist model parameters. We apply a simple optical prox-

imity correction (OPC). We use a crossquad (XQUAD) setting for block exposure with

NA = 1.2 of 66nm or 90nm IL pitches. We develop solutions for all layers except the

diffusion layer. We use a positive-tone resist for poly layer and negative-tone resist for

all other layers. Table 6.17 summarizes the simulation settings for all layers. Consistent

with the previous work [144], chromeless phase assist (CPA) masks provide best-quality

for block exposure.

Lithography simulation result. Mask patterns, second exposure images, final expo-

sure images and final resist patterns for poly layer are shown in Figures 6.16(a), (b),
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(a) Diffusion and Nwell (b) Poly

(c) Contact (d) Metal1

(e) Via1 (f) Metal2

(g) Via2 (h) Metal3

(i) Via3 (j) Metal4

Figure 6.15: Layout for each layer.



243

Table 6.17: Lithography simulation conditions.

Mask type

Layer IL pitch Binary chrome mask CPA mask Resist type

σCenter σRadial σCenter σRadial

Poly 66nm 0.625 0.15 - - positive

Contact 90nm 0.890 0.15 0.94 0.15 negative

M1 90nm 0.890 0.15 0.94 0.15 negative

V1 90nm 0.410 0.15 - - negative

M2 90nm 0.940 0.15 0.94 0.15 negative

V2 90nm 0.410 0.15 - - negative

M3 90nm - - 0.94 0.15 negative

V 90nm 0.410 0.15 - - negative

M4 90nm - - 0.94 0.15 negative

(c) and (d), respectively. Figure 6.17 shows the resist patterns for contact, M1 and V1

layers. We observe that all patterns including rectangular contacts and very high-dense

hole arrays are successfully printed through the IAL process.

6.3.4 Electrical Characteristics

We verify electrical characteristics of the proposed bitcells according to the fol-

lowing metrics.

Butterfly curve. Butterfly curve is generally used to qualify the static noise margin.

To generate the butterfly curve, we measure the voltage-transfer curve between internal

nodes, NL and NR. Figure 6.18 shows the butterfly curves of the proposed bitcell and

the reference bitcell for which transistor sizes are shown in Table 6.15. We observe that

the static noise margin of the proposed bitcell is similar to that of the reference.

N-Curve. To obtain more insight into static characteristics, the N-curve can be ana-

lyzed [158]. The N-curve is generated by plotting the current consumed by an internal

node as the node switches from low to high. SINM (SVNM) is the static current (volt-
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Poly: 66nm IL + 66nm Binary Blocking Mask

Blocking Mask  (Black = clear)

(a) (b)

Positive resist
(Blue=Resist)

(c) (d)

Figure 6.16: Lithography simulation results on poly layer using a binary mask.

Negative Resist (Green=Resist)

(a) contact (b) Metal1 (c) Via1

Figure 6.17: Resist (negative-tone) patterns for (a) contact layer, (b) M1 layer using a
CPA mask and 2-beam IL, and (c) V1 layer using CPA mask and 4-beam IL.
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age) noise margin, which is strongly related to read stability; WTI (WTV) is write trip

current (voltage), which is strongly related to writeability. SINM increases and WTI

decreases, as the transistor width increases. Larger SINM implies better read ability

and smaller WTI represents worse writeability. Figure 6.18 compares N-curves of the

proposed bitcell (SINM reg and WTI reg) and the reference bitcell (SINM TSMC and

WTI TSMC). According to the figure, the proposed bitcell has better read stability but

worse writeability.

Iread. Iread is the measured current at a bitline when wordline is switched to high.

Large Iread implies better read stability. We observe again that the proposed bitcell has

better read stability as shown in the first row of Table 6.3.4.

Ileakage. Ileakage is the measured current from the supply node when a bitcell is in

stable steady state. Ileakage is important not only as power consumption itself, but as

a metric of stable data retention. Smaller Ileakage is preferred. However, we observe

that the proposed bitcell has slightly larger Ileakage, as shown in the second row of Table

6.3.4.

VDDhold. V DDhold is the minimum supply voltage required to hold a bit of data, and

is measured by lowering supply voltage and monitoring the internal nodes. When the

voltage difference between NL and NR becomes less than a sensing margin, the internal

data cannot be captured by the sense amplifier and the data will be lost. Comparison of

V DDhold in the third row of Table 6.3.4 does not show any significant difference.
Butterfly curve comparisonButterfly curve comparison
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Figure 6.18: Butterfly curve and N-curve for the reference and proposed bitcells.

From the simulation results, we conclude that the proposed bitcell has better read sta-

bility but worse writeability. However, we note that since there exists flexibility with
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Table 6.18: Comparison of Iread, Ileakage and V DDhold.

Reference (Scaled TSMC) 1-D regular (30×12 and 25×12)

Iread 41.2µA 66.7µA

Ileakage 85.4nA 142.7nA

V DDhold 110mV 118mV

respect to diffusion-layer patterning, we can further improve writeability by adjusting

diffusion sizes.

Figures 6.19, 6.20 and 6.21 compare the butterfly curve, N-curve, Iread, Ileakage

and V DDhold of the three proposed bitcells across three operating conditions. Figures

6.19 and 6.20 do not show significant degradation of electrical characteristics, across

all operating conditions. We observe that the 25×10 bitcell has the best read stability,

but worst writeability, as we expect from the larger transistor sizes used in the bitcell.

From Figure 6.21, we again see that the 25×10 bitcell has highest Iread and highest

Ileakage; Results on V DDhold do not show any difference. We also observe that in all the

simulation results, graphs of the 25×12 bitcell are near-perfectly overlaid by those of

the 30×12 bitcell. Therefore, we conclude that the 25×12 bitcell is the best candidate

when considering electrical stability as well as area.

Corner Simulation: Butterfly and N-Curve

Three candidate layouts across operating corners 
show little difference
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Figure 6.19: Butterfly curve comparison at different operating conditions.
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Corner Simulation: Butterfly and N-Curve

Three candidate layouts across operating corners 
show little difference
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Figure 6.20: N-curve comparison at different operating conditions.
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Figure 6.21: Iread, Ileakage and V DDhold comparison at different operating conditions.
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6.4 Conclusions and Research Directions

Double patterning lithography is an inevitable solution and is being adopted for

32nm and below technologies. However, due to bimodality, i.e., two CD populations

within a die, on-chip timing variability increases substantially beyond the variability that

occurs with traditional single-exposure lithography.

To mitigate the timing variability in double patterning, we have proposed a new

metric that quantifies the delay variation of timing paths, and implemented an optimal

cell-based timing-aware color assignment technique for double patterning that reduces

both timing delay as well as timing variation. To address the increased coloring con-

flicts due to this intentional timing-aware coloring, we have also proposed a dynamic

programming-based detailed placement algorithm that minimizes coloring conflicts by

perturbing placement and exploiting whitespace in the given placement. With this new

methodology, we effectively reduce the timing delay as well as timing variation for DPL-

patterned designs. We achieve maximum 271ps (55.75ns) reduction in the worst (total)

negative slack and 70% (72%) reduction in the worst (total) negative slack variation in

double patterning-applied designs.

Further research beyond this work seeks (i) to analyze the net benefits of adopt-

ing double patterning with consideration of bimodality, so that designers and lithogra-

phers can best trade off design and process margins, (ii) to seek more accurate metrics

(objective functions) for further enhancement of timing quality through timing path bal-

ancing, (iii) to explore different objectives for the placement perturbation, (iv) to inves-

tigate the tradeoff between recoloring and displacement in terms of impact on timing

quality, and finally, (v) to develop a simultaneous timing-aware coloring and conflict

removal methodology as a golden timing and placement optimizer for double patterning

lithography in the presence of bimodality.

We have also proposed a design methodology for 1-D regular-pitch SRAM bit-

cell layouts which are amenable to an interference-assisted lithography (IAL) manufac-

turing process. We derive required design rules for a 6-T bitcell to have 32nm gate

length, and propose a family of IAL-friendly bitcell layouts. Through lithography and

circuit simulations, we confirm that the proposed bitcell layouts can be successfully

printed by IAL and that their electrical characteristics are comparable to those of exist-
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ing bitcell layouts.

As next goals for IAL, we also seek (1) to provide stronger electrical circuit

validation with statistical analysis and dynamic circuit analysis, including comparison

with production SRAM bitcells; (2) to develop a full 1-D regular-pitch bitcell including

diffusion layer; and (3) to report measured data obtained from tapeout.
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Chapter 7

Design-Manufacturing

Co-Optimization

In this chapter, we propose a novel modeling framework which includes (1) ca-

pacitance modeling of a line-end extension and consequent current density changes in

channel, and (2) Ion and Ioff modeling from the new capacitance model. We define a

new electrical metric for a line-end shape as the expected change in Ion or Ioff under a

given overlay error distribution. We further apply a superellipse form to parameterized

line-end shapes, and we then generate a large variety of line-end shapes. We evaluate

the electrical metric on these line-end shapes to come up with simple rules of thumb that

the lithographer can use to quickly evaluate the quality of a lithography + OPC solution

with respect to line-end shaping. We also evaluate post-litho line-end shapes while vary-

ing OPC, lithography and design rule parameters, and find a tradeoff between cost and

electrical characteristics.

7.1 Introduction

In the low-k1 patterning regime (k1 < 0.3), gate shape is no longer a perfect

rectangle. Current circuit analysis tools assume that transistor gate and diffusion shapes

are perfect rectangles, and are unable to handle complicated geometries. Large discrep-

ancies can be observed between the simulated and measured values of such transistor

parameters as current and threshold voltage. Moreover, such discrepancies are likely to

250
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become more significant as overlay becomes a more critical issue in future technologies.

Several previous works electrically model non-rectilinear geometries [37] [143]

[89] [70] [109] [146] [107]. All of these works consider the threshold voltage and

hence the current density to be uniform along the device width. As a result, variations

including that of gate length are treated the same, irrespective of the location of the

variation. It is known that the fringing capacitance[142] due to line-end extension and

dopant scattering significantly affect the device threshold voltage. These effects are

more pronounced near the device edges and roll off sharply toward the center of the

device. Several previous works have accounted for this effect via non-rectangular gate

models [77] [79] [165]. Most of these works slice non-rectangular gates along the device

width at a certain level of granularity, then sum up Ion (or Ioff ) of all slices to model

Ion (or Ioff ) of the non-rectangular device. For each slice, the current density model

corresponding to its length is used. The total current of the device is the integral of the

current density over its width. The total current can be used to provide an equivalent

length for the rectangular device, so that it can be modeled using SPICE-like tools.

Gupta et al. [80] have also used TCAD simulation to investigate the impact of the non-

rectangular shape of diffusion on circuit performance.

The primary concerns of lithographic patterning have been line-end pullback

and linewidth. Traditionally, lithographers have measured line-end printing quality by

(1) line-end gap (space between two facing line-ends), (2) CD at the gate edge (LW0),

and (3) non-existence of line-end shortening (i.e., the condition where poly fails to cover

active completely). Though these geometric metrics have served as good indicators, the

ever-rising contribution to the layout area of line-end extension – defined as the exten-

sion of polysilicon shape beyond the active edge – strongly motivates the reduction of

pessimism in qualifying line-end patterning. The quality of line-end patterning depends

on the rounded shape of the line-end extension as well as on the linewidth at device edge

(and, to a negligible extent, on the line-end gap).

Electrically-aware metrics for line-end extension can be helpful in this regard.

The device threshold voltage is, with nominal patterning, a weak function of line-end

shapes. However, the electrical impact of line-end shapes can increase with overlay er-

rors, since displaced line-end extensions can be enclosed in the transistor channel, and
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non-ideal line-end shape will manifest as an additional gate CD variation. We employ

3-D TCAD simulators [26] [27] to investigate the changes of gate capacitance, Ion, and

Ioff , according to various line-end shapes and line-end extension lengths. We observe

that Ion and Ioff have strong relationships with line-end shapes. For example, pre-

liminary experiments using the 3-D TCAD tool, Synopsys DaVinci [20], indicate that

line-end extension length can affect Ion and Ioff by as much as 4.5% and 30%, respec-

tively, as shown in Figure 7.1. Moreover, the electrical impact of the line-end extension

can vary significantly with overlay.
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Figure 7.1: Ion and Ioff change due to line-end extension length.

7.2 Non-Uniform Gate Model

An electrical model for the line-end extension must capture change in power

and performance characteristics of a given device. For line-end modeling, we convert a

lithography contour into several sliced rectangles as shown in Figure 7.4. For each slice,

we use a current density model corresponding to its length li. The sum of the currents

of all slices is the total current of the device. The total current can be used to calculate

the gate length of an equivalent rectangular device, so that the current can be evaluated

by SPICE-like tools. This line-end model, along with a non-uniform channel model

similar to Gupta et al.’s work [79], is used to model the device under overlay error. We

calculate the probability of each slice being placed at a given location from the overlay

error distribution. Using location-dependent fringe capacitance and current models for



253

line-end extension and channel as well as the overlay error probability model, we predict

Ion or Ioff considering a given overlay error.

Line-end extension affects the fringe capacitance to the channel of a MOS gate,

which in turn affects the threshold voltage of the gate. Hence, Ion and Ioff models ac-

counting for line-end impact can be developed in terms of line-end capacitance. Figure

7.2 shows the overall flow of the line-end modeling.

Line End Shape GenerationLine-End Shape Generation

Sli i f Li E dSlicing of Line-End

Capacitance Model

Ion Model Ioff Model

Figure 7.2: Line-end extension modeling flow. Ion and Ioff can be modeled as
functions of line-end extension capacitance.

7.2.1 Superellipse

We propose a line-end shape generation method using the superellipse equation.

A superellipse is defined as the set of all points (x, y) that satisfy∣∣∣x
a

∣∣∣n +

∣∣∣∣y − k

b

∣∣∣∣n = 1,

where n > 0, a and b are the semi-minor and semi-major axes of the superellipse, and

k represents line-end shift in the y-axis. For a given line-end shape, a and b represent

gate length and length of line-end extension, respectively. The exponent n determines

the curvature, or corner rounding, of the line-end extension. For example, n = 2 yields

an ordinary ellipse, and increasing n beyond 2 yields shapes with sharper corners, in-

creasingly resembling a rectangle. The center o of a superellipse represents an overlay

error value where 3σ is considered to be the worst-case overlay error.

To capture asymmetric line-end shapes, the superellipse can be rotated about its

center using the transform x = x′cosθ - y′sinθ and y = x′sinθ + y′cosθ (or x = x′cosθ

+ y′sinθ and y = −x′sinθ + y′cosθ), where x′ and y′ are the coordinates of the original
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superellipse shape. The quantity b + k represents the new line-end extension length

(LEE) after line-end shift. In this work, we focus on symmetric line-end shapes only.

Superellipse-Based Shape Model 
Superellipse is chosen due to the resemblance of the shape.

Superellipse

Parameters of superellipse
LEE: b’= b-c+k
a: gate length = size of 2*a
n: slope of superellipse
k: shift in y-direction (Bulge)
θ : rotation (Asymmetry) 1=

−
−

+
nn

cb
ky

a
x a

b

x

y

(a) Bulge Diffusion
Gate

a b

x

y

ko

Figure 7.3: An example of a line-end shape represented by superellipse equation.

7.2.2 Capacitance Model

Gate capacitance is a sum of capacitance of the gate channel (Cchannel) and ca-

pacitance of the line-end extension (Clee). Clee is the fringe capacitance between line-

end extension and gate channel. We can simply model the capacitance of the line-end

extension as the sum of the fringe capacitance of each slice of the line-end extension, as

illustrated in Figure 7.4:

Clee =
N∑

i=1

Clee,i (7.1)

where Clee,i = lαi

(
ti

hi + ti/2 + tox

)β

Capacitance of each line-end slice or segment can be modeled as a function of its

length (li), thickness (ti), distance from the gate edge (hi) and gate oxide thickness (tox).

Intuitively, the fringe-capacitance effect increases with larger length, larger thickness

and smaller distance from the gate edge.

We simulate capacitance changes using a 3-D RC extraction tool, Synopsys

Raphael [26], while varying line-end extension length. In this simulation, we assume

STI oxide depth of 100nm, tox of 1.5nm, gate thickness of 100nm, and gate length

of 45nm, consistent with the 3-D device simulation setup used to characterize Ion and
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Figure 7.4: Modeling line-end capacitance.

Ioff . We find model coefficients α and β using the Matlab nonlinear regression function

(nlinfit) [12]. The fitted model shows 1.19% of average magnitude error on 150 differ-

ent line-end shapes, with α = 0.1389 and β = 0.4253. All dimensional parameters of the

model are in units of nm, and the calculated capacitance is in units of aF .
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Figure 7.5: Line-end shapes represented by the superellipse equation.

Figure 7.5 (a)-(c) show three representative shapes of line-end extension, for which li

can be calculated directly from the superellipse parameters a, b, k, and n, as follows.

Tapering: Figure 7.5(a) is the case of tapering, in which the center of the superellipse

is on the gate edge, and li can be calculated as

li = 2a

(
1−

∣∣∣∣hi − k

b

∣∣∣∣n) 1
n

Bulge: Figure 7.5(b) represents a bulge line-end shape, in which the minor axis is

greater than the nominal linewidth (Lnom) and the minimum linewidth between the cen-

ter of the superellipse, and the gate edge is greater than or equal to Lnom. The corre-
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sponding y-coordinate, when the linewidth is Lnom, is calculated by

yLnom = k − b

(
1−

∣∣∣∣Lnom/2

a

∣∣∣∣n) 1
n

The value of li for the bulge shape is then computed as

li = 2a
(
1−

∣∣hi−k
b

∣∣n) 1
n , hi ≥ yLnom

li = Lnom, 0 ≤ hi ≤ yLnom

Necking: Figure 7.5(c) gives two examples of necking shapes. It is difficult to ensure

smooth changes in linewidth for necking cases by using one superellipse. Therefore, we

apply a mirroring transform where the mirroring axis has the minimum linewidth (lmin).

The corresponding y-coordinate of the mirroring axis ylmin
is calculated by

ylmin
= k − b

(
1−

∣∣∣∣ lmin/2

a

∣∣∣∣n) 1
n

(7.2)

The value of li for the necking shape is then

li = 2a
(
1−

∣∣hi−k
b

∣∣n) 1
n , hi ≥ ylmin

li = 2a
(
1−

∣∣∣hi−2ylmin
+k

b

∣∣∣n) 1
n

, 2ylmin
− k ≤ hi ≤ ylmin

li = Lnom, hi ≤ 2ylmin
− k

7.2.3 Ion Model

Using the capacitance model for line-end extension, we propose a new model

for Ion. Inverse narrow width effect (iNWE) due to the line-end fringe capacitance is

modeled in the BSIM4 SPICE model [3] as an exponentially decaying function of gate

width. We assume that the impact of line-end capacitance decreases exponentially from

the gate edge to the channel, to account for the iNWE model in BSIM4. Figure 7.6

illustrates the modeling approach, where ion is on-current of an individual gate segment

s, and the segment index s represents the distance from the gate edge. Clee top and

Clee bottom represent line-end capacitances at the top and bottom sides of a gate, respec-

tively. Thus, total current Ion is expressed as a sum of segment currents ion over all

segments:
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(ADDITIONAL) Modeling Procedure for Ion /Ioff
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Figure 7.6: Non-uniform channel modeling procedure.

Ion =
N∑

s=1

ion(Clee top, Clee bottom, s, L)

ion(Clee top, Clee bottom, s, L) = i0on(Ls) +

∆ion(Clee top, s, Ls) + ∆ion(Clee bottom, N − s + 1, Ls)

Here, i0on(Ls) is the on-state current of a gate segment which is not affected by line-end

extension. The additive on-state current (∆ion) for each segment of a gate is modeled

as a function of the line-end capacitance (Clee), segment index (s), and length (in gate

length direction) of the segment (Ls). More precisely, i0on(Ls) and ∆ion are defined as

i0on(Ls) = h(Ls) · i0on nom

∆ion(Clee, s, Ls) = f(Clee) · g(s) · h(Ls)

f(Clee) = (Clee)
α

g(s) = γe−β(s−1)

h(Ls) = (
Lnom

Ls

)k
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where i0on nom is the baseline current of a segment with a nominal gate length Lnom, as

measured from the current value difference between two large-width devices that have

the same line-end shape. Functions f and g account for the size and the exponential

decay rate of the impact of line-end capacitance. Function h linearly scales the calcu-

lated current based on the gate length of a gate segment, since on-state current is an

inverse-linear function of gate length.

The model accuracy using Matlab nonlinear regression function (nlinfit) [12] is

0.24% average magnitude of error for 38nm ≤ Ls ≤ 52nm. Here, α, β and γ are

0.1616, 0.030 and 0.1349, respectively, and k is 1.035. Ion is given in units of uA.

7.2.4 Ioff Model

Ioff is similarly modeled as a sum of segment currents ioff . Again, Clee top and

Clee bottom represent line-end capacitances at the top and bottom sides of a gate. Finally,

total off-state current Ioff is expressed as

Ioff =
N∑

s=1

ioff (Clee top, Clee bottom, s, Ls)

ioff (Clee top, Clee bottom, s, Ls) = i0off (Ls) +

ioff (Clee top, s, Ls) + ∆ioff (Clee bottom, N − s + 1, Ls)

where i0off (Ls) is the off-state current of a gate segment which is not affected by line-

end extension. The additive off-state current (∆ioff ) for each segment is modeled as a

function of the line-end capacitance (Clee), segment index (s), and its length (Ls). More

precisely:

i0off (Ls) = h1(Ls) · i0off nom

∆ioff (Clee, s, Ls) = f(Clee) · g(s) · h2(Ls)

f(Clee) = (Clee)
α

g(s) = γe−β(s−1)

h1(Ls) = k1e
k2(Ls−Lnom)

h2(Ls) = k3e
k4(Ls−Lnom)
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where i0off nom is the baseline current of a segment with nominal gate length Lnom, as

measured from the current value difference between two large-width devices that have

the same line-end shape. Functions f and g again account for the size and the exponen-

tial decay rate of the impact of line-end capacitance. Functions h1 and h2 exponentially

scale the calculated current based on the gate length of a gate segment, since off-state

current is an exponential function of gate length.

We find the coefficients using Matlab nonlinear regression function (nlinfit) [12].

Here, α, β and γ are 0.045, 0.012 and 667.2, respectively, and k1, k2, k3 and k4 are

-0.5129, 0.6118, -0.2739 and 1.971, respectively. The model shows 1.02% average

magnitude error compared to TCAD simulation for 38nm ≤ Ls ≤ 52nm. Ioff is given

in units of nA.

7.2.5 Overlay Error Model

With overlay error, the segments near the channel edge change. Since segments

in the channel affect Ion and Ioff differently compared to the segments in the line-end

extension, we first determine whether the segment belongs to the channel or the line-

end extension. Overlay error is a vector component quantity in x and y directions. We

assume that the minimum poly-to-diffusion spacing is larger than the overlay error, so

that overlay error does not cause any spurious transistor channels. Therefore, x-direction

(i.e., perpendicular to the poly direction) overlay error is neglected. Given an overlay

error, we can calculate the Ion and Ioff of the entire gate by summing up the current

values (ion and ioff ) of segments that are in the channel.

Overlay error is assumed to have a normal distribution. To account for the dif-

ferent probabilities for different magnitudes of overlay error and corresponding current

changes, we calculate expected current Iexp based on the normal distribution assumption

of overlay error, with mean and 3σ assumed to be zero and 10nm, respectively.1 Due

to the segmentation-based current calculation, we discretize the range of magnitudes

of overlay error. Nsites denotes the number of possible sites of poly placement due to

overlay error. P (S) is the probability of poly being placed at the Sth site, where 1 ≤ S

1The ITRS sets 3σ overlay error for the MPU 45nm half-pitch node as 11nm [11]. We use 10nm for
simplicity in calculations. All results in the rest of this section assume 10nm 3σ overlay error.
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≤ Nsites. In the modeling, we use 5nm for segmentation size and 5 different sites (i.e.,

Nsites = 5) for overlay error. The third site represents no (i.e., 0nm) overlay error and

the others represent movement of poly segments by ±5nm ∼ ±10nm. Each site S has

probability P (S) calculated by integrating the normal distribution between the limits of

the site S, as shown in Figure 7.7(b). The current I(S) of a gate poly placed at site S is

calculated according to where each segment of poly belongs. Finally, we can calculate

the expected current Iexp by integrating the product of P (S) and I(S) over the range of

possible overlay error values.

Iexp =

Nsites∑
S=1

P (S)I(S)
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Figure 7.7: Overlay error model: (a) five discretized overlay errors, and (b) probability
P (S) calculation for each overlay error S.

7.3 Electrical Assessment of Line-End Shapes

In this section, we evaluate the accuracy of the models and assess the electrical

characteristics of the various line-end shapes generated from the superellipse equation.

7.3.1 Model Accuracy

We apply the proposed model to an ideal rectangular line-end shape. Table 7.1

shows the comparisons of the model and the TCAD simulation. We measure Ion and

Ioff , changing the line-end extension length. Columns 1 and 2 show the drawn transistor

width and line-end extension length, respectively. Columns 3 and 4 show the Ion and

Ioff values without considering the line-end effects. Comparing column 5 with 7, and 6



261

with 8, shows the accuracy of the model. Maximum errors of the Ion and Ioff models

are 0.66% and 2.50%, respectively.

Table 7.1: Model accuracy and impact of overlay error on rectangular line-end
extension.

Width LEE Drawn Model Sentaurus Model

(nm) (nm) w/o overlay w/ overlay

Ion Ioff Ion Ioff Ion Ioff Ion Ioff

(µA) (nA) (µA) (nA) (µA) (nA) (µA) (nA)

100 105.3 51.3 105.0 50.5 105.2 51.3

70 105.2 51.0 104.9 50.3 105.1 51.0

100 50 105.0 50.5 105.0 50.7 104.8 50.0 105.0 50.7

30 104.9 50.3 104.6 49.4 104.8 50.3

10 104.6 49.3 103.9 48.1 104.4 48.8

100 209.1 97.0 209.3 96.9 208.9 97.0

70 208.9 96.5 209.2 96.8 208.8 96.4

200 50 209.3 96.9 208.7 96.0 209.1 96.5 208.6 95.9

30 208.5 95.2 208.9 95.8 208.4 95.2

10 208.0 93.5 208.2 94.1 207.7 92.5

100 312.1 138.3 311.4 136.7 311.9 138.2

70 311.9 137.6 311.3 136.7 311.7 137.5

300 50 311.4 136.7 311.7 136.9 311.3 136.6 311.5 136.8

30 311.4 135.9 311.2 136.3 311.2 135.8

10 310.8 133.6 310.2 134.3 310.5 132.2

Columns 9 and 10 show the impact of overlay error with 3σ = 10nm. When we

reduce the line-end extension, we can see the decreasing trends of Ion and Ioff , since

small line-end extension results in small gate capacitance and hence higher threshold

voltage. This result implies that an unnecessarily large line-end rule is not desirable

from the electrical point of view. Note that since the shape is perfectly rectangular,
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overlay error does not cause linewidth variation in the channel. Hence, the impact of

overlay error is negligibly small for the ideal rectangular line-end shape.

7.3.2 Evaluation of Line-End Shapes

We also evaluate the line-end shapes generated by the proposed superellipse

model. Tapering is a typical shape in the post-OPC silicon image. As noted above,

corner rounding is represented by the superellipse parameter n. Larger n results in less

corner rounding, but increases mask cost in terms of mask writing time and mask inspec-

tion since aggressive OPC needs to be applied. Bulging may be caused by inaccurate

OPC and may be amplified under defocus. The degree of bulge shape is determined by a

and by having positive k. Necking is a reduction in linewidth that is caused by an exces-

sive OPC hammerhead, i.e., the hammerhead results in narrow linewidth at the channel

edge under defocus, even if the hammerhead can compensate for corner rounding error

at a best-focus condition.

For each shape generated from a superellipse as shown in Figure 7.5, we change

the line-end extension length by shifting the entire poly shape, and calculate Ioff for

each shape.2 When we reduce the line-end extension length, since the line-end part of

the poly gate becomes enclosed by the diffusion, segments in the line-end extension turn

into gate segments in the channel.

Table 7.2 shows the dependence of Ion and Ioff on the superellipse exponent and

the line-end extension length, i.e., on the sharpness of the line-end extension. In this

case, the superellipse semi-minor and semi-major axes are fixed at 22.5nm and 100nm,

respectively. The bold italic entries in the table show the cases where Ioff remains

within 10% of the 100nm LEE cases. As we increase n, the tapering becomes more

rectangular, so that the Ioff variation due to line-end extension length is reduced. As

a result, LEE can be reduced further with larger n when 10% Ioff increase is allowed.

For example, for n = 2.5, LEE can be reduced from 100nm to 60nm, but for n = 4, LEE

length can be reduced from 100nm to 40nm. As noted above, increased n requires more

complex OPC and can increase OPC and mask costs. Note that in the table, some cases

2We limit the minimum line-end extension length to 20nm, to avoid line-end shortening by overlay
error.
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are out of the boundary of the model, but it is obvious that those cases must be avoided

in design, so as to avoid excessive leakage current.

Table 7.2: Ion and Ioff changes with line-end extension length and sharpness for
200nm width NMOS.

Superellipse exponent (n)

2.5 3.0 4.0 5.0

LEE Ion Ioff Ion Ioff Ion Ioff Ion Ioff

(nm) (uA) (nA) (uA) (nA) (uA) (nA) (uA) (nA)

100 208.91 96.91 208.92 96.92 208.92 96.93 208.92 96.94

90 208.87 96.80 208.87 96.77 208.87 96.78 208.87 96.78

80 208.85 96.99 208.82 96.72 208.81 96.62 208.81 96.61

70 208.93 98.15 208.82 97.05 208.76 96.52 208.75 96.43

60 209.20 101.70 208.91 98.39 208.73 96.66 208.69 96.31

50 209.77 111.53 209.18 102.18 208.76 97.47 208.64 96.40

40 210.85 141.91 209.77 112.71 208.93 99.97 208.66 97.14

30 212.72 274.60 210.89 148.55 209.36 107.41 208.80 99.70

20 - - 212.95 372.79 210.29 137.34 209.29 109.01

Table 7.3 shows the Ion and Ioff dependence on the fatness of the bulge shape

and the line-end extension length. The superellipse exponent is fixed at n = 3.0. Since

we use a contour that passes through three points in Figure 7.5(b), if we change the

semi-minor axis a, the other parameters b and k are determined automatically by solv-

ing the superellipse equation. For the bulge shape line-end extension, Ioff variation is

small compared to the tapering (sharpness) case. We also observe that Ion and Ioff are

reduced by 7% and 38% when we reduce the line-end length from 100nm to 20nm, with

semi-minor axis length of 28nm. Typically, Ion and Ioff decrease when line-end ex-

tension length decreases, since large-width line-end segments due to the bulge shape

are turned into channel segments.

Table 7.4 shows the Ion and Ioff dependence on the location of necking and
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Table 7.3: Ion and Ioff changes with line-end extension length and fatness for 200nm
width NMOS.

Superellipse semi-minor axis (a) (nm)

25 26 27 28

LEE Ion Ioff Ion Ioff Ion Ioff Ion Ioff

(nm) (uA) (nA) (uA) (nA) (uA) (nA) (uA) (nA)

100 208.90 96.74 208.89 96.69 208.88 96.65 208.87 96.61

90 208.50 94.47 208.30 94.00 208.16 93.64 208.01 93.35

80 207.56 90.69 207.13 89.77 206.72 89.14 206.33 88.68

70 206.47 86.54 205.70 85.24 204.97 84.39 204.28 83.82

60 205.32 82.31 204.18 80.63 203.12 79.60 202.11 78.92

50 204.16 78.07 202.65 76.01 201.24 74.79 199.92 74.02

40 203.05 73.89 201.15 71.41 199.38 69.98 197.73 69.10

30 202.13 70.11 199.81 66.96 197.67 65.23 195.68 64.20

20 201.69 69.07 198.91 63.61 196.36 60.94 194.00 59.48

the line-end extension. For this simulation, we use a superellipse with 100nm line-end

extension length. By changing the semi-major axis, we control the necking location

where the linewidth is minimized. We shift the entire poly shape downward to model

the reduction of the line-end design rule. The table shows that necking makes the device

leaky, and that leakage current increases or decreases with line-end extension length. In

particular, when the necking occurs near the channel edge, e.g., ymin = 0 or 10nm, Ioff

increases substantially for all line-end extension lengths. This is because the minimum

linewidth of the necking is already enclosed by the channel as a result of overlay error.

The bold italic entries in Table 7.4 show the cases where the Ioff increase re-

mains within 10% of the 100nm LEE cases. As the necking location moves farther

from the channel edge, we can reduce LEE further. Table 7.4 implies that if we can-

not avoid necking shapes, the necking location must be placed at least as far as the

maximum overlay error from the channel edge.
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Table 7.4: Ion and Ioff changes with line-end extension length and necking for 200nm
width NMOS.

Necking location (ylmin
in Eq. 7.2) (nm) for 100nm LEE. lmin = 40nm

0 10 30 50

LEE Ion Ioff Ion Ioff Ion Ioff Ion Ioff

(nm) (uA) (nA) (uA) (nA) (uA) (nA) (uA) (nA)

100 210.13 115.79 209.23 100.30 208.92 96.93 208.92 96.94

90 210.89 130.13 209.95 113.58 208.88 96.88 208.87 96.78

80 211.14 133.49 210.67 126.81 208.98 98.37 208.81 96.61

70 211.15 133.88 210.86 129.48 209.58 109.07 208.75 96.41

60 211.08 133.63 210.83 129.59 210.17 119.70 208.74 96.84

50 211.00 133.33 210.75 129.26 210.24 121.02 209.17 104.33

40 210.96 133.54 210.66 129.09 210.14 120.72 209.58 111.73

30 211.12 136.49 210.71 130.52 210.04 120.53 209.50 111.88

20 211.82 157.95 211.21 143.61 210.16 124.05 209.37 111.79

From all experiments, we observe that as line-end extension length is reduced

from 100nm, Ion and Ioff are also reduced, due to reduced line-end capacitance. How-

ever with tapering or necking effects, if the small linewidth of the line-end segments is

situated within the channel area due to overlay error, Ioff increases significantly. We

also observe that the impact of line-end extension itself is negligibly small due to the

electrical characteristics, but that in combination with line-end pull-back and overlay

error, small-linewidth line-end segments lead to large variation in Ion and Ioff .

From the observations, the desirable attributes of line-end shapes can be sum-

marized as follows.

• Larger n is preferred to suppress Ioff variation. With larger n, we can further

reduce the line-end extension length.

• Bulge may be the best line-end extension shape for Ioff , since it can reduce Ioff

of the most leaky part (near gate edge) of a gate.
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• Necking shape always increases Ioff . Hence, necking should be avoided in line-

end shaping. If we cannot avoid necking, the necking location must be away from

the channel edge, although it increases the line-end extension length.

7.4 Tradeoff: Design Rule versus Manufacturing Cost

versus Electrical Characteristics

In this section, we present case studies for the tradeoffs between design rule,

manufacturing cost and electrical characteristics, using the proposed non-uniform gate

models.

7.4.1 Co-Optimization 1: Area versus Leakage Tradeoff

SRAM Bitcell. Figure 7.8(a) shows an example of a 6-T SRAM bitcell layout, while

(b) shows the corresponding layout constraint graph that defines the width of the bitcell.

In the figure, a is half the line-end gap, b is the length of the line-end extension, and

c1, c2 and c3 are the respective widths of pull-down (PD), pull-up (PU) and pass-gate

(PG) transistors. Also, d is the space rule between diffusion and N-well, e is the space

between diffusion patterns, f is the space between contact and diffusion, g is the width or

height of a contact, and h is the space between poly and contacts of a different net. Since

the line-end extension (b) occurs twice in the critical path of this width constraint graph,

when we reduce the length of the line-end extension by x, the bitcell width decreases by

2x, and this will reduce the bitcell area.

We evaluate the area and leakage current of a bitcell by changing the sharpness

as well as the length of the line-end extension. Table 7.5 shows the design rules for

a 45nm technology that we use [14], along with the assumed transistor width values.

Figure 7.9 shows the tradeoff curve under the given design rules.

The Ioff value in Figure 7.9 is the total leakage current of all transistors, i.e.,

two PD, two PG and two PU transistors, in the bitcell. To calculate PU (PMOS) leakage

current, we assume that unit-width leakage of the PMOS is half that of NMOS. We also

assume that the line-end extension length of PUs is fixed, since it is determined by other
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Figure 7.8: SRAM layout and width constraint graph.

Table 7.5: Design rules from the Nangate 45nm Open Cell Library [14], and the width
of transistors in an SRAM bitcell.

Rule name Minimum rule

Half line-end gap (a) 50nm

Diffusion-to-N-well space (d) 55nm

Diffusion-to-diffusion space (e) 80nm

Contact-to-diffusion space f 60nm

Contact width (height) (g) 50nm

Poly-to-contact space (h) 90nm

Transistor Minimum width

Pull-up (c2) 60nm

Pull-down (c1) 120nm

Pass-gate (c3) 60nm
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fixed design rules, i.e., e and d, and cannot be reduced further without disconnecting

electrodes. Table 7.6 shows SRAM bitcell area reduction due to the line-end extension

reduction under given leakage power constraints. If we permit a factor of 2 leakage

increase (i.e., 100% in Column 5), we can reduce the line-end design rule to approx-

imately 40nm ∼ 20nm, and reduce the bitcell size by 10.42% ∼ 16.67%, depending

on the superellipse exponent.
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Figure 7.9: Area-leakage tradeoff for an SRAM bitcell.

Table 7.6: SRAM bitcell area reduction (%) with respect to allowed leakage increase
(%).

n Allowed leakage increase (%)

10 30 60 100 200 300

2.5 6.25 8.33 10.42 10.42 12.50 12.50

3.0 8.33 10.42 12.50 12.50 14.58 14.58

3.5 10.42 12.50 14.58 14.58 14.58 16.67

4.0 12.50 14.58 14.58 16.67 16.67 16.67

4.5 12.50 14.58 16.67 16.67 16.67 16.67

5.0 14.58 14.58 16.67 16.67 16.67 16.67

Standard Cell Logic. Similar to the SRAM bitcell, we analyze the standard cell logic
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area and leakage current based on the line-end extension length and the sharpness of ta-

pering. We take an inverter cell as being representative of standard cells. Figure 7.10(a)

shows the basic layout structure of a standard inverter cell; (b) shows the corresponding

height constraint graph. The notation is the same as that given for the SRAM bitcell

except that c1 and c2 are the gate widths of NMOS and PMOS transistors, respectively.

Figure 7.11 shows the tradeoff curve under the given design rules for 45nm technology.

We assume NMOS and PMOS widths of 400nm and 600nm, respectively, and that

unit-width leakage current of PMOS is half that of NMOS. Unlike in the SRAM case,

line-end extension length of PMOS devices can also be reduced. Due to the relatively

large transistor sizes in a logic cell, impact of line-end extension length is smaller than

in a bitcell. Table 7.7 shows standard cell area reduction due to the line-end extension

length reduction under given leakage power constraints. In general, each logic cell has

its own width but shares a common cell height with all other cells. Hence, the area

reduction due to cell height reduction observed in the inverter example applies equally

to all standard cells. From Figure 7.11 and Table 7.7, if a factor of 2 leakage increase

is allowed, 9.52% ∼ 10.88% of logic area can be reduced by line-end design rule

relaxation.
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Figure 7.10: Inverter cell layout and height constraint graph.
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Figure 7.11: Area-leakage tradeoff for a logic cell.

Table 7.7: Logic area reduction (%) under allowed leakage increase (%).

n Allowed leakage increase (%)

10 30 60 100 200 300

2.5 6.80 8.16 8.16 9.52 9.52 9.52

3.0 8.16 9.52 9.52 9.52 10.88 10.88

3.5 9.52 9.52 10.88 10.88 10.88 10.88

4.0 9.52 10.88 10.88 10.88 10.88 10.88

4.5 10.88 10.88 10.88 10.88 10.88 10.88

5.0 10.88 10.88 10.88 10.88 10.88 10.88
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7.4.2 Co-Optimization 2: Design-Rule versus OPC/Litho

Cost versus Leakage Tradeoff

The proposed electrical models also enable fast analysis of the post-litho line-end

shapes, and thus can be used to evaluate various design rules and OPC/litho parameters

in terms of the resulting area and leakage current.

Experimental Setup. OPC cost can be measured by the runtime and data size resulting

from the number of fragmentations. The following parameters from Calibre Model-

Based OPC User’s Manual [13], shown in Figure 7.12, control the fragmentation of the

line-end extension OPC treatment.

• lineEndLength. This parameter defines the distance criteria used to determine

whether or not a fragment is a line-end. A line-end is defined as an edge that is

shorter than or equal to lineEndLength and between two convex corners, each of

which is longer than or equal to the lineEndLength parameter. Any line-end edge

will be treated differently than others.

• lineEndAdjDist. This parameter specifies the distance away from the line-end

edge determined by lineEndLength. Part of edges within the distance to the line-

end specified by this parameter will be fragmented differently from other parts of

the edges.

• cornedge. This parameter specifies detailed fragmentation locations via options

“lea lead1 ... leadN”. lead1 ... leadN specify the fragmentation locations from

line-end adjacent convex corners. The values lead1 ... leadN are the distances to

a vertex from the previous vertex, as shown in Figure 7.12.

We use the following optical models and process corners for OPC and lithog-

raphy simulation to produce 38nm and 52nm CD values at the best- and worst-case

corners, respectively.

• Optical model. We use λ = 193nm, NA = 1.2, and an annular-type illumina-

tor with 0.7 and 0.5 for sigma and inner-sigma, respectively. We use a constant

threshold (CTR) model of 0.25 for both OPC and lithography.
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Figure 7.12: OPC parameters for line-end fragmentation.

• Process corner. We set +10nm DOF and +2% higher dose for the best-case

corner, and -10nm DOF and -3% lower dose for the worst-case corner.

We permute the following parameters for OPC/litho simulations.

• Number of fragmentations (Nf ). This directly affects the cost of OPC and

lithography. We evaluate five different numbers (i.e., 0, 1, 2, 3, and 4) of frag-

mentations with 100nm lineEndAdjDist.

• Fragmentation locations. We permute all possible fragmentation locations for

each number of fragmentations with 10nm minimum fragment length. For Nf =

1, we evaluate ten different fragmentation locations, from 10nm to 100nm. For

Nf = 2, we sweep the location of the first fragmentation (lead1) from 10nm to

90nm and we sweep the location of the second fragmentation (lead2) from 10nm

to ‘100nm -lead1’ from the first fragmentation location. Similarly, we examine

all possible different combinations of fragmentation locations for Nf = 3 or 4.

The number of different cases are 1, 10, 45, 120 and 210, for Nf = 0, 1, 2, 3 and

4, respectively.

We implement a layout that contains various cases of line-end extension length

(LEE) and line-end gap (LEG) values, and apply different OPC as parameters explained

above. The layout contains 100 (10 × 10) different combinations of line-end extension

length and line-end gap. The distance between patterns from different LEE and LEG

combinations is approximately 10µm to suppress interference between them. Each pat-

tern consists of two groups of 11 parallel poly lines as shown in Figure 7.13, and the
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shape of the center line among the 11 lines is checked. The separation distance between

the two groups follows specified line-end gap values varying from 10µm to 100µm.

Patterns are designed based on the design rules used in Nangate 45nm Open Cell li-

brary [14]: poly-to-poly pitch is 190nm, gate length (CD) is 45nm, and poly length

is determined by the sum of 1200nm (400nm NMOS, 600nm PMOS, and 200nm of

diffusion space between NMOS and PMOS) and 2× LEE.

LEE=100nm
LEG 10

LEE=100nm
LEG 100LEG=10nm LEG=100nm 11 lines

LEE

400

10 LEE
values LEG

400nm
NMOS
200nm

600nm
PMOS

LEE=10nm
LEG=10nm

LEE=10nm
LEG=100nm

10 LEG
values

LEE

Figure 7.13: Layout of the test patterns for OPC/litho simulation.

We analyze the results from a total of 115,800 cases (= 3 process corners × 100

different design rules × 386 different fragmentations) in this section.

Evaluation of Traditional Line-End Shape Metrics. The first analysis evaluates the

electrical characteristics of traditional line-end shape metrics, such as linewidth at the

gate edge (LW0) and corner rounding of line-end. LW0 has long served as the most

important parameter in the traditional line-end metric. However, LW0 is not a sufficient

metric to estimate electrical characteristics of a device. Table 7.8 shows how Ioff can

vary for the same LW0 value, i.e., 45nm. The large Ioff variation in Table 7.8 is caused

by the different shapes, especially necking location, due to the different design rules

and fragmentations in OPC. Figure 7.14 shows the shapes of poly lines corresponding

to Cases 2 and 7 in Table 7.8. Necking in the channel can significantly increase Ioff ,

even when LW0 matches the target linewidth.

We note that Ioff of Case 7 is larger than that of Case 2, although Case 7 has

higher OPC cost due to the larger number of fragmentations and has better corner round-
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Table 7.8: Ioff variation for the same 45nm linewidth at the gate edge (LW0).

Case Design rule #fragmentations LW0 Ioff (nA)

LEE (nm) LEG (nm)

1 80 30 0 45 151

2 40 80 0 45 115

3 90 100 1 45 153

4 100 90 1 45 164

5 100 80 2 45 144

6 100 80 3 45 152

7 80 100 3 45 191

8 90 90 4 45 162

9 100 100 4 45 121

ing compared to Case 2. In other words, less tapering, which is regarded as good in

the traditional line-end metric, does not necessarily correspond to better electrical

characteristics.

Ioff Variation versus Process Variation. We also evaluate Ioff variation at different

process corners. Figure 7.15 shows Ioff variations at best-/nominal-/worst-case process

corners with respect to LEG design rules. Ioff values increase by an order of magnitude

from worst-case to nominal-case, and from nominal-case to best-case corner. This Ioff

increase can be explained from Figure 7.16 which shows the litho contours for best-

case (red), nominal-case (yellow), and worst-case (green) process corners, for 10nm,

50nm and 100nm LEG rules. We can observe that litho contours shrink when the

process corner changes from worst-case to best-case, and this results in continuous Ioff

increase.

We observe 2× increase in Ioff at the best-case corner for 50nm LEG rule in

Figure 7.15, although nominal- or worst-case corners do not show significant Ioff vari-

ation. Again, even though 100nm LEG shows the smallest LW0, 50nm LEG results

in the largest Ioff . Ignorable necking for 50nm LEG at the nominal- and worst-case

corners becomes severe at the best-case corner as shown in Figure 7.16.



275

line-end

active
necking

active

Case 2
LEE = 40nm, LEG = 80nm,

#fragmentation = 0

Case 7
LEE = 80nm, LEG = 100nm,

#fragmentation = 3

Figure 7.14: Litho images for Cases 2 and 7 in Table 7.8.
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Figure 7.16: Litho contours at best-case (red), nominal-case (yellow), and worst-case
(green) corners, for 10nm, 50nm and 100nm LEG rules.

Optimal OPC Setup. Traditional line-end metrics do not correctly represent the elec-

trical characteristics of transistors. For better electrical characteristics, we evaluate var-

ious OPC parameters, and seek to find the OPC setup that has the best electrical perfor-

mance, e.g., least Ioff .

For each number of fragmentations (Nf ), we find the optimal fragmentation lo-

cation that has the minimum Ioff under given design rules, i.e., LEE = 100nm and LEG

= 100nm. Table 7.9 shows the best fragmentation locations – i.e., with smallest Ioff –

for different Nf . We observe that a larger number of fragmentations result in smaller

Ioff for a given design rule. We can also observe that fragmentations near the gate

edge are better to minimize Ioff for 100nm LEE and LEG design rules.

However, a larger number of fragmentations lead to larger OPC runtime (as well

as larger post-OPC data) as shown in Figure 7.17. In the experiments for Figure 7.17, we

generate a testcase that contains 100K poly lines, and perform OPC/litho simulations by

changing the number of fragmentations for only the line-end extension from one to ten.

We do not introduce any fragmentation for edges that are not in the line-end extension.

From Table 7.9 and Figure 7.17, designers can explicitly trade off OPC cost and Ioff .

Optimal Design Rules and OPC Setup. Finally, to quantify the cost of design rule

parameters, i.e., LEE and LEG, we introduce as a metric, the normalized area of a logic

cell, parameterized with LEE and LEG values, as

Cv1,v2 = Hv1,v2/H100,100
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Table 7.9: Best fragmentation locations when Ioff for LEE = 100nm and LEG =
100nm.

Best fragmentation locations.

#Frag. lead1 lead2 lead3 lead4 Ioff

(nm) (nm) (nm) (nm) (nA)

0 - - - - 151

1 80 - - - 148

2 90 10 - - 140

3 70 20 10 - 133

4 60 10 10 20 121

5
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Figure 7.17: OPC/litho simulation runtime due to the number of fragmentations.
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where Hv1,v2 represent the height of a single logic cell when LEE and LEG are v1 and

v2. Logic cell height is a function of LEE and LEG; the height is calculated as a sum

of NMOS width, PMOS width, space between NMOS and PMOS, two times LEE, and

one LEG. H100,100 is 1,500 (= 400 + 600 + 200 + 2×100 + 100) which is used as a

reference area value. According to the LEE and LEG ranges in the experiment, Cv1,v2 is

calculated in Table 7.10. From the table, we can easily obtain the area reduction from

LEE and LEG design rule changes.

Table 7.10: Normalized area (%), CLEE,LEG according to LEE and LEG design rules,
relative to the area when both LEE and LEG are 100nm.

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 94 95 95 96 97 97 98 99 99 100

90 93 93 94 95 95 96 97 97 98 99

80 91 92 93 93 94 95 95 96 97 97

70 90 91 91 92 93 93 94 95 95 96

60 89 89 90 91 91 92 93 93 94 95

50 87 88 89 89 90 91 91 92 93 93

40 86 87 87 88 89 89 90 91 91 92

30 85 85 86 87 87 88 89 89 90 91

20 83 84 85 85 86 87 87 88 89 89

10 82 83 83 84 85 85 86 87 87 88

Although we find the best OPC parameters for given LEE and LEG values in

the previous section, the best OPC parameters can vary with the applied design rules.

We evaluate the best combinations of design rules and OPC parameters. From all the

simulation results, we again find the best OPC parameters (i.e., fragmentation options)

that result in the smallest Ioff in any combination of LEE and LEG design rules. Ta-

bles 7.11, 7.12, 7.13, 7.14, and 7.15 show arrays of Ioff values that contain smallest Ioff

value among all different fragmentation locations for different number of fragmentations

(Nf ). In the tables, ‘B’, ‘S’, and ‘F’ denote bridging, line-end shortening, and broken
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lines, respectively. ‘O’ is used when a too-small linewidth that is out of the modeling

boundary is introduced in the channel. Ioff values are obtained at the nominal-case

corner, but the best fragmentation locations do not change at worst-case or best-case

corners. We do not calculate Ioff for catastrophic error cases, such as bridging, line-end

shortening, and broken lines, when those errors appear in any of the best-/nominal-

/worst-case process corners and in any of 11 parallel lines in the test block, as shown

in the center of Figure 7.13. Figure 7.18 shows examples of these catastrophic errors.

In general, bridging error occurs when LEG is very small and not enough fragmenta-

tions are performed. Line-end shortening is mainly due to small LEE. Broken lines

are an extreme case of necking which occurs when large hammerhead OPC serifs are

generated.3

(a) Bridging (b) Line-end shortening (c) Broken(a) Bridging (b) Line-end shortening (c) Broken

Figure 7.18: Lithographic errors at the line-end.

Important observations are summarized as follows.

• Minimum Ioff value is 115, 108, 102, 108, and 103nA, for Nf = 0, 1, 2, 3, and 4,

respectively.

• Considering OPC cost, larger number of fragmentations does not effectively

reduce the Ioff . Specifically, when the number of fragmentations is 4 and LEG

is 20nm, Ioff is 8× the minimum Ioff . This is due to very narrow tapering as

shown in Figure 7.19.

• The minimum Ioff is found when the number of fragmentations is 2 with lead1

= 10nm and lead2 = 30nm.
3However, it is difficult to categorize the exact mechanisms of these errors, since the errors do not

occur consistently with monotonic variation of OPC/litho and design rule parameters.
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Table 7.11: Ioff (nA) with respect to the LEE and LEG design rules for the best
fragmentation location cases that lead to smallest Ioff for Nf = 0.

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 B 153 156 B B B 159 121 141 151

90 B 150 153 B B B 155 120 140 150

80 B 148 151 B B B 152 120 137 149

70 B 165 154 B B B 149 119 134 147

60 B S O B B B 147 117 131 144

50 B S S B,S B,S B 145 116 128 141

40 B S S B,S B,S B,S 145 115 125 138

30 B S S B,S B,S B,S O O O O

20 B S S B,S B,S B,S S S O O

10 B S S B,S B,S B,S S S S S

• Optimal LEE and LEG design rules corresponding to the minimum Ioff are

20nm and 70nm, respectively, which can result in 13% area reduction accord-

ing to Table 7.10. However, it may be risky to adopt a design rule that is near

values resulting in catastrophic errors. If we add 20nm of margin to the LEE

design rule to avoid risky design rules, we still reduce area by around 10%.

• Larger LEE and LEG do not always result in smaller Ioff . The LEG values that

produce smallest Ioff are 80, 70, 70, 60, and 100nm for Nf = 0, 1, 2, 3, and 4,

respectively.

7.5 Conclusions and Research Directions

We have proposed a novel modeling framework to model the electrical impact

of line-end shapes. We model a line-end shape by a general superellipse equation. We

model the capacitance between the line-end and the gate channel, and derive Ion and Ioff
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Table 7.12: Ioff (nA) with respect to the LEE and LEG design rules for the best
fragmentation location cases that lead to smallest Ioff for Nf = 1 (lead1 = 60nm).

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 B 224 220 376 189 181 145 162 164 152

90 B 220 212 340 185 176 146 159 162 153

80 B 216 213 370 180 172 140 156 159 150

70 B 209 207 330 175 168 140 151 156 148

60 B 204 200 353 172 164 136 147 153 145

50 B,S O O 310 162 160 132 142 148 142

40 B,S S S 347 161 151 108 138 144 139

30 B,S S S 342 O O O 135 O O

20 B,S S S S O O O O O O

10 B,S S S S S S S S S S

Figure 7.19: Significant tapering when the number of fragmentations is 4 and LEG is
20nm.
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Table 7.13: Ioff (nA) with respect to the LEE and LEG design rules for the best
fragmentation location cases that lead to smallest Ioff for Nf = 2 (lead1 = 10nm,

lead2 = 30nm).

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 B 160 150 161 220 167 139 144 159 150

90 B 157 148 159 216 165 136 142 158 156

80 B 152 149 154 208 164 135 138 156 157

70 B 147 145 151 203 161 131 136 154 162

60 B O O O 198 156 128 132 148 158

50 B,S S S S 194 145 123 132 148 161

40 B,S S S S 187 130 114 122 144 149

30 B,S S S S S 126 109 117 138 145

20 B,S S S S S O 102 O 130 140

10 B,S S S S S S S O S O
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Table 7.14: Ioff (nA) with respect to the LEE and LEG design rules for the best
fragmentation location cases that lead to smallest Ioff for Nf = 3 (lead1 = 10nm,

lead2 = 10nm, lead3 = 20nm).

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 B 155 160 173 181 135 149 152 156 166

90 B 154 157 169 179 135 146 150 167 183

80 B 149 154 165 178 132 145 149 159 191

70 B 145 147 161 173 129 142 147 163 194

60 B 352 186 186 168 125 138 142 160 191

50 B,S S S S 163 119 133 137 155 188

40 B,S S S S S 116 123 134 146 182

30 B,S S S S S 110 117 130 142 178

20 B,S S S S S 108 113 122 137 173

10 B,S S S S S O O O O O
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Table 7.15: Ioff (nA) with respect to the LEE and LEG design rules for the best
fragmentation location cases that lead to smallest Ioff for Nf = 4 (lead1 = 60nm,

lead2 = 10nm, lead3 = 10nm, lead4 = 20nm).

LEG

LEE 10 20 30 40 50 60 70 80 90 100

100 B 831 F F F 370 207 175 160 121

90 B 821 F F F 403 223 181 162 122

80 B 831 F F F 412 223 180 162 119

70 B,S 858 F F F 416 222 177 163 116

60 B,S S F F F 416 216 174 160 112

50 B,S S F,S F F 408 209 170 160 109

40 B,S S F,S F,S F 404 206 164 157 107

30 B,S S F,S F,S F 410 207 162 151 103

20 B,S S F,S F,S F,S O 552 204 155 109

10 B,S S F,S F,S F,S S S S S S
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models from it, considering overlay error in the manufacturing process. The proposed

model accuracy is within 0.47% and 1.28% for Ion and Ioff , respectively, compared

to 3D TCAD simulation. Experimental results show that different line-end extension

lengths can affect Ion and Ioff by 4.5% and 30%, respectively, and that different line-

end shapes, combined with overlay error, can increase Ioff by several times compared

to the ideal line-end shape. The proposed electrical model enables fast and accurate

evaluations of various line-end shapes, given the results of large sized design of exper-

iments. Applying the model to SRAM bitcell and inverter cell layout, we observe that

the traditional line-end extension design rule can be reduced further without affecting

electrical characteristics of circuits. We also evaluate the tradeoffs among design rules

and the resulting area, OPC/litho parameters, and Ioff . From the analyses, we show the

potential for optimal design rules and OPC/litho parameters that can minimize Ioff and

reduce layout area by more than 10%.

Next goals beyond this study seek (1) to find a systematic methodology for

small-sized design of experiments to derive the optimal OPC and design rules, and (2) to

provide rules of thumb for the optimal line-end shaping, so that designers and lithogra-

phers can easily find optimal solutions according to their own OPC/lithography/design

rules and device characteristics.
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Chapter 8

Conclusions

Increasing variability in today’s manufacturing processes causes parametric yield

loss that increases manufacturing cost. In spite of the tremendous effort and enhance-

ment from both manufacturing and design sides, problematic systematic variations still

remain uncompensated. For uncompensated variabilities, guardbanding has been the

only available knob to trade off design cost and production yield. Overdesign assum-

ing worst-case impact of variations has been widely accepted, although large guardband

makes the final chip signoff tougher than it needs to be, incurring significant design

turnaround time and cost increase. In addition, while new manufacturing techniques

have been adopted to reduce variability (and thus guardband) by improving pattern fi-

delity in the subwavelength lithography regime, new techniques introduce new variabil-

ities that can again increase guardband. To mitigate the remaining or emerging variabili-

ties, accurate modeling and assessment of the variabilities are essential through detailed

analyses of underlying physical mechanisms. Appropriate optimizations in both design

and manufacturing must be developed, based on comprehensive understanding of the

benefits and costs of such additional measures.

In this thesis, we have first quantified the impact of guardband reduction on de-

sign outcomes, and resulting yield and cost, to objectively evaluate the true benefits of

various guardband reduction techniques. We have then presented cost-effective guard-

band reduction techniques for both design and manufacturing. The proposed techniques

span multiple stages of design, manufacturing and implementation: (1) from basic cir-
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cuit elements such as device, interconnect, logic gates and memory bitcells, to high-level

design implementation phases such as logic synthesis, placement and routing, and (2)

from mask generation and lithography, to post-silicon variation measurement.

The innovative techniques proposed in this thesis can be grouped into three main

thrusts: (1) variability modeling and mapping, (2) variation assessment, and (3) variabil-

ity mitigation.

In the variability modeling and mapping thrust, the main outcomes are as fol-

lows.

• We have reviewed various variation modeling techniques and proposed a variation

mapping problem as a new variation modeling technique.

• We have proposed a novel variation mapping framework (based on compressed

sensing theory) that reconstructs the details of multiple, simultaneously occurring

systematic variation maps from measurements of a small number of naturally-

occurring timing paths within the design.

In the variability assessment thrust, we have provided quantified analyses of

new interconnect and device variations that are emerging with advanced lithography

techniques. The major contributions are summarized as follows.

• For BEOL variation, we have developed variation analysis frameworks based on

production signoff tools and 3-D TCAD (“technology computer-aided design”)

tools, considering all possible process options and scenarios.

• Exhaustive studies with the proposed frameworks, from a small representative

interconnect structure to chip-level designs, afford new insights to designers and

manufacturers regarding how to trade off quality of results versus design and man-

ufacturing costs, across various double patterning process technology options.

• For FEOL variation, we have given both analytic and empirical assessments of the

potential impact of DPL on timing analysis error and guardbanding. Using 45nm

models, we have found that different DPL mask layout solutions can cause 50ps

skew in clock distribution that is unseen by traditional analyses, and that different

mask layouts can also result in 20% or more change in timing path delays.
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• Motivated by these observations, we have proposed potential solutions spanning

every step of the design implementation process, i.e., bimodal-aware timing anal-

ysis, alternate coloring of timing paths, and placement perturbation for coloring-

conflict removal.

• We have also shown the manufacturability of IAL through process window anal-

ysis with varying design rules.

In the variability mitigation thrust, we have presented three distinct approaches

to explicitly mitigate variations and enable principled tradeoffs between design cost and

yield. The proposed techniques are summarized as follows.

Design-aware manufacturing process optimization:

• We have provided optimal mask strategies considering parametric and defect

yields. We integrate mask size-dependent variation and parametric yield mod-

els into a cost model that incorporates mask, wafer, and processing costs, along

with throughput, yield, and manufacturing volume. This aspect of the thesis also

analyzes impact of defects on parametric yield with understanding of design con-

text (i.e., timing and electrical-functional criticality of each pattern in the layout

design).

• We have also proposed novel design-aware local optimizations of exposure dose

in the photolithography process, to improve timing yield of circuits as well as

reduce leakage power.

Manufacturing-aware design optimization:

• We have proposed a cell swapping-based placement optimization algorithm that

improves timing yield while also reducing leakage power, given a context of sys-

tematic or intentional variations of exposure dose in the manufacturing process.

• To mitigate timing variability in double patterning, we have proposed a new

bimodal-aware timing analysis methodology in the context of double patterning

lithography; this significantly reduces pessimism of traditional timing analysis
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approaches, and provides optimization techniques to improve timing yield of de-

signs. Our bimodality-related research has also devised a novel metric to quantify

the delay variation of timing paths due to bimodal distribution of pattern vari-

ations, and has developed efficient, optimal cell-based timing-aware DPL mask

assignment and detailed placement algorithms.

• We have developed new 1-dimensional regular pitch SRAM bitcell layouts which

are amenable to interference-assisted lithography (IAL). In this research, we have

devised required design rules for a 32nm 6-T bitcell, and designed a family of

IAL-friendly bitcell layouts. The quality of the proposed bitcell layouts has been

verified through lithography and circuit simulations.

Design-manufacturing co-optimizations:

• We have introduced a novel shape-based (i.e., a general superellipse-based) tran-

sistor model, which includes (1) capacitance modeling of line-end extension and

consequent current density changes in the transistor channel, and (2) on- and off-

current modeling from the new capacitance model. The new transistor model en-

ables fast evaluation of electrical characteristics of complicated post-lithography

gate patterns.

• Through assessment of impacts of various layout design rules, mask design opti-

mizations, and lithography process parameters on design area and electrical char-

acteristics, we have derived simple rules of thumb for electrically safe and litho-

graphically robust, yet cost-effective and area-conserving, transistor design rules.
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