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Recent advances in generating high energy (> 50 MeV) protons from intense

laser-matter interactions has opened up new areas of research, with applications in

radiography, high energy density physics, and ion-proton beam fast ignition (FI).

The ability to focus the proton beam has made these applications more attractive.

Fast ignition (FI) is an evolved concept of conventional inertial confinement fusion

(ICF). In proton FI, a collimated beam of protons is used to deliver the necessary

ignition energy to the compressed Deuterium-Tritium (DT) fuel capsule instead of

the original concept of a beam composed of relativistic electrons. In cone-guided

FI, a cone is embedded into the side of the fuel capsule where the proton source

foil is placed within the cone. The cone provides a clear path to the dense core

xx



and protects the proton source foil from radiation during the compression of the

capsule. The proton source foil is a segment of a hemispherical shell target used to

help focus the proton beam to the core to spark ignition. The viability of proton FI

requires focusing of the generated proton beam to a 40 µm spot at the compressed

fuel and a laser to proton conversion efficiency of ∼15%.

Here, proton focusing and the laser to proton conversion efficiency are in-

vestigated using flat foils and hemispherical shell targets. Experiments were con-

ducted on the 200 TW short pulse laser at Los Alamos Laboratory. The 1053 nm

laser pulse delivered 70-80 J on target in 500-600 fs focused by an f/8 parabolic

mirror. The generated proton beam from the target was examined by placing a

mesh downstream of the target, which the proton beam would pass though and

then imaged with a pack of radiochromic film (RCF). A 3D ray-tracing technique

was developed to determine the focal position and focal spot size of the gener-

ated proton beam by tracing the proton trajectories from the image of the mesh

collected by the RCF back through the mesh to the central axis.

The focal position calculated from the ray-tracing technique for the flat foils

resulted in a real focus, contrasting the convention wisdom of a virtual focus [1].

Investigation of the proton expansion from flat foils established that initially the

protons are accelerated normal to the surface, due to the fact that the electrostatic

sheath field generated by the escaping hot electrons is only a few microns beyond

the rear surface of the foil. As time progresses and more electrons are accelerated

into the target by the laser irradiation, the sheath expands away from the rear

surface of the foil, developing a bell-shaped curvature. The protons are then ac-

celerated normal to the sheath field, which is at the leading edge of the expansion.

Due to the bell-shaped curvature, protons that are accelerated further away from

the central axis of the laser interaction experience gradients within the expansion

causing the protons to gain radial velocity, which changes the angle of divergence

of the protons. The radial velocity gained by the protons affects the trajectory

of the protons, resulting in a calculated real focal position when trajectories are

calculated the ray-tracing technique. The trajectories of the protons are further

affected by the mounting technique. When the foils are mounted to washers for
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stability, electrons accelerated in the foil escaped into the washer creating a field

along the interior wall of washer. The field affects the proton trajectories near the

wall and decreases the laser to proton conversion efficiency.

With the understanding gained from the flat foil targets, proton focusing

is further investigated using freestanding hemispherical shell targets. Using the

3D ray-tracing technique, the calculated focal position is determined to be located

inside the radius of curvature of the hemisphere, which is less than the distance

of 1.7R (where R is the radius of curvature of the hemispherical shell) deter-

mined from proton heating experiments [2]. With the aid of particle-in-cell (PIC)

simulations, using the code LSP (large-scale-plasma), it was determined that pro-

ton trajectories are not straight, but actually bend near the focal region. A hot

electron pressure gradient in the expansion beam sets up a radial electric field,

Er ≈ kTehot/R, where here R is the radial scale length of the beam and kTehot is

the hot electron temperature. When the radial electric field surpasses the radial

acceleration force, the proton trajectories are bent away from the focal axis.

The first demonstration of the generation and focusing of a proton beam

from a hemispherical shell in a FI geometry is presented, where the beam is gener-

ated from a curved focusing surface, which propagates and is channeled via surface

fields through an enclosed cone structure. A segment of a hemispherical shell is

placed within a novel cone-shaped target. The proton focusing and conversion

efficiency are calculated for the structured targets and are compared to the free-

standing hemispherical shells. Particle-in-cell (PIC) simulations are presented for

further understanding. It is clearly shown that the focusing is strongly affected by

the electric fields in the beam in both open and enclosed (cone) geometries, bend-

ing the trajectories near the axis. It is also reported that in the cone geometry,

a sheath electric field effectively channels the proton beam through the cone tip,

substantially improving the focusing properties. The sheath electric field on the

wall of the cone is generated by electrons that escape the hemispherical shell and

travel into the surrounding structure. Focusing of the proton beam is improved by

the sheath electric field on the wall of the cone; however, the laser to proton con-

version efficiency is decreased due to the hot electrons escaping the shell reducing

xxii



the amount of energy available to accelerate the protons.

xxiii



Chapter 1

Introduction

Fusion energy is a clean and abundant energy source, which involves har-

nessing the power of the stars here on earth. Fusion energy is generated by nuclear

fusion processes. In fusion reactions, two light nuclei fuse together to create a

heavier nucleus, releasing energy in the process. The amount of energy released

is calculated by Einstein’s energy equation, ∆E = ∆mc2. The mass of the fused

nucleus is lighter than the total mass of its constituents and the amount of en-

ergy that is released, in the form of the kinetic energy of the resulting particles, is

the difference in the binding energies. The binding energy is defined as the least

amount of energy required to disassemble a nucleus into the same number of free

unbound neutrons and protons, in which it was composed, where the nucleons are

far enough apart so that the strong nuclear force can no longer cause the particles

to interact. The binding energy is the least for the isotopes of hydrogen. Table 1.1

lists the possible fusion reactions that use the isotopes of hydrogen. Fusion re-

search mainly focuses on the interactions involving Deuterium and Tritium (DT)

because of the relatively large cross-section for the reaction and the large amount

of energy released at 10 keV temperatures [3]. In order for DT to fuse, the isotopes,

which are positively charged, need enough kinetic energy to overcome the Coulomb

repulsion force. Giving the nuclei enough kinetic energy to overcome the Coulomb

barrier can be achieved by heating the material to ∼keV temperatures. Once the

isotopes overcome the Coulomb forces, the attractive nuclear forces can come into

play, which are effective over distances 10−15 m, and the nuclei can fuse, releasing

1
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Table 1.1: Possible fusion reactions and their products.

D+T→ α (3.5 MeV) + n (14.1 MeV) D+D→ 3He (0.82 MeV) + n (2.45 MeV)

D+D→ T (1.01 MeV) + p (3.03 MeV)

D+3He→ 4He (3.6 MeV) + p (14.7 MeV)

energy. A cartoon of a fusion reaction is seen is Fig. 1.1. To achieve high gain, the

Figure 1.1: Cartoon of a DT fusion reaction. Image courtesy of Lawrence Liver-
more National Laboratory.

fusion reaction also needs to occur a sufficient number of times. The parameter

< σv > is the reaction cross section, which is a measure of the reactivity of the

reaction, where v is the velocity of the two nuclei, σ is the fusion cross section and

the product is averaged over a Maxwellian energy distribution [4]. This quantity

is proportional to the number of reactions per unit density per unit time. The

reaction cross section for each fusion reaction in Table 1.1 is plotted in Fig. 1.2

for a range of temperatures. The DT reaction contributes the most to the energy

yield over all temperatures.
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Figure 1.2: The reactivity parameter < σv > for each fusion reaction in Ta-
ble 1.1. The D+T reaction is the reaction of choice due to the high reactivity
throughout the range of temperatures. Curves constructed from data tabulated
by J. R. McNally Jr. [5].

1.1 Concept of Inertial Confinement Fusion

One scheme to create fusion energy is inertial confinement fusion (ICF). In

ICF, powerful lasers are used to compress and heat a fuel capsule to a temperature

of ∼10 keV reaching a density 20 times that of lead in a confinement timescale

of ∼10−10 s to spark ignition in a fuel capsule [6, 7]. A schematic displaying

the processes in ICF is shown in Fig. 1.3. Central hot spot (CHS) ignition is

the conventional process of ICF. High power nanosecond duration lasers (> 1014

Wcm−2) (direct drive) or an intense soft x-ray source (indirect drive) uniformly

irradiate the outer surface of a full capsule approximately 2 mm in diameter. The

target is usually a smooth, hollow spherical shell filled with low density gas (≤
1.0 mg/cm3) with an outer layer, which forms the ablator, composed of C, Be or

a polymer and an inner layer of DT ice ∼0.1 mm thick, which forms the main

fuel [4, 7]. The irradiation ablates the outside surface of the capsule causing a
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Figure 1.3: Inertial Confinement Fusion: (a) Direct laser irradiation or x-rays
spherically irradiate the outer surface of a fuel capsule ∼2 mm in diameter. (b)
The irradiation causes the outer surface to ablate creating a rocket-like reaction
toward the center. (c) Shock waves converge on the center of the fuel capsule,
heating the fuel and sparking ignition. (d) After ignition, a thermonuclear burn
wave spreads radially outward to the outer surface resulting in high gain.

rocket-like reaction inward and compressing the target. The amount of work done

by the imploding fuel is the product of the volume enclosed by the shell and the

pressure from the ablation. A larger thinner shell that encompasses more volume

can be accelerated to a higher velocity than a thicker shell of the same mass at a

given pressure.

The convergence of shock waves at the center heats the low density region of

the fuel formed by the implosion; this region is known as the hot spot. During the

compression of the target, ignition within the hot spot needs to occur before the

capsule disassembles. The confinement time, τC , of the capsule scales as R/T 1/2,

where R is the radius of the fuel capsule and T is the temperature. In order to

produce high gain with a reasonable amount of driver energy being delivered to

the fuel capsule, a certain amount of the fuel in the capsule needs to be burned

before the target disassembles. Tritium in the fuel is burned at a rate

dnT
dt

= −nTnD < σv >, (1.1)

where nT and nD are the density of Tritium and Deuterium, respectively. Eq. (1.1)

can be converted to the total fuel burn rate by using the total fuel number density,

n = 2nT = 2nD, resulting in

dn

dt
= −n

2

2
< σv > . (1.2)
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Integrating eq. (1.2) from zero to the confinement time and defining the burn

fraction as fb = 1− n/n0 where n0 is the initial density, the burn fraction can be

written as

fb = − ρR

ρR + β(T )
, (1.3)

where β(T ) = 8mDT cs/ < σv >, mDT is the mass of the DT nucleus (2.5 AMU),

ρ is the initial mass density given by ρ = n0mDT , and cs is the sound speed [8].

A burn fraction of approximately 1
3

is required for high gain. To achieve the

appropriate burn fraction, the assembled fuel is required to have ρR ≈ 3 gcm−2.

The areal density requirement can be written in terms of the fuel number density

and the confinement time resulting in nτC = 2× 1015 cm−3s [8], which is referred

to as the Lawson criteria for ICF. The Lawson criteria must be meet in order for

ignition to occur.

The compression of the DT fuel, makes ignition feasible in the laboratory.

The amount of DT that is required to achieve a burn fraction of 1
3

and ρR ≈
3gcm−2 is given by

M =
4π

3

(ρR)3

ρ2
. (1.4)

Therefore, for a density of 400 gcm3 with a sphere of radius r and shell thickness

of r/2, 5 mg of DT would yield 6×108 J [4]. This amount of energy is readily

obtainable compared to the 3×1014 J that 2.5 kg of DT with the same requirements

if the DT was at the normal liquid density of 0.21 gcm−3.

Even though the overall density of the fuel is high, the density of the hot spot

in the center must remain low to spark ignition. At the final stage of compression

of the capsule is isobaric at pressures up to ∼ 200 Gbars [4], where the hot spot,

containing ∼ 2-5% of the fuel, is in pressure equilibrium with the surrounding

dense fuel region comprising the rest of the mass. The shock waves created from

the rocket-like reaction converge at the center of the shell heating the fuel to 10

keV, sparking ignition. Once ignition is sparked in the core, the resultant alpha

particles must travel to the outer layers of the shell to create the thermonuclear

burn wave. At 10 keV, if the hot spot has the areal density of ρHSRHS = 0.3

gcm−2, the 3.6 MeV alpha particles that are created in the reaction, deposit their

energy into the hot spot raising the temperature to 30-40 keV [8]. This then creates
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enough alpha particles which will travel into the adjacent layers of the cold, high

density material, which heats up the material, resulting in a propagating burn

wave to the outer surface.

In inertial confinement fusion with spherical implosion, the implosion of the

shell is susceptible to hydrodynamic instabilities: in particular the Rayleigh-Taylor

instability [4, 6]. Nonuniform irradiation or unevenness in the smoothness of the

outer layer of the shell can be referred to as small perturbations that can grow

exponentially in time. These perturbations are Rayleigh-Taylor like instabilities

since they occur at the interface of fluids at different densities, where lower density

material is being accelerated toward material with higher density [6]. This insta-

bility can occur during the initial implosion of the outer shell causing the shell

to burst and during the final stages of the implosion where the cold fuel in the

center can mix with the hot surrounding plasma, diminishing ignition. Due to the

onset of the Rayleigh-Taylor instability, the process of CHS ignition requires high

spherical implosion symmetry, a high degree of target smoothness and inefficiently

utilizes driver energy in compressive heating.

1.2 Fast Ignition

In 1994 Tabak et al. [9] proposed an alternative approach to ICF called

fast ignition (FI). Different than CHS ignition, FI would decouple the heating

and ignition processes reducing the symmetry and energy requirements [7,9]. The

capsule would be compressed with long pulse lasers, x-rays, z-pinches, etc. and

then ignited with a short (1-10 ps) ultra intense laser (∼ 1019 Wcm−2 [9]. The

short ultra intense laser will generate particles that will deliver their energy to

the compressed fuel. In the case of FI, the capsule is compressed more gradually

and efficiently to form an isochoric final assembly (in contrast to the isobaric

endpoint of the CHS capsule) where the fuel density is on the order of 300 gcm−3

and ideally uniform. Fig. 1.4 shows a comparison between the final assembled

fuel configurations in CHS ignition and FI [7]. Due to the reduced peak density

requirement and the more gradual nature of the implosion, FI is less sensitive to
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Figure 1.4: Final assembled fuel configurations for central hot spot (CHS) ignition
and fast igntion(FI). In CHS, high density, cold fuel surrounds a low density, high
temperature central region called the hot spot where ignition is sparked. The two
regions are in pressure equilibrium. For FI, the fuel is isochorically compressed
and a hot spot is created by a secondary laser that impinges the target [10].

Rayleigh-Taylor instabilities and the compression energy required from the laser

or other source (e.g. z-pinch) is much reduced to be on the order of 200-300 kJ for

the laser driver.

Fast ignition was initially proposed to be accomplished through hole-boring.

In this approach, a hole-boring laser (with ∼ 100 ps pulse duration) is used to clear

a path to the dense fuel by expelling coronal plasma and pushing the location of

the critical surface closer to the main fuel with the ponderomotive force of the hole-

boring laser in order for the ignition laser to be absorbed in a constructive way.

Using a laser with an intensity of 1018 Wcm−2, the ponderomotive pressure from

the laser can push the critical surface of the coronal plasma a distance ∼ 1mm over

100 ps [11]. The reason being that the ignition laser energy would otherwise be

absorbed a significant distance away from the dense fuel close to the position of the

critical density surface (with appropriate modification for relativistic effects) [7].

At the interface of the laser and critical density, hot electrons are then produced,
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some of which then heat the dense fuel to ignition temperatures (few keV).

Atzeni et al. [12] performed 2D radiation-hydrodynamic simulations to cal-

culate the ignition conditions using a particle beam with uniform stopping power

and range using the condition of ρR = 0.6 gcm−2. The energy, Eign, power, Wign

and intensity, Iign of the of the ignitor beam scales as

Eign = 140ρ−1.85 kJ (1.5)

Wign = 2.6× 1015ρ−1 W (1.6)

Iign = 2.4× 1019ρ0.95 Wcm−2 (1.7)

where ρ is measured in 100 gcm−3. These scalings hold for particles with a areal

density range of 0.15< ρR < 1.2 gcm−2. With the main fuel at a density of ρ =

300 gcm−2, ignition is achieved with 18-20 kJ of energy delivered in a beam radius

of ≤ 20 µm with a pulse duration of ≤ 20 ps, where the heated particles have

a penetration depth of ≤ 1.2 gcm−2 . Delivering the needed energy within the

alloted time frame is one of the major challenges of fast ignition.

This initial approach to FI has encountered a number of difficulties in its

inception. Principally, the boring of a channel with a high power laser has been

shown to seed the formation of numerous filamentary structures rather than a single

clean channel [9, 13]. There are also problems in directing the channel toward the

dense core since the rays tend to refract toward lower densities thereby missing

the densest regions entirely [9,14]. In an attempt to address these problems a new

approach to FI has been envisaged. This approach is known as re-entrant cone

guided fast ignition.

1.2.1 Electron cone-guided fast ignition

In the re-enterant cone guided approach, a gold cone is embedded into the

side of the spherical fuel capsule. The cone allows a short pulse laser to be focused

very close to the dense fuel formed by the implosion and thereby enables a useful

fraction of the laser generated relativistic electrons to be absorbed in the desired

location. Calculations showed that electrons should have energies of around 1-

3 MeV in order to be absorbed in the most efficient manner possible from the
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standpoint of ignition [7, 15]. The concept of cone guided electron FI is seen in

Fig. 1.5(a).

b)
a)


Figure 1.5: Concept of re-enterant cone guided fast ignition for (a) electron fast
ignition and (b) proton fast ignition [10].

Kodama et al. [14] demonstrated the concept of cone guided fast ignition

experimentally at the GEKKO laser facility in Japan in a substantially sub-ignition

energy regime. The GEKKO laser facility provided twelve beams with nanosecond

long pulses at a wavelength of 0.53 µm with a maximum energy of 15 kJ for

compression and a synchronized sub-picosecond pulse delivering 60 J with a power

of 100 TW for ignition. In order for the inertial energy of the core after compression

was of similar magnitude to the energy available from the short pulse, the laser

energy used for compression was restricted to 1.2 kJ. The laser pulsed compressed

a 350 µm diameter, 6 µm thick CD shell in which a Au cone was embedded.

The tip of the cone was placed 50 µm from the center of the shell to ensure that

compressed plasma formed at the tip while leaving the cone intact. An increase

in neutron yield of ∼3 orders of magnitude implied a ∼20% coupling between the

ignitor laser and the compressed fuel.

In addition, there has been considerable difficultly in replicating the level

of energy coupling inferred in the Kodama paper in experiments using other cone

type targets. Recent experiments have been conducted on the OMEGA Laser

Facility, including the short-pulse OMEGA EP laser, to investigate the cone-in-

shell target concept for fast ignition [16]. A hollow Au cone was inserted into a

≈870 µm outer diameter deuterated-plastic (CD) shell with a wall thickness of 40
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µm. The tip of the Au cone was placed 40 ± 10 µm away from the center of the

shell with various tip thicknesses (5, 10, and 15 µm) and tip diameters (10 and

40 µm). The side wall thickness of the cone was 10 µm inside of the shell with a

full inner opening angle of 34o. The shells were at room temperature and were not

filled with gas. Using the OMEGA laser as a driver, the capsule was imploded with

20 kJ of UV energy and the OMEGA EP laser delivered a short-pulse 1 kJ, 10 ps

IR beam to interact with the hollow Au cone at different times with driver. Shock

breakout measurements on the cone tip were performed without the short-pulse.

It was determined that a thicker cone tip, 15 µm, remained intact after the capsule

implosion while a 5 µm cone tip was affected by x-ray preheat from the material,

which lead to premature material release inside of the cone that might affect the

short-pulse laser interaction.

A fourfold increase in the neutron production was observed in the integrated

shots, where the short-pulse laser was delivered within ∼ 100 ps of peak compres-

sion. According to simulations that were used to model the experiments. the

additional production of 1.4×107 neutrons corresponds to a 3.5 ± 1.0% coupling

efficiency of short-pulse energy into the imploded CD capsule. The 20% coupling

efficiency seen in the GEKKO experiment is significantly more than the coupling

efficiency seen from the recent integrated experiments. The coupling efficiency

from the OMEGA experiments are based on simulations that include the hydro-

dynamics and the fast electron transport through the cone wall. It has been shown

that the fast electron transport through the cone is sensitive to the scattering in

the high-Z material, which is also affected by the resistive magnetic fields along the

cone walls. In addition the formation and the amount of pre-plasma that fills the

cone caused by the laser prepulse greatly affects the laser-plasma interaction and

the generation of hot electrons. This then significantly lowers the amount of neu-

trons produced. Taking into account these physics aspects into the the simulations

better predicts the coupling efficiency and can lead to an explanation regarding

the difference in the conversion efficiency in the two experiments.

It is also important to consider whether this relatively high degree of cou-

pling could be expected in a full-scale fast ignition scenario, where the compressed
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fuel would be stood-off from the cone tip by a greater distance (∼100-150 µm), and

the coupling of the high intensity laser to the cone may be more adversely effected

by high energy prepulse (such as maybe expected for a ∼100 kJ ignitor laser) as

well as other laser-plasma coupling effects which are at present and poorly under-

stood at these energy levels and pulse durations (the ignitor pulse is expected to

have a duration of ∼20 ps in full scale FI) [7, 9, 14]. Another potential problem is

that in FI the energy of the relativistic electrons generated at the intensity levels

required to deposit a sufficient amount of energy in the fuel in the time allow by

the inertial confinement of the fuel may be too high resulting in a more diffuse

energy deposition. This would result in ineffectual heating of the fuel and a failure

to ignite for sensible ignitor laser energies [7].

1.2.2 Proton cone-guided fast ignition

A possible solution to this problem is proton fast ignition, which was envi-

sioned after the observations of the generation of a quasi-neutral beam of protons

from thin foils, with ∼ MeV mean energy that co-moves with the electrons [17,18].

Roth et al. [19] originally proposed the idea of using protons for fast ignition,

which was further reviewed by Key [7]. The ignitor laser interacts with the front

surface of the thin foil generating hot electrons that travel through the foil setting

up a sheath field on the rear surface which ionized the present ions. Details of

the proton generation, acceleration, and expansion are further discussed in detail

in Chapter 2. The proton source foil is conveniently located within the cone for

the re-entrant cone guided FI approach, where the cone protects the foil from the

implosion of the fuel. The concept of cone guided proton FI is seen in Fig. 1.5(b).

Protons have some advantages over electrons, 1) protons are less susceptible to the

electromagnetic fields that are generated in the plasma, which can inhibit trans-

port into the fuel, due to their larger mass. 2) Protons deposit the majority of

their energy energy within a certain range, called the Bragg Peak. In addition,

proton focusing has already been demonstrated experimentally [2, 20].

Protons tend to deposit their energy at a specific depth, called the Bragg

Peak [21], in the dense fuel resulting in the formation of a compact hot spot,
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which is ideal from the point of view of ignition efficiency [7, 11, 15, 19]. However,

the generated proton beam is not monoenergetic resulting in the beam having a

velocity dispersion. The first protons accelerated from the source foil will reach

higher velocities, therefore having higher energy, and reach the compressed fuel

first. The protons will deposit their energy in the plasma, heating the plasma to

thermonuclear temperatures. Protons accelerated later in time from the source

foil will see an increased plasma temperature, which increases the range that the

proton can travel. Fig. 1.6 displays the proton range of different proton energies as

a function of plasma temperature based on a plasma density of ρ = 400 gcm−3 [22].

Therefore, there is a range of proton energies, 3-15 MeV, that can be used to achieve

ignition. Letter
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Figure 1. Range of protons with different initial energy εp in DT
plasma at density ρ = 400 g/cm3 versus the plasma temperature T .

with the fast protons accompanied by comoving electrons. One
should then properly speak of a plasma beam, although the
energy carriers would in any case be the fast protons.

Proper appraisal of the problem involved requires a better
estimate of the parameters of the proton pulse required for
ignition. This is the aim of this letter, presenting the first
study of the ignition of DT fuel by fast protons with features
extrapolated from those of current experiments. We analyse
the effects due to proton–fuel interaction, to proton energy
distribution, as well as to plasma hydrodynamics. These results
may serve as an input to subsequent studies addressing the
actual feasibility of the required beams, a problem which is
outside the scope of the present letter.

The study is based on 2D simulations performed by the 2D
Lagrangian code DUED, already used in previous fast ignition
studies [13, 11]. The code employs a three-temperature plasma
model and includes a real-matter equation-of-state, appropriate
opacities, collisional transport, nuclear reactions and transport
of fusion products. Proton–plasma interaction is dealt with
by standard binary collision theory [14, 15], using a model
similar to those usually employed in ion beam driven ICF
studies [16, 17].

We start by considering proton slowing down in dense and
hot DT plasma. As shown in Fig. 1, the range of multi-MeV
protons is nearly constant at relatively low plasma temperature,
then increases substantially as the DT temperature exceeds
some threshold. This is easily understood by observing that the
fast protons are slowed down by the plasma thermal electrons,
and that the stopping power decreases as the relative velocity
of the colliding particles increases. From Fig. 1 we see that at
plasma temperature T = 5–10 keV, protons with εp ! 10 MeV
have range longer than the optimal value for fast ignition. We
now study how this affects fast ignition requirements.

We have performed 2D simulations, aimed at computing
the minimum total proton energy Eig required to ignite a
precompressed homogeneous DT sphere by a cylindrical beam
of protons with kinetic energy εp. Pulse duration and beam
radius have been chosen according to (2) and (3), respectively.
In Fig. 2 we show Eig versus εp for fuel density ρ = 400 g/cm3.
We see that for εp " 8 MeV, Eig is constant and slightly
smaller than Eopt given by (1); for εp > 8 MeV, instead,

E
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Figure 2. Minimum beam energy Eig for fast ignition of a
precompressed DT sphere (with density ρ = 400 g/cm3 and radius
R = 100 µm) by monoenergetic protons, versus the proton kinetic
energy εp.

Eig grows with εp. In general, we can write the required
energy and power as E ! Eig(ρ, εp) = Eopt(ρ)q(εp), and
P ! Pig(ρ, εp) = Popt(ρ)q(εp), respectively, with

q(εp) ! 0.8
[

1 + max
(

0,
εp − 8

15

)]

, (4)

where εp is in units of MeV.
Next, we analyse the effect of the actual velocity

distribution of the protons. Again, we take a simple model
situation. We assume that a parallel beam, with total energy
E, is generated at time t = 0 in a burst of negligible duration,
by a source located at distance d from the the compressed
fuel. The assumption of instantaneous emission is at least
partly justified by the fact that the acceleration mechanism
only works for a time ta < 10 ps [18], typically shorter than
the pulse width τ caused by velocity dispersion (see below).
For an accurate evaluation one should, of course, convolve the
two effects. The energy distribution of the protons heating
the fuel will in general depend on many details of proton
generation and transport. Here, just to acquire insight into the
ignition problem, we assume an exponential shape dn/dεp ∝
exp(−εp/Tp), with average proton energy 〈εp〉 = Tp. This
very simple model function approximates well the distribution
observed in some experiments [8]. Due to velocity dispersion,
the power of the proton pulse at the fuel surface is

P(t) = 2
E

τ

(τ

t

)5
exp

[

−
(τ

t

)2
]

, (5)

with a characteristic pulse duration

τ =
(

mpd
2

2Tp

)1/2

= 72
dmm
√

Tp
ps, (6)

with Tp expressed in units of MeV. Notice that decreasing Tp

to make the range shorter has the undesired effect of lowering
beam power. The peak power is

Ppeak = 1.62E/τ, (7)

L2

Figure 1.6: Proton range with different initial proton energy, εp, as a function of
the temperature of the DT fuel. The plasma density is at ρ = 400 gcm−3. Figure
taken from Atzeni, Temporal, and Honrubia, Nuclear Fusion (2002) [22].

Atzeni et al. [22] performed 2D simulations to calculate the minimum total

proton energy required to ignite the homogeneous DT fuel with a cylindrical proton

beam with an average energy of Tp. The optimal value of the pulse duration tp

and proton beam focal spot radius rb are

tp = 54 ρ−0.85 ps (1.8)
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rb = 60 ρ−0.97 µm (1.9)

where ρ is in units of 100 gcm−3. With a fuel density of ρ = 400 gcm−3, the proton

beam focal spot calculated from (1.9) is rb = 15 µm. Using these parameters, the

required ignition energy, E∗ig, is determined from the simulations, which is larger

than that given by (1.5) since the proton energy is not constant, as assumed in

the calculation of eq. (1.5). The simulations take into account the effects of the

proton energy distribution, plasma hydrodynamics and proton-fuel interaction.

The determined E∗ig from the simulations is plotted against the average proton

energy in Fig. 1.7 for three different distances from the source foil to the fuel. TheLetter

and is reached at time t = tpeak =
√

2/5τ .
Concerning fast ignition requirements, we apply the

previous condition P ! Pig(ρ, εp) = Popt(ρ)q(εp) to
the present situation with time-varying beam power and
exponential proton energy distribution, by replacing P with
a characteristic power P = Ppeak/ap, and computing the
function q at energy εp = aTTp. Here ap and aT are numerical
constants, with values about 1.3–1.5. The constant aT accounts
for the fact that protons hitting the fuel when the beam power
exceeds P have kinetic energy higher than the average value
in the distribution. Imposing that both beam energy and power
exceed the respective thresholds for ignition, we find that the
beam energy must satisfy E ! E∗

ig, with

E∗
ig = Eopt(ρ) · q(aTTp) · max

[

1; g(d, Tp, ρ)
]

, (8)

where, for (2), (6) and (7),

g(d, Tp, ρ) = 0.62ap
τ

topt
=

0.82apdmmρ̂0.85

√

Tp
. (9)

We are interested in evaluating (8) for distances d of a few mm
and densities in the range 300–500 g/cm3. We immediately see
that when Tp " (8/aT) MeV, then q = 0.8, but g is well above
unity. In contrast, when g < 1, the factor in square brackets is
equal to one, only at temperatures such that q > 1. Therefore,
the ignition energy will always be larger than the value given
by (1). When g > 1, using (1) and (9), we can write (8) as

E∗
ig = 32.7ap

√
aT

dmm

ρ̂
f (aTTp) kJ, (10)

with

f =















√

8/(aTTp) Tp " (8/aT) MeV;

0.47 + 0.53(aTTp/8)
√

aTTp/8
Tp ! (8/aT) MeV.

(11)

The function f takes its minimum value, f = 1, at Tp =
8/aT MeV, and depends weakly on Tp over a wide range of Tp,
being f < 1.25 for 5 MeV " aTTp " 28 MeV. Notice that
according to (10) the ignition energy scales with the density as
E∗

ig ∝ ρ−1, to be compared with E∗
ig ∝ ρ−1.85 [11], applying

to monoenergetic particles and constant pulse power.
The predictions of (10) have been checked by 2D

numerical simulations, again referring to a homogeneous DT
sphere, and a parallel beam with radius determined according
to (3). The results of a set of simulations referring to DT density
ρ = 400 g/cm3, proton average energy 3 " Tp " 20 MeV and
three values of d (1 mm, 2 mm and 4 mm) are summarized in
Fig. 3, which shows E∗

ig versus Tp. We see that for all values
of d, E∗

ig is minimum at Tp = 5–10 MeV, and varies with
Tp roughly in agreement with (10). The dependence on d is,
instead, somewhat weaker than the linear scaling. Simulations
at different densities, in the range 200 " ρ " 800 g/cm3, with
rb again chosen according to (3), show the same dependence of
E∗

ig on d and Tp as above. Simulation results for Tp = 5 MeV
are fitted by

E∗
ig % 90 d0.7

mm /ρ̂1.3 kJ. (12)

We notice that the curve for d = 4 mm in Fig. 3 is
representative of the case of a proton source placed outside
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Figure 3. Minimum beam energy E∗
ig for fast ignition of a

precompressed homogeneous DT sphere (with density
ρ = 400 g/cm3 and radius R = 100 µm) by protons with
exponential energy distribution and average energy Tp, originated at
a distance d from the DT fuel. The solid curves show E∗

ig versus Tp,
for different values of d. For comparison, we plot again the curve
(dashed) referring to monoenergetic protons (see Fig. 2). In all cases
rb = 15 µm.
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Figure 4. Concept of conically guided target for fast ignition by
laser accelerated protons: (a) target cross section; the fuel
containing capsule is imploded by a suitable driver; (b) enlarged
view of the central region around maximum fuel compression: at
this time an ultraintense pulse is used to generate fast protons. The
conical guide allows for placing the proton releasing target close to
the compressed fuel.

a hohlraum, as proposed by Roth et al [7]. We see that
the minimum ignition energy (at ρ = 400 g/cm3) is about
40 kJ, which is 4–6 times larger than estimated previously [7].
Notice, however, that it refers to the energy contained in the
whole proton distribution, not only in a small portion of it, as
was the case in [7].

The beam energy reduces to about 15 kJ by decreasing

L3

Figure 1.7: Ignition energy required for fast ignition as a function of the average
proton energy Tp for protons with a exponential energy distribution. The lines
correspond to the different distances, d, from the source foil to the compressed
DT fuel. The compressed DT had a density of ρ = 400 gcm−3 with the proton
beam having a radius of rb = 15 µm. Figure taken from Atzeni, Temporal, and
Honrubia, Nuclear Fusion (2002) [22].

average proton energy ranges from 3 to 20 MeV at the distances (d) of 1, 2, and 4

mm. For Tp = 5 MeV, the simulation results are fitted by

E∗ig ' 90 d0.7
mm/ρ

1.3 kJ, (1.10)

where ρ is in units of 100 gcm−3. With the source foil 1 mm away from the com-

pressed fuel at a density of ρ = 400 gcm−3, using eq. (1.10), the proton beam needs
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to deliver 15 kJ of energy in a 30 µm diameter focal spot, which was calculated by

eq. (1.9). For a fuel density of ρ = 300 gcm−3, which was used in the calculations

for electron fast ignition, the proton beam would then need to deliver 21 kJ of

energy in a 40 µm diameter focal spot. Assuming a laser to proton conversion

efficiency of 15%, this would require an ultra-intense driver laser to deliver 140 kJ

to the source foil. Therefore, the requirements of the laser to proton conversion

efficiency of 15% and the focusing of the proton beam to a 40 µm diameter spot

are the two challenges for proton fast ignition and will be the topic of this thesis.

1.3 Outline of the Dissertation

Chapter 2 provides an introduction and a theoretical description of laser

plasma interaction and different laser absorption mechanisms that are pertinent

to inertial confinement fusion. Proton acceleration is discussed in detail for the

application of proton fast ignition. An overview of the previous studies conducted

on the characteristics of protons beams is presented along with a discussion of the

other applications where proton beams are used.

Chapter 3 presents a description of the Trident laser system at Los Alamos

National Laboratory where the experiments were conducted and the main diag-

nostic used is the experiments: radiochromic film. A three-dimensional ray-tracing

technique is presented to calculate the focal position and focal spot size of a gen-

erated proton beam. The method of obtaining the laser to proton conversion

efficiency from the radiochromic film is also described. A description of the simu-

lation code LSP (large-scale-plasma) is provided, which is used to further explore

the experimental results.

Chapter 4 gives the details of the experimental set-up, and presents our

results from flat foil targets. Results for proton conversion efficiency and focusing

(i.e. position and spot size) of the proton beam generated from flat foils are

presented. A proton beam generated from a flat foil is calculated using the ray-

tracing technique to have a real focus instead of the a virtual focus. The proton

beam expansion physics affects the proton trajectories as they are accelerated from
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the foil, leading to the notion of a real focus. The expansion physics are discussed

with the aid of LSP simulations. The effects on the focusing and proton conversion

efficiency from the technique used to mount the foils are also presented

Chapter 5 gives the details of the experimental set-up and results from

hemispherical shell targets. It is shown that the protons accelerated from a hemi-

spherical target do not move in straight line trajectories as previously thought, but

bend near the focal region. The physics of the bending of the proton trajectories is

illustrated through the use of simulations. The LSP results show an electric field

within the quasi-neutral proton beam that bends the proton trajectories near the

focal position. Focusing results are also presented for hemispherical shell targets

placed inside of a surrounding structure, which is required for the design of proton

FI. The results show the surrounding structure affecting the focus of the proton

beam and decreasing the proton conversion efficiency. LSP further illustrates the

development of an electric field on the walls of the surrounding structure which

influences the trajectories of the protons which are close to the wall.

Chapter 6 provides a summary of the experimental and simulation results

and presents the conclusions from the data. A discussion regarding future work

and experiments that can be conducted is presented to further explore the findings

presented in this thesis.

1.4 Role of the Author

The role of the Author in the work that is presented in this thesis is de-

scribed in this section. The experimental data discussed in Chapters 4 and 5 was

collected during two experimental campaigns that took place at Los Alamos Na-

tional Laboratory on the Trident laser system in May of 2009 and in February of

2010. The experimental campaign in May of 2009 by designed by F. N. Beg and M.

S. Wei. The author was involved in the diagnostic and target set-up, conducting

the experimental campaign and analyzing the data. For the February 2010 cam-

paign, the Author designed the experiment, was the principal investigator during

the campaign and analyzing the data. The ray-tracing technique, presented in
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Chapter 3, which was used to analyzed the data, was developed by the Author.

The calibration of the radiochromic film presented in Chapter 3 at Crocker Nuclear

Laboratory at the University of California, Davis was done with D. T. Offermann.

Simulations that are presented in Chapters 5 and 4 were performed by M. E. Foord,

C. Bellei, and B. Qiao.



Chapter 2

Background and Theory

In order for fast ignition to be successful, a clear understanding of the

laser plasma interaction, electron transport (electron fast ignition) and proton

production, focusing and conversion efficiency (proton fast ignition) is required.

When high power lasers are focused onto matter, extremely rapid ionization occurs

on the interaction surface. The ionization creates a significant number of free

electrons (referred to as hot electrons) that form a dense, highly ionized plasma.

The plasma formed can therefore interact with the remainder of the laser pulse.

Particle motion and various laser absorption mechanisms are presented in this

chapter to understand the generation of hot electrons. The generated hot electrons

will transverse the target, forming a hot electron cloud on the rear surface, leading

to a strong sheath field that accelerates protons from the rear surface of the target,

which are needed for proton fast ignition. The expansion of plasma is examined

through a one-dimensional expansion model into vacuum. Since the observation

of laser-produced proton beams [17, 18, 23], several studies have been carried out

to understand the characteristics of the generated proton beam [1,24–32]. Results

of these past experiments provided the groundwork for the experimental studies

that are presented in the subsequent chapters of this thesis.

17
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2.1 Laser-Plasma Interaction

When the laser, an electromagnetic (EM) wave, interacts with a solid target,

rapid ionization occurs creating free electrons which form a dense, highly ionized

plasma on the front surface of the target. The EM wave travels in vacuum until

it interacts with the plasma where the propagation of the wave is modified. Basic

particle motion is first reviewed in this section and then is applied to the interaction

of the wave with the plasma. The laser plasma interaction is further explored by

discussing single electron interaction, the ponderomotive force, laser propagation

and laser absorption mechanisms. The derivation and information in the following

sections come from Refs. [33–36] and references within those.

2.1.1 Single electron interaction with intense electromag-

netic fields

The motion of an electron in an electromagnetic (EM) wave obeys the

following equation [33]

m
dv

dt
= q(E + v ×B) (2.1)

where m is the particle mass, qE is the electric force and q(v×B) is the magnetic

force. The magnetic force causes the particle to have a circular orbit around a

guiding center and the electric field causes a drift in the guiding center. In three

dimensions, the trajectory of the particle is a slanted helix with changing pitch. An

electron traveling in the field of an EM wave will oscillate transversely along the

direction of the electric field at the frequency of the field. The motion is confined

to the x-z plane, where x is the propagation axis and z is the direction of the E

field. The velocity at which the electron oscillates is so-called the electron quiver

velocity [35,36].

vosc =
eEL

meωL
(2.2)

where EL is the electric field amplitude of the laser field, me is the electron mass,

and ωL is the laser frequency. The ratio of the electron quiver velocity over the
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speed of light, c, is referred to as the normalized vector potential [34–36].

a0 =
vosc
c

=

√
Iλ2

L

1.37× 1018
(2.3)

where λL is the wavelength of the laser in units of µm and I is the laser intensity in

units of Wcm−2. When a0 � 1, the motion of the electron is non-relativistic and

can be treated classically. When a0 ∼ 1, the electron motion becomes relativistic,

where the magnetic field of the laser becomes important because v×B
c
∼ E, which

accounts for the longitudinal component of the electron motion. To take into

account the relativistic effect, the electron motion should be expressed as

dp

dt
= q(E + v ×B) (2.4)

where p = γmev and γ is the relativistic factor represented by [35]

γ =

√
1 +

p2

m2
ec

2
=

√
1 +

v2

c2
=
√

1 + a2
0. (2.5)

When an electron is traveling in the EM wave, the fields in the equation

of motion are externally applied. However, the fields in plasma are not prescribed

but are a result of the movement of the particles in the plasma, which is time

variant [33]. Since a plasma has a large number of particles, the electrons in the

plasma move together and can be treated as a fluid. The complete description of

the behavior a of collisionless plasma is provided by the Vlasov equation:

∂fi
∂t

+ v · ∂fi
∂t

+
qi
mi

(
E +

v ×B

c

)
· ∂fi
∂v

= 0. (2.6)

The Vlasov equation characterizes the location of particles of species i in phase

space as a function of time with the particles having a phase space distribution

function of fi(x,v,t). Equations to describe the temporal and spatial evolution

of the density, mean velocity, and pressure for each species are derived by taking

different velocity moments of the Vlasov equation. Taking the second velocity

moment of the Vlasov equation results in the equation of motion for a charged

fluid (plasma) for each species i:

mn

(
∂v

∂t
+ (v · ∇)v

)
= qn(E + v ×B)−∇p. (2.7)

where ∇p is the pressure-gradient force term that takes into account the thermal

motion of the particles moving in the plasma.
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2.1.2 Ponderomotive Force

Variations in the electric field pressure are generated when an excited plasma

wave beats with the laser light wave. The gradient of the electric field pressure

is called the ponderomotive force. The ponderomotive force pushes an oscillat-

ing particle near the center of the focused laser beam toward the area of weaker

field [34, 35]. For the nonrelativistic case, neglecting the electron pressure, the

equation of motion for an electromagnetic wave without an external magnetic field

is [35] (
∂v

∂t
+ (v · ∇)v

)
= − e

me

E. (2.8)

If the variation in the electric field is small, the motion of the particle can

be divided into the slow and fast components where the slow component represents

the slow drift motion while the fast component represents the fast oscillation of

the electrons. Therefore, r = r1 + r2. Assuming that r2 � r1, a Taylor expansion

can be done on the equation of motion around the initial position of the electron,

r0. A Taylor expansion of the electric field gives

E (r) = E0 (r0) + (r1 · ∇) E|r=r0+ . . . (2.9)

For a field oscillating at the frequency ω, the electric field is expressed as

E (r) = E0 (r0) cos (ωt) (2.10)

where E0 is the amplitude of the laser electric field. Taking the lowest order terms,

the equation of motion becomes

∂v1

∂t
= − e

me

E0 (r0) cos (ωt) . (2.11)

Integrating the equation of motion yields the velocity of the electron given by

v1 = − e

meω
E0 (r0) sin (ωt) , (2.12)

which is the electron quiver velocity, vosc, given in eq. 2.2. Integrating a second

time yields the position of the electron given by

r1 = − e

meω2
E0 (r0) cos (ωt) (2.13)
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Taking the second order terms of the Taylor expansion, the equation of motion

becomes
∂v2

∂t
= − e

me

[(r1 · ∇) E|r=r0+v1 ×B1] . (2.14)

Using Maxwell’s equation ∇× E = −∂B/∂t the magnetic field is represented by

B1 = − 1

ω
(∇× E0 sin (ωt)) . (2.15)

Substituting (2.15) into the equation of motion and taking the time average of the

oscillations in the laser field, the resulting force is called the ponderomotive force

expressed by

Fpond = me

〈
∂v2

∂t

〉
= − e2

4meω2
∇E2

0, (2.16)

which is proportional to the gradient of the electric field pressure. An electron near

the center of the laser beam will then drift away from regions of higher intensity.

However, when the laser intensity increases and the electron motion be-

comes relativistic, the magnetic field is significant and gives the electron a lon-

gitudinal velocity component. For the relativistic case, the equation of motion

is [35–37]
∂p

∂t
+ (v · ∇) p = −e

[
E +

1

c
v ×B

]
. (2.17)

To obtain similar terms, use the vector potentials for the fields given by E =

−c−1∂A/∂t − ∇φ and B = ∇ × A and replace the velocity, by v = p/γm to

obtain
∂p

∂t
+

(p · ∇) p

γm
= −e

[
−1

c

∂A

∂t
−∇φ+

p×∇×A

γmc

]
. (2.18)

If the EM wave is a 1D plane wave moving in the longitudinal direction, the particle

momentum can be separated into the transverse and longitudinal components,

p = pT + pL. The vector potential of the wave oscillates in the longitudinal

direction, but only has a transverse component. The transverse component of the

equation of motion is

∂p

∂t
+

(p · ∇) p

γm
= −e

[
−1

c

∂A

∂t
+

p×∇×A

γmc

]
. (2.19)

Using the vector identity A× (∇×B) = ∇B ·A− (A · ∇) B, where only the com-

ponents with Ax, Ay, and d/dz survive, the equation of motion for the transverse
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component becomes

∂

∂t

(
pT −

e

c
A
)

= − pz
γm

∂

∂z

(
pT −

e

c
A
)
, (2.20)

where pz = pL. Therefore the transverse momentum is

pT =
e

c
A. (2.21)

The longitudinal component of the equation of motion is then

∂p

∂t
+

(p · ∇) p

γm
= −e

[
−∇φ+

p×∇×A

γmc

]
. (2.22)

The vector potential can be replaced by the momentum by taking the curl of the

transverse momentum because the curl of (2.21) is equal to zero. The longitudinal

component of the equation of motion can then be written as

∂p

∂t
+

(p · ∇) p

m
√

1 + p2

m2c2

= −e

−∇φ+
p×∇× p

mc
√

1 + p2

m2c2

 . (2.23)

where γ =
√

1 + p2/m2c2 [35] was substituted into the denominator. To simplify

the equation, a variable A can be defined as A = p/mc making the equation

become
∂p

∂t
= e∇φ−mc2

[
A×∇×A√

1 + A2
+

(A · ∇) A√
1 + A2

]
. (2.24)

Using the following vector identity

∇ (A · B) = A× (∇× B) + B × (∇×A) + (A · ∇)B + (B · ∇)A, (2.25)

where A = B, the portion in the brackets in eq. (2.24) becomes

A×∇×A√
1 + A2

+
(A · ∇) A√

1 + A2
= ∇
√

1 + A2 = ∇γ. (2.26)

Therefore, the longitudinal component of the electron fluid momentum is [35, 36]

∂pL
∂t

= e∇φ−mc2∇(γ − 1), (2.27)

which ∇γ = ∇γ − ∇(1) = ∇(γ − 1) is added because the rest energy is 1 and

∇(1) = 0. The first term in the longitudinal component is the electrostatic force
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felt by the electron. The second term in the relativistic ponderomotive force, which

is the gradient of the ponderomotive potential. The ponderomotive potential is

Up = mc2(γ − 1). (2.28)

Numerically, the relativistic ponderomotive potential is given by

Up = mc2

(√
1 +

Iλ2

1.37× 1018
− 1

)
. (2.29)

The ponderomotive potential can be thought of as the effective temperature of the

hot electrons that are accelerated by the laser. The energy of the hot electrons is

associated with the potential they feel during the laser interaction. Therefore, the

hot electron temperature from the ponderomotive scaling is given by [36]

Tehot ≈ 0.511 MeV

(√
1 +

Iλ2

1.37× 1018
− 1

)
, (2.30)

which has been demonstrated experimentally and by simulations [36, 38]. For the

experiments presented in the results chapter, with a laser intensity of ∼2×1018

Wcm−2 and wavelength of ∼1 µm, results in Tehot ≈ 290 keV.

2.1.3 Laser propagation in plasma

The propagation of the laser is modified by the movement of the free elec-

trons in the plasma on the target surface due to the rapid ionization of the material

from the laser interaction. The fluid description of plasma is used to describe the

laser propagation into the plasma and the plasma characteristics. The periodic

motion of the plasma can be described as a sinusoidally oscillating wave. The real

components of the electric and magnetic fields are represented by

E(r, t) = E0 cos (k · r− ωt) (2.31)

and

B(r, t) = B0 cos (k · r− ωt) (2.32)

where k is the wave vector and r is the position vector. From the first order-

linearized equation of motion, the characteristic plasma frequency is calculated.
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The plasma frequency is described as the frequency of which an electron oscillates

around its equilibrium when it is displaced from a uniform background. The plasma

frequency is

ω2
p =

4πe2ne
me

, (2.33)

which is a function of the electron density ne.

For a laser light wave traveling at the speed of light before propagating into

an underdense plasma with a frequency of ωp and no initial magnetic field, the

dispersion relation is [33]

ω2
L = ω2

p + c2k2
L, (2.34)

where ωL is the laser frequency and kL is the laser wavenumber.

As the laser propagates deeper into the plasma, the plasma density in-

creases, which leads to the increase of ωp and decrease of k. At a point during the

propagation, a density will be reached where k becomes zero and the wave can no

longer propagate. This density is defined as the critical density given by [33,39]

nc ≡
meω

2
L

4πe2
. (2.35)

As a function of the laser wavelength, λL , the critical density becomes

nc = 1.1× 1021

(
1 µm

λL

)2

cm−3 (2.36)

When the interaction becomes relativistic, the critical density is increased by factor

of γ; therefore, nγc = γnc. For the experiments presented in the results chapter,

with a laser intensity of∼ 2×1018 Wcm−2 and wavelength of∼1 µm, the relativistic

critical density is approximately nγc ∼ 1.73×1021cm−3. Above this density, the

value of kL is imaginary

c2k2
L = i

∣∣ω2
p − ω2

L

∣∣ (2.37)

and the laser light wave becomes evanescent. The wave will be exponentially

attenuated, due to its spatial dependence, penetrating into the overdense region a

distance known as the skin depth represented by [39]

δ =
1

|kL|
=

c√
ω2
p − ω2

L

. (2.38)
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2.1.4 Laser Absorption Mechanisms

The temperature, density and velocity profiles of the preformed plasma on

the target will determine which mechanism will be responsible for the absorption

of the laser energy into the target. The absorbed laser energy is responsible for the

generation and acceleration of the hot electrons. The generation and characteriza-

tion of the hot electrons is still a hot topic of research because of its applications,

in particular to electron fast ignition [7]. The hot electrons that are accelerated

and traverse through the target are responsible for the acceleration of the protons

from the target. The four commonly discussed laser absorption mechanisms, which

will be discussed here, are: inverse bremsstrahlung, resonance absorption, vacuum

heating, and J×B heating.

2.1.4.1 Inverse Bremsstrahlung

Inverse bremsstrahlung, which is also referred to as collisional absorption,

is due to electron-ion collisions in the plasma. Electrons that are oscillating in

the electric field of the laser light wave can collide with ions present in the plasma

causing the momentum of the electrons to change and damp the energy of the

laser wave. In return, the plasma heats up. This mechanism has the greatest

effect for low temperature, high density and high Z plasmas with intensities below

1015 Wcm−2 [35, 39].

The binary collisions result in a frictional drag on the electron motion.

This frictional drag is taken into account in the equation of motion by including a

collision damping term. The equation of motion becomes [35]

m
∂v

∂t
= −e (E + v ×B)−mνeiv (2.39)

The variable νei is the electron-ion collision frequency given by

νei =
4

3
(2π)1/2neZe

4

m2
ev

3
ln Λ w 2.91× 10−6ZneTe ln Λs−1 (2.40)

where ne is the electron density in cm−3, Te is the electron temperature (eV), Z is

the number of free electrons and ln Λ is the Coulomb logarithm.
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The effect of the collisional damping term on the propagation of the wave

in the plasma is understood by analyzing the EM wave equation using Maxwell’s

equations:

∇× E = −1

c

∂B

∂t
(2.41)

∇×B =
4π

c
J +

1

c

∂E

∂t
(2.42)

where J is the current density given by J = nev. Taking the curl of eq. (2.41)

and eq. (2.42) and using the vector indentity ∇×∇×A = ∇ (∇ · A)− (∇ · ∇)A
results in

∇2E− 1

c2
∂2E

∂t2
=

4π

c

∂J

∂t
+∇ (∇ · E) (2.43)

∇2B− 1

c2
∂2B

∂t2
=

4π

c
∇× J. (2.44)

The source terms for the EM wave in the plasma are on the right hand side

of the equations. The collision damping term in the equation of motion can be

related to the current density in the wave equation through the electron velocity.

Assuming that the fields can be described as an oscillating plane wave in 1D with

the motion expressed by exp[i(kx − ωt)], the wave equations and the equation of

motion can be simplified by using the following approximations: ∂/∂t → −iω,

∇ → ik, ne → n0 + n1, J → −en0v1, and (E + v × B) → E1. Substituting the

approximations into the equation of motion and solving for the electron velocity

results in

v1 =
−1

ω + iνei

eE1

m
. (2.45)

Therefore the current density is

J = −en0v1 =
i

ω + iνei

e2n0E1

m
=

i

ω + iνei

ω2
p

4π
E1 = σeE1 (2.46)

where σe is the electrical conductivity of the plasma . The value of the current den-

sity can be substituted back into the wave equation. Using the above assumptions,

eq. (2.41) becomes (
−k2 +

ω2

c2
−
ω2
p

c2
1(

1− νei

ω

))E1 = 0 (2.47)
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The dispersion relation for the laser light wave interacting with the plasma is given

by setting the value in the brackets equal to zero. Damping of the wave occurs

when the wavenumber, k, becomes imaginary.

In the case where the electron-ion frequency is much less than the laser

frequency νei � ωL, the dispersion relation can be expanded resulting in [39]

k2
Lc

2

ω2
L

u 1−
ω2
p

ω2
L

+

(
iνei
ωL

)(
ω2
p

ω2
L

)
. (2.48)

Therefore, when the laser wave is propagating through the plasma, the amount that

the wave damps from the electron-ion collisions is represented by the imaginary

part of the wavenumber. Solving the above equation for k gives

k u ±ωL
c

√
1−

ω2
p

ω2
L

1 + i
νei
2ωL

ω2
p

ω2
L

1

1− ω2
p

ω2
L

 . (2.49)

The damping rate is twice the imaginary part given by

κIB u
νei
c

ω2
p

ω2
L

1√
1− ω2

p

ω2
L

, (2.50)

which can be estimated as [36,39]

κIB ∝
Zn2

e

T
1/2
e

√
1− ne/nc

(2.51)

inverse bremsstrahlung is the strongest for high Z-materials, high densities, low

temperatures, and long plasma lengths due to the dependence on the electron-ion

collision frequency and the electron density and temperature (by the means plasma

frequency) . Because of its dependence on the ratio of ne/nc, the majority of the

absorption from inverse bremsstrahlung comes from the region near nc.

The amount of absorption that occurs depends on the distribution of the

thermal ions that collide with the electrons in the laser wave. Johnston and Dawson

[40] calculated the absorption coefficient for a thermal distribution of ions and a

Maxwellian electron distribution in a homogeneous plasma resulting in

κ =
√

2π
16π

3

Zn2
ee

6 ln Λ

c (meTe)
3/2 ω2

L

√
1− ne/nc

(2.52)
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In an inhomogeneous plasma, the absorption is highly complicated since

ne, Te and ln Λ can all depend on the position in the plasma; however, ne is the

dominant factor because Te varies much slower than ne and the variation in ln Λ is

negligible. Ginsburg [41] provides a detailed description of inverse bremsstralung

absorption in a linear density gradient. With the scalelength L for the linear

density gradient, the absorption coefficient is given by

κIB = 1− exp
(
−32νei(nc)

15c
L

)
(2.53)

where νei(nc) is the collision frequency evaluated at the critical density.

For high laser intensities present today, there are two nonlinear effects that

can decrease the inverse Bremsstralung. First, the thermal velocity of the electrons

can have an effective dispersion that is caused by the coherent oscillatory motion

of the electrons in the laser field. This in turn will affect the Coulomb collision

frequency and decrease the absorption coefficient. This effect is discussed in more

detail in Ref. [42–44].

Langdon [45] explains the second nonlinear effect, which involves the elec-

tron distribution. When the laser intensity is high, electrons gain energy from the

laser faster than the equilibration time, resulting in an electron distribution which

is far from Maxwellian. The electrons mainly responsible for inverse bremsstralung

are slow compared to the thermal velocity of the electrons; therefore, this effect

decreases the amount of inverse bremsstralung absorption.

2.1.4.2 Resonance Absorption

Resonance absorption is a collisionless absorption mechanism that occurs

when a laser light wave is incident on a plasma at an oblique angle [34–36]. The

laser light wave must be p-polarized meaning that the longitudinal component of

the electric field is along the same direction as the density gradient in the plasma

(i.e. E · ∇ne 6= 0). For s-polarization, E · ∇ne = 0, and no electrostatic waves

can be driven. Interacting with the plasma at an oblique angle, the laser light

wave will propagate until it reaches the density of n = nc cos2 θ, given by Snell’s

law, instead of the critical density, where θ is the angle measured with respect to
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the target normal. At this position, part of the wave will be specularly reflected

and the longitudinal component of the electric field will become evanescent and be

damped exponentially. Since the distance from the reflection point to the critical

density is small, the decaying electric field will tunnel to the critical density. A

cartoon illustrating the process of resonance absorption is displayed in Fig. 2.1.

ne 

nc 

nccos2θ 

E 

Laser light incident on 
target at angle θ to normal 

Distance laser 
must tunnel to 
drive plasma 
oscillation 

Reflect 
laser light 

Figure 2.1: Schematic of resonance absorption where the electric field of the
p-polarized laser light is along the same direction as the plasma density gradient.

The tunnelling wave will be resonantly excited at the laser frequency, os-

cillating electrons along the direction of the density gradient, which causes fluctu-

ations in the plasma charge density. The fluctuations in the charge density gives

rise to an associated electrostatic field that is capable of accelerating electrons in

the plasma. The electrostatic field is given by [36]

Es = ε(z)
EL√

2πωLLn/c
φ(τ), (2.54)

where Ln is the density scale length and ε(z) is the plasma dielectric function. The

function φ(τ) describes the strength of the excitation of the wave given by

φ(τ) u 2.3τexp

(
−2τ 3

3

)
, (2.55)
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where τ is a parameter that relates the density scale length to the angle of incidence

τ =

(
ωLLn
c

)
sin θ. (2.56)

When the rate of damping the EM wave experiences is small compared to the laser

frequency, the fraction of the energy transferred to the plasma due to the excitation

of the electrostatic wave at critical density is given by f ≈ φ2(τ)/2. The angle of

incidence affects the amount of resonant absorption that can occur. When the angle

of incidence is near normal incidence, there is hardly any longitudinal component

of the electric field. On the other hand, when the angle of incidence is large, the

reflection point of the EM wave is a large distance away from the critical density

and the electrostatic field at critical density is not efficiently excited. Therefore,

there is an optimum angle of incidence for the laser light wave, which is(
ωLLn
c

)1/3

sin θ ≈ 0.8. (2.57)

For laser intensities greater than 1015 Wcm−2, where resonance absorption

is the main laser absorption mechanism, collisionless heating of electrons traveling

from high densities to lower densities were seen in particle-in-cell simulations [39,

46]. These hot electrons are seen to have approximately a Maxwellian distribution

with an average hot electron temperature that scales as [46]

Th ∼ 14(Iλ2)1/3T 1/3
c keV, (2.58)

where I is the laser intensity in units of 1016 Wcm−2, λ is the laser wavelength

in units of microns, and Tc is the temperature of the background electrons at the

critical density in units of keV.

2.1.4.3 Vacuum Heating

Vacuum heating or Brunel heating was first discussed by Brunel in 1987 [47].

This mechanism occurs when the density gradient on the front surface of a target

is very steep, where the density scale length is smaller than the wavelength of the

incident laser light [36]. Because of the steep density gradient scale length of the

plasma in front of the target, there is not sufficient space for resonance absorption
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to occur. However, Brunel heating is similar to resonance absorption because the

electric field of the laser still drives a plasma wave. In Brunel heating, at the

plasma-vacuum interface, the intense laser electric field drives a plasma wave that

pulls the electrons out of the plasma into vacuum and then sends the electrons

back into the plasma with a random phase.

The fraction of laser energy absorbed by the plasma was empirically deter-

mined by Brunel to be

fBH =
η

2π

v3
os

v2
Lc cos θ

(2.59)

where η is the efficiency factor. The efficiency factor describes how much oscillatory

motion of the electrons is lost to heating the plasma, which Brunel determined to

be η ≈ 1.75. Kato et al. [48] later determined that the efficiency factor could

depend on the hot electron density given by

η ≈ 1(
1− ω2

0/ω
2
p

) , (2.60)

which is the only place where the density dependence appears in the absorption

fraction. Therefore, with increasing the laser intensity, density and incidence angle

the fraction of laser energy absorbed by Brunel heating increases. For an intensity

value around Iλ2 ≈ 1016 Wcm−2µm2 and small scale-lengths L/λ ∼ 0.1, the

absorption can be as high as 70% [35]. However, at higher intensities and shorter

scale lengths, the absorption saturates to around 10-15%.

2.1.4.4 J×B Heating

For high intensities, the absorption mechanism that becomes predominant

is J × B heating. In this case, oscillations in the ponderomotive force are the

source of J×B heating [36]. The non-relativistic ponderomotive force is given by

eq. (2.16). For a linearly polarized wave represented by E = E0(x) sin(ωt), the

ponderomotive force, which is a longitudinal force term, becomes

Fpond = −m
4

∂v2
os

∂x
(1− cos 2ωt) (2.61)

from using the definition of the electron quiver velocity and the power-reducing

formula for the trigonometric function. The cos 2ωt term in the parentheses is the
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high-frequency component referred to as the J×B term. The J×B force oscillates

the electrons at the critical surface at twice the laser frequency in the direction

of the k vector of the laser. Depending on the phase of the oscillating electrons,

they may gain energy from the laser EM wave, decouple, and be propelled into the

overdense plasma. The number of electrons that escape the wave and get propelled

into the overdense plasma depends on the strength of the oscillating force.

2.2 Proton Acceleration

The laser absorption mechanisms previously discussed results in the heating

of some fraction of the electrons to energies much higher than the initial bulk

plasma temperature. These hot electrons travel through the target at a speed close

to the speed of light, forming a hot electron cloud at the rear surface of the target,

which induces a strong sheath electric field that accelerates ions present on the

surface. This mechanism is known as Target Normal Sheath Acceleration (TNSA).

Hatchett et al. [24] and Wilks et al. [25] describe this process in more detail, which

is presented below. This TNSA mechanism for ion acceleration can be described

by a one-dimensional plasma expansion into vacuum following the derivations of

Mora [49, 50] and Baitin and Kuzanyan [51]. Since the first observations of the

acceleration of multi-MeV protons from the rear surface of a target [17, 18, 23],

several experiments have been carried out to measure the characteristics of the

generated proton beam [1,24–32]. A brief overview of the previous studies provides

the background of the work presented in this thesis.

2.2.1 Target Normal Sheath Acceleration (TNSA)

In target normal sheath acceleration, the accelerated ions originate from a

thin layer of contaminants on the surface of the target. The contaminant layer,

which is is composed of C, O and H [26], is a result of water vapor that can be

present in the vacuum chamber or due to vacuum pump oil [27, 52]. The protons

from the contaminant layer are accelerated more rapidly than the other species due

to their higher charge to mass ration. Very hot electrons are generated through the
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laser target interaction and travel through the thin target in a broad angular beam.

A few of the hot electrons will escape from the rear surface of the target, leaving

a positive charge on the target. At the rear surface of the target, the electrons are

expected to relax to a Boltzmann equilibrium while there is a steep ion density

gradient. A Coulomb potential is built up on the target causing the rest of the

electrons to become trapped, recirculating through the target and spreading out

transversely. The electrons set up a sheath field with a scale length given by the

Debye length of the hot electrons. A cartoon of the initial stages of target normal

sheath acceleration is displayed in Fig. 2.2. The Debye length is defined as the
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Figure 2.2: Cartoon of TNSA. Hot electrons travel through the target and a
small fraction of the hot electrons escape from the rear surface creating a potential
well which traps the remaining hot electrons. The hot electrons set up an electric
sheath field on the rear surface which is strong enough to ionize the material and
accelerate the protons, which are the lightest particles. The protons are initially
accelerated normal to the target surface.

length in which the electrons screen out electric fields in the plasma, which is a

function of the hot electron temperature and density, Tehot and nehot respectively,
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given by

λDe ≡
√

kTehot
4πnehote2

. (2.62)

The sheath field is

Esheath ≈
kBTehot
eλDe

(
MV

µm

)
. (2.63)

For example, a laser intensity of ∼ 1019 Wcm−2 can produce a sheath field on the

order of 1012 V/m. Such a strong electrostatic field can ionize the particles in the

contaminant layer and accelerate the ions, where the lightest ions are the protons.

The protons are initially accelerated normal to the unperturbed surface.

The electrons and protons are accelerated away from the target during the

expansion. After the initial acceleration, further away from the target at the front

of the expansion, the local hot electron Debye length is larger than the local ion

scale length and a Debye sheath is formed. There is a net negative charge at the

leading edge of the expansion followed by the ion front. Between the leading edge

and the ion front, a constant electrostatic field exists, with the magnitude given

by

|E| ≈ kBTehot
elion

, (2.64)

where lion is the scale length of the ions. Since the electrostatic field inversely

scales with the ion density scale length, the electrostatic field is the greatest at

the beginning were there is a steep ion density. Behind the ion front, the ion and

hot electron density will fall off exponentially and the plasma cloud is said to be

quasineutral. A representation of this mechanism is present in Fig. 2.3. The ions

will continue to be accelerated after the laser pulse is over until the hot electrons

lose all of their energy through accelerating the ions (i.e. adiabatic cooling).

The ions that are accelerated first come from the region near the laser axis

where the most energetic electrons are located and escape the target. From exper-

imental data, it is shown that the ion beam source size decreases with increasing

ion energy because the ions that are accelerated for the longest amount of time will

reach the highest energies and originate near the laser axis. As the hot electrons

recirculate through the target and spread transversely, ions are then accelerated

from the outer regions of the target at later times and therefore do not reach higher

energies.
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lower energy ions!. Finally, protons are detected from gold

targets, which is understood to be emission from a layer of

adsorbed molecules containing hydrogen. This could not

come from the front surface focal region of our targets be-

cause the prepulse would blow off such monolayers into pre-

formed plasma. Moreover, an area which is much larger than

the 10!6 cm2 focal spot area would be needed to supply the

observed number of protons from an adsorbed impurity

layer.

A full discussion of this model is in preparation by the

authors; we outline a quasi-one-dimensional "quasi-1D! ver-
sion below. We suppose that on all target surfaces there is an

initial density gradient—very steep on the back of the target,

less steep on the front. Figure 8 illustrates the solution de-

rived from Poisson’s equation and Boltzmann statistics for

the electrons. A suddenly created hot electron density floods

through the target and, in a preexisting density gradient, ex-

cludes the cold electrons at ion densities lower than the hot

electron density. Further out, the hot electron density will fall

with the ion density "quasineutrality! until the local hot elec-
tron Debye length becomes greater than the local ion scale

length. There, a hot electron Debye sheath will form. The

charge in this sheath will be balanced and retained by a posi-

tive charge sheet which forms where the cold electrons have

become excluded. Between the sheath and positive ion

charge sheet will be a region of #constant E field with the
magnitude of the field given by

!E!$kThot /el Debye,local$kThot /el ion .

Ions in this region and ions from the charge sheet will be

accelerated. Because the E field scales inversely with the

density scale length l ion , there will be much stronger accel-

eration at the steep density interface on the back of the target,

and it will result in a rate of energy transfer to ions which is

initially much greater than at the front surface. If the hot

electrons dissipate their energy rapidly, the result will be a

larger energy transfer to ions at the back surface. This model

also predicts that the ions located between the Debye sheath

and the internal charge sheet will initially all have the same

acceleration and so will create the observed narrow peak in

the ion spectrum at the high-energy cutoff. The steep ion

front where the sheath separates is a familiar dynamical at-

tractor as the acceleration proceeds, cf. Denavit10 and refer-

ences therein. It is observed as a high-energy cutoff in the

spectrum.

Ion acceleration will continue until the hot electrons are

energetically depleted, by ranging out, by adiabatic cooling,

or by accelerating ions. Simple estimates indicate that for our

conditions the last process dominates, and the time scale is a

few ps. Given the field strength estimated above for a few

microns "or less! density scale length "back of the target!,
this corresponds to accelerating protons to several tens of

MeV, with the proton energy scaling like the square of the

field strength. On the other hand, on the front of the target,

with density scale lengths of several tens of microns, the

peak ion energy will be sub-MeV.

This quasi-1D picture thus accounts semiquantitatively

for many of the observed features of the ion beams—the

front–back asymmetry, the narrow feature in the energy

spectrum at the high-energy end, and the high-energy cutoff.

Of course, this model does not account for some impor-

tant two and three-dimensional features of the data. The

emitting spot is apparently much smaller than the target at

the highest ion energies, but the lowest energy ions are emit-

ted all the way out at the target edges. Furthermore, the size

of the ion beam decreases with increasing energy. This is

clear from the data illustrated in Fig. 4 and the response

functions shown in Fig. 5: For a falling ion spectrum each

layer is primarily responding to the narrow part of the ion

spectrum under the cusp in the response function. Pending

further investigation, we speculate that the former effect is

simply due to the fact that ion acceleration off the back be-

gins as soon as hot electrons reach it, and that, given the

electron beaming behavior described above, this happens

first in a region of diameter of roughly 2"target-thickness
"tan(50°)#300%m. "We note here that a somewhat

smaller region, 100-%m diameter at 100-%m depth, of local-

ized heating has been observed in buried layer experiments

with the Petawatt laser.11! The ions accelerated for the most
time reach the highest energies. The second effect is appar-

ently not due to a constant transverse momentum dispersion:

The transverse momentum corresponding to the RC film spot

edge decreases with increasing ion energy. More likely, the

effect is due to Coulomb forces within the beam, but this

must await quantitative confirmation from multidimensional

PIC calculations.

V. CONCLUSIONS

In our experiments, laser energy incident on solid targets

is efficiently converted to relativistic electron energy, appar-

ently in the region of laser penetration into overdense

plasma. The hot electrons created there are broadly beamed

in a pattern consistent from shot-to-shot, but the beam direc-

tion is apparently randomly variable, within limits. The spec-

trum of similarly beamed electrons includes energies from

well below the mean up to several times the mean energy,

indicating a common origin across that range. The electron

energies are consistent with the ponderomotive potential

scaling if relativistic self-focusing increases the nominal in-

tensity by a factor of 2 or more.

FIG. 8. Schematic of the proton acceleration model described in the text.
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Figure 2.3: (a) Schematic of Target Normal Sheath Acceleration (TNSA). Figure
taken from Hatchett et al., Physics of Plasmas (2000) [24].

The acceleration of the proton beam from the target can be analyzed by

looking at a one-dimensional plasma expansion into vacuum. The expansion can

be treated two ways: isothermally and adiabatically. In an isothermal expansion

model, an external energy source is assumed to supply the required energy to

the electrons in order to maintain the electron temperature. On the other hand,

an adiabatic expansion model includes energy loses of the electrons as they give

up energy to the accelerating ions. We will discuss the two models below. The

derivation for the isothermal model is taken from Mora [49] and the adiabatic

model follows Mora [50], Baitin and Kuzanyan [51] and Hey et al. [53].

For simplicity in the plasma expansion model, we assume that the plasma

occupies the half space x < 0. In the plasma, the ions are cold and initially at rest,

ni = ni0, and there are no ions initially present where x > 0, ni0 = 0. At x = 0

there is a sharp ion boundary. On the other hand, the electrons are continuous

across the boundary represented by the Boltzmann distribution

ne = ne0exp

(
eφ

kbTe

)
(2.65)

where ne0 is the electron density in the unperturbed plasma, φ is the electrostatic

potential and Te is the electron temperature. The electrostatic potential satisfies
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the Poisson equation

ε
∂2φ

∂x2
= e (ne − Zni) . (2.66)

Before expansion, the electrons are in thermal equilibrium. During expan-

sion, t > 0, the electrons are assumed to stay in equilibrium so the Boltzmann

and Poisson equation still holds. For the expansion into vacuum the ions can be

described by the equation of motion and the continuity equation:

∂vi
∂t

+ vi
∂vi
∂x

= −
(
Ze

mi

)
∂φ

∂x
(2.67)

∂vi
∂t

+ vi
∂ni
∂x

+ ni
∂vi
∂x

= 0. (2.68)

Assuming quasineutrality of the plasma, ne = Zni and using the Boltzmann dis-

tribution of the electrons, eq. (2.67) can be written in the form

∂vi
∂t

+ vi
∂vi
∂x

= −c
2
s

ni

∂ni
∂x

(2.69)

where cs is the ion-acoustic velocity given by

cs =

√
ZkBTe
mi

. (2.70)

2.2.1.1 Isothermal Expansion

For the isothermal model, the electron temperature is constant during the

expansion where an external source supplies the needed energy. Since the tem-

perature is constant, the condition of the expansion is described in terms of a

characteristic velocity instead of a characteristic length. Therefore, all quantities

depend on the space and time parameters through the ratio x/t, which has the

dimensions of velocity. The ratio is expressed by a single variable ξ = x/t. Using

the variable ξ, a non-trivial self-similar solution can be found using the continuity

equation and the equation of motion.

The derivation representation in (2.68) and (2.69) become

∂

∂x
=

1

t

d

dξ
and

∂

∂t
= −ξ

t

d

dξ
. (2.71)
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(2.68) and (2.69) reduce to

(vi − ξ)
dni
dξ

+ ni
dvi
dξ

= 0 (2.72)

and

(vi − ξ)
dvi
dξ

= −c
2
s

ni

dni
dξ

(2.73)

To find a non-trivial solution for the velocity, eliminate dni/dξ and dvi/dξ from

(2.72) and (2.73) and solve for velocity, which results in

vi = cs +
x

t
. (2.74)

Substituting (2.74) into (2.68) results in a self-similar solution for the ion density

ni = ni0exp

(
− x

cst
− 1

)
(2.75)

Plugging in the self-similar solution into (2.69) gives the self-similar electric field

Ess =
kbTe
ecst

. (2.76)

From the self-similar solution, the spectrum for the ions can also be calcu-

lated. For the spectrum, we want the number of ions per unit area per energy. The

number of ions per unit area is given by the self-similar solution of the Boltzmann

distribution. The distribution can be written in terms of energy by writing the ion

energy as

Ei =
mi

2
v2
i =

mi

2

(
cs +

x

t

)2

. (2.77)

Rearranging (2.77) results in √
2Ei

ZkBTe
=

(
x

cs
+ 1

)
(2.78)

by using (2.70). (2.77) can then be substituted into the Boltzmann distribution to

obtain

ni = ni0exp

(
−
√

2Ei
ZkBTe

)
. (2.79)

The derivative can be taken with respect to the ion energy and noting that the

plasma expands spatially by a distance cst, gives the number of ions per surface

area and unit energy

dN

dE
=

ni0cst√
2EiZkBTe

exp

(
−
√

2Ei
ZkBTe

)
, (2.80)
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which is the isothermal ion distribution function. However, this model assumes

constant sound speed and does not include electron energy loses, which could over

predict the maximum ion energy

2.2.1.2 Adiabatic Expansion

In contrast to the isothermal model, in the adiabatic model the electron

temperature is not constant because the electrons cool down when they part their

energy to the ions. For the adiabatic model, the Poisson equation, equation of mo-

tion and the continuity equation still hold. Consider a one-dimensional Gaussian

plasma with an initial ion density of

ni0 (x, t = 0) = ni0exp

(
−x2

R2
0

)
, (2.81)

where R0 is the initial characteristic length of the plasma. The electrons are still

expressed by (2.65) with the temperature as a function of time and (2.68) and

(2.69) still hold. The self-similar solution given by the ion density is

ni(x, t) = ni0
R0

R(t)
exp

(
− x2

R(t)2

)
(2.82)

where R(t) is the characteristic length, which is to be determined. For simplicity,

in the following equations, R(t) = R. Plugging the self-similar solution (2.82) into

(2.68) results in an ion velocity given by

vi =
dR

dt

x

R
. (2.83)

Substituting (2.83) into (2.69) results in

d2R

dt2
= 2

c2s
R
. (2.84)

The characteristic length, R, can be related to the electron temperature by eval-

uating the adiabatic equation of state for motion with one degree of freedom, ne-

glecting heat flow, which is derived by taking the moments of the Vlasov equation.

The energy equation is(
∂

∂t
+ v

∂

∂x

)
ln p−

(
∂

∂t
+ v

∂

∂x

)
lnn3 = 0, (2.85)
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where p is the electron pressure. The electron pressure is written in terms of the

electron temperature by the ideal gas relationship p = nT . Substituting into (2.85)

results in
ne
Te

(
∂

∂t
+ v

∂

∂x

)
Te − 2

(
∂

∂t
+ v

∂

∂x

)
ne = 0. (2.86)

The electron density can be substituted in terms of R, assuming that the electron

and ion velocities are equal, by substituting the ion velocity given by (2.83) into

the continuity equation (2.68) for electrons. The energy equation becomes

1

Te

(
∂

∂t
+ v

∂

∂x

)
Te = − 2

R

(
∂

∂t
+ v

∂

∂x

)
R. (2.87)

This implies that Te = Te0R
2
0/R

2, where Te0 is the initial electron temperature.

Therefore, (2.84) becomes
d2R

dt2
= 2

c2c0R
2
0

R3
(2.88)

where cs0 =
√
ZkBTe0/mi is the initial value of the ion acoustic velocity. Integrat-

ing (2.88) twice, the value of R(t) is obtained,

R(t) =
√
R2

0 + 2c2s0t
2, (2.89)

which makes the electron temperature

Te = Te0
R2

0

R2
0 + 2c2s0t

2
. (2.90)

Substituting (2.89) into (2.82) and (2.83) results in

ni(x, t) =

√
R2

0n
2
i0

R2
0 + 2c2s0t

2
exp

(
−x2

R2
0 + 2c2s0t

2

)
(2.91)

and

vi = x
2c2s0t

R2
0 + 2c2s0t

2
. (2.92)

To describe the behavior, an energy spectrum in the form of dN/dE is obtained

by dN
dE = dN

dx
dx
dE , where dN

dx
= ni(x, t). Using the energy equation, Ei = miv

2
i , and

substituting for the velocity, the ion energy becomes

E =
2mic

4
s0t

2x2

(R2
0 + 2c2s0t

2)
2 . (2.93)
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Therefore
dE
dx

=
4mic

4
s0t

2x

(R2
0 + 2c2s0t

2)
2 . (2.94)

Combining (2.91) and (2.94), the ion distribution is

dN

dE
=

ni0R0√
TeffE

exp

(
E
Teff

)
(2.95)

where

Teff =
2c4s0t

2mi

R2
0 + 2c2s0t

2
. (2.96)

The distribution is a function of time and is similar to a 1D Maxwellian energy

distribution with an effective temperature, Teff , which is also a function of time.

In the limit where t → ∞, the distribution relaxes to a distribution with a tem-

perature given by the hot electron temperature,

dN

dE
=
ni0R0√
T0E

exp

(
E
Te0

)
. (2.97)

This is the functional form of the distribution, which we will fit to our experimental

data in the proceeding chapters in order to gain an understanding of the proton

generation.

2.2.2 Previous Studies

The observation of the emission of energetic ions from laser-produced plas-

mas has been around since the early 1960’s [54]. Over the past five decades, the

laser has developed with the advent of chirped pulse amplification leading to higher

laser intensities. This new regime allowed for a continuous study of the proton

characteristics for different scenarios. Within the last decade, it was observed that

a highly directional, intense proton beam can be generated during the interaction

of an ultraintense laser pulse with a thin solid target [17, 18, 23]. Observations

from these experiments and others revealed proton conversion efficiencies from 2%

to 7%, maximum proton energy of 55 MeV and a half-cone angle of emission of

15◦ to 20◦ degrees [17, 28, 55]. The generated proton beam was observed to be

highly laminar and have a smooth angular distribution [1, 29, 56]. As mentioned

in chapter one, for proton fast ignition to be viable, a laser to proton conversion
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efficiency around 15% is required and the proton beam needs to deliver its energy

to the core in a 40 µm diameter spot. Previous studies have investigated the de-

pendence of proton conversion efficiency on target and laser parameters [30–32].

In addition, focusing of the proton beam was demonstrated by adjusting the target

geometry [2, 20, 57]. These studies are presented here.

2.2.2.1 Conversion Efficiency

The dependence of conversion efficiency and maximum proton energy on

different laser parameters has been studied with a series of experiments by Fuchs

et al. [30] using 25 µm Al foils where the laser energy and pulse length were

varied for laser intensities in the range of 1018 − 1019 Wcm−2. The experimental

results were compared to the self-similar isothermal model, which was previously

discussed. However, in the model the acceleration time of the ions, tacc, was

limited by tacc ∼ 1.3τlaser where τlaser is the laser pulse length, which was found

to be in good agreement with the experimental results. Fig. 2.4 displays the

dependence of the maximum proton energy and conversion efficiency on the laser

energy and Fig. 2.5 shows the dependence on the laser pulse duration. It can

be seen from Fig. 2.4 that the maximum proton energy and conversion efficiency

increases with an increase in laser energy and intensity and is in good agreement

with the isothermal model prediction. The plasma expansion model also agrees

with the experimental results when the laser pulse length is varied with a constant

laser energy as seen in Fig. 2.5; however, the dependence on pulse length is weak.

Within the same intensity regime Hey et al. [31] investigated the effect of

the target thickness on the maximum proton energy and conversion efficiency. It

was determined that for a target thickness greater than 20 µm, the conversion

efficiency scales as 1/L, where L is the target thickness. For targets thinner than

20 µm, the conversion efficiency is independent of target thickness because the

amount of work the electrons put into the adiabatic expansion of the target is

greater than the frictional loss in the bulk plasma. The maximum proton energy

observed is similar for targets less than 20 µm and decreases for thicker targets.

Robson et al. [32] extended the work done by Fuchs et al. [30] by increasing
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Figure 1 Thinner solid targets improve the maximum energy of
laser-accelerated protons as well as the laser–proton energy conversion
efficiency. a, Maximum proton energy, and b, laser–proton energy conversion
(calculated for protons with energy >4 MeV) for similar laser conditions
(τ laser = 320 fs and I∼ 4×1019 W cm−2) and various Al foil thicknesses. Data points
represent experimental data and solid lines calculations using the fluid model with
the same laser parameters. The dashed line is a guide for the eye. Error bars on the
proton energy represent the shot-to-shot fluctuation cumulated with the simulated
measurement uncertainty in the detector. Error bars on the energy conversion
efficiency are standard deviation, and take into account the maximum energy error
bar, the error in the laser energy and the uncertainty in the calibration of the detector
that induces uncertainties in the absolute proton number.

and energy-conversion efficiency as a function of varying laser
and target parameters. The experimental scaling laws compare
favourably with the prediction of a simple fluid-based model
of proton acceleration. Two-dimensional particle-in-cell (PIC)
simulations illuminate and support the successful use of the
fluid model. The fluid model emerges as a helpful predictive
tool for high-energy and high-quality proton-beam production
of interest, for example, for radiography of dense objects or for
proton therapy.

Finally, we discuss alternative paths for the central task
of increasing the maximum energy of the proton beam, with
particular attention to a new regime using volumetric heating of
ultrathin targets by ultrahigh-temporal-contrast laser pulses.

ACCELERATION MECHANISMS
Up to the maximum laser intensities currently achievable, the basic
mechanism involved in the production of these proton beams
is electrostatic acceleration of protons at the target rear (non-
irradiated) surface22–24. At higher intensities, numerical simulations
(discussed below) show that this mechanism is still effective. The
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Figure 2 The laser-accelerated proton maximum energy and conversion
efficiency increase with laser pulse energy. a, Maximum energy of the proton
beam and b, laser–proton energy conversion efficiency (for protons with energy
>4 MeV) as a function of the laser intensity (bottom axis) and the laser energy in the
focal spot (top axis). The laser pulse duration is constant at 320 fs. The lines ina
and b are calculations using the fluid model with the actual laser parameters. Error
bars on the laser energy are the standard deviation of the uncertainties in the
calorimeter calibration. Vertical error bars are estimated similarly to Fig. 1.

proton acceleration is achieved by charge-separation electric fields
induced by the laser-accelerated electrons produced at the front
surface going through the target and emerging from the rear.

For completeness, we mention two other ways in which fast
protons may be produced at sufficiently high intensities, but
whose scaling will not be discussed, failing any experimental
testing of the concepts. First, at higher laser intensities, that is,
above ∼1021 W cm−2, numerical simulations seem to indicate that
laser-induced ion shocks could also accelerate protons to high
energies25. However, simulations also show that fewer protons are
produced by this method than by acceleration at the target rear
surface, with lower beam quality and with large fluctuations in
the maximum beam energy owing to the instabilities to which this
mechanism is linked26. Second, also according to simulations, for
extreme intensities approaching 1023 W cm−2, the interaction shows
a continuous transition from the rear-surface acceleration/shock
acceleration regimes to a regime where the radiation pressure of
the electromagnetic wave is directly converted into ion energy by
the space-charge force related to the displacement of the electrons
in a thin foil27. In this regime the proton energies could reach
gigaelectronvolts and the efficiency of the laser energy conversion
into fast ion energy could be much higher than projected from
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Figure 2.4: (a) Maximum proton energy and (b) proton conversion efficiency
for various laser energies (top axis) and intensities (bottom axis) at a constant
laser pulse length of 320 fs. The conversion efficiency is calculated for protons > 4
MeV. The targets were 25 µm thick Al foils. The blue lines are calculated from the
isothermal fluid model. Figure taken from Fuchs et al., Nature Physics (2005) [30].
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Figure 3 Longer pulses improve the laser-accelerated proton maximum as well
as the energy conversion efficiency. a, Maximum energy of the proton beam and
b, laser–proton energy conversion efficiency (for protons with energy >4 MeV) as a
function of the laser pulse duration for three different laser intensities; the laser
energy is increased with the laser pulse duration to keep the laser intensity constant
for each group of points. The lines are calculations for each intensity using the fluid
model. Error bars on the laser pulse duration represent the shot-to-shot fluctuation
combined with the estimated error linked to assuming different pulse shapes for the
pulse-duration retrieval. Vertical error bars are estimated similarly to Fig. 1.

what is presently known. This transition, however, remains to be
observed experimentally.

As applications require robustness and high beam quality, in
this work we will concentrate on the rear-surface mechanism that
has been experimentally proven in several facilities and that has
been shown to satisfy these two criteria.

EXPERIMENTAL RESULTS AND MODELLING
In the series of experiments reported here, we have measured the
proton spectra accelerated from laser-irradiated solid aluminium
targets while varying only one parameter at a time, either laser
intensity (I), laser energy (E), laser pulse duration (τlaser) or target
thickness (d). Other conductor targets (for example, gold) give
similar proton-beam results to those using aluminium. Insulator
targets, on the other hand, show unsatisfactory filamentary proton
beams7. Hence aluminium targets are all that are studied here.
We have compared simultaneously all the obtained scalings with
a simple self-similar, isothermal, time-limited fluid model28 using a
single free parameter, the effective acceleration time (or limit time)
tacc. As we will see below, tacc ∼ 1.3τlaser matches well with all the
scaling results that we obtained.

The energy spectrum observed both in experiments and in
simulations can be approximated by a quasithermal distribution
with a sharp cutoff at a maximum energy. Typical spectra
observed in the experimental conditions reported here can be
seen in refs 21,24.
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Figure 4 Comparison between fluid-model predictions and previously
published data. a, Maximum proton energy as a function of laser pulse duration.
Circles and squares are experimental data for the two intensity ranges; the
intensities are in units of W cm−2. Lines represent calculations for various laser
intensities, as indicated in units of W cm−2, using the fluid model assuming
20-µm-thick targets and a 10 µm FWHM laser spot size. b, Number of protons in a
1 MeV bin around 10 MeV as a function of laser intensity multiplied by the laser
wavelength squared. The last parameter is chosen as it governs the hot electron
temperature Tp. Circles and squares are experimental data for the two
laser-pulse-duration ranges shown. The line is given by the fluid model assuming
20-µm-thick targets, a 10 µm FWHM laser spot size and a 0.5 ps laser pulse
duration. References are as follows: LOA12, JanUSP20, RAL PW46, Nova PW2,
RAL VULCAN16,17, Osaka47, CUOS48, MPQ21, Tokyo49, ASTRA18. LULI represents the
data presented in this article (see Fig. 2).

The maximum (cutoff) energy that can be gained by the
accelerated ions based on the simple self-similar, isothermal, fluid
model (for example, equation (10) of ref. 28) is given by

Emax = 2Thot[ln(tp + (t2
p +1)1/2)]2, (1)

where tp = ωpitacc/(2exp1)1/2 is the normalized acceleration time,
normalized using the ion (of charge number Zi and mass mi;
for protons Zi = 1, mi = mp) plasma frequency ωpi = [(Zi ×
e2 × ne0)/(mi × ε0)]1/2, with e the electron charge, ε the electric
permittivity, and Thot and ne0 the temperature and density of the hot
electrons that drive the rear-surface expansion. This model updates
previous models of freely expanding plasma29 with a steady electron
temperature (and thus unlimited acceleration) to the case of a
sudden burst of energetic electrons. As our simple model cannot
take into account the progressive transfer of energy from the fast
electrons to the ions and the decrease of the accelerating charge
separation field, we use the crude approximation of simply fixing
the acceleration time in a way dictated by the laser pulse length. We
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Figure 2.5: (a) Maximum proton energy and (b) proton conversion efficiency as a
function of laser pulse length for three different laser intensities. The laser energy
was varied to obtain different intensities for the two points at the same pulse length.
The conversion efficiency is calculated for protons > 4 MeV and the targets were
25 µm thick Al foils. The lines in (a) are calculated from the isothermal fluid
model. Figure taken from Fuchs et al., Nature Physics (2005) [30].
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the laser energy, intensity, and pulselength up to 400 J, 6×1020 Wcm−2, and 10 ps,

respectively. It was found that the isothermal plasma-expansion model accurately

predicts the proton behavior for intensities up to 6× 1019 Wcm−2 as presented by

Fuchs et al. [30]. However, at an order of magnitude higher intensity, a revised

model involving two phases of the electron temperature and incorporating three-

dimensional effects better represents the experimental results. For the two-phase

electron temperature, the electron temperature rises linearly with the pulse dura-

tion in the first phase and the second phase consists of the electron temperature

decreasing adiabatically [50]. The three-dimensional effects (i.e. radial expansion

of the hot electrons) are mimicked by stopping the electron acceleration when the

plasma expansion in the longitudinal direction becomes twice as long as the initial

transverse dimension of sheath on the back of the target. Fig. 2.6 displays the

experimental results for the maximum proton energy at various laser intensities,

which are compared to the analytical models. As seen in Fig. 2.6, the maximum

proton energy (MeV) observed in experiments increases with increasing laser in-

tensity using 1 ps pulses.

2.2.2.2 Focusing

Focusing of the generated proton beam has been shown in simulations where

the rear surface of the target is curved [25]. Proton focusing using hemispherical

shell targets was first demonstrated experimentally by Patel et al. [20]. In the ex-

periment, an ultra-intense laser delivering 10 J in a 100 fs pulse duration, irradiated

either 10 µm thick Al planar foils or 10 µm thick, 320 µm diameter hemispherical

shells. A schematic of the experimental set-up is seen in Fig. 2.7a. The generated

proton beam from these targets isochorically heated a secondary 10 µm thick Al

foil placed 250 µm behind the planar foil and at the plane of the geometric cen-

ter of the shell. Planckian thermal emission from the rear side of the secondary

Al foil was recorded using a fast optical streak camera in order to determine the

temperature and size of the heated region. The resultant images are displayed in

Fig. 2.7b. With the planar foil, an emission region of 186 µm FWHM was observed.

A heated region of 46 µm FWHM, a factor of four reduction in spatial extent and
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Figure 1 The laser-accelerated maximum proton energy as a function of laser intensity and pulse duration. a, Maximum proton energy detected as a function of laser
intensity, by variation of the laser energy and with a constant pulse duration of 1 ps for Al targets with thicknesses of 10µm (red circles) and 25µm (blue triangles). The open
triangles correspond to laser shots on 25µm targets for which the energy and pulse duration are both varied.b, Maximum proton energy detected as a function of laser pulse
duration by variation of the laser energy to maintain a given intensity of 8×1019 W cm−2. For comparison, a data point (yellow triangle) at a similar intensity of
6×1019 W cm−2 from Fuchs et al.23 is included. The green circles (with the solid line) are the predictions of the isothermal plasma-expansion model described by Mora24. The
green squares (with the dashed line) correspond to results from a revised form of this one-dimensional model, using two phases of electron temperature changes, as
described in the main text. The green triangles (with the dash–dot line) correspond to results using the same model with three-dimensional effects mimicked (details in the
main text). The error bars on the maximum proton energy arise from combining counting statistics with errors in the deconvolution of the proton energyspectra. The error
bars on the laser intensity are a combination of the measurement uncertainty in laser pulse energy and estimated shot-to-shot fluctuations in pulse duration. The error bars
on the laser pulse duration are based on estimated shot-to-shot fluctuation.

and introduce revised forms of the model, which involve two phases
of electron temperature, and mimic three-dimensional effects, and
find that results with these revised models are in better agreement
with our experimental results. We discuss the implications of our
new understanding of proton scaling for potential applications
in medicine.

Two parameters of interest, the maximum proton energy and
the laser-to-proton energy-conversion efficiency, are examined as
a function of various laser parameters and we present results on
the scaling of each in turn. The maximum proton energy, Epmax,
measured as a function of laser intensity from 4× 1019 W cm−2 to
6×1020 W cm−2 is shown in Fig. 1a, for Al targets with thicknesses
of 10 µm and 25 µm. In this parameter scan, the pulse duration,
τL, is held constant at 1 ps, and the laser energy, EL, and therefore
intensity, I , are varied. Values for Epmax range from ∼10 MeV at
4 × 1019 W cm−2 to ∼55 MeV at 6 × 1020 W cm−2. A simple power
scaling of the form Epmax = a × Ib with b = 0.5 ± 0.1 provides a
good fit to the complete data set (individual fits for 10µm and
25 µm targets are obtained with b = 0.5 and 0.6 respectively).
This indicates that the maximum proton energy is proportional to
the fast-electron temperature, which scales as the ponderomotive
potential (∝ (Il2)1/2) (ref. 26). The result is in very good agreement
with proton energy measurements reported by Clark et al.17 and
Allen et al.18 at intensities between 1018 W cm−2 and 1020 W cm−2.

In a different parameter scan, the laser intensity is held constant
and the pulse duration and energy are varied. The maximum
proton energy as a function of τL in the range 1–8 ps, for constant
I = (8±1)×1019 W cm−2 and with a corresponding variation in EL

up to a maximum of 400 J, is shown in Fig. 1b. Epmax is observed to
change only from 19 MeV at 1 ps to 24 MeV at 8 ps.

Figure 2 shows the conversion efficiency of the laser energy
to proton energy for various laser parameters. The conversion
efficiency is calculated by measuring the total energy in the proton

beam, integrating from 4 MeV (lower energy threshold limit of
the diagnostic) to Epmax, and dividing by the laser pulse energy.
Measured conversion efficiencies as a function of laser energy
(and therefore intensity) at constant pulse duration (1 ps) are
shown in Fig. 2a. Efficiencies of between 0.2% and 6.0% are
observed and compare well with values previously reported for
low repetition rate, ultraintense laser systems6,27,28. We measure a
linear dependence on the laser energy. The thinner, 10µm, target
shows higher energy-conversion efficiencies at all laser energies, in
agreement with previous studies22,23. Figure 2b shows the variation
in efficiency as a function of pulse duration—for the parameter
scan in which the pulse energy is varied to maintain a fixed intensity
of (8 ± 1) × 1019 W cm−2. The proton conversion efficiency shows
only a weak dependence on pulse length, increasing from 0.7% at
1 ps to 1.5% at 8 ps. Although the shots are nominally at the same
intensity, there is a variation of 22% (not represented in the figure),
which may account for the dip at 3.6 ps.

At the lower end of our intensity range our measurements are
in good agreement with results reported by Fuchs et al.23. In both
cases, the maximum proton energy is ∼20 MeV for an intensity of
around 6×1019 W cm−2 to 8×1019 W cm−2. However, we find that
the scaling relations reported by Fuchs et al.23, for the maximum
proton energy and conversion efficiency, as a function of laser
intensity (up to 6×1019 W cm−2) and pulse duration, are not valid
for the higher intensity regime of the present measurements. For
example, Fuchs et al.23 report an increase from 1.5 MeV to 6 MeV
when increasing the pulse duration by only a factor of 2, from
150 to 300 fs (at intensity 1019 W cm−2). Energy increases of this
magnitude are not observed as a function of pulse duration at the
higher intensities and longer τL of the present study.

The experimental measurements reported by Fuchs et al.23

are in good agreement with calculations using a one-dimensional
isothermal plasma-expansion model described by Mora (2003)24.
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Figure 2.6: Maximum proton energy as a function of laser intensity at a constant
laser pulse length of 1 ps. The targets were Al foils, where the thickness is indi-
cated by the different markers. For the 25 µm thick foils represented by the open
triangles, both the laser energy and pulse length were varied. The various green
lines represent the fits for the different models. Figure taken from Robson et al.,
Nature Physics (2006) [32].
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to a 50 !m diameter with an average intensity of
5! 1018 W cm"2 in order to optimize the proton beam
for this application. The proton beam was characterized
using a stack of 20 sheets of radiochromic film (RCF)
placed 25 mm behind a 20 !m thick Al foil target. RCF is
an absolutely calibrated dosimetry film measuring total
radiation dose or deposited energy. The recorded images
show the angular pattern of the beam in the narrow
proton energy band depositing energy in each sheet of
film. By structuring the rear surface of the Al foil an
intensity variation was imprinted on the proton beam [19]
which provided a measurement of the size of the emitting
region on the foil. The source diameter ranged from 250
to 80 !m for the recorded range of proton energies from 4
to 12 MeV, and was much larger than the laser focal spot.
This appears consistent with reflux spreading of the
electrons within the target [15]. For the subsequent heat-
ing and focusing parts of the experiment a 10 !m thick
Al foil with a smooth rear surface was used to generate
the proton beam. The energy spectrum of the protons,
measured with RCF, was close to an exponential with a
temperature of 1:5# 0:2 MeV and a total energy of
0:1–0:2 J, or 1%–2% of the incident laser energy.

Figure 1(a) shows the experimental setup and target
geometries. A planar case was studied first in which the
proton beam is produced from a 10 !m planar Al foil,
and a second 10 !m Al foil is placed behind the first at a
distance of 250 !m. In the focusing case the proton beam
is produced from a 10 !m thick, 320 !m diameter hemi-
spherical Al shell, and a second 10 !m Al foil is placed
in a plane coinciding with the geometric center of the
shell. The temperature of the proton heated foil was
determined with a fast optical streak camera recording

Planckian thermal emission from the hot rear surface. An
absolute single wavelength measurement was made using
a 570 nm interference filter. The overall temporal and
spatial resolution was 70 ps and 5 !m, respectively. The
10 !m thick proton heated foil blocked any direct light
from the primary laser-irradiated target.

The streak camera data obtained for the two target
geometries, each with 10 J of laser energy incident on
target, are shown in Fig. 1(b). For the planar foil case (left
image) we observe quite uniform emission from a large
area of the secondary foil (186 !m FWHM). The onset of
the emission is rapid — shorter than the time resolution of
the streak camera — and decreases slowly over the fol-
lowing 800 ps. This temporal behavior (a rapid rise with a
slow falloff) is consistent with that from a body which is
heated isochorically to some temperature and which then
under its own pressure expands and cools. The spatial
extent of 186 !m is in good agreement with our mea-
surement of the maximum proton source size of approxi-
mately 250 !m at the lowest recorded proton energy
(N.B. the protons primarily responsible for the heating
at a depth of 10 !m have energies in a band around
0.9 MeV). With the hemispherical foil (right image) we
observe a dramatic reduction in the size of the heated
region (46 !m FWHM) coupled with a marked increase
in the emission intensity (approximately a factor of 8).
The factor of 4 reduction in the spatial extent in one
dimension corresponds to a 16 times smaller heated area.

An interferometer was used to simultaneously moni-
tor the foils for signs of plasma formation. The in-
terferometry beam was a frequency-doubled 100 fs
pulse directed along the target surface and timed to
arrive 180 ps after the main pulse. Figure 2 shows the

FIG. 1 (color). (a) Experimental setup
for flat and focusing target geometries.
Each target consists of a flat or hemi-
spherical 10 !m thick Al target irradi-
ated by the laser, and a flat 10 !m thick
Al foil to be heated by the protons.
(b) Corresponding streak camera im-
ages showing space- and time-resolved
thermal emission at 570 nm from the
rear side of the proton-heated foil. The
streak camera images an 800 !m spa-
tial region with a 1 ns temporal window.

P H Y S I C A L R E V I E W L E T T E R S week ending
19 SEPTEMBER 2003VOLUME 91, NUMBER 12

125004-2 125004-2Figure 2.7: (a) Schematic of the experimental set-up. Laser irradiates a flat or
hemispherical foil, which generates a proton beam that heats a secondary foil. (b)
Space and time resolved images from a streak camera of the thermal emission from
the rear side of the secondary foil. Figure taken from Patel et al., Phys. Rev. Lett.
(2003) [20].
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an increase in emission intensity, was observed with the hemispherical shell. This

leads to a 16 times smaller heated area in the hemispherical case compared to the

planar foil.

Proton focusing was further explored by Snavely et al. [2]. Using 360 µm

diameter, 13-16 µm thick Al hemispherical shells, the position of best focus was

determined by varying the position of the secondary foil. A 100 µm thick Al slab

was placed at various distances from the apex of the hemisphere, scanning the

focusing region. The hemispherical shell was irradiated by a 170 J laser pulse in

700 fs; more energetic and longer than the laser used by Patel et al. [20], but near

the same intensity ∼ 3 × 1018 Wcm−2. For a 100 µm Al slab, 3.5 MeV protons

dominate the heating of the foil. The Planckian emission from the rear surface

of the foil was imaged using a time-integrated extreme-ultraviolet light (XUV)

imaging microscope. From the images, the temperature and size of the heated

region was deduced. The minimum plasma jet waist was determined to be located

at D/r = 1.8± 0.4, where D is the distance from the apex of the shell to the rear

surface of the foil and r is the radius of the shell, and the highest temperature

produced on the rear surface was 81 eV.

Instead of using a hemispherical shell, collimation of the proton beam was

demonstrated by Kar et al. [57] using a secondary target. The self-charging of a

secondary target attached to the laser irradiated target improved the collimation

of the proton beam. The laser irradiated a 15 µm thick Au foil, delivering 300 J

on target in 500-600 fs resulting in a peak intensity of ∼ 1021 Wcm−2. The Au

foil was attached to two different shaped geometries made out of Al, cylindrical

and rectangular, which acted as an electrostatic lens. The inner diameter of the

cylindrical lens and the height of the regular lens varied from 0.6 mm to 2 mm,

while the width of the rectangular lens was held constant at 0.5 mm. The length

and thickness of the lens were also varied from 1 mm to 2 mm and 0.5 mm to 1

mm, respectively.

After the small fraction of the hot electrons escape the target due to the

laser interaction, a potential builds up in the target and spreads transversely. The

time dependence of the potential is dependent on the self-capacitance of the target.
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For the time scales in their experiment, the target potential remains above several

MV. The potential of the target is assumed to be constant after the charge wave

reaches the end of the target. The time it takes for the charge wave to reach the

end of the target, tss, is estimated by r0 + 0.75ctss = G/2 + L where r0 is the

radius of the laser spot size, and G and L are the inner diameter and length of the

cylindrical lens. The charge wave creates a strong transverse electric field on the

edge of the target which acts to reduce the divergence of the proton beam inside

of the lens. A reduction factor of two was observed in the proton beam divergence

angle when the proton beam traveled through the electrostatic lens compared to

the free-standing foils. Collimation of the proton beam increased when the aspect

ratio of the lens height and length is decreased and the thickness of the wall is

decreased as seen in Fig. 2.8. However, the overall spectral shape and proton cut-

off energy were not affected by the addition of the lens, suggesting that the lens

does not affect the accelerating fields.

charge wave reaches the end of the lens at a time tss, such
that r0 ! 0:75ctss " G=2! L (G and L are the inner
diameter and length of the cylindrical lens as shown in
Fig. 1(b). The electric field at a given point and at a given
time is obtained by superimposing the contributions from
every part of the charged target. Test particles (protons) are
launched from a point source with a divergence and posi-
tion taken from the experimental observations on shots
with plain foils. As shown in the Fig. 3(a), the steady state
electric field profile due to a circular lens target fielded in
the experiment resembles that of a conventional electro-
static Einzel lens and therefore acts to reduce the proton
beam divergence by the strong transverse field near the
edge of the charged lens target. Since the proton beam is
strongly divergent inside the lens the longitudinal field also
contributes to the collimation of the beam.

As shown in Figs. 3(b) and 3(c), the simulated proton
beam parameters at the detector plane closely match the
experimentally observed beam in both the divergence as
well as the mesh magnification. Good agreement between
model and observation was obtained across different en-
ergies and for all circular lens targets as shown in Fig. 4.

Both the simulations and the experimental data show
that the intrinsic proton beam emittance is unaffected (to
within the accuracy of our measurement). Using the

method described in ref. [5], we obtained the normalized
transverse emittance of the proton beam as #0:7$ 0:35%!
and #0:5$ 0:25%! mmmrad, respectively, for the flat foil
and lens-target cases. Dual mesh radiographs in the case of
the lens targets confirm straight line trajectories of the
proton beam outside the focusing field region.

From the comparison of simple Einzel-lens type con-
figuration it is clear that the properties of the proton beam
can be manipulated effectively. As shown in Fig. 4, colli-
mation increases with decreasing aspect ratio Gy=L for the
rectangular lens (or G=L for the cylindrical case) and
decreases with increasing the wall thickness T. These
effects are consistent with the higher fields obtained for a
given potential for smaller structures, changes in the inter-
action length and variations in the target capacitance,
respectively. Clearly, modifying the geometry towards
more complex shapes may also yield improved collimation
or focusing performance.

So far we have only discussed the behavior of the proton
beam at a given proton energy. However, the focusing
strength of an electrostatic lens varies strongly with beam
energy—i.e. it is chromatic. Harnessing the full potential
of these beams (e.g., by focusing them to one spot or
coupling the whole bunch into a post accelerator or phase
rotator) requires that the chromatic behavior to be ad-
dressed. The dynamic charging and discharging of the
investigated structures allow a significant control of the
chromatic behavior of the electrostatic lens. As the charge
wave spreads at much higher speed than the protons, for
the dimensions of the target used in our case, complete
charging up of the target is attained much earlier than the
protons leave the active focusing field region. The protons
are therefore still in the field of the lens during the dis-
charging period. The target discharges primarily due to the
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FIG. 4 (color online). Experimentally obtained data points
showing reduction in proton beam (of &17:5 MeV and
&16:5 MeV, respectively) divergence (along Y axis) due to
rectangular (square) and cylindrical (circle) aluminum lens tar-
gets of different dimensions. Dimensions (in mm) of the rectan-
gular (cylindrical) targets are mentioned as [Gy#D%, L, T], next
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FIG. 3 (color online). (a) Longitudinal (across the XZ plane)
electric field profile across a cylindrical Al lens target of G "
2 mm, L " 2 mm and T " 0:5 mm. Experimental (b) and si-
mulated (c) proton spatial dose profiles (mainly due to 16.5 MeV
protons) obtained from the cylindrical lens target. Spatial scales
of the images are normalized to their distances from the proton
generating foil. The dashed circle in (b) shows the typical proton
beam size from plain foil targets.

PRL 100, 105004 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
14 MARCH 2008

105004-3

Figure 2.8: (a) Reduction in the proton beam divergence angle using rectangular
and cylindrical lens targets represented by the squares and circles, respectively.
The x-axis is the ratio of the height (Gy) of the rectangular lens or the diameter
of the cylindrical lens (D) over the length of the lens (L). The dimensions of the
lens (in mm) is noted next to the data points by (Gy(D), L, T) where T is the wall
thickness of the lens. All of the rectangular lens have a width of 0.5 mm. The solid
(dotted) lines are simulated values for a cylindrical lens with T = 0.5 µm and D =
2 mm (1 mm). Figure taken from Kar et al., Physical Review Letters (2008) [57].
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The work presented in this thesis stems from the results of these experi-

ments. Due to the high laminarity of the proton beam, it is believed that after

the protons are accelerated from the rear surface of the target, the protons move

in straight line trajectories. Based on this assumption, we aimed to determine the

focusing characteristics of the proton beam (i.e. spot diameter and position) by

tracing the proton trajectories using straight lines. This would be a more direct

approach to determine the focusing characteristics of the proton beam compared

to the indirect heating measurements used by Patel et al. [20] and Snavely et al. [2].

For proton fast ignition described in the previous chapter, the hemispherical shell

needs be placed with a surrounding cone. We extended our study to investigate

the effect of a surrounding structure on the proton beam focusing characteristics,

which should be improved based on the experimental findings by Kar et al. [57].

However, the over size scale of our targets for fast ignition is 2 to 3 times smaller

than that presented by Kar et al. [57]. The experimental findings are presented in

Chapter 4.

2.3 Applications

The conversion efficiency and focusing of energetic protons/ions are of in-

terest to several other fields besides proton fast ignition. The ability to generate

high intensity well-focused proton beams will potentially open the door to new

regimes in high-energy-density science as well as enable a broad range of new

applications. For example, an intense multi-MeV proton beam incident on solid

density or compressed material can create teraPascal pressures, allowing the study

of the properties of warm dense matter found in the interior of giant planets like

Jupiter [58]. A proton beam from a point like source can be used in radiography to

image small scale features as they change in time [59, 60]. Laser produced proton

beams are also making an impact on medical applications such as isotope pro-

duction [61] for Positron Emission Tomography (PET) and proton oncology [62].

In addition, energetic proton/ion beams are used to produce highly directional

neutrons for applications in medicine, material science, and neutron resonance
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spectroscopy [63,64].



Chapter 3

Laser system and diagnostics

3.1 Trident laser system

Experiments were conducted on the 200 TW Trident short pulse CPA

(Chirped Pulse Amplification) [65] laser at the Los Alamos National Labora-

tory [66] [67]. The Trident laser system delivered 70 - 80 J on target in 500 -

600 fs with an amplified spontaneous emission (ASE) contrast ratio (ratio of the

intensity in the main pulse to the intensity of the amplified stimulated emission

pedestal) better than 10−9 [68].

A laser diode pumped, self-mode-locked glass laser constitutes the front end

of the laser system [67]. A diagram of the front end of the laser system is seen

if Fig. 3.1. The pulse originates from a GLX-200 Nd:Glass (neodymium-glass)

laser diode pumped oscillator from Time Bandwidth Products. The oscillator is

pumped by 2 J of 800 nm light that excites the Nd:Glass crystal in the cavity which

is mode-locked at 1054 nm and 76 MHz. To limit the nonlinear effects in order

to obtain high laser intensities, 1) The pulses are temporally stretched by passing

four times though a stretcher containing a 1740 lines per mm dielectric grating

and a 170 cm focal length lens. A Pockels cell down-selects the frequency from 76

MHz to 150 Hz containing ∼ 1 nJ of energy. 2) The pulse is then amplified to 1 mJ

in a Positive Light Legend Ti:Sapphire regenerative amplifier by passing through

the cavity ∼ 20 times within a few ns. During the amplification, the crystal can

produce coherent light, which is referred to as amplified stimulated emission (ASE)

51
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Figure 3.1: Front-end of the Trident laser system. Diagram modified from Fig.
3-17 in [69]. Original diagram constructed by Randall P Johnson.
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and can leave the amplifier with the main pulse through a Pockels cell. The ASE

is not compressed by the gratings and can reach the target before the main pulse,

disturbing the target and creating preplasma. To decrease the ASE produced and

increase the intensity contrast of the laser to the prepulse, the pulse is sent through

an optical parametric chirped pulse amplification (OPCPA) chain [70, 71]. In the

chain, the main pulse is overlapped with a seed pulse from a secondary laser and

passes through a series of BBO (BaB2O4) crystals. The secondary laser is a 2

J pulse pump Powerlite+ Nd:YAG laser from Continuum, Inc. and the pulse is

frequency doubled. Photons in the seed pulse are down-converted to the photons

in the main pulse, with the leftover energy being in a third idler pulse and carried

out of the crystal so no energy is stored in the crystal to produce ASE.

From the OPCPA chain, the pulse is compressed and is cleaned by a tech-

nique called low-gain OPA (Optical Parametric Amplification) to further increase

the intensity contrast of the laser to the prepulse. Shah et al. developed the scheme

of low-gain OPA (Optical Parametric Amplification), which is explained in detail

in Ref. [68]. The technique allows an intensity contrast <10−9.

After the pulse is cleaned, it passes four times through an optical grating

stretcher before it passes to the amplifier chain. The laser path from the amplifier

chain to the target chamber is seen in Fig. 3.2. The amplifier chain consists of 4

laser beams can enter the chamber through a number of dif-
ferent vacuum ports. This chamber is principally used for
material dynamic experiments such as laser-launched flyer
plate and laser-ablation shock loading. Laser-plasma inter-
action experiments such as the interaction of a single laser
speckle with a preformed plasma and experiments to
measure the properties of warm dense matter also use this
chamber.

The north target chamber is spherical and is used for the
current short-pulse experiments as well as diagnostic devel-
opment. Attached to this chamber is a 10 in. manipulator that
transports a diagnostic into and out of the vacuum chamber.
This 10 in. manipulator is identical to the ones in the
OMEGA laser facility at the University of Rochester2 and is
compatible with the manipulators at the National Ignition
Facility !NIF". The presence of a 10 in. manipulator allows
an instrument developed and built for NIF to be tested and
qualified on TRIDENT without using valuable time on the
large facilities.

The west target chamber is being commissioned this
year. This chamber is designed specifically for short-pulse
experiments. It is a ten-sided chamber with a large optical
table inside for extremely flexible experimental geometries.

IV. EXAMPLES OF DIFFERENT EXPERIMENTAL
CONFIGURATIONS

With three different target chambers from which to
choose, each experiment can be designed to maximize data

return and to provide data that are more easily interpreted. In
addition, multiple chambers increase the efficiency of the
facility since an experiment can be set up in one chamber
while another experiment is being performed in a different
chamber. Simultaneous experiments can take place in two
chambers at the same time. Three examples demonstrating
the flexibility of the facility and the many diagnostics avail-
able for precision measurements are given in the rest of this
section.

A. Material dynamics experiments

Material dynamics experiments measure the response of
materials to strong shocks. Several different ways of loading
the material are illustrated in Fig. 2. These include free ab-
lation, confined ablation, and laser-driven flyer plates.3 The
laser pulse length is varied from nanoseconds to microsec-
onds to produce the desired loading history. Short laser
pulses are used to create bright x-ray backlighters for tran-
sient x-ray diffraction studies with the resulting diffraction
patterns recorded using image plates. The primary diagnos-
tics, however, are time-resolved point- and line-velocity in-
terferometer system for any reflectors !VISARs" to measure
the velocity of the back surface of a sample. The relative
displacement of the surface can also be measured using an

FIG. 2. !Color online" The south target chamber supports material dynamics
experiments with a wide array of diagnostics. Primary among them are the
transient imaging displacement interferometry for two-dimensional surface
displacement measurements and VISARs, both point and line. Several dif-
ferent types of targets are used, as shown at the right.

FIG. 3. The south target chamber also supports innovative laser-plasma
interaction experiments using long-pulse beams to form plasma from a gas-
jet source and a !10 ps interaction pulse. Backscattered energy and spectral
diagnostics measure both stimulated Brillouin and Raman scattering. A
transmitted beam diagnostic records how the plasma affects the interaction
beam.

FIG. 1. !Color" 200 TW pulses are
now generated by the addition of a
new front end, another amplifier, and a
vacuum compressor. The optical pulse
length at various points in the beam
path is noted.

10F305-2 Batha et al. Rev. Sci. Instrum. 79, 10F305 !2008"

Figure 3.2: Short pulse beam path from the amplifier chain to the target chamber.
Figure taken from Batha et al., Rev. Sci. Instru. (2008) [67].
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neodymium doped glass rods (Nd:Glass) with diameters of 16, 25, 45, and 64 mm,

which amplify the pulse to 5 J. A deformable mirror is placed within the amplifier

chain to correct for distortions in the beam caused by thermal emission from the

amplifiers and allows the laser to be focused to a relatively small focal spot. To

increase the energy of the laser beam to over 150 J, a 10 cm disk amplifier was

added near the end of the chain. An optical periscope is used to bring the laser

beam to ground level. The beam enters a 5× 5× 10 ft3 vacuum chamber where it

is compressed by a set of 40×80 cm2 dielectric gratings with 1740 lines per mm to

less than 600 fs full width half maximum (FWHM). After compression, the beam

travels through a vacuum tube into the target chamber where it is redirected by a

turning mirror and focused off of an off-axis parabolic f/3 (f/8) mirror onto the

target with a 7 µm FWHM (25 µm FWHM) reaching a peak intensity on target

of 1020 Wcm−2 (1019 Wcm−2). On target, the laser delivers between 70 - 80 J in

approximately 500 - 600 fs. A picture of the Trident target chamber is shown in

Fig. 3.3.

Figure 3.3: Image of the Trident target chamber.
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Figure 3.4: Images of the laser focal spot taken with a 12-bit CCD for (a) best
focus and (b) the defocused laser spot. The images have the same spatial scale
displayed with an arbitrary color scale.

3.2 Trident laser alignment and laser focal spot

measurements

The Trident laser spot is aligned and optimized at the start of every day

during the experimental campaigns. The target chamber center (TCC) is defined

by using two orthogonal viewing cameras and a pointer which is designed to be

mounted to any of the chamber ports on the center plane and points to within 100

µm of TCC. Once TCC is defined, the pointer is removed and a wire is placed at

TCC. The position of the wire is recorded and the laser focal spot is aligned to

this position. The wire is imaged with a microscope magnification lens coupled to

a 12-bit CCD (charge coupled device). The CW laser beam is aligned to the wire

and the focal spot is optimized by adjusting the parabolic mirror.

To defocus the laser beam on the target, the target was moved up the

beam line toward the parabolic mirror. Fig. 3.4 displays the images of the focal

spot at best focus and at the defocused position in (a) and (b), respectively. The

radius which encompasses 50% of the laser was calculated by first determining the

position of the pixel with the maximum signal and then stepping radially outward

calculating the ratio of the energy contained within the radius to the overall energy
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in the image. In Fig. 3.5, the fraction contained within the encircled area versus

radius is presented for laser spot at best focus (a) and at the defocused laser

position (b). It is seen in Fig. 3.5 that the radius which encompasses 50% of the

laser energy is 12.5 µm for best focus and 45 µm for the defocused laser spot.

Assuming 80 J of laser energy and a laser pulse length of 600 fs, the calculated

intensity for the afore mentioned radii is 1.36x1019 Wcm−2 and 1.05x1018 Wcm−2

for best focus and the defocused laser spot, respectively. Even though the intensity

is 1.05x1018 Wcm−2 for the defocused laser spot, the beam is not uniform and hot

spots can be present in the beam, which is seen in Fig. 3.4 (b). These hot spots

can lead to localized areas of higher intensity.

3.3 Radiochromic film (RCF)

In the proton experiments, the main diagnostic used to analyze different

characteristics of the proton beam was radiochromic film. Radiochromic film

(RCF) is a dosimetry film with an active layer that undergoes a chemical reac-

tion when exposed to ionizing radiation [72]. The chemical reaction forms a blue

colored polymer that darkens the film in proportion to the radiation dose. The

most common types of radiochromic film are GAFCHROMIC R© HD-810, MD-v2-

55, and EBT [73]. For the majority of our experimental work, we used the HD-810

film because the active layer is the least sensitive compared to MD-v2-55 and EBT

and the overall thickness of the film is much less, which is beneficial when stacking

the film (discussed later).

HD-810 is composed of three different layers: a gelatin surface layer that

is 0.75 µm thick, an active layer containing the organic polymer that is 6.5 µm

thick and a clear transparent polyester that is approximately 97 µm thick [73]. A

diagram of the film is seen in Fig. 3.6. The film is manufactured in 8×11 inch

sheets. The thickness of the active layer varies by 10% from batch-to-batch [73].

A unique characteristic of the film is that it does not need to be developed and

it can be worked with in room light. However, it is sensitive to the exposure

of sunlight and x-rays. The film can be digitized using a flatbed scanner or a
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Figure 3.5: Fraction of energy contained within a spot with a specified radius for
(a) best focus and (b) the defocused laser spot.
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microdensitometer. Therefore, each type of film can be calibrated for a specific

scanner using a known source.

Gelatin Surface Layer 0.75 µm 

Active Layer 6.5 µm 

Clear Transparent Polyester ~97 µm 

Figure 3.6: Composition of GAFCHROMIC R© HD-810 film.

3.3.1 Calibration

The HD-810 film was calibrated using the Isochronous Cyclotron at the

Crocker Nuclear Laboratory at the University of California, Davis. The cyclotron

can accelerate mono-energetic protons ranging from 1.25-68 MeV with a maximum

intensity of 15 µAmps in a 1 cm2 beam [74]. The main use of the cyclotron is to

provide protons for proton therapy to treat cancer of the eye. For the calibration,

a single piece of HD-810 film with the gel coating facing the cyclotron was wrapped

with 25 µm of Aluminum foil to protect the film from contaminants, which is also

done during the experiments.

Using a proton energy of 63.5 MeV, eight different exposures were collected

with the film, where the exposure was controlled by fixing the duration of the

beam and varying the proton flux on the cyclotron. The total dose absorbed in

the active layer of the film is calculated by,

Dose = Eabs ×
(

# protons/cm2

ρτ

)
×, (3.1)

where Eabs is the energy absorbed per proton, ρ is the density of the active layer

in the film and τ is the thickness of the active layer. The number of protons
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delivered to the film is known from the cyclotron diagnostics. The amount of energy

absorbed per proton, Eabs, in the active layer is calculated using the stopping

powers provided by the program SRIM - The Stopping and Range of Ions in

Matter [75], which calculates the stopping range of H ions in different materials.

For a 63.5 MeV proton, the energy absorbed in the active layer of the HD-810 is

0.0072769 MeV per proton. For more information on the RCF calibration, refer

to references [76] and [77].

The exposed film is used to calibrate an Espon Expression 10000XL flatbed

scanner. The scanner can be used for transparencies with the option of saving the

images using a 16-bit negative grayscale or a 48-bit RBG color scale. The film was

scanned more than 48 hours after the exposure in order for the organic reaction to

stabilize. Each of the eight doses on the RCF, seen in Fig. 3.7, is correlated to the

pixel reading from the scanner for the calibration. The calibration curve for the

1 2 

3 4 

5 

6 

7 

8 

☐  Protons/cm2 

1  1.80x1009 

2  3.78x1009 

3  1.21x1010 

4  3.90x1010 

5  1.20x1011 

6  3.80x1011 

7  1.20x1012 

8  6.00x1012 

Figure 3.7: Two layers of RCF with eight different proton exposures used for the
calibration. The chart lists the amount of protons that irradiated the corresponding
squares on the film.

HD-810 scanned using the 16-bit grayscale setting is shown in Fig. 3.8, which plots

the pixel reading of the scanner with the background subtracted versus the proton

dose calculated from the fluence. The functional form of the fit as a function of

the pixel value is given by,

Dkrads = a+ bx− c sinh (d− ex) , (3.2)
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Table 3.1: List of the values for the variables in eq. 3.2.

a 2.285741
b 0.002262
c 0.056811
d 4.323758
e 0.000225

where x is the background subtracted pixel value and Dkrads is the dose in krads.

The fit parameters are listed in Table 3.1. The form of the fit is a priori and is

found to be the best form to fit the data. Since there is a 10% batch-to-batch

101 102 103 104 10510!2
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D
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e 
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ra
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| Pixel Value ! background |

Figure 3.8: Calibration curve for the Espon Expression 10000XL scanner to
convert the pixel reading from HD-810 type film into a dose in units of krad. The
red dots correspond to the eight dose values from the calibration. The uncertainty
in the known dose is 6%, which is smaller than the markers on the graph. The
solid blue line is the fit to the data expressed in eq. 3.2

variation in the thickness of the active layer, the derivative of the calibration curve

can be used to estimate the error in using the calibration curve with a different

batch of film, which is represented by ∂Dkrads

∂x
∆x where ∆x is the 10% batch-to-

batch variation [76]. The derivative is

∂Dkrads

∂x
= b+ ce cosh (ex− d) . (3.3)



61

The error is applied to every pixel value converted into dose. For a digitized image,

the overall percentage error in the dose is the quadrature sum of each pixel error.

3.3.2 Application

A stack of RCF is used to diagnose different properties of the proton beam.

For our experiments, the RCF was used to determine the proton spectrum, laser

to proton conversion efficiency, and focusing properties of the generated beam (i.e.

focal position and focal spot diameter). Layers of RCF were stacked, alternating

with aluminum filters with thickness ranging from 100 µm to 1.5 mm. The com-

position of a typical RCF pack used in the experiments is displayed in Table 3.2.

The whole stack was wrapped with 25 µm of aluminum foil to hold the stack to-

gether and to protect the first layer of film from contaminants and direct laser

irradiation. A proton beam generated from a thin foil typically has an f/1 beam

divergence. Therefore, in order to capture the entire beam, the film pack is placed

a distance behind the target that is comparable to the size of pack. For example,

in the Trident experiments, the film pack contained 4×4 cm2 pieces of RCF and

was placed approximately 4 cm behind the target in the direction normal to its

surface..

3.3.3 Proton spectra and conversion efficiency

Since protons deposit the majority of their energy within a particular range

(i.e. Bragg Peak), a small range of proton energies will then be responsible for the

majority of the dose absorbed in each layer of RCF. Within the pack, each layer

of RCF can be associated with a particular band of proton energies, which is used

to recreate the proton spectrum. The stopping powers provided by SRIM [75]

are used to calculate the energy loss of a range of proton energies through the

composition of the RCF pack.

A response matrix is created for the film pack in order to back out the

proton spectrum from the layers of RCF. Using a program written in MATLAB R©,

a response matrix for an energy vector spanning an applicable range of proton
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Table 3.2: Composition of a typical RCF pack used in the experiment. The first
column lists the layer material with its thickness listed in the second column. The
proton energy responsible for the majority of the dose deposited in the layer of
RCF is found in the third column.

Material 
Thickness 

(mm) E (MeV) 
Distanct in 
pack (mm) Layer 

Kapton 0.09 
Al 25 0.025 
HD 0.108 3.2 0.115 A 
HD 0.108 4.5 0.223 B 
HD 0.108 5.55 0.331 C 
HD 0.108 6.45 0.439 D 
HD 0.108 7.3 0.547 E 

Al 100 0.1 
HD 0.108 9 0.755 F 
HD 0.108 9.65 0.863 G 

Al 100 0.1 
HD 0.108 11.1 1.071 H 

Al 100 0.1 
HD 0.108 12.45 1.279 I 

Al 100 0.1 
HD 0.108 13.65 1.487 J 

Al 100 0.1 
HD 0.108 14.8 1.695 K 

Al 250 0.25 
HD 0.108 16.8 2.053 L 

Al 500 0.5 
HD 0.108 20 2.661 M 

Al 1500 1.6 
EBT 0.2 27.55 4.369 N 

Al 1500 1.6 
EBT 0.2 33.75 6.169 O 

Al 1500 1.6 
EBT 0.2 39.2 7.969 P 
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Table 3.3: Structure of the response matrix created. The first column represents
the energy vector. It is the particular proton energy that is incident on the pack.
Each column afterward represents each active layer in the stacked pieces of film.
The elements in the matrix correspond to how much energy is deposited in that
particular layer of film by the incident proton.

Proton Energy 
(MeV) incident 

on the RCF pack 

Amount of energy 
(MeV) deposited 
by the incident 

proton on the 1st  
layer of film 

Amount of energy 
(MeV) deposited 
by the incident 

proton on the 2nd  
layer of film 

Amount of energy 
(MeV) deposited 
by the incident 

proton on the 3rd  
layer of film 

…  

…  

…  
…

  

…  

…
  

…
  

…
  

…
  

6 MeV 

6.05 MeV 

6.1 MeV 

0.059512  MeV 

0.058916  MeV 

0.058335  MeV 

0.075292  MeV 

0.074046  MeV 

0.072862  MeV 

0.12627  MeV 

0.12014  MeV 

0.11011  MeV 

energies (i.e. 1 MeV - 40 MeV at intervals of 0.05 MeV) is created. The composition

of the film pack is broken down into the layers along with the different components

that make up a piece of film. For each energy in the energy vector, the amount

of energy lost in each active layer of each piece of film is recorded. Table 3.3

describes a typical response matrix for a stack of RCF. The energy absorption

curves corresponding to the response matrix are shown in Fig. 3.9 where each line

corresponds to a different layer in the stack (i.e. different column in the response

matrix). The minimum proton energy that reaches each layer of film, which is

responsible for the majority of the dose absorbed within that layer, is determined

from the response matrix. The minimum proton energy is seen in the third column

of Table 3.2.

To calculate the proton spectrum, each layer of RCF needs to be digitized

and converted into dose along with the calculation of the corresponding error.

From the calibration curve, each pixel in the digitized image is converted into a

dose in units of krads. The following equation is used to convert the dose from

krad into deposited energy in MeV

DoseMeV = AρτDkrad, (3.4)
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Figure 3.9: Energy absorption curves for the first seven layers of film in the pack
listed in Table 3.2. Each line represents a layer of film. The peak of each curve
represents the proton energy that is responsible for the majority of dose absorbed
in the film.

where A is the area of each pixel and ρ and τ are the density and thickness of

the RCF, respectively. The summation over every pixel in the image provides the

total dose absorbed in the layer layer.

Fig. 3.10 is an example of the calculated proton dose for a proton beam

generated from a hemispherical target. The calculated dose is fitted to a two-

temperature distribution function [31]

dN

dE
=

n1√
πT1E

e−E/T1 +
n2√
πT2E

e−E/T2 , (3.5)

which gives the number of protons absorbed per given proton energy, where E is

the energy vector used to construct the response matrix and n1, T1, n2, and T2 are

free parameters. The form of the distribution function is taken from eq. 2.97. The

dose for each layer, Ci, given by the distribution function is represented by

Ci =
∑ dN

dE
responseidE, (3.6)

where responsei is the column vector from the response matrix corresponding to

the ith layer of film and the summation is over all energies in the energy vector.
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The dose calculated from the two-temperature distribution is compared to the

measured dose.
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Figure 3.10: Proton spectrum from a hemispherical target. Red dots are the
measured dose with the associated error. The blue line is the calculated fit to the
data using eq. 3.5.

In some shots there is a mesh placed in the beam path, the shadow which is

present in the image on the RCF. The presence of the mesh is taken into account by

generating an additional response matrix that includes an extra component for the

mesh, which is usually made from Cu and has a thickness of 20 µm. Therefore, the

calculated dose is the addition of the two response functions, CMeshi
and CNoMeshi

,

weighted by the area fractions of the beam which interacted with or transmitted

through the mesh (determined by the mesh transmission). For a typical shot on

the Trident experiment, a 200 line per inch (lpi) mesh was used resulting in a

calculated dose of Ci = 0.5376CMeshi
+ 0.4624CNoMeshi

. To achieve a best fit, the

four free parameters in eq. 3.5 are varied to minimize χ2 represented by

χ2 =
1

# layers−# parameters− 1

∑(
Ci −Dosei

Dosei × errori

)2

. (3.7)

Once a fit is achieved, the total amount of energy contained in the proton beam is

calculated by integrating dN/dE over the range of proton energies of interest. For
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the Trident experiments, the spectra are integrated from 4 MeV or 6 MeV to the

maximum proton energy seen in the RCF layers. Layers in the film pack relating

to energies below 4 MeV are usually saturated or contain contaminants from other

ions that are accelerated from the target. The laser to proton conversion efficiency

is equal to the total proton energy calculated in the beam divided by the laser

energy of the particular shot being analyzed.

The error in the laser to proton conversion efficiency is determined by sta-

tistical analysis. When fitting the distribution function, eq. 3.5, to the data, there

is a range of values for each free parameter that can achieve a good fit. A matrix

is created containing each combination of the four free parameters that provides a

good fit, where χ2 is usually less than 1. For each combination in the matrix, the

total energy in the proton beam is calculated. The different fits give a range in

the calculated total energy, which is used to determine the error on the conversion

efficiency.

3.3.4 Ray-tracing to determine focusing characteristics

Since a generated proton beam is highly laminar, when a proton beam

passes through an object placed downstream, the object leaves a shadow imprint

in the beam, which is visible on the RCF. In the Trident experiments, a copper

mesh (usually 200 lines per inch) was placed a distance, Dmesh, from the laser

interaction point on the target, which is the front surface of a flat foil or the apex

of a hemispherical shell. A stack of RCF is placed a distance, DRCF , further

downstream behind the mesh, also measured in relation to the laser interaction

point. The stack of RCF contained 4 cm × 4 cm squares of film alternated with

aluminum filters (100 µm - 1.5 mm thick) and was placed DRCF = 4 cm ± 500 µm

behind target normal. A schematic of the experimental setup is seen in Fig. 3.11.

Fig. 3.12 shows a typical image of a mesh recorded on a layer of RCF with a

proton beam generated from a hemisphere with a diameter of 600 µm. The layer of

RCF corresponds to the proton energy of 14.8 MeV. A three-dimensional (3D) ray-

tracing technique was developed to determine the minimum focal spot diameter

and focal position of the proton beam. In the 3D ray-tracing technique, straight-
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Figure 3.11: Schematic of the experimental setup.

line proton trajectories were reconstructed by connecting the mesh intersection

points on the RCF to the intersection points on the original mesh placed in the

beam path. For the technique, the following distances need to be accurately known:

the distance from the apex of the hemispherical target to the mesh (Dmesh in

Fig. 3.11) and from the apex to the layer of RCF in the stack being analyzed

(DRCF plus the layer depth). Each layer of RCF is analyzed independently because

each layer has information pertaining to a different proton energy as previously

discussed.

Each mesh intersection point seen on the RCF is identified and related

to a mesh intersection point on the original mesh. By adjusting the viewing

and color scales on the RCF and by rotating the image, the mesh intersection

points are identified within a certain pixel error. This process is done through a

MATLAB R© graphical user interface. The selection of the mesh intersection points

on the RCF is seen in Fig. 3.13, which is a screen shot of the MATLAB R© program.

With a scanner setting of 500 lines per inch, each pixel on the image is 50.8 µm

square. The mesh intersection points were determined within a 25% error of the

bar width on the RCF image corresponding to a 10 µm error in the actual mesh.

After each point is selected on the RCF, a corresponding point is selected on a

representation of the actual mesh. A few points are numbered in Fig. 3.13 to see
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Figure 3.12: Layer of RCF corresponding to the proton energy of 14.8 MeV
imaging a mesh placed within the path of the proton beam generated from a 600
µm diameter hemisphere.

the point-to-point relationship.

For the mesh elements, a central optical axis in not defined. Instead each

point is defined in relation to the set. The distance between the selected points in

the RCF image was converted to microns by knowing the RCF pixel size. A line

equation in three dimensions is calculated by using the set of coordinates defined

by the point on the RCF, the corresponding point on the original mesh and the

distance between the two along the z-axis. A ray (line equation) is calculated for

each set of coordinates, reconstructing the generated proton beam. The recon-

struction of the proton beam for 14.8 MeV protons is seen in Fig. 3.14a. In the

figure, the blue lines represent the calculated rays and the squares represent the

RCF layer and the mesh. Fig. 3.14b is a zoomed in view to see the focal region.
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Figure 3.13: A screen shot of the MATLAB R© program used to select the mesh
intersection points. The RCF layer is the image on the left side of the screen shot.
The corresponding mesh intersection points are on the right side.

3.3.4.1 Calculation of focal diameter

The resulting ray bundle is used to determine the minimum focal diame-

ter, D80, and minimum focal position. The calculation of D80 is dependent on

accurately choosing the mesh intersection points on the RCF and adequately rep-

resenting the whole proton beam by the selection of the points. The D80 diameter,

which is the diameter that encompassing 80% of the rays, is determined with a

bootstrap method. At a given plane along the longitudinal direction (z-axis), the

3D ray-tracing technique provides the position of N rays (where N is the number

of chosen mesh intersections on the RCF film) along with their uncertainties when

selecting the points. After assuming that each experimental data point is a real-

ization from a Gaussian probability density function (PDF), an overall empirical

probability density function is constructed for each position along the z-axis and

the weighted centroid for the PDF is calculated. Fig. 3.15 displays the PDF and

weighted centroid for the plane of best focus for a proton beam generated from
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Figure 3.14: (a) Reconstruction of the proton beam using the 3D ray-tracing
technique. The z-axis is the distance from the RCF layer. (b) Zoomed in view to
see the focal region and the laser interaction plane.
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Figure 3.15: Probably distribution function (PDF) for all rays in the plane of
best focus. The black circle is the weighted centroid of the PDF.

a 600 µm diameter hemisphere. The cumulative distribution function (CDF) for

each data point is then calculated with respect to the weighted centroid. The CDFs

for each data point is shown in Fig. 3.16. A Monte Carlo sampling without re-

placement is then applied: N samples are randomly chosen from the CDF, making

sure that exactly one data point is chosen in the uncertainty region that surrounds

each experimental data point. This sampling is then repeated over k realizations,

where k > 104. A histogram displaying the sampling of R80 (=D80/2) is seen in

Fig. 3.17. A distribution function for D80 is obtained with a determination at the

95% confidence level. Fig. 3.18 shows the calculated D80 as a function of position

for 14.8 MeV protons generated from a 600 µm hemisphere. The line in Fig. 3.18

is drawn through the D80 data points calculated along the z-axis at intervals of

5 µm. A distribution can be constructed for each layer of film in the film pack

where the entire beam on the RCF layer can be represented by the selection of

mesh intersection points.



72

0 10 20 30
0

0.2

0.4

0.6

0.8

1
Cumulative distribution function for each data point

radius with respect to centroid (µm)

Figure 3.16: Cumulative distribution function (CDF) for each data point repre-
sented by the colored lines. D80 was determined by random sampling and using
the inverse of the CDFs . The black line represents the R80 at the plane of best
focus with the dotted lines illustrating the 95% confidence level.

3.3.4.2 Calculation of focal position

The focal position was calculated using the measured mesh magnification

on the RCF and geometrical considerations. To calculate the mesh magnification

for the ith layer of film, Mi, the distance between the mesh intersection points on

the RCF were measured and divided by the actual mesh size and the average was

taken. The error in the magnification is the standard deviation of the measurement

and represented by ∆Mi. The number of mesh intersection points selected varies

from shot to shot and the RCF layer of interest, ranging from 10 to 80. The focal

position is calculated for each layer of RCF by

Xfocal positioni
=
Mi ×DMeshi

−DRCFi

Mi − 1
(3.8)

where DRCFi
is DRCF plus the depth of the layer in the film pack. The overall error

in the focal position takes into account the error in the measured distances in the

target set-up, seen in Fig. 3.11, along with the standard deviation in determining

the mesh magnification. The overall error is determined by the propagation of
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Figure 3.17: Histogram of the random sampling of R80 for the CDFs. A distri-
bution function will be fitted to the histogram.

errors, which is expressed by

∆Xfocal position =

1

M − 1

√
(M ×∆DMesh)

2 + ∆D2
RCF +

(
DRCF −DMesh

M − 1

)2

× (∆M)2.
(3.9)

Using the mesh magnification and geometrical considerations, the focal position

of lower energy protons can be calculated even when mesh elements in sections of

the image may not be easily distinguished due to distortions (i.e. blurring of mesh

elements and double patterns), which will be discussed in the following chapters.

The calculated focal position using either ray-tracing or geometrical considerations

agree with one another within the calculated error.
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Figure 3.18: D80 vs. position for 14.8 MeV protons generated from a 600 µm
diameter hemisphere. The blue marker indicates the diameter of best focus with
the error representing the 95% confidence level.

3.4 Description of large-scale-plasma (LSP) sim-

ulations

To better understand the experimental results presented in Chapter 4,

particle-in-cell (PIC) large-scale-plasma (LSP) simulations were performed. The

simulations were performed to further investigate the expansion of the proton beam

generated from flat foils and the focusing properties using the hemispherical shells.

The simulations also allowed us to investigate the trajectories of the proton beam

using probe (test) particles and to study the evolution of the generated proton

beam as it propagates through the surrounding structure. A description of the

LSP code is presented in this chapter along with the simulation results.

The generated proton beam from flat foils and hemispherical shells was

simulated using the hybrid particle-in-cell code LSP (large-scale-plasma) [78]. LSP

is a hybrid particle-in-cell (PIC) code used to simulate the generation and focusing
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of the proton beam in the various experimental geometries. The code uses a hybrid

implicit algorithm to incorporate the high plasma densities seen in the experiments.

In the direct implicit algorithm that is used, the time limitations placed on the

simulations are greatly relaxed because the cyclotron and plasma frequencies do

not need to be resolved at every time step as in the explicit approach. The particle

momentum advances in the simulation by using half of the electric field at the old

position and time and half at the new position and time, which is calculated by

correction terms determined by perturbation analysis (detailed information can be

found in Ref. [78]).

LSP also adds an inertial fluid description allowing particles to be treated

as fluid particles or kinetic particles. The addition of the inertial fluid description

eliminates numerical cooling in the simulation, which is present in a purely kinetic

case [79]. This allows for the high-density background (for example a solid target)

to be treated as a fluid and the accelerated hot electrons and protons to be treated

kinetically. A particle that is initially a fluid particle can become kinetic when the

directed energy of the particle, 1
2
mev

2
e , is much greater than the particle’s internal

energy, 3
2
kTe. Summing the particle currents conserves the charge of the particles

in the simulation.

2D cylindrical symmetry was assumed for the flat foil and hemispherical

shell simulations presented in this chapter. The laser interaction package was not

implemented in the version of the code that was used to perform these simulations.

Therefore, relativistic electrons are converted from cold background electrons in

the target (excitation), simulating the generation of hot electrons from an intense

laser interaction with a solid. The electron source has a spatial Gaussian width

consistent with the laser spot diameter (∼ 90 µm for the hemispherical targets and

∼ 25 µm for the flat foils) and its duration matches the laser pulse length of 0.5 ps.

The electrons are directed into the target with a relativistic Jüttner distribution

with an electron temperature, Te and a forward drift of γβz. The forward drift

gives the electrons a transverse momentum allowing the electrons to spread out

in a forward half angle when propagating through the target. Te and γβz are

varied in order to make the resultant proton spectrum in the simulation to be
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consistent with the proton spectrum and maximum proton energy observed in the

experiment. The particular values used for the two parameters will be discussed

in the results section for each type of target.



Chapter 4

Proton Focusing and Conversion

Efficiency with Flat Foil Targets

Experiments were conducted on the Trident laser at Los Alamos National

Laboratory to investigate the two fundamental issues for proton fast ignition (FI):

proton jet focusing [20] and laser to proton conversion efficiency [19]. It has been

demonstrated that protons have a virtual focus with flat foil targets [1], which has

been the conventional understanding. We first performed an experiment using flat

foils to investigate the generated proton beam and to determine the position of the

virtual source of the proton beam [1]. These results would aid in the understanding

of the focusing characteristics of a proton beam generated from a hemispherical

shell target, which is presented in the next chapter.

4.1 Experimental Setup

To study the proton expansion, flat foils made from high-density carbon by

the process of chemical vapor deposition (CVD), were irradiated by the Trident

laser. The flat foils were 21 µm thick, 1.5 mm wide and 3 mm in height. The

laser pulse was focused onto the target by an f/8 parabolic mirror. At best focus,

the laser focal spot size on target was 25 µm FWHM (full-width-half-maximum)

containing 50% of the laser energy. The calculation of the energy contained in the

FWHM was discussed in Chapter 3. A 200 lpi Cu mesh was placed downstream of

77
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the foil in the path of the proton beam. The image of the mesh was imprinted into

the proton beam and collected using a stack of RCF to study the beam expansion.

During the experiment, the flat foils were mounted two different ways, which are

displayed in Fig. 4.1. In Fig. 4.1(a), a 21 µm CVD foil is mounted on a Boron

Figure 4.1: Two different mounting techniques for the flat foils: (a) 21 µm CVD
foil attached to a Boron wire with the Cu mesh mounted on a second target holder,
and (b) 21 µm CVD foil mounted on an Al washer with the mesh mounted on the
opposite side in order for the foil and the mesh to be parallel to one another.

wire with the mesh mounted with a separate target holder. Therefore, the foil and

the mesh are completely separated from each other. In order for the mesh and

the foil to be parallel, the CVD foil was mounted on an Al washer with the mesh

directly attached to the reserve side as seen in Fig. 4.1(b). The washer had an inner

diameter of 2 mm, an outer diameter of 3 mm and a length of 1.5 mm. The two

different mounting techniques were used to determine if the mounting technique

could affect the propagation of the proton beam. For each type of mounting

technique, the focal position and focal spot size of the generated proton beam

from the flat foils were determined using the 3D ray-tracing technique described

in Chapter 3. To help understand the results, the shot number, laser parameters,

and target characteristics are listed in Table 4.1.
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Table 4.1: Flat foil shot parameters.

Shot # 70 24 59
Laser Energy (J) 82 64.5 62.4
Laser Pulselength (fs) 596 553 648
Mounting Type A B B

4.2 Focusing results

The calculated focal position for each of the four targets is displayed in

Fig. 4.2. Using the ray-tracing technique, it was calculated that the flat foils do

not have a virtual source located on the laser interaction side of the foil (focal

position < 0, where 0 is the front surface of the foil). Our results do not agree

with previous observations, which were made using a shorter laser pulse of 100

fs even though the peak intensity was > 1020 Wcm−2 [1] compared to 500 fs and

1019 Wcm−2 in our experiments. The 21 µm foil mounted separately from the
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Figure 4.2: Calculated focal position from the ray-tracing technique for each type
of target. Regarding the focal position, 0 represents the front surface of the foil
and values < 0 are on the laser interaction side of the foil (virtual focus).

mesh exhibits a focal position located the furthest distance away from the rear

surface of the foil. The two foils, which were attached to the washer as shown
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in Fig. 4.1(b), have a calculated focal position closer to the rear surface of foil

than the foil which was mounted on a separate stalk. However, none of the flat

foils have a virtual focus. These results from the ray-tracing technique can be

explained by investigating the proton expansion and taking into consideration the

results from previously published experiments. The understanding of these results

and why they differ from previous results are important to future proton beam

applications.

In the initial stage of the proton acceleration from the flat foils, the protons

are accelerated normal to the surface (Target Normal Sheath Acceleration - TNSA)

due to the Debye sheath field set up by the escaping hot electrons from a region

on the rear side of the target. A cartoon displaying the development of the bell-

like Debye sheath and proton expansion is shown in Fig. 4.3. The remaining

hot electrons will recirculate through the target, spreading out transversely. The

density of the hot electrons is greatest near the central axis since it is the center of

the laser beam where most of the energy is located. As the protons are accelerated

by the sheath field away from the rear surface of the target, the Debye sheath

moves with the protons, defining the leading edge of the proton expansion. Since

a higher density of electrons with higher temperatures which could escape the

target reside near the central axis, the rate of expansion near the central axis is

greater than the outer regions, causing the Debye sheath to develop a circular bell-

like shape. Initially, the protons are stated to be accelerated normal to the surface

because the sheath field is located on the surface of the foil. As time progresses and

the sheath expands, creating a bell-like shape, the protons are accelerated normal

to the leading edge of the sheath as seen in Fig. 4.3. The initially accelerated

protons, which are the more energetic protons since they are accelerated for the

longest time and hence gain the most energy, will have a small radial velocity

component because they originate closer to the central axis and experience a more

evenly distributed sheath field. Protons accelerated later in time originate from a

larger region on the rear surface of the target due to the transverse spreading of

the electrons and experience transverse gradients in the sheath field away from the

center axis causing these protons to have a larger radial velocity component.
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The expansion of the sheath and the transverse gradient of the sheath field

from the central axis are dependent on the energy of the hot electrons accelerating

the protons and the duration of the acceleration. Therefore, a proton accelerated

later in time will have a larger radial velocity component and a larger divergence

angle. When the ray-tracing technique is used to determine the focal position, the

larger divergence angle will cause the traced ray to focus at a point further along

the central axis in the z-direction as seen in Fig. 4.4 than a proton which has a

small radial velocity component.

Figure 4.3: Description of the proton expansion from a flat foil.

The increasing divergence of the proton beam, due to a larger gradient, is

further explored by looking at how the maximum half angle of the beam changes

with time in simulations presented in the next section. This phenomenon would

explain the calculation of the real source position from the experimental results.

From the observations made from the experimental results, Bellei et al. [80]

developed a theoretical explanation for the proton expansion in two dimensions.

Previous analytical solutions for plasma expansion into vacuum are one dimen-

sional [49,81]. Bellei et al. considers a two dimensional expansion in r and z, that

is cylindrically symmetric [80] . Assuming the speed of sound is the same in all
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Figure 4.4: Progression of the proton expansion from a flat foil. (a) Proton
expansion from a foil target early in the expansion time. (b) Proton expansion
from a foil target later in time where the expansion is more bell-like with steeper
gradients on the sides compared to (a).

directions, iso-density/pressure/pressure gradient contours can be expressed by

K2 =
r2(t)

l2r
+
z2(t)

l2z
(4.1)

which is the condition for constant energy where K is a constant related to energy,

and lr and lz are the characteristic scale-length of the plasma density in the r and

z directions, respectively. Along the contours, the angle of emission of a particle

can be expressed by

tanα =

(
vr
vz

)
=

η√
1− η2

(0 < η < 1) (4.2)

where η is the asymptotic kinetic energy in the radial direction gained by an ion

and is equal to r0/Klr. When η < 0.5, there is a linear relationship between the

initial radial position of the ion and the asymptotic angle of emission. On the

other hand, when η > 0.5 non-linearities begin to play a role and the angle of

emission is increased. For ions where r0 is further away from the central axis, the

angle of emission can be greater than for the ions emitted closer to the central

axis. The angle of emission is also larger for lower values of K, which is related to

energy. The increased angle of emission is observed in the layers of RCF by the
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magnification of the mesh elements increasing radially outward from the center of

the film causing a ’pin-cushion’ effect. This phenomenon is observed in Fig. 4.5(a).

The protons that are emitted at a larger distance from the center are accelerated

at a later time and thus gain less energy than the protons emitted closer to the

central axis near the beginning of the expansion. The mesh magnification does

not vary across the RCF for high energy protons as seen in Fig. 4.5(a). Further

analytical solutions, simulations and detials can be found in Ref. [80].

7.36 MeV
 13.23 MeV
A.
 B.


Figure 4.5: Two layers of RCF showing a proton beam from a flat foil mounting
on an Al washer with a Cu mesh corresponding to the proton energies of (a) 7.36
MeV and (b) 13.23 MeV.

The decrease in the distance between the foil and the focal position for

the two foils mounted with the washers can be described by the physics presented

in Ref. [57], which was discussed in section 2.2.2 of Chapter 2. The washer is

acting like an electrostatic lens that is collimating the generated proton beam as

it passes through the washer. Energetic electrons travel from the target into the

washer creating an electric field on the inner walls of the washer that is directed

radially inward, collimating the beam. This result was discovered in our following

experiment with hemispherical shells, which will be discussed in more detail later

in this thesis. Since the proton beam is being collimated by the electric field on

the walls of the washer, the natural divergence of the generated proton beam is

suppressed. The proton beam begins to radially expand once the beam is no longer

affected by the field (i.e., outside of the washer or when the electric field diminishes



84

along the wall). Therefore, since the overall divergence of the beam is reduced,

when a line is traced from the RCF, it would cross the center axis closer to the

foil than a line from a naturally diverging proton beam. A slight reduction in the

angle of the line with respect to the central axis results in a noticeable difference

in position. The effect of the electric field on the proton beam can also add to the

’pin-cushion effect’ seen on the RCF in Fig. 4.5(a) for the lower energy protons.

The lower energy protons are generated at a larger radial distance from the central

axis and are more affected than the more energetic protons since they are closer

to the washer and have less longitudinal velocity. The uniformity of the mesh

magnification in Fig. 4.5(b) supports the fact that the higher energy protons are

less susceptible to the fields on the walls. The effect of a surrounding structure

on the propagation of the proton beam is further explained in Chapter 5 when a

hemispherical shell target is placed in a surrounding structure.

Even though there is a difference in the focal position for each target as seen

in Fig. 4.2, the focal spot size of the proton beam, calculated using the ray-tracing

technique, is comparable in each case, which is shown in Fig. 4.6. The technique

projects back the shadow of the mesh on the RCF via the original mesh, forming a

bundle of converging rays, which is used to determine the minimum D80 diameter,

defined as the diameter encompassing 80% of the rays. The calculation of D80 is

dependent on accurately choosing the mesh intersection points on the RCF and

adequately representing the whole proton beam by the selection of the points. For

the RCF layers corresponding to the lower energy protons, the focal spot size could

not be calculated due to the distortions of the mesh image, as seen in Fig. 4.5,

which prevented the entire beam to be accurately represented. The presented focal

spot size for the flat foils is the source diameter of the proton beam. The source

diameter determines the resolution of the object the proton beam is imaging. For

all cases the focal spot size of the proton beam increases with decreasing proton

energy. This result is caused by the lower energy protons originating from a larger

radial distance from the central axis and being accelerated near the wings of the

bell shaped curvature of the sheath.
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Figure 4.6: Calculated proton focal spot size from the ray-tracing technique.

4.3 Simulations for flat foils

Simulations were performed using the LSP code in Chapter 3 with flat foils

to study the expansion physics of the generated proton beam. The pulse length and

spatial Gaussian width of the electron source were consistent with the experimental

values of 0.5 ps and 25 µm, respectively. The foil in the simulation was 10 µm Au

instead of CVD, which was used in the experiment, due to the availability of the

simulations. The Au foil had a 300 µm diameter with a 100 nm thick H layer on

the rear surface to represent the hydrocarbon layer. A hot electron temperature of

Te= 1 MeV and a foward drift of γβz= 1 MeV were used in the simulations. Fig. 4.7

shows the proton distribution for all proton energies at 2 ps in the simulations.

The protons that have expanded furthest from the foil (orange) are the highest

energy protons. As the proton beam expands, the simulation shows the curving

of the proton trajectories and the increased angle of emission represented by the

black arrows in Fig. 4.7.

To further investigate the propagation of the beam, Fig. 4.8 displays the

proton distribution for energies greater than 10 MeV at a time of 1.5 ps into the

simulation. At the 1.5 ps time step, the velocity vectors of the protons in the
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Figure 4.7: Simulated proton distribution for all proton energies at 2 ps. The
color gradient represents the gradient of the proton energy in the expansion with
the higher energy protons near the leading edge of the expansion (orange) and the
lower energy protons near the target surface (blue).

simulation are projected backward, similar to the ray-tracing technique. The focal

position is determined by calculating the radius containing 80% of the particles at

different positions along the z axis and finding the smallest radius. At 1.5 ps, the

projected focal position from the simulation was calculated to be -190 µm (0 is the

front surface of the foil), which indicates a virtual source. Fig. 4.8

The focal position of the generated proton beam was also calculated at 2

ps. Fig. 4.9 displays the proton distribution at 2 ps for proton energies greater

than 10 MeV. As seen in Fig. 4.9, the proton beam expands further away from

the rear surface of the foil compared to Fig. 4.8. The projected focal position was

projected to be at -60 µm. As time progresses, the proton beam expands further

away from the rear surface of the foil and the projected focal position moves closer

to the front surface of the foil.

The difference in the focal position is related to the divergence angle of the

proton beam. As the proton beam expands, the transverse gradient on the sides of
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Figure 4.8: Simulated proton distribution for proton energies > 10 MeV at 1.5
ps.

the bell-shaped expansion becomes larger. Since the protons are accelerated normal

to the sheath, the divergence angle of the proton increases in time. Fig. 4.10 shows

the calculated maximum half angle of the proton beam in the simulation as a

function of time. As time progresses, the maximum half angle increases. At 2 ps,

the maximum half angle is still increasing meaning that the protons are not yet

free-streaming and do not have ballistic trajectories. The calculated focal position

will continue to move closer to the foil until the protons become free-streaming.

Therefore, it is possible that the calculated focal position may become real (on

the rear side of the foil) as observed in the experiment instead of a virtual focus.

However, simulation data is not available for times greater than 2 ps to see this

effect. Depending on the complexity and resolution of the simulation, running

the simulations for a longer amount of time is a challenge. A virtual focus was

observed in past experiments [1], which has been the convention, where the laser

only irradiated the target for 100 fs. The target was irradiated for 5x longer in

our experiments (500 fs) creating a longer and more bell-shaped expansion of the

target, which will cause the half angle to increase for a longer amount of time and
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Figure 4.9: Simulated proton distribution for proton energies > 10 MeV at 2 ps.

change the focal position of the beam when ray-tracing is applied.

4.4 Conversion Efficiency

Washers were used in order to mount the foil and the mesh parallel to

each other to reduce the error in the measurement between the components for

the ray-tracing technique. It was determined from the ray-tracing that the washer

affected the propagation of the proton beam, which was apparent with determining

the focal position. When mounting the foil with a washer, as seen in Fig. 4.1(b),

the washer also decreases the laser to proton conversion efficiency. Fig. 4.11 shows

the laser to proton conversion efficiency calculated from proton energies greater

than 6 MeV for the 21 µm foils mounted with a washer (Fig. 4.1b) and without

(Fig. 4.1a). The conversion efficiency is calculated from 6 MeV instead of the

usual 4 MeV because for one shot with the washer (21524 from Table 4.1) the

first layer of RCF corresponded to the proton energy of 5 MeV and was saturated.

Fig. 4.12 displays the measured experimental dose from the layers of RCF in the

film pack for each shot. Each data point represents a layer of RCF. The fits to the
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Figure 4.10: Maximum half angle in degrees of the generated proton beam from
a flat foil in the simulation as a function of simulation time.

experimental data, dN
dE

as described in Chapter 3, are shown in Fig. 4.13 with the

error bars representing the range of fits.

The decrease in the laser to proton conversion supports the fact that hot

electrons are traversing the flat foil and spreading into the washer. The hot elec-

trons generated from the laser-plasma interaction on the front side of the target

lose their energy due to three competing mechanisms: collisional losses to the tar-

get and plasma, ohmic heating, and electron cooling through adiabatic expansion

of the target (proton and ion acceleration and field generation). The hot electrons

transverse the target and spread into the washer. Therefore these electrons are no

longer present in the flat foil to accelerate the protons. The hot electrons travel

along the inner surface of the washer losing energy through collisions and partition-

ing their energy to the creation of an electric field on the walls of the washer. This

electric field affects the trajectories of the lower energy protons which are acceler-

ated from the foil at a larger radial distance from the center axis. Therefore, the

natural divergence of the proton beam is suppressed until the proton beam extends

outside of the washer or no longer feels the effect of the electric field. Since the

divergence is suppressed, the calculated focal position using the ray technique will
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Figure 4.11: Calculated laser to proton conversion efficiency for proton energies
greater than 6 MeV. Table 4.1 provides the parameters for the shots listed. Shots
21524 and 21559 are mounted with a washer and shot 21570 is mounted without
a washer.
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Figure 4.12: Experimentally determined dose in MeV for each layer of RCF for
the flat foil targets. For the higher proton energies, the error bars are similar in
size to the size of the markers.
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Figure 4.13: Calculated fit spectrum dN
dE

for the dose displayed in Fig. 4.12.

be closer to the foil, which is observed in Fig. 4.2. With the washer present, the

electron energy being partitioned into the acceleration of the protons is decreased

because a portion of the electrons are traveling into the washer and giving their

energy to the fields formed on the walls of the washer. The decrease in the proton

conversion efficiency supports this statement. The effect is also observed in the

experimental proton energy spectrum seen in Fig. 4.12 where the measured dose

on corresponding layers of RCF is less for the shots with the washer compared to

the shot without the washer. The details of the effect of the washer is further ex-

plained in the following chapter when a hemispherical shell target is placed within

a surrounding structure. Comparison to simulations was not available due to the

fact that the simulations did not run beyond 2 ps. At 2 ps, the proton beam is

still expanding as seen by the continuous increase in the maximum half angle in

Fig. 4.10 and therefore the protons are still being accelerated from the foil.
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4.5 Summary

It has been conventional wisdom that a flat foil target has a virtual focus

and protons have ballistic trajectories. However, with longer pulselengths and thus

a longer source of electron acceleration, we determined that the proton trajectories

may not be truly ballistic until the proton acceleration has ceased. The trajectories

of the protons are dependent on the shape of the proton expansion. With a longer

source of hot electrons, the expansion of the sheath becomes more bell-shaped

creating a large transverse gradient in the Debye sheath measured from the central

axis. After the initial expansion of the target, where the acceleration of the protons

are normal to the target, the sheath becomes bell-shaped and the protons are

accelerated normal to the sheath. Therefore, as the sides of the sheath become

steeper with the expansion due to a longer period of hot electron acceleration, the

half angle of the proton beam continues to increase as seen in Fig. 4.10. This

non-linearity is present on the layers of RCF corresponding to the lower energy

protons shown by the radial change in the mesh magnification.

The proton trajectories are also affected by the mounting scheme of the

foil. When a foil is mounted to a washer for stability, the washer affects the proton

trajectories and the conversion efficiency. The electrons in the foil escape to the

washer setting up fields on the inner surface of the washer. These fields affect

the trajectories of the protons. The electrons that escape the target decrease the

number of electrons available to accelerate the protons, thus decreasing the laser to

proton conversion efficiency. The expansion physics of a proton beam from a flat

foil and the observation of the mounting scheme affecting the proton conversion

efficiency lays a framework for the understanding of a proton beam generated from

hemispherical shell targets presented in the following chapter.



Chapter 5

Proton Focusing and Conversion

Efficiency with Hemispherical

Shell Targets

An understanding of the proton expansion from a flat foil in the previous

chapter helps us to study the proton focusing from a hemispherical shell target.

Hemispherical shells are envisioned to be used to focus a proton beam, which will

deliver energy to a pre-compressed core in cone-guided Fast Ignition targets. As

previously mentioned, investigations of proton focusing from curved surfaces are

relatively scarce. Proton jet focusing was first demonstrated using hemispherical

shells by Patel et al. [20] and was further explored to determine the optimal po-

sition of the focus at a distance of 1.7R from the apex of the hemispherical shell,

where R is the radius of curvature [2]. We performed an experiment to determine

the focal spot diameter and focal position of the generated proton beam from a

hemispherical shell target. We demonstrated that focusing of the proton beam is

highly dependent on the evolution of the electrostatic sheath contrary to earlier

assumptions that protons have ballistic trajectories. In addition, we performed the

first investigation of the generation and focusing of a proton beam in a FI geom-

etry, where the beam propagates and focuses through an enclosed cone structure,

similar to that envisioned for FI targets. Along with the focal characteristics, we

investigated the effect of the surrounding structure on the laser to proton conver-
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Figure 5.1: (a) A full 600 µm diameter, 10 µm thick hemispherical shell. (b) A
partial shell having a chord length of 300 µm and a height of 40 µm with a 600
µm diameter.

sion efficiency.

5.1 Experimental Setup

An experiment was conducted to investigate proton focusing by irradiating

a hemispherical shell made from high-density carbon by the process of chemical

vapor deposition (CVD). The 1053 nm Trident laser pulse was focused by an f/8

parabolic mirror. The laser focal spot was defocused to irradiate a larger surface of

the hemispherical shell by moving the hemispherical shell up the beam line toward

the parabolic mirror. In theory, irradiating a larger section of the hemispherical

shell will produce a more even sheath on the rear surface of the shell. The defocused

laser spot contained 50% of the energy in a diameter of 90 µm and was normally

incident onto the shells. Full and partial hemispherical shells with a diameter of

600 µm and 10 µm thick were irradiated, with the partial shells having a chord

length of 300 µm and a height of 40 µm. The dimensions of the partial and

full hemispheres are displayed in Fig. 5.1. Partial hemispherical shells were used

because in the envisioned cone-guided Fast Ignition targets, a full hemispherical

shell is too large to place within a cone. The hemispherical shells were considered

freestanding since they were isolated from surrounding materials. The freestanding

shells had tabs shown in Fig. 5.2(a) that allowed the shells to be mounted to a

piece of Alumina. The tabs allowed the shells to be mounted for the experiment
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Figure 5.2: (a) A full 600 µm diameter hemispherical shell with tabs. (b) Rear
view of a freestanding full hemispherical shell target without a mesh. The tabs of
the shells are used to secure the hemisphere to an Alumina front plate. The shell
is positioned in a hole 100 µm larger in diameter than the shell. (c) Rear view
with a 200 lines per inch Cu mesh glued to the rear side of the Al washer.

but with minimal contact to the supporting structure to reduce the path the hot

electrons could travel to leave the target. An image of a freestanding hemispherical

target is seen in Fig. 5.2(b) and with a mesh placed downstream of the hemisphere

as seen in Fig. 5.2(c). The washer is used to accurately align the mesh parallel to

the shell and to accurately measure the distance to the mesh. Similar to the flat

foil targets, the Al washer had a 2.24 mm inner diameter, 4.75 mm outer diameter

and a thickness of 1.5 mm.

The partial shells were then attached to a 60o cone or cylinder Al structure

in order to mimic envisioned FI targets. A 60o cone was based on previous ex-

periments and the dimensions of the cone were calculated from envisioned proton

and electron FI targets [14, 16, 82]. The opening angle of the cone in conjunction

with optimal distance from the apex of the shell to the envision pre-compressed

fuel capsule determined the cord length of 300 µm for the partial hemisphere and

the length of the cone [22,83]. A schematic of the target and experimental set-up

is seen in Fig. 5.3 with an image of the structure target seen in Fig. 5.4. Instead

of having tabs to connect the shell to the structure, the partial shells had a con-

tinuous ”hat-brim”, which allowed maximum contact between the shell and the

surrounding structure in order to study the effect of the structure on the focusing

characteristics of the generated proton beam.
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Figure 5.3: Experimental set-up and targets. The cone target (a) consists of a 10
µm thick spherical foil, attached to the Al cone structure. A Cu mesh (200 lpi) is
positioned 1.5 mm from the apex of the hemisphere and the RCF stack is at 4 cm.
Representative RCF data from a cone structure target is shown. The cylindrical
target (b) replaces the 60o cone with a 150 µm length cylindrical section that is
300 µm in diameter.

a)
 b)


Figure 5.4: Images a of cone structure target with a mesh: (a) laser view and (b)
side view.
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The focusing characteristics of the generated proton beam were determined

by imaging the protons through a Cu mesh, of 200 lines per inch (LPI), and

recording the mesh pattern on a stack of radiochromic film (RCF). The mesh was

either glued on the rear side of the structure target or positioned downstream of

the freestanding shells with its position measured within ± 20 µm (seen in Fig. 5.2c

and Fig. 5.4). In the experiment, a stack of RCF containing 4×4 cm squares of

film alternated with aluminum filters (100 µm-1.5 mm thick) was placed 4 cm ±
500 µm behind target normal. The film was scanned using a flat bed scanner to

digitized the image of the proton beam captured on the RCF.

5.2 Focusing results

The 3D ray-tracing technique described in Chapter 3 is used to investigate

the focusing properties of the generated proton beam: focal spot diameter D80,

focal position, and laser to proton conversion efficiency. Once again, the calculation

of D80 is dependent on accurately choosing the mesh intersection points on the

RCF and adequately representing the whole proton beam by the selection of the

points. In the RCF layers corresponding to the lower energy protons (E ¡ 10 MeV),

distortions of the mesh were observed, as seen in Fig. 5.5(a), which prevented the

use of the entire beam. Therefore, the focal spot size for the lower energy protons

(below 10 MeV) could not be calculated for some target geometries as seen is

Fig. 5.6. The source of the beam distortions is unclear. It is more evident at

lower proton energies. One possibility is that the blurring is caused from lower

energy protons that are emitted at later times from a range of radii along surface

of the target. The trajectories of the lower energy protons are affected by the

plasma jet set up by the higher energetic protons, which are accelerated from the

target first. This is supported by separate simulations that are discussed later

in the chapter, which indicate that lower energy protons from larger radii can

reach different asymptotic trajectory angles. Lower energy protons are also more

susceptible to mesh charging or beam interactions, which may also be a factor.

The minimum diameter D80 is calculated for each type of target (see Fig. 5.6).
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a)
 b)


Figure 5.5: A proton beam passing through a mesh (200 lpi) placed 1.5 mm from
the apex of the 600 µm diameter hemispherical shell captured on layers of RCF
corresponding to the energies of (a) 7.3 MeV and (b) 11.1 MeV. The dotted line
in (a) surrounds the area where the mesh image is distorted. The distortion is
minimized in the higher energy layers of film.

A common feature is that D80 decreases with increased proton energy. Of note,

the D80 is ≈ 50% smaller for the cone and cylinder targets, compared to the

freestanding partial and full hemispheres.

The focal position was calculated using the measured mesh magnification

on the RCF and geometrical considerations. For the cone target this position

is located furthest from the source foil near z = 300 µm (z = 0 is the apex of

the hemisphere) while for the other geometries, it lies within the spherical radius

of curvature near z = 100 µm (see Fig. 5.7). It is also interesting to note, that

while the cylinder target aides in decreasing the value of D80, the calculated focal

position is similar to the freestanding shells and does not seem to extend the focal

position further away from the apex of the hemisphere as in the cone case. A

further discussion is presented in the simulation section of this chapter.

Our calculated focal position is less than R (300 µm radius), which is much

less than the previous experimental result of the position of best focus being at

1.7R [2]. Our results are inconsistent with protons moving in straight-line tra-

jectories and crossing the axis beyond the equatorial plane of the hemisphere.

The calculated result of focusing inside of the geometric radius would require a

converging proton beam being accelerated from the surface instead of the proton
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Figure 5.6: D80 diameter for each represented energy (RCF layer) and target
geometry determined from 3D ray-tracing. Cone (blue triangles) and cylinder (red
squares) enclosed geometries show significantly smaller D80 values at most proton
energies compared to the full and partial freestanding hemispheres.
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Figure 5.7: Focal position of the proton beam at different proton energies deter-
mined from the mesh magnification. For reference, the inside surface (apex) of the
foil is z = 0. The cone targets (blue triangles) have an apparent focal position that
is significantly further from the apex.
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acceleration being perpendicular to the surface or naturally diverging as seen in

flat foils, which is likely unphysical. Therefore, the proton trajectories may not

move in straight line trajectories once accelerated from the surface and actually

bend.

Bending of the proton trajectories was further justified when a mesh with

a distinctive M in the center along with the traditional grid mesh were placed

at the equatorial plane of a 600 µm diameter, 5 µm thick, full hemisphere. The

orientation of the M seen in the images on the RCF in Fig. 5.8(a) and (b), is in

the same orientation as in the experiment, as seen in Fig.5.8(c). These results

are therefore inconsistent with the protons moving in straight-line trajectories and

crossing the axis beyond the equatorial plane of the hemisphere, which would have

resulted in a flipped M image on the RCF as in Fig. 5.8(d). An unflipped image

consistent with the data is possible if the protons had crossed the axis inside the

hemisphere (< R); however, this is unlikely as stated above and inconsistent with

the simulation results presented in below. The focal position of the proton beam

for this target is calculated using the traditional grid mesh and is shown in Fig. 5.9.

The calculated focal position using the mesh magnification is near the apex of the

hemispherical shell. Therefore, the protons do not move in straight line trajectories

and cross the central axis inside of the hemisphere before passing through the mesh

at the equatorial plane.

The calculated focal position seen in Fig. 5.7 can be explained if the proton

trajectories bend near the focal region and become ballistic after that. If the tra-

jectories bend and then become ballistic, the ray-tracing technique would project

back the trajectory along the final angle of divergence of the proton trajectory,

crossing the central axis closer to the surface of the hemisphere than the true focal

position. The higher energy protons, which have a smaller angle of divergence,

would focus to a position closer to the hemisphere as seen in Fig. 5.7. The focus-

ing of the generated proton beam is further investigated using particle-in-cell LSP

simulations.
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(a) 

M M 

(d) (c) 

(b) 

100 µm 100 µm 

10 mm 10.7 mm 

Figure 5.8: RCF layers corresponding to the energies of (a) 20 MeV and (b)
27.5 MeV, are images of a proton beam passing through a mesh, with a M in the
center, placed at the equatorial plane. The dotted lines are used as a guide. (c)
Orientation of the M seen down the laser axis in the experimental set-up. (d)
Orientation of the M flipped horizontally and vertically if the proton trajectories
were ballistic and passed through focus.
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Figure 5.9: Focal position of the proton beam at three different proton energies
determined from the mesh magnification with the mesh placed at the equatorial
plane of a 600 µm diameter hemispherical shell. For reference, the inside surface
(apex) of the foil is at 0.

5.3 Simulations

As seen in Fig. 5.7, the calculated focal position for the experimental results

did not extend past the equatorial plane of the hemisphere, which is different than

the results found by Snavely et al. [2]. To understand these results, particl-in-

cell LSP simulations, described in Chapter 3, were performed to track the particle

trajectories and the evolution of the beam from the target through the surrounding

structure. In the simulations, the electrons are directed into the target with a

relativistic Jüttner distribution with an electron temperature of Te = 600 keV

and a forward drift of γβz = 0.6, which results in a 45o (30o) forward half angle

containing 50% of the energy of all electrons (those with E > 5 MeV), respectively.

This distribution was chosen to be consistent with the maximum proton energies

observed for the cone and partial hemispherical targets, found to be 11 MeV and

17 MeV, respectively. The simulations ran for approximately 18 ps, which was

required for the protons to reach their asymptotic velocities.
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Test particles were placed along the inside surface of the hemisphere in the

different targets to understand the evolution of the protons and their trajectories

after the protons were accelerated from the surface. The trajectories for a group

of test particles that originate along the target surface at different radial positions

for the freestanding partial hemisphere and cone cases are shown in Fig. 5.10 (a)

and (b), respectively. In both geometries, the majority of test protons initially

accelerate normal to the surface towards the geometric center at z = 300 µm. This

is consistent with the target-normal-sheath-acceleration (TNSA) model [24, 25],

where the hot electrons generated from the intense laser-matter interaction create

an accelerating sheath electric field normal to the surface, which was explained in

further detail in Chapter 2. After the initial acceleration, the proton trajectories

do not continue in a straight line, as previously thought [1], but tend to bend away

from the axis.

Further analysis of the proton simulation particles (Nprotons ≈ 8×106) allows

a detailed comparison with the data. The protons reach their final asymptotic

velocities (i.e. become ballistic) at late times (∼ 18 ps). Those trajectories are

then geometrically projected back to construct a D80 diameter, analogous to the

ray-tracing technique applied to the RCF data. Results comparing the simulation

data with the experiments for the freestanding target are illustrated in Fig. 5.11,

showing similar minimum values and D80(z) profiles. Results for the cone case

also give similar agreement with the corresponding experimental data as seen in

Fig. 5.12, providing confidence that the LSP code is accurately modeling the proton

trajectories and the expansion physics in both open and enclosed (cone) geometries.

These analyses show that the D80 size and minimum positions do not reflect the

actual focus diameters and positions of the generated proton beam. Analyzing

the curvature of the trajectories in the simulation would better predict the focal

diameter and position.

The curved proton trajectories are qualitatively explained by considering a

simple model for the radial electric field generated in the proton beam. Following

the initial acceleration phase near the surface [24,25], the hot electrons are confined

by the ambipolar field of the positively charged proton beam. The hot electron
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Figure 5.10: Simulation of probe particles. Proton density maps at t = 7.3 ps
for the case of a partial hemisphere (a) without a surrounding structure and (b)
with a surrounding cone structure. Note that the radial scale is expanded. For
both cases, the trajectories of test proton particles are also shown, with solid lines
to t < 7.3 ps and broken lines from 7.3 ps < t < 19.2 ps. For comparison, in
each plot the kinetic energy gained by two sample particles is also shown (in red),
where more energetic protons are emitted closer to the axis.
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Figure 5.11: Comparison of experimental and simulation results for a freestanding
partial hemisphere target. The profile of D80(z) is plotted. The circles along with
the appropriate error bars represent the minimum D80. The simulation includes
all protons with E > 9 MeV.
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Figure 5.12: Comparison of experimental and simulation results for a cone struc-
ture target. The profile of the experimentally calculated D80(z) is plotted for
several different proton energies. The circles along with the appropriate error bars
represent the minimum D80. The simulation includes all protons with E > 9 MeV.
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Figure 5.13: Radial electric fields in the frame of four proton test particles. The
test particles are initially distributed along the surface from r = 15 µm (purple)
to r = 105 µm (red).

pressure gradient sets up a radial electric field, Er ≈ −∇ (Pe) /ne ≈ kTehot/R,

where R is the radial scale length of the beam, kTehot is the hot electron temper-

ature, Pe is the hot electron pressure and ne is the hot electron density. From

monitoring the time history of the electric field in the frame of selected protons,

the radial field switches from being directed inward to directed outward (switched

from negative to postive), as the radial field from the hot electrons surpasses the

radial acceleration force that dominates near the surface. The electric field is plot-

ted for four test particles in Fig. 5.13. We note that the weak scaling with density

suggests that the focusing should not be substantially degraded for high current

density beams, such as required for proton FI. Higher laser intensities, which will

generate higher energy electrons, will increase the radial pressure to some extent,

although this scales weakly with laser intensity, (Tehot ∼ I0.5
L ). Simulations indi-

cate that the radial field in the beam is of the order of a few MV/100 µm, which

is sufficient to deflect a multi-MeV proton over the spatial scale of the target. It
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is also interesting to note that this heuristic model predicts that higher energy

protons should penetrate to smaller radius before bending, which is the trend in

the data seen in Fig. 5.6.

The inferred focal position near z = 100 µm, as shown in Fig. 5.7, is un-

derstood by considering the diagnostic method. Both the ray-tracing and magni-

fication methods inherently assume straight-line proton trajectories. Depending

on the curvature of the trajectories, the inferred focal position determined from

extrapolating the trajectories to the axis may fall much inside the actual focal

position of the proton beam. Therefore, the time-dependent proton distributions

from the simulations are used to calculate the fluence profiles ∆80(z), defined as

the time integrated flux diameter that encompasses 80% of the protons through a

plane at position z, which would more correctly represent the focal position and

diameter of the beam. The fluence profiles ∆80(z) for protons with energy > 3 MeV

are plotted in Fig. 5.14, corresponding to the approximate energy required for FI

deposition. [22]. For the freestanding targets, the fluence diameter is ∆80(z) ≈ 90

µm, which is much larger than the more peaked ∆80 profiles seen in Fig. 5.6. As for

the cone target, the fluence diameter is significantly reduced to ∆80(z) ≈ 60 µm.

The reduced ∆80 diameter is the result of a sheath electric field that develops along

the inside surface of the cone wall, generated from the hot electron sheath that

extends upward from the laser spot radius as seen in Fig. 5.15. Fig. 5.16 shows the

propagation of the electric field on the cone structure wall as time progresses in the

simulation. This field bends the protons that propagate near the wall surface as

see in Fig. 5.10b. The sheath field is strongest during the initial phase of focusing,

as the proton beam begins to propagate through the cone. At later times, the

field is reduced as the hydrocarbon layer from the surface begins to expand. The

sheath field effectively channels the protons through the tip of the cone, extending

the focal position. A qualitative explanation for the larger focal position for the

cone geometry is that the beam continues to focus as it propagates through the

converging cone geometry, reaching best focus just outside the cone tip. As shown

in Fig. 5.7, this effect is not observed for the other geometries, where the wall

focusing is not present (or less effective for the cylinder case) and the radial hot
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Figure 5.14: Fluence curves ∆80(z) for proton energies > 3 MeV for the partial
hemisphere and the cone target. Also shown are simulation results with a uniformly
illuminated cone target (Cone 2), and with a uniformly illuminated thin-walled
cone Au target (FI cone), as described in the text.



110

0 50 100 150 200
0

50

100

150

Focal position (µm)

E
r

t = 0.56 ps!

Ra
di

al
 d

ist
an

ce
 (μ

m
)


Focal Position (μm)


Figure 5.15: Spatial distribution of the radial electric field component for the
cone target. Dark blue scale is negative (radially inward), light yellow/white is
positive (radially outward). The radial field extends along the inside surface of the
cone.

Figure 5.16: Simulated radial electric field (kV/cm) for the cone structure at
two different time steps. Shows that the electric field formed on the cone wall is
pointing radially inward to the center of the cone.
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electron pressure in the beam starts to expand the beam at a closer distance to

the apex. For both enclosed geometry cases, D80 is smaller than for the targets

with no surrounding structure, as might be expected due to focusing effects.

The beam focusing also depends on the spatial uniformity of the hot electron

source. Hot electrons generated in the intense laser spot region (laser spot diameter

≈ 90 µm) propagate transversely along the surface, creating a hot electron radial

pressure gradient. Expanding the hot electron source width from 90 µm to 360

µm reduced the initial radial gradient of the hot electron sheath and resulted in a

more convergent beam with ∆80 reduced from 60 µm to 35 µm (Fig. 5.14, Cone 2).

Further simulations with a uniform source but with no hydrocarbon layer on the

cone wall (which is relevant to high current FI conditions, where the hydrocarbon

layer is insignificant) generated a focused beam with ∆80 ≈ 20 µm (Fig. 5.14, FI

cone), well within the 40 µm FI focusing requirements. Focusing is enhanced due to

the lack of the thin hydrocarbon layer, which reduces the sheath field as it expands.

Based on these results, improvements in the laser uniformity and optimizing the

curvature and surrounding focusing structure may allow even higher focused beam

intensities to be achieved.

5.4 Conversion Efficiency

Using the method described in the Chapter 3, the laser to proton conversion

efficiency is calculated for each type of target. Fig. 5.17 displays the conversion

efficiency calculated from 4 MeV to the maximum proton for the corresponding

target. The freestanding partial hemispherical shell gives the highest laser to

proton conversion efficiency, while the cone structure target results in the lowest

conversion efficiency. The large error bars for the shots with higher laser to proton

conversion is a result of the first layers of RCF in the film pack being saturated.

Therefore, the upper limit to the error of the dose measured in those layers is

taken to be 100%. Fig. 5.18 displays the proton spectrum measured from the dose

on each layer of RCF for each target with the respected error. The calculated

spectrum, dN
dE

, is fit to the data points within the error as explained in Chap. 3.
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Figure 5.17: Calculated laser to proton conversion efficiency for the four different
target types calculated from 4 MeV to the maximum proton energy observed in
the experiment for the corresponding shot.

If there is a large error in the measured dose for the layers corresponding to the

lower energy protons, a large spread of fits can represent the data. Since the

majority of the total energy comes from lower energy protons, this leads to a

large error in the conversion efficiency, which is the integral of dN
dE

from 4 MeV

to the maximum proton energy. Fig. 5.19 shows the calculated spectrum, dN
dE

, for

each target corresponding to the measured spectrum in Fig. 5.18. The lines in

Fig. 5.19 represent the mean fit with the error bars displaying the range of fits

that can represent the measured dose. To better compare the proton conversion

efficiency, the proton conversion efficiency calculated from 6 MeV to the maximum

proton energy, instead of 4 MeV, is shown in Fig. 5.20. Calculating the proton

conversion efficiency from 6 MeV minimizes the uncertainty in the measurement

because the layers of RCF corresponding to proton energies of 6 MeV and above

are not saturated. The proton spectrum also shows the maximum proton energy

seen in each shot. In addition to the conversion efficiency, the maximum proton

energy observed in the structure targets is less than the maximum energy seen in

the freestanding shells.
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Figure 5.18: Experimentally determined proton spectrum measured from the
dose on the RCF in MeV for each of the four different target types. Each marker
in the spectrum represents the measured dose for a layer of RCF corresponding to
the proton energies on the x-axis.
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Figure 5.19: Calculated spectrum, dN
dE

, for the experimentally calculated proton
spectra displayed in Fig. 5.18. The calculation is explained in Chap. 3.
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Figure 5.20: Calculated laser to proton conversion efficiency for the four different
target types calculated from 6 MeV to the maximum proton energy observed in
the experiment for the corresponding shot.

The decrease in conversion efficiency is related to the amount of material

the hot electrons can escape to, which decreases the number of electrons that accel-

erate the protons. With the partial hemisphere having less material than the full

hemisphere, the hot electrons travel away from the laser interaction point within

the target, reach the edge of the partial hemisphere and reflux through the tar-

get. The energy from the refluxing hot electrons is used to further accelerate more

protons. In the full hemisphere case, there is more material in the target for the

electrons to transverse, losing more of their energy to collisions than to acceler-

ating the protons. The effect of the electrons traversing the target and leaving

the hemisphere is clearly seen in the cylinder and cone structure cases compared

to the partial hemisphere. Fig. 5.21 displays the hot electron distribution for the

partial hemisphere and cone structure. Early in time, the hot electron distribution

is similar for both targets. As time progresses in the simulation, the hot electrons

are confined and reflux within the partial hemisphere (left side of Fig. 5.21)where

the hot electrons are able to accelerate more protons. With the cone structure,

the partial hemisphere has direct contact with the surrounding structure. There-
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Figure 5.21: Simulated hot electron distribution (number per cm3) for the par-
tial hemisphere (left) and the cone structure (right) at four different time steps.
Initially, the distribution for both cases are similar. Later in time, the hot elec-
trons reach the cone structure traveling away from the hemisphere. Whereas, the
electrons are confined to the partial hemisphere when a structure is not present.
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Figure 5.22: Simulated energy distribution for the (a) partial hemisphere and (b)
cone structure. The distribution shows the partition of energy in the simulation to
the hot electrons, protons, and fields. More energy is distributed to the fields for
the cone structure instead of to the protons; whereas, for the partial hemisphere,
more energy is distributed to the protons.

fore, the hot electrons escape the shell and travel into the surrounding structure

(right side of Fig. 5.21) draining the amount of hot electrons available to acceler-

ate the protons. A decrease in the number of electrons confined in the hemisphere

decreases the number of protons that are accelerated.

The escape of the hot electrons from the hemisphere changes the partition

of energy between the hot electrons, protons, and fields. In the structure target

case, the energy partitioned into the development of the fields on the walls of

the structure further decreases the amount of energy that could be given to the

acceleration of the protons, which is seen in Fig. 5.22. Fig. 5.22(a) shows the

partition of energy for the partial hemisphere in the simulation between the hot

electrons, protons, and the fields and Fig. 5.22(b) shows the partition for the cone

target. During the first picosecond of the simulation, the partition of energy for

both targets are similar, which is indicated by the circled region on the plots.

Fig. 5.21 and Fig. 5.23 further emphasizes the similarity showing that in the early

stages of the simulation the hot electron distribution and the magnitude of the



118

electric field, respectively, are similar for both targets. As time progresses in the

simulation, more energy is partitioned to the fields on the cone structure target

compared to the partial hemisphere seen in Fig. 5.22. The energy given to the fields

also decreases the amount of energy partitioned to the protons. For the partial

hemisphere, the field on the hemisphere to accelerate the proton is maintained

for > 1.68 ps, whereas the accelerating field on the hemisphere in the cone case

diminishes by 1.1 ps. The decrease in the amount of energy given to the protons in

the simulations for the cone structure targets directly relates to the decrease in the

proton conversion efficiency and maximum proton energy seen in the experimental

results for the cone structure compared to the partial hemisphere.

For the targets presented in this chapter, there is competition between the

proton focusing and the laser to proton conversion efficiency. Placing a hemispher-

ical shell within a cone aids in focusing the proton beam, but in return, the proton

conversion efficiency decreases. Ideas to improve the laser to proton conversion

efficiency while placing the hemispherical shell inside of a cone is presented in the

next chapter.

Chapter 5 contains material that is partially a reprint of the material as it

appears in T. Bartal, K. A. Flippo, S. A. Gaillard, D. T. Offermann, M. E. Foord,

C. Bellei, P. K. Patel, M. H. Key, R. B. Stephens, H. S. McLean, L. C. Jarrott

and F. N. Beg, ”Proton focusing characteristics relevant to Fast Ignition,” IEEE

Transactions on Plasma Science, Vol. 39, Issue 11, part 1, p. 2818-2819, 2011 and

T. Bartal, M. E. Foord, C. Bellei, M. H. Key, K. A. Flippo, S. A. Gaillard, D.

T. Offermann, P. K. Patel, L. C. Jarrott, D. P. Higginson, M. Roth, A. Otten, D.

Kraus, R. B. Stephens, H. S. McLean, E. M. Giraldez, M. S. Wei, D. C. Gautier,

and F. N. Beg, ”Focusing of short pulse high intensity laser accelerated proton

beams,” Nature Physics, Vol. 8, p. 139-142, February 2012. The dissertation

author was the primary investigator and author of these papers.
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Figure 5.23: Magnitude of the simulated electric field (kV/cm) for the partial
hemisphere (left) and the cone structure (right) at four different time steps. As
time progresses, an electric field is formed along the wall of the structure.



Chapter 6

Summary and Future work

6.1 Summary

The ability to generate high intensity well-focused proton beams will po-

tentially open the door to new regimes in high-energy-density science as well as

enabling a broad range of new applications. For example, an intense multi-MeV

proton beam incident on solid density or compressed material can create teraPas-

cal pressures, allowing the study of the properties of warm dense matter found in

the interior of giant planets like Jupiter [58]. Laser produced proton beams are

also making an impact on medical applications such as isotope production [61] for

Positron Emission Tomography (PET) and proton oncology [62]. In addition, en-

ergetic proton/ion beams are used to produce highly directional neutrons for appli-

cations in medicine, material science, and neutron resonance spectroscopy [63,64].

In the inertial fusion fast ignition (FI) concept [9], an intense laser pulse generates

a beam of charged particles that ignites DT fuel compressed to 300 g/cc.

For proton FI, a thin hemispherical shell is placed near the end of a hollow

cone, which is embedded in the side of a DT fuel capsule. The hollow cone acts as

a guide for the ignitor beam, decreases the transport distance of the protons from

the hemispherical shell to the imploded fuel and helps shield the source foil from

the radiation generated during the implosion of the fuel. The properties of the

proton beam in this particular geometry require careful examination, especially as

the viability of proton fast ignition requires both 40 µm focusing at the compressed

120
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fuel and a conversion efficiency of 15% from petawatt laser pulse energy to proton

beam energy [22,83]. This thesis addresses both of these issues using flat foils and

hemispherical shell targets.

The expansion of the proton beam was first investigated using flat foils. A

200 lpi Cu mesh was located downstream of a 21 µm thick CVD (carbon vapor

deposition) flat foil. The image of the mesh was imprinted into the proton beam as

it passed through the mesh. The beam was collected with a pack of radiochromic

film, which was located 4 cm downstream of the flat foil and was used to determine

the virtual focus position of the proton beam and the laser to proton conversion

efficiency. Two different schemes were used to mount the flat foils to determine

if the mounting technique affected the afore mentioned characteristics. First, the

foil and the mesh were completely separated by mounting each one on a different

stalk. Second, the foil was mounted on a washer where the mesh was mounted on

the opposite side in order for the foil and the mesh to be parallel.

It has been conventional wisdom that the proton beam generated from a

flat foil has a virtual focus [1]. However, using the ray-tracing technique described

in Chapter 3, we observed a real focus for proton beams generated from flat foils.

From our experimental observations, the target properties and the duration of the

hot electron source (i.e. laser pulse length) affect the shape of the expansion sheath

on the rear side of the foil and thus changes the trajectories of the protons from

being truly ballistic. In the experiments presented, the length of the laser pulse

was five times longer than in Ref. [1].

The physics of a non-virtual focus can be explained as follows. Initially, the

protons are accelerated normal to the rear surface of the foil by an electrostatic

sheath field set up by the escaping hot electrons, since the sheath is located near

the foil surface. As time progresses, electrons are still being accelerated in the

system by the laser irradiation, and the sheath field, which is the leading edge of

the expansion, extends further away for the rear surface of the foil. Since more

energetic electrons are accelerated near the central axis, which in the axis of the

laser interaction, the expansion is greater near the center than in the wings causing

a bell-shaped sheath expansion. The protons are expanding with the sheath and
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are now accelerated normal to the sheath field. Therefore, there are large gradients

between the central axis and the wings of the expansion causing the protons that

are accelerated in this region to have a larger radial velocity component than

the protons accelerated near the central axis. The extent of the gradients in the

sheath field increases in time as more hot electrons are accelerated into the target.

Higher energy protons that escape the target earlier in time and are accelerated

the longest, have less radial velocity than protons escaping later in time, which

can see the gradients in the sheath field. Protons that are emitted further away

from the center axis will a larger radial velocity than protons emitted near the

central axis for the same reason. This effect is observed in the RCF image where

the magnification of the mesh elements increases radially outward from the center.

Therefore, when the trajectories of the protons with larger radial velocity are traced

from the image on the RCF back through the mesh to determine the focal position,

the trajectories will converge at a spot on the rear side of the foil appearing to be

a real focus.

The mounting scheme also affects the trajectories of the protons. When

the foil is mounted on the Al washer, the hot electrons accelerated in the target

by the laser transverse the foil and travel into the washer. The electrons that

escape into the washer set up an electric field on the walls of the washer. This

electric field affects the trajectories of the lower energy protons that are emitted

from the foil at a larger radial distance from the center. The drain of electrons

into the washer also decreases the amount of electrons available to accelerate the

protons. This is observed in the decrease in the laser to proton conversion efficiency.

The flat foils mounted on a washer have a lower to conversion efficiency than the

separately mounted foil and mesh. The knowledge that was gained from the flat foil

experiments provides the foundation for understanding a proton beam generated

from a hemispherical shell target.

The focal position and the laser to proton conversion efficiency was ex-

perimentally calculated using hemispherical shell targets. Full and partial hemi-

spherical shells, 600 µm in diameter, were mounted with small tabs to minimize

the contact between the shell and an Alumina plate for mounting purposes in or-
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der for these shells to be as freestanding as possible. Analyzing the proton beam

generated from the freestanding targets using the ray-tracing technique, the calcu-

lated focal position did not extend beyond the equatorial plane of the hemisphere.

This observation in focal position is much less than the focal position of 1.7R

(where R is the radius of curvature of the shell) determined from proton heat-

ing experiments [2]. With further exploration using simulations with the hybrid

particle-in-cell code LSP (large scale plasma), it was determined that protons do

not move in straight-line trajectories but actually bend near the focal region. The

curved proton trajectories are explained by a radial electric field generated in the

proton beam set up by the hot electron pressure gradient, where the hot electrons

are confined in the beam by the ambipolar field of the positively charged proton

beam. The radial electric field scales at Er ≈ kTehot/R, where R is the radial

scale length of the beam and kTehot is the hot electron temperature. Looking at

the time history of the simulations, the radial electric field in the proton beam

switches from being directed inward to directed outward (switched from negative

to postive), as the radial field from the hot electrons surpasses the radial accelera-

tion force that dominates near the surface of the source foil. Higher energy protons

are less affected by the field due to having a higher velocity and are able to focus

to a smaller spot size before bending, which is observed in the experiments. Due to

the bending of the proton trajectories, the focal position determined from extrap-

olating the trajectories to the axis may fall much inside the actual focal position

of the proton beam.

The first demonstration of the generation and focusing of a proton beam in

a FI geometry was also presented. A proton beam was generated from a curved

focusing surface (i.e. hemispherical shell) which propagated and was channeled

by surface fields through an enclosed cone structure, similar to the envisioned FI

targets [14]. Instead of tabs in the freestanding case, the hemispherical shell had

direct contact with the surrounding structure. Therefore, hot electrons accelerated

in the shell by the laser irradiation, transverse the shell and escape into the sur-

rounding structure, which was also observed when flat foils were mounted with a

washer. The escaping hot electrons set up an electric field on the inner walls of the
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surrounding structure, which affects the trajectories of the proton beam passing

through the structure. This effect is more prevalent with the structure targets than

the flat foils mounted on a washer due to the reduced size of the attached struc-

ture and the distance the electrons have to travel to escape into the surrounding

structure. The sheath field on the walls of the structure is the greatest during the

initial phase of the focusing, when the proton beam begins to propagate through

the structure and reduces as the field begins to expand the hydrocarbon layer

present on the walls. The field on the walls effectively channels the proton beam

through the structure allowing the beam only to expand once the proton beam is

outside of the structure, which pushes the focal position of the beam further away

from the rear surface of the source foil. The structure decreases the focal spot size

of the generated proton beam compared to the freestanding hemispherical shells

and also increases the focal distance from the source foil. Since electrons are es-

caping the hemispherical shell into the surrounding structure, the laser to proton

conversion efficiency is decreased when more mass is added around the hemisphere,

which was also observed when the flat foils were mounted on a washer.

6.2 Future Work

The experiments that were conducted made great strides in the under-

standing of the focusing characteristics of generated proton beams. Additional

experiments can be conducted to further explore the proton beam characteristics.

First, side-on proton radiography can be done to study the expansion physics us-

ing the freestanding hemispherical targets. Since the partial hemispherical shell

has a height of only 40 µm a majority of the expansion can be observed from the

side view. The deflection of the proton beam generated from a secondary foil that

transverses the proton beam generated from the hemispherical shell can be used

to analyze the strength of the fields inside of the proton beam from the shell and

the rate of expansion. The proton beam from the secondary foil is captured with

a radiochromic film pack, where the layers will provide coarse time resolution of

the expansion. The beam collected on the RCF could also allow for the focal po-
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sition and spot size of the proton beam to be calculated. Proton radiography has

been previously been used to investigate electrostatic and magnetic fields in laser

produce plasmas [84] and from wire-attached cone targets [85] .

We observed that when a hemispherical shell is placed within a surrounding

structure, the surrounding structure aids in focusing the proton beam; however,

the structure decreases the laser to proton conversion efficiency. To help increase

the laser to proton conversion, different techniques to mount the hemispherical

shell inside of the structure can be investigated. Instead of the shells having

direct contact with the surrounding structure, the shells can be mounted to the

structure with tabs, similar to the freestanding shells. In addition, using thin

wall cones would decrease the amount of material the hot electrons in the shell

could escape into and increase the laser to proton conversion compared to the

conversion efficiency for the current structured targets. The trade-off between the

proton beam focusing and the conversion efficiency is one aspect that needs further

investigation.

Using the structure targets discussed in this thesis and the redesigned tar-

gets suggested in the proceeding paragraph, proton heating of a secondary foil

could also be used to characterize the generated proton beam and be compared

to the observations from past experiments [2, 20]. A secondary Copper foil can

be placed at the opening of the structured target, which would be heated by the

generated proton beam. The temperature of the heated foil can be measured using

extreme ultra-voilet (XUV) imaging [86] and the size of the heated area could also

be calculated from the images. XUV imaging could also be done on thin walled

Copper cones. The heating of the cone would give an indication of how much elec-

tron energy is being partitioned into the cone and taken away from accelerating

the protons.

The research presented in this thesis pushed against the conventional wis-

dom that protons generated from flat foils and hemispherical shells have ballistic

trajectories and introduced a new understanding. Even though advances have

been made in this area, several unknowns are still present which require further

investigation.
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