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The advent of genotyping and sequencing technologies has enabled human genetics to discover numerous genetic variants and perform analysis in the level of populations. Understanding the genetic diversity of populations has broad applications in studies of human disease, history, and the relationships within and among populations. I propose a new approach, spatial ancestry analysis, for the modeling of genotypes in two and three dimensional space. I show that the explicit modeling of the allele frequency allows us to localize individuals on the geographical map based on their genetic information alone. Furthermore, a direct probabilistic interpretation of our model enables us to accurately predict geographical origins of an individual even when the individual has mixed ancestry. In addition, the analysis also identifies additional genes, e.g., FOXP2, OCA2 and LRP1B, that have extreme allele frequency gradients that may have been due to selection.

I therefore generalize the spatial ancestry analysis based on hidden Markov models of admixture along with a model of spatial distribution of variants to infer the location of the ancestors jointly with assigning ancestry at each locus in the genome of admixed individuals. This generalized approach is able to localize their recent ancestors with an average of 470Km of the reported locations of their
grandparents, for mixed European ancestries.

I propose a novel framework for haplotype inference from short read sequencing that leverages multi-SNP reads together with a reference panel of haplotypes. The basis of our approach is a new probabilistic model that finds the most likely haplotype segments from the reference panel to explain the short read sequencing data for a given individual. We devised an efficient sampling method within a probabilistic model to achieve superior performance than existing methods. Using simulated sequencing reads from real individual genotypes in the HapMap data and the 1000 Genomes projects, we show that our method is highly accurate and computationally efficient.

Finally, I introduce a novel spatial-aware haplotype copying model, which assumes that any chromosome can be modeled as a mosaic of segments copied from a set of sampled chromosomes, but chromosomes that are closest in the genetic-geographic continuum map are a priori more likely to contribute to the copying process than distant ones. This model has various potential applications. In particular, I show that this model achieves superior accuracy in genotype imputation over the standard spatial-unaware haplotype copy model. In addition, I also show the utility of this model in selecting a small personalized reference panel for imputation that leads to both improved accuracy as well as to a lower computational runtime than the standard approach.
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CHAPTER 1

Introduction

The high throughput genotyping and sequencing technologies for human genetic variant discernment have ushered in a new era of interdisciplinary research between computer science, statistics and biology. For the first time, we are able to collect thousands of individual’s genetic data at hundreds of thousands genetic markers, and perform analysis of population genetics, genome-wide association study (GWAS) and so on. In particular, the single nucleotide polymorphism (SNP) is of the main interest in the field of genetics for the last decade, which contains significant amount of information for studies of population structure, ancestry assignment, spatial localization and GWAS study. In this thesis, I am mainly focused on the following four topics.

Understanding how genetic diversity is distributed across different populations has many important applications in modern population genomics. In particular, measures of population structure are used to correct for population stratification in genome-wide association studies [PPP06], for the discovery of novel associations of genetic variation to disease in the context of admixture mapping [SPP11], to detect regions that have undergone recent positive selection [LK73, PCN09, CPN09], and to illuminate interesting aspects of human population history [JSS08, LAT08]. In Chapter 2, I introduce a model based approach for analysis of spatial structure in genetic data, called Spatial Ancestry Analysis (SPA). SPA is a novel probabilistic model for the spatial structure of genetic variation where we explicitly model how the allele frequency of each SNP changes as a function of the location.
of the individual in space (i.e., the allele frequency is a function of the \((x, y)\) coordinates of an individual on a map). Then, each individual’s genotypes are assumed to follow Hardy-Weinberg equilibrium with allele frequencies defined by the individual’s location. If the geographical origins of the individuals are known, we can use this information to infer their allele frequency functions at each SNP. However, if the locations are unknown, our model can infer geographical origins for individuals using only their genetic data, similar in spirit to Principle Component Analysis based approaches for spatial assignment. Using this framework we also can detect loci showing extreme patterns of spatial differentiation, for instance as a result of recent positive natural selection and/or allele surfing [ND09, ER08].

In Chapter 3, I generalize the SPA model to consider admixing process when dealing with admixed individuals. I introduce approaches for ancestry inference in recently admixed individuals in a geographic continuum within a model that flexibly handles admixture across varying number of generations and ancestries. We view admixed individuals as having recent ancestors from several locations on a genetic-geographical map. Then, we perform ancestry inference by simultaneously localizing on the map the recent ancestors of an admixed individual and partitioning the individual’s genome into segments inherited from the same ancestor (locus-specific ancestry). We take advantage of the observation that if one allele is inherited from a specific ancestor, then most likely, the neighboring alleles are also inherited from the same ancestor. We validate our approach by localizing the recent ancestry of the POPRES individuals with self-reported ancestry from multiple locations in Europe. Our method is able to localize the grandparents of the admixed individuals of POPRES with an average of 470Km of their reported ancestry, ranging from 305Km for individuals with Swiss-French ancestry to 701Km for those with Spanish-Portuguese ancestry.

In Chapter 4, I introduce a novel approach called HARSH (HAplotyping with Reference and Sequencing technology) for haplotype phasing. We utilize a prob-
ablistic model to incorporate the multi-SNP read information together with a reference panel of haplotypes. We use an efficient Gibbs sampling method to find sample from the posterior distribution. This algorithm has the advantages of being computationally efficient, scalable in memory usage and accurate in genotyping and phasing prediction. We evaluate our method on simulations from real haplotypes from the HapMap project. At 1X coverage, HARSH gives around 10% improvement in terms of total error rate compared with standard phasing approaches that do not use the multi-SNP read information thus showing the benefits of modeling multi-SNP reads. We also evaluate HARSH and the basic model for varying coverage and read length, showing the benefits of our approach in higher coverage and longer read length. Additionally, we test our method on simulations starting from real sequencing data of 1000 Genomes project, where the density of SNPs is much higher than that in HapMap data. Through extensive simulations we show that the gain in performance of our approach over existing models extends to realistic read lengths (e.g. 100 – 400 base pairs) making our approach readily applicable to existing sequencing data sets. With recent works showing that short read sequencing can dramatically increase association power in genome-wide association study (GWAS) over genotyping arrays [PRM12], we expect our approaches to further increase power in GWAS by increasing accuracy in genotype calling and phasing from short read data.

In Chapter 5, I propose a new approach to modeling genetic variation in structured populations that incorporates ideas from both the haplotype copying model [LS03] and the spatial structure framework that models genetic variation as function of geography [YNE12, BQC13]. That is, we propose a haplotype copy model that a priorly up weights the contribution of haplotypes closer in geographical distance to the copying process. We accomplish this by jointly modeling geography and the copying process. Each haplotype is associated with a geographical position; when copying into a new haplotype with known location,
we instantiate an HMM that has switching transition probabilities up weighted for haplotypes closer in geographical space to target haplotype. We use real data from the 1000 Genomes project [CAA10] to show that the our spatial-aware approach fits the data significantly better than the standard model. Through a masking procedure followed by a leave-one-out experiment we show that our spatial-aware method significantly increases imputation accuracy especially for lower frequency variation (e.g. an improvement of 6\%(2\%) for low-frequency(common) variation in Asian data). We also show that our approach can be used to select a small personalized reference panel for imputation that increases imputation accuracy while significantly reducing imputation runtime (up to 10-fold). Finally, we show how our model can be used in a supervised manner to infer locations on the genetic-geographic map for individuals based on their genetic data.
CHAPTER 2

A Model Based Approach for Analysis of Spatial Structure in Genetic Data

2.1 Motivation

Understanding how genetic diversity is distributed across different populations has many important applications in modern population genomics. In particular, measures of population structure are used to correct for population stratification in genome-wide association studies [PPP06], for the discovery of novel associations of genetic variation to disease in the context of admixture mapping [SPP11], to detect regions that have undergone recent positive selection [LK73, PCN09, CPN09], and to illuminate interesting aspects of human population history [JSS08, LAT08].

The scale of modern SNP data has made clear that an individual’s DNA encodes a considerable amount of information on the individual’s ancestral origin. Multiple empirical SNP surveys have shown how an individual’s geographical ancestry can be inferred using the first two principal components (PCs) of the genotype matrix (e.g., [LLN08, NJB08]). This relationship between PCs and geographic origin is expected when the underlying genetic variation is spatially structured [NS08, McV09], that is when genetic similarity decays with the geographic distance between the origins of the individuals. Spatial structure is widespread in human populations due to histories of spatial expansions and spatially restricted mating. While principal component analysis (PCA) can capture the spatial structure of the data, it is not based on an explicit probabilistic model for spatial genetic
In this paper we develop a novel probabilistic model for the spatial structure of genetic variation where we explicitly model how the allele frequency of each SNP changes as a function of the location of the individual in space (i.e., the allele frequency is a function of the \((x, y)\) coordinates of an individual on a map). Then, each individual’s genotypes are assumed to follow Hardy-Weinberg equilibrium with allele frequencies defined by the individual’s location. The family of functions we use to model allele frequency over space is deliberately simple, but leads to tractable inference algorithms with several applications.

If the geographical origins of the individuals are known, we can use this information to infer their allele frequency functions at each SNP. However, if the locations are unknown, our model can infer geographical origins for individuals using only their genetic data, similar in spirit to PCA-based approaches for spatial assignment. This provides evidence that our modeling of allele frequencies, albeit simple, is sensitive and captures the information about spatial location inherent in most variants. Since our approach is model-based, the model can predict the geographical origins of an individual even in the case where the individual is of mixed ancestry by utilizing the fact that the model provides an explicit representation of the allele frequency as a function of the map coordinates. This is not possible in other approaches such as PCA, which is based on a linear combination of genotypes and therefore, for example, will lead to an individual with an Italian and Swedish parents being assigned to Central Europe. Instead, the approach taken here can recover the disparate parental origins. We also show how our approach can be extended to model spatial structure over a sphere to predict the spatial structure of worldwide populations.

Using this framework we also can detect loci showing extreme patterns of spatial differentiation, for instance as a result of recent positive natural selec-
tion and/or allele surfing [ND09, ER08]. When we applied our approach (spatial ancestry analysis, or SPA) to human population genetic data, we observed that some of the outlier regions detected by SPA have been found with previous methods designed to detect recent positive selection, such as iHS [VKW06], \( F_{ST} \) [LK73, HW09] and the method Bayenv presented in Coop et al.,[CWD10]; for example, the \( LCT \) and \( HLA \) regions. In contrast to previous methods, our method is unique in being especially sensitive to strong spatial patterns, and works at the individual-level rather than partitioning individuals into populations. The SPA method is particularly sensitive to SNPs that have steep geographical gradients in allele frequency, while \( F_{ST} \)-based approaches simply highlight loci that have large variation in allele frequency.

### 2.2 Method

#### 2.2.1 Genetic Spatial Structure Model

We assume we are given genotypes at a \( L \) single nucleotide polymorphisms (SNPs) from \( N \) unrelated individuals drawn from different populations distributed across the geographical region under consideration. We assume that the allele frequency of a SNP \( j \) is a function

\[
    f_j(x) = \frac{1}{1 + \exp(-a_j^T x - b_j)}
\]

where \( a_j, b_j \) depend on the SNP \( j \), and \( x \) is the \( K \) dimensional vector of coordinates describing the spatial positioning of an individual. Typically, \( K = 2 \) for geographical position. Clearly, this function has a range \([0, 1]\) that can be interpreted as a probability, and thus the likelihood of the data can be easily expressed as a function of the values of \( a, b \) and \( x \).

Let \( g_{ij} \) represent the observed number of minor alleles at SNP \( j \) of individual \( i \) and let \( f_{ij} \) be a shorthand for \( f_j(x_i) \) where \( x_i \) is the position of individual \( i \). Since
the individuals are independently sampled from the population, the log-likelihood of the entire observed sample can be calculated from the log-likelihood for each genotype

\[ L(G; X, A, B) \propto \sum_i \sum_j \left[ g_{ij} \ln f_{ij} + (2 - g_{ij}) \ln(1 - f_{ij}) \right] \quad (2.2) \]

The parameter matrices \( X = \{x_{ik}\}, A = \{a_{jk}\} \) and \( B = \{b_j\} \) are \( N \times K, L \times K \) and \( L \times 1 \) matrices, respectively. Specifically, each row of \( X \) contains the geographical location for each individual. Each row of \( A \) and \( B \) contains the coefficient for each allele frequency function.

### 2.2.2 Maximum Likelihood Estimation

Given the above likelihood model and a set of genotypes, we are interested in the matrices \( X, A, \) and \( B \) that maximize the log likelihood above. The above likelihood function is not concave, and it is therefore hard to optimize. We note however, that when \( X \) is fixed or when \( A, B \) are fixed, then the objective function (2.2) is concave. We therefore use alternative maximization in conjunction with Newton’s method. Furthermore for fixed \( A \) and \( B \), the objective function in \( X \) can be decomposed into a series of unrelated parts, each of which corresponds to one row in \( X \), and therefore the update of \( X \) can be decomposed into a series of much smaller problems, which further simplifies the optimization.

After the simplification of the above alternative maximization and variable separations of the function (2.2), we now arrive at the following two unconstrained convex programming problems in only \( K \) variables and \( K + 1 \) variables, respectively.

\[ \min_{x_i} \sum_j \left[ g_{ij} \ln(1 + \exp(-a_j^T x_i - b_j)) + (2 - g_{ij}) \ln(1 + \exp(a_j^T x_i + b_j)) \right] \quad (2.3) \]

\[ \min_{a_j, b_j} \sum_j \left[ g_{ij} \ln(1 + \exp(-a_j^T x_i - b_j)) + (2 - g_{ij}) \ln(1 + \exp(a_j^T x_i + b_j)) \right] \quad (2.4) \]
The smooth and continuous property of this problem allows us flexibility in the choice of optimization method. We apply Newton’s method which widely known for fast convergence, as it utilizes the first and second order derivatives. The details of the algorithm are given in the Supplementary Methods.

2.2.3 An Extended Model For an Admixed Individual

Instead of identifying one origin for an admixed individual, our method can infer two geographical origins for the parents. First, let \( x \) and \( y \) denote the locations of the two parents of a given admixed individual, and two shorthands \( p_j = f_j(x) \) and \( m_j = f_j(y) \) denote the allele frequency of those at marker \( j \), where the function \( f_j(.) \) is defined in (2.1).

Therefore, again under the assumption of independent SNPs, the genotype of the admixed individual is drawn from the following distribution

\[
P(g_j = 2|x, y) = p_j m_j
\]
\[
P(g_j = 1|x, y) = p_j (1 - m_j) + m_j (1 - p_j)
\]
\[
P(g_j = 0|x, y) = (1 - p_j)(1 - m_j).
\]

This distribution assumes that the two alleles of admixture individuals are drawn from the parents independently. Finally, we can infer the location of the parents by maximizing the log-likelihood function

\[
L(g; x, y) = \sum_j \ln P(g_j|x, y)
\]

(2.5)

This likelihood function is not concave. Thus, instead of directly using Newton’s method that will cause numerical problems, we use Pseudo-Newton’s method to optimize this function in \( x \) and \( y \). The algorithm details are given in the Supplementary Methods.
2.2.4 Globe Mapping

For globe mapping, we have to extend the two dimensional vector $x$ to three dimensions. Then, by similar derivation as two dimensional mapping, we can obtain the log-likelihood function in the same form as in (2.2), but in a different number of dimensions. To guarantee the placement of individuals in a sphere, we need to enforce the constraint $||x_i||_2 = 1$ while maximizing the log-likelihood. However, this additional constraint and its non-convexity does not allow us to use Newton’s method. Instead, we turn to another widely known optimization techniques called gradient projection [NW00], which can handle simple constraints in the optimization problem. Basically, it modifies the line search step in gradient descent method to make sure the current solution is in the feasible region. One key step is the projection from any point to the feasible region. The projection to a sphere can be very efficiently computed by $P(x) = \frac{x}{||x||_2}$.

2.2.5 Evaluation of Individual Mapping

SPA can be applied in the case that the geographical origins of the individuals are known as well as in the case where the geographical origins are unknown. If the geographical origins are known, the slope functions parameterized by $a_j$ and $b_j$ are estimated using these known locations and will be concordant with actual geography. In this case, the output of individual mapping is immediately latitude and longitude.

If the geographical origins are unknown to SPA, the mapping coordinates might be different from real geography in latitude and longitude, up to an affine transformation. In order to do spatial assignment, we follow the approach taken in [NJB08], and assume the following model between mapping coordinates and
geographical locations

\[ u = \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_1^2 + \beta_4 x_2^2 + \beta_5 x_1 x_2 \]
\[ v = \alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_1^2 + \alpha_4 x_2^2 + \alpha_5 x_1 x_2 \]

where \( u \) and \( v \) are latitude and longitude, respectively. \( x = (x_1, x_2) \) is the coordinates from our model. The parameters \( \alpha \) and \( \beta \) can be estimated from a few individuals with known mapping coordinates and geographical locations. The same model was used in [NJB08] in order to estimate the accuracy of PCA geographical assignments.

The accuracy evaluations in Tables 2.1 and 2.3 are computed based on the spatial assignment. We follow a similar leave-one-out strategy to the one used in [NJB08]. First, we can estimate the coefficients \( \alpha \) and \( \beta \) by performing a least-square regression from the mapping coordinates to the true geographical location in latitude and longitude with a leave-one-out training set of individuals. Then for a test individual, we make a prediction of its geographical location using the obtained regression coefficients \( \alpha \) and \( \beta \). We also predict its population origin by assigning it to the nearest country center. The assignment accuracy for a given population is then calculated as the number of correct predictions divided by the total number of individuals in that population.

2.2.6 Characterization of Extreme Allele Frequency Gradients

The outputs of SPA model would be individual mapping coordinates \( X \) and coefficients for allele frequency slope functions \( A \) and \( B \). Based on those two outputs, in the model, all individuals will have allele frequencies \( f_j = \{f_j(x_1), f_j(x_2), \ldots, f_j(x_N)\} \) organized in a slope corresponding to each SNP \( j \).

A straightforward statistic to quantify the “steepness” of allele frequency slope
is as follows

\[ SPA_j = \sqrt{\sum_i \left( f_j(x_i) - \frac{\sum_i f_j(x_i)}{N} \right)^2} \tag{2.6} \]

where \( f_j(x_i) = 1/(1 + \exp(-a_j^T x_i - b_j)) \) stands for the allele frequency for the individual \( i \) at locus \( j \). This score is exactly proportional to the standard deviation of \( f_j \) by a constant \( \sqrt{1/(N - 1)} \).

### 2.2.7 Newton’s method for optimizing SPA likelihood function

Newton’s method is a widely known algorithm for minimizing a convex function. In each iteration, it needs the first and second derivatives to determine the search direction. For \( x_i \) in (2.3), the first and second derivatives can be efficiently calculated as follows

\[ \frac{\partial L}{\partial x_i} = - \sum_j \left[ g_{ij}(1 - f_{ij}) - (2 - g_{ij})f_{ij} \right] \cdot a_j \]

\[ \frac{\partial^2 L}{\partial x_i^2} = \sum_j 2f_{ij}(1 - f_{ij})a_j a_j^T \]

Similarly, for \( a_j \) and \( b_j \) in (2.4) those can be calculated as follows

\[ \frac{\partial L}{\partial a_j} = - \sum_i \left[ g_{ij}(1 - f_{ij}) - (2 - g_{ij})f_{ij} \right] \cdot x_i \]

\[ \frac{\partial L}{\partial b_j} = - \sum_i \left[ g_{ij}(1 - f_{ij}) - (2 - g_{ij})f_{ij} \right] \]

\[ \frac{\partial^2 L}{\partial a_j^2} = \sum_i 2f_{ij}(1 - f_{ij})x_i x_i^T \]

\[ \frac{\partial^2 L}{\partial b_j^2} = \sum_i 2f_{ij}(1 - f_{ij}) \]

The computational complexity for each iteration of this algorithm is \( O(NLK^2) \). The total computational time depends on the number of iterations for the algorithm to converge. In the data sets we analyzed in this paper, we used 10 to 20 iterations.
2.2.8 Pseudo-Newton’s method for admixed individual positioning

To achieve fast convergence for the admixed individual positioning problem, we again use Newton’s method to optimize the log-likelihood function (2.5). The first and second derivatives in $x$ and $y$ up to a constant can be computed as follows:

\[
\frac{\partial L}{\partial x} = \sum_j [I(g_j = 2)(1 - p_j) + I(g_j = 1)t_1 + I(g_j = 0)(-p_j)] a_j
\]

\[
\frac{\partial^2 L}{\partial x^2} = \sum_j [I(g_j = 2)(1 - p_j)p_j + I(g_j = 1)t_2 + I(g_j = 0)(1 - p_j)p_j] (-a_j a_j^T)
\]

\[
\frac{\partial^2 L}{\partial x \partial y} = \sum_j I(g_j = 1) \left[ \frac{m_j(1 - m_j)(1 - 2m_j)p_j(1 - p_j)(1 - 2p_j)}{[(1 - m_j)p_j + (1 - p_j)m_j]^2} + \frac{2m_j(1 - m_j)p_j(1 - p_j)}{(1 - m_j)p_j + (1 - p_j)m_j} \right] (-a_j a_j^T)
\]

where $I$ is an indicator function equal to one if the condition holds and zero otherwise, and

\[
t_1 = \frac{(1 - 2m_j)(1 - p_j)p_j}{p_j(1 - m_j) + m_j(1 - p_j)}
\]

\[
t_2 = (1 - 2m_j) \frac{(1 - m_j)p_j - m_j(1 - p_j)}{\left( \frac{1 - m_j}{1 - p_j} + \frac{m_j}{p_j} \right)^2}
\]

Note that the first derivative for $y$ and second derivative for $y$ would be the same with above for $x$ by exchanging $m_j$ and $p_j$.

One minor issue about the objective function in (2.5) is that the function is not concave. Thus, directly using Newton’s method will suffer from numerical problem. In practice, we employed a pseudo-Newton’s method [NW00] to overcome this non-concavity while maximally preserving the advantages of Newton’s method. Instead of directly using the Hessian matrix $H$, we subtract a constant matrix to make it strictly negative definite, i.e., $H' = H - \delta I$ where $I$ is an identity matrix. This modification to Newton’s method enables the algorithm to converge smoothly to a local optima for a non-concave problem.
2.2.9 Web Resources

The software implementation of this method is freely available to public at http://genetics.cs.ucla.edu/spa

2.3 Experimental Results

2.3.1 Datasets

We applied our methods to a data set collected from European populations, which was assembled and genotyped as part of the larger POPRES project [NBK08]. A total of 3192 European individuals were genotyped at 500,568 loci using the Affymetrix 500K SNP chip. After removing SNPs with low-quality scores, the same stringency criteria as previous study [NJB08] were applied to avoid sampling individuals from outside of Europe, to create more even sample sizes across Europe, and to remove individuals whose grandparents have different geographical origins. When available, we use the identical geographical origins of the grandparents as the geographical origin for each individual. Otherwise, we use the self-reported country of birth. As a result, we focus our analysis on genotype data from 447,245 autosomal loci in 1,385 individuals from 36 populations.

For the three dimensional globe mapping, we use the Human Genome Diversity Project (HGDP) data consisting of 56 populations from Europe, Africa, Middle East, Central Asia, East Asia, Oceania and native America. In our experiments, we use genotypes at 572,139 autosomal SNPs in 940 individuals.

2.3.2 Model implementation

The first assumption of our approach is that, the population allele frequency of each SNP can be modeled as a continuous two dimensional function of the position of the individual on the map. Put differently, when sampling a chromosome
Figure 2.1: Examples of the allele frequency slope model. (a) A SNP with nearly constant allele frequency in all regions of the map. (b) A SNP with gradual allele frequency change. (c) A SNP with a sharp frequency change.

of an individual from position \((x, y)\) in the map, the probability of observing the minor allele in SNP \(j\) on the chromosome can be formulated as \(f_j(x, y)\), where \(f_j\) is a continuous function that describes the allele frequency behavior as a function of the geographic positioning (see Methods). We then make the simplifying assumption that this function is an instance of a logistic function:

\[
f_j(\text{vec}x) = \frac{1}{\exp(-a_j^T \text{vec}x - b_j) + 1}.
\]

We refer to each of these functions \(f_j\) as the slope function of SNP \(j\). This function encodes the “steepness” of the slope by the norm of \(a\), assuming the offset parameter \(b\) is fixed. Moreover, the slope directionality is encoded in the value of vector \(a\). In detail, \(\theta_j = \arctan(a_j(1)/a_j(2))\) can be taken as angle degree for SNP \(j\), where \(a_j(1)\) and \(a_j(2)\) are the first and second elements in \(a\). Examples of these functions are shown in Figure 2.1, where the parameter \(a\) is set to \([0.1, -0.1]\), \([1, -1]\) and \([30, -30]\), respectively and the parameter \(b\) is set to be zero in all three slopes.

These functions clearly do not capture cases for which SNPs have complicated functions over geographic space, with, for example, multiple modes or peaks in the allele frequency surface; however, these functions should capture general trends in allele frequency where they exist. For spatial assignment applications, as we
show, this behavior is not problematic - a substantial amount of information for assignment arises from SNP loci that show gradients across geographic space. Further, when we use our method for detecting extremely differentiated loci, this assumption implies that the method will only detect loci that are extreme in the sense of having steep gradients in allele frequencies (see more below).

The advantage of these functions is that they lend themselves to tractable formulations of the likelihood of genotype data, and we were able to implement efficient Newton’s and pseudo-Newton’s based-methods for maximizing the likelihood function for the various applications outlined below (see Methods). Utilizing other classes of functions is certainly possible in this framework but may lead to very challenging optimization problems.

### 2.3.3 Mapping individuals using spatial ancestry analysis (SPA) modeling

As a first application of our approach, we consider a situation similar to that encountered when running PCA on a set of individuals with unknown spatial coordinates to infer their spatial origins. For the SPA method, a challenge of this type of analysis is that neither the spatial coordinates of the individuals nor the slope function for each SNP are given and both must be inferred from the genotypes. The ability to jointly estimate both the allele frequency gradients and the spatial positions of individuals only from the genotype data provides evidence that our model captures spatial genetic structure.

We use a maximum likelihood approach to estimate simultaneously the functions $f_j$ for every SNP $j$, and the spatial positioning of each of the individuals (see Methods). Roughly, we start by placing the individuals in random positions, and we then iteratively use these positions for the estimation of the slopes functions, followed by using the slope functions to update the individual positions.
Figure 2.2: Model-based mapping convergence with random initialization. The colors represent the true country of origin of the individual. (a) Iteration 1 starts with a random positioning of individuals. (b) By iteration 4, the northern and southern populations are separated. (c) By iteration 7, the positioning of individuals is close to convergence. (d) In Iteration 10, individuals have reached their final positions. (e) A map generated by PCA [NJB08]. (f) Map of Europe.
We applied SPA to the POPRES samples [NBK08]. The European descendant individuals in this dataset were utilized in [NJB08]. The dataset contains 3192 individuals for which 500,568 SNPs were genotyped using the Affymetrix 500K SNP chip. For each of the individuals participating in the study the ancestry of the four grandparents is given; we only considered individuals for which all four grandparents have the same ancestry.

Figure 2.2(a)-(d) shows the convergence of the method starting from a random starting point. Figure 2.2(f) shows the map of Europe labeled with the included populations for reference. Interestingly, even though we start the optimization from a set of random positions, after a small number of iterations (≈ 10) the positions of the individuals highly resemble the map of Europe (with only two exceptions, Slovakia (SK) and Russia (RU)). Figure 2.2(e) shows the results of the principal component analysis for comparison. The maps (Figures 2.2(a)-(e)) are rotated by 16 degree in counter-clock direction (similarly to the procedure performed by [NJB08]) to more closely resemble the Europe map. The x and y axes are drawn to equal scale, thus no distortion is involved in the figures. The correlation coefficient between the two maps is 0.99, and thus the two methods provide similar positioning of the individuals, up to an affine transformation. Some noticeable difference are that SPA separates Spain and Portugal more clearly from France than the PCA map. Moreover, the five outlier Italians in the PCA map are drawn closer to Italy by SPA.

Table 2.1 shows the accuracy of the individual placement compared to PCA following the evaluation procedure described in [NJB08]. We compute the accuracy based on spatial assignment (see Methods) that assigns each individual to a country of origin. The results provide support to the notion that the simplified allele frequency functions are capable of extracting the spatial information inherent in the allele frequency data, even when individual spatial coordinates are not provided.
Table 2.1: Individual localization result summary. Based on a spatial assignment method, a country origin is predicted for each individual (See Methods). The accuracy is the proportion of individuals from each country of origin correctly assigned to their true country of origin using a leave-one-out procedure.

<table>
<thead>
<tr>
<th>Geographical Origin</th>
<th>Number of Individuals</th>
<th>PCA Accuracy</th>
<th>SPA Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>219</td>
<td>0.70 ± 0.03</td>
<td>0.74 ± 0.03</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>200</td>
<td>0.44 ± 0.04</td>
<td>0.53 ± 0.04</td>
</tr>
<tr>
<td>Spain</td>
<td>136</td>
<td>0.71 ± 0.04</td>
<td>0.69 ± 0.04</td>
</tr>
<tr>
<td>Portugal</td>
<td>128</td>
<td>0.20 ± 0.04</td>
<td>0.38 ± 0.04</td>
</tr>
<tr>
<td>Swiss-French</td>
<td>125</td>
<td>0.26 ± 0.04</td>
<td>0.33 ± 0.04</td>
</tr>
<tr>
<td>France</td>
<td>89</td>
<td>0.70 ± 0.05</td>
<td>0.66 ± 0.05</td>
</tr>
<tr>
<td>Swiss-German</td>
<td>84</td>
<td>0.23 ± 0.05</td>
<td>0.27 ± 0.05</td>
</tr>
<tr>
<td>Germany</td>
<td>71</td>
<td>0.25 ± 0.05</td>
<td>0.28 ± 0.05</td>
</tr>
<tr>
<td>Ireland</td>
<td>61</td>
<td>0.28 ± 0.06</td>
<td>0.28 ± 0.06</td>
</tr>
<tr>
<td>Yugoslavia</td>
<td>44</td>
<td>0.25 ± 0.07</td>
<td>0.30 ± 0.07</td>
</tr>
<tr>
<td>Mean</td>
<td>115.7</td>
<td>0.40 ± 0.05</td>
<td>0.45 ± 0.05</td>
</tr>
</tbody>
</table>

SPA can also be applied in the case when a subset of the individuals have known spatial origins and these coordinates are used to infer the spatial origins of a subset of the individuals with unknown origins. In this case, the known spatial origins are used for the placement of the individuals and these placements are used to estimate the functions $f_j$ for every SNP $j$. We then place each individual with unknown origins using these functions. We evaluate this approach using POPRES data by performing 10-fold cross validation where we use the positions of 90% of our individuals to infer the positions of the remaining 10%. The results of SPA placement assuming known positions is shown in Supplementary Figure 2.3.
Figure 2.3: Mapping results on POPRES data set by placing individuals using country of origin information. A 10-fold cross validation is performed. In each run, we fit the slope function using the true location information of 90% of the individuals and predict the location for the remaining 10%.

2.3.4 Global Genetic Spatial Structure

Because SPA has explicit geographical coordinates, the approach can be extended to incorporate coordinate systems beyond the 2-dimensional plane. As a demonstration we extended SPA to analyze the spatial structure of global populations where a two dimensional map cannot accurately capture the structure. We map each individual to a point on a globe in 3-dimensional space. Accordingly, we use a 3-dimensional vector \( \text{vec}_x \) (with the constraint \( |\text{vec}_x| = \text{const} \)) to represent an
individual position. We also need to extend the parameter \( a \) to 3-dimensional vector in the logistic function. Examples of these functions with different parameters are shown in Figure 2.4, where the parameter \( a \) is set to \([0, 0, 0.1], [0, 0, 3] \) and \([10, 0, 0]\), respectively and the parameter \( b \) is set to be zero in all three spheres. The sphere coordinates are drawn from a unit sphere, i.e. \( ||\text{vec}x|| = 1. \)

We apply our global genetic spatial structure method to data from the Human Genome Diversity Panel (HGDP [LAT08]) where 940 individuals from 52 populations worldwide were genotyped across the genome using Illumina Infinium HumanHap550 BeadChips (Figure 2.6). Remarkably, even though we start from a completely random geographical positioning (see Supplementary Figure 2.5), we observe that the resulting positioning highly resembles the world map. Particularly, individuals from the same continents are clustered together and the continents are separated.

By aligning the map in Figure 2.6, we compute the latitude and longitude for each individual and compare with actual geographical position for continents, the SPA map distorts the continent distances but correctly predicts the topology. For example, the longitudinal span of the Eurasia continent is 92 degree on the SPA globe and about 150 degrees on the actual globe. The longitudinal distance between Europe and America is 167 degrees on the SPA globe and about 90 degree on the actual globe. The summary of these comparisons is given in Table 2.2.

### 2.3.5 Mapping of individuals of mixed ancestry

Using a PCA-based approach, one can infer the localization of an individual with an average error of a few hundred kilometers [NJB08]. However, PCA-based methods are not designed for ancestral origin inference, and particularly if an individual is of mixed ancestry the PCA map will place the individual in the midpoint between the coordinates of the its parents.
Figure 2.4: Examples of the allele frequency model for a sphere. The allele frequency is represented by different colors (yellow are low allele frequencies, while red are high allele frequencies). (a) A SNP with constant allele frequency over the sphere. (b) A SNP with graduate allele frequency changes over the sphere. (c) A SNP with sharp frequency changes.

Table 2.2: Summary of SPA globe mapping results. The mean and standard deviation of each continent population are calculated based on an alignment to actual world globe. The positive and negative latitudes stand for north and south latitudes, respectively. The positive and negative longitudes stand for east and west longitude, respectively.

<table>
<thead>
<tr>
<th>Continent</th>
<th>Pred. Latitude</th>
<th>Pred. Longitude</th>
<th>Actual Latitude</th>
<th>Actual Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>−44.005 ± 4.030</td>
<td>19.548 ± 0.885</td>
<td>1.845 ± 10.977</td>
<td>12.634 ± 16.229</td>
</tr>
<tr>
<td>Central South Asia</td>
<td>37.628 ± 3.625</td>
<td>28.047 ± 11.212</td>
<td>32.051 ± 4.722</td>
<td>69.550 ± 3.979</td>
</tr>
<tr>
<td>East Asia</td>
<td>30.683 ± 2.617</td>
<td>95.598 ± 4.925</td>
<td>36.685 ± 12.841</td>
<td>115.542 ± 14.250</td>
</tr>
<tr>
<td>Europe</td>
<td>38.582 ± 1.434</td>
<td>10.630 ± 2.751</td>
<td>47.732 ± 7.618</td>
<td>13.592 ± 16.317</td>
</tr>
<tr>
<td>Middle East</td>
<td>29.799 ± 7.600</td>
<td>12.581 ± 1.277</td>
<td>31.718 ± 0.451</td>
<td>29.307 ± 12.276</td>
</tr>
<tr>
<td>Oceania</td>
<td>24.203 ± 1.007</td>
<td>66.530 ± 2.189</td>
<td>−4.741 ± 0.984</td>
<td>147.444 ± 5.905</td>
</tr>
</tbody>
</table>

Because SPA is a model-based approach, it is possible to extend the method to handle individuals of admixed ancestry. As a result, SPA is able to identify which individuals have admixed ancestry and predict the origin of each of the parents by computing the maximum likelihood estimate of the origins of the father and the mother simultaneously, under the assumption that the slope functions are given
(a) Iter 1  (b) Iter 2  (c) Iter 3  (d) Iter 4  (e) Iter 5  (f) Iter 6

Figure 2.5: Globe mapping convergence with random initialization for individuals from the HGDP data set. The colors represent the continent-level origins for each individual. Iteration 1 starts from random positioning of individuals. By iteration 4, the algorithm separates the continents.

(see Methods). To test this approach, we generated 5,000 admixed individuals by randomly selecting their parents from the POPRES data set. Each of the parents has four grandparents with the same geographical origin but the four paternal grandparents and four maternal grandparents of the simulated admixed individuals are different. Also, we ignore genders as we only use autosomal SNPs. The offspring’s genotype is simulated using Mendelian segregation considering each locus independently.

We then apply SPA to predict the country of origin of the parents where the slope functions are estimated on the set of non-mixed individuals as described above and the results are shown in Table 2.3. We cannot compare the performance of PCA on this simulation since it will only predict one origin for the individual
Figure 2.6: Mapping spatial structure on a globe using HGDP data. Different colors represent different continents.
Table 2.3: Admixed individual localization result summary. Using genotypes from the 5,000 simulated admixed individuals, SPA is used to predict the origin of each parent.

<table>
<thead>
<tr>
<th>Origin I</th>
<th>Origin II</th>
<th>Number of Individuals</th>
<th>SPA Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>United Kingdom</td>
<td>250</td>
<td>0.49 ± 0.03</td>
</tr>
<tr>
<td>Italy</td>
<td>Portugal</td>
<td>147</td>
<td>0.49 ± 0.04</td>
</tr>
<tr>
<td>Italy</td>
<td>Spain</td>
<td>142</td>
<td>0.68 ± 0.04</td>
</tr>
<tr>
<td>Swiss-French</td>
<td>United Kingdom</td>
<td>138</td>
<td>0.21 ± 0.03</td>
</tr>
<tr>
<td>Portugal</td>
<td>United Kingdom</td>
<td>137</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>Spain</td>
<td>United Kingdom</td>
<td>128</td>
<td>0.45 ± 0.04</td>
</tr>
<tr>
<td>Portugal</td>
<td>Spain</td>
<td>104</td>
<td>0.78 ± 0.04</td>
</tr>
<tr>
<td>France</td>
<td>Italy</td>
<td>101</td>
<td>0.57 ± 0.05</td>
</tr>
<tr>
<td>Germany</td>
<td>Italy</td>
<td>69</td>
<td>0.43 ± 0.06</td>
</tr>
<tr>
<td>Germany</td>
<td>Portugal</td>
<td>60</td>
<td>0.30 ± 0.06</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td><strong>127.6</strong></td>
<td><strong>0.48 ± 0.04</strong></td>
</tr>
</tbody>
</table>

which is at the midpoint of the true parental origins. Surprisingly, the accuracy for placing the parents of admixed individuals is comparable to the accuracy in placing non-admixed individuals as evident by the comparison of Tables 2.1 and 2.3.

We also evaluated our method on self-reported admixed individuals from the POPRES dataset. We considered individuals who had self reported maternal origins from one country and paternal origins from a different country. We used PCA to evaluate the accuracy of the self-reported ancestry. The PCA should localize an individual of mixed ancestry in the middle point between the parents’ locations. However, out of a total of 190 individuals with mixed ancestry in the dataset, only 12 behaved as simple admixtures and were placed by PCA near the midpoint (< 200 kilometers) of their parental origins. The remainder were
placed further from the midpoint between the reported parental origins - perhaps suggesting more complex ancestry. By applying SPA to the individuals for which the PCA is located in the midpoint we were able to successfully infer the locations of both parents 58.3% of the time which is comparable to the simulated results.

2.3.6 Detection of loci with extreme gradients in allele frequency

The detection of genomic regions under natural selection sheds light on the functionality of these regions and it provides insights on human history and evolution. A number of methods have been suggested for the detection of selection using genetic variation data, and one particularly common approach leverages the variation in allele frequency between and within populations through the $F_{ST}$ statistic [LK73, HW09]. The $F_{ST}$ approach essentially leverages the insight that variation in allele frequencies across populations should follow a background neutral distribution determined by levels of gene flow and divergence, and that any regions clearly departing from this distribution are regions that putatively have experienced adaptive differentiation or balancing selection in the recent past.

A disadvantage of $F_{ST}$-based selection detection is that the individual genotypes have to be partitioned into discrete populations. As can be observed in Table 2.1, the definition of a population, for example, in Europe, is rather subjective. Different groupings of the individuals into populations may result in different results, and thus the interpretation of the results is again not straightforward, and particularly important signals of selection may be missed. In addition, $F_{ST}$ is not sensitive to whether allele frequency variation is spatially organized into a steep allele frequency gradient or whether it shows a spatially incoherent pattern.

SPA can be used to detect loci with extreme frequency gradients, and it does not require grouping individuals into populations. We use SPA to identify SNPs which have steep slopes of allele frequency change, with an understanding that
a portions of these may have extreme gradients because of the impact of recent positive selection. We develop a new score statistic, measuring the slope of each SNP where large score values correspond to potential regions under selection.

We analyzed the POPRES dataset by applying SPA and extracting SNPs with extreme frequency gradients (see Methods). The distribution of the frequency gradients along with a subset of the SNPs we report can be found in Figure 2.7. The spatial distribution of the typical genes are shown in Figure 2.8. We compared the SNPs found by SPA to the following methods: first, we compute $F_{ST}$ using two types of population partitions, by country and by geographical regions as defined in [NJB08]; second, we compared SPA scores to the widely used iHS method [VKW06], which searches for SNPs with signatures of partial selective sweeps based on haplotype homozygosity, as originally suggested by [SRH02]; and third, we compare SPA to Bayenv [CWD10], which identifies alleles that correlate strongly with an environmental variable, perhaps due to natural selection. For Bayenv [CWD10] we use geographical coordinates as the environmental variable (as if one were searching for latitudinal clines for example). We obtained outlier signals using longitude, latitude, and the individual coordinates corresponding to the first five principal components as the environmental variable.

In Figures 2.9(a) and 2.9(b), we compare the top results of the four methods applied to chromosome 2 and 7. Note that SPA results in a clear cluster of extreme values in 135 – 138 Mb of chromosome 2 which contains the lactase gene $LCT$. This region is widely noted as a target of strong selection [BSP04], and it is found by all methods. On chromosome 7, SPA detects a strong signal in the $FOXP2$ region where all other methods do not.

Overall, the different scores provided by the different methods are moderately correlated ($r^2 < 0.4$, see Table 2.4) even though they each measure unique aspects of genetic variation. Most signals found by the SPA analysis were also found by the $F_{ST}$ methods and by Bayenv. However, some of the strong signals
Figure 2.7: The distribution of SPA scores representing the allele frequency gradients. The marked positions correspond to genes discussed in the text.

that are found by our analysis are found by iHS and are not found by $F_{ST}$ or by Bayenv, suggesting that our method captures loci that some regions with iHS signals that are outliers with respect to their allele frequency gradients (our method) but not with respect to overall allele frequency variation (as detected by $F_{ST}$ or Bayenv [CWD10]). In addition, there are, as expected, signals that are found using SPA, but not using iHS (See Table 2.5). We note that the SNPs found by $F_{st}$ and not by other methods are mostly rare SNPs with one or two occurrences of the minor allele in the data.

Importantly, we observe that the $F_{ST}$ and the Bayenv scores are sensitive to the definition of the partition of individuals into populations. Particularly, defining populations based on country of origin leads to a different set of genes compared to the case where the populations are defined based on general geographic regions. In contrast, the analysis performed using SPA is oblivious to a partition of the
Regions with less than 5 individuals are removed for accurate allele frequency estimation.

We divide the whole map into a 10 × 10 grid. We then calculate the allele frequency for each small region by averaging all individuals in the region.

Regions with less than 5 individuals are removed for accurate allele frequency estimation.
Figure 2.9: Selection results of six methods in two chromosomes. The SPA, $F_{ST}$ and Bayenv are run over POPRES data set, and the iHS is obtained in [VKW06] using HapMap Europe data. The plot is for 2% of POPRES SNPs and 1% of HapMap SNPs.
Table 2.4: Correlation coefficient between six methods. We check whether a SNP with top 2% scores for POPRES set or 1% scores for HapMap set in 100kb window to determine whether this window is under selection. Then we have a binary vector across the whole genome for all four methods, and we compute the correlation coefficient using the binary vector

<table>
<thead>
<tr>
<th></th>
<th>iHS</th>
<th>$F_{ST}$-Grp</th>
<th>$F_{ST}$-Cntry</th>
<th>Bayenv-Grp</th>
<th>Bayenv-Cntry</th>
<th>SPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>iHS</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{ST}$-Grp</td>
<td>0.028713</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$F_{ST}$-Cntry</td>
<td>0.013455</td>
<td>0.401576</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayenv-Grp</td>
<td>0.018016</td>
<td>0.305782</td>
<td>0.123768</td>
<td>1.000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayenv-Cntry</td>
<td>0.019460</td>
<td>0.203627</td>
<td>0.103108</td>
<td>0.333595</td>
<td>1.000000</td>
<td></td>
</tr>
<tr>
<td>SPA</td>
<td>0.023986</td>
<td>0.333148</td>
<td>0.123805</td>
<td>0.446488</td>
<td>0.296796</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

individuals into populations, since the approach treats ancestry as a continuous variable, and not as a categorial variable.

Table 2.5 in the supplementary materials provides a list of genes that are detected by our method but are not detected by iHS, $F_{ST}$, or Bayenv. A full list of loci with extreme frequency gradients from the SPA analysis can be found in the supplementary materials, Table 2.6. Among the most extreme gradients are the $HLA$, $LCT$, and $OCA2$ regions, which are widely known to have undergone recent positive selection and show differentiation among populations. Interestingly, our analysis also indicates an extreme gradient for a SNPs in the $FOXP2$ gene; $FOXP2$ is associated with speech and implicated to have had important amino acid changes in early human evolution[EPF02]. In addition, $LRP1B$ [LML00], a gene associated with lipid function with tumor relevance is found to have an extreme allele frequency gradient. The above are a few examples out of a longer list of genes that our method highlights as having strong gradients in allele frequencies across space (see Table 2.6).
2.4 Discussion

In this paper we present spatial ancestry analysis (SPA), a novel method for modeling spatial structure of genetic variation. Unlike previous methods which use principal component analysis to model spatial structure, our approach explicitly models the allele frequency in space and utilizes this model to place individuals in a two dimensional map or three dimensional sphere. We show that our method for localization of samples in space is slightly more accurate than principal component analysis, and importantly, unlike principle component analysis, it can be used to localize individuals of mixed ancestry in space.

Accurate spatial localization of individuals based on genetic data is important in many applications in genetics, including population stratification in genome-wide association studies, admixture mapping, and personalized genomics. We demonstrate that a model-based approach has further applications, since it characterizes the spatial behavior of each of the SNPs separately. Particularly, we demonstrate that the modeling can be used for identifying SNPs with rapidly changing allele frequencies.

We note that our proposed model for slope functions is only one natural choice for such a model, and there may be other natural choices. The fact that our algorithm converges to a map which is highly similar to the map of Europe suggests that this choice is sensible, but not necessary optimal. As a future research direction, we argue that further exploration of other choices of slope functions may potentially provide better characterization of each SNP’s spatial behavior, yielding a better localization of samples to space and ability to identify SNPs with unique and interesting spatial distributions.
<table>
<thead>
<tr>
<th>Genes</th>
<th>SNP with highest SPA score</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGLL</td>
<td>rs782437</td>
<td>chr3:128899892</td>
</tr>
<tr>
<td>SCAND3,ZNF192,ZSCAN</td>
<td>rs6903535</td>
<td>chr6:28525201</td>
</tr>
<tr>
<td>FOXP2</td>
<td>rs2106900</td>
<td>chr7:113909742</td>
</tr>
<tr>
<td>TMEM104</td>
<td>rs2385067</td>
<td>chr17:70321665</td>
</tr>
<tr>
<td>ENY2,NUDCD1</td>
<td>rs1380098</td>
<td>chr8:110317808</td>
</tr>
<tr>
<td>TAS2R,PRH1,PRR4</td>
<td>rs2597996</td>
<td>chr12:11099651</td>
</tr>
<tr>
<td>MIR1244,BCL2L14</td>
<td>rs1763782</td>
<td>chr12:12146023</td>
</tr>
<tr>
<td>TIPR1</td>
<td>rs7637793</td>
<td>chr3:4725558</td>
</tr>
<tr>
<td>NUP153</td>
<td>rs11753865</td>
<td>chr6:17790701</td>
</tr>
<tr>
<td>ZAP70</td>
<td>rs6736735</td>
<td>chr2:97702865</td>
</tr>
<tr>
<td>TMEM117</td>
<td>rs2407790</td>
<td>chr12:42717760</td>
</tr>
<tr>
<td>ERC1</td>
<td>rs11061714</td>
<td>chr12:1348831</td>
</tr>
<tr>
<td>SEMA6D</td>
<td>rs281297</td>
<td>chr15:45472796</td>
</tr>
<tr>
<td>PTK2B,DPYSL2,TRIM35</td>
<td>rs6557991</td>
<td>chr8:27321225</td>
</tr>
<tr>
<td>SLC45A1</td>
<td>rs1466654</td>
<td>chr1:8298500</td>
</tr>
<tr>
<td>SLC24A3</td>
<td>rs4814838</td>
<td>chr20:19267846</td>
</tr>
<tr>
<td>SOX6</td>
<td>rs7118395</td>
<td>chr11:16155641</td>
</tr>
<tr>
<td>SPOCK1</td>
<td>rs2348605</td>
<td>chr5:136838003</td>
</tr>
<tr>
<td>ADAMTS13</td>
<td>rs7169595</td>
<td>chr15:82196578</td>
</tr>
<tr>
<td>WWOX</td>
<td>rs441004</td>
<td>chr16:77794331</td>
</tr>
<tr>
<td>SLC26A4,LOC286002</td>
<td>rs11769313</td>
<td>chr7:107101183</td>
</tr>
<tr>
<td>NRXN3</td>
<td>rs11625485</td>
<td>chr14:79311885</td>
</tr>
<tr>
<td>ZNF19</td>
<td>rs2288486</td>
<td>chr16:70070535</td>
</tr>
<tr>
<td>SEMA3E</td>
<td>rs215302</td>
<td>chr7:83051200</td>
</tr>
<tr>
<td>ZDHHC2</td>
<td>rs2959634</td>
<td>chr8:17071223</td>
</tr>
<tr>
<td>CDH7</td>
<td>rs7237421</td>
<td>chr18:61586240</td>
</tr>
<tr>
<td>KCNIP4</td>
<td>rs7689421</td>
<td>chr4:20364338</td>
</tr>
<tr>
<td>AK5</td>
<td>rs11162351</td>
<td>chr1:77717320</td>
</tr>
<tr>
<td>ZAK</td>
<td>rs3754744</td>
<td>chr2:173710310</td>
</tr>
<tr>
<td>IDH2</td>
<td>rs12443387</td>
<td>chr15:88453860</td>
</tr>
<tr>
<td>USH2A</td>
<td>rs2677112</td>
<td>chr1:213891790</td>
</tr>
<tr>
<td>FLJ22536</td>
<td>rs2078482</td>
<td>chr6:22105905</td>
</tr>
<tr>
<td>ERC2</td>
<td>rs7628951</td>
<td>chr3:56432745</td>
</tr>
<tr>
<td>PRRX1</td>
<td>rs593479</td>
<td>chr1:16809523</td>
</tr>
<tr>
<td>RBFOX3</td>
<td>rs4790055</td>
<td>chr17:75001008</td>
</tr>
<tr>
<td>FUT11,SEC24C</td>
<td>rs3849969</td>
<td>chr10:75196005</td>
</tr>
<tr>
<td>GRRP1</td>
<td>rs1335759</td>
<td>chr1:26344330</td>
</tr>
<tr>
<td>SORBS1</td>
<td>rs526928</td>
<td>chr10:97324281</td>
</tr>
<tr>
<td>NEBL</td>
<td>rs1340293</td>
<td>chr10:21239171</td>
</tr>
<tr>
<td>HUNK</td>
<td>rs2833609</td>
<td>chr21:32303489</td>
</tr>
<tr>
<td>TMEM170B</td>
<td>rs946939</td>
<td>chr6:11698126</td>
</tr>
</tbody>
</table>
Table 2.6: A full list of regions with extreme gradients detected by SPA. The 450 (0.1% of total) SNPs with the highest scores are listed. Results of different SNPs are merged if the two SNPs are at distance smaller than 1MB.

<table>
<thead>
<tr>
<th>Genes</th>
<th>SNP with highest SPA score</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCT region</td>
<td>rs6730157</td>
<td>chr2:135623558</td>
</tr>
<tr>
<td>HLA-DPB1 region</td>
<td>rs9268560</td>
<td>chr6:32497490</td>
</tr>
<tr>
<td>HLA-B region</td>
<td>rs2517510</td>
<td>chr6:31138101</td>
</tr>
<tr>
<td>HERC2,OCA2</td>
<td>rs916977</td>
<td>chr15:26186959</td>
</tr>
<tr>
<td>ADH1C</td>
<td>rs1789903</td>
<td>chr4:100481064</td>
</tr>
<tr>
<td>LOC283177</td>
<td>rs4592433</td>
<td>chr11:133853131</td>
</tr>
<tr>
<td>FAM114A1,TLR10,TLR1</td>
<td>rs6835514</td>
<td>chr4:38570775</td>
</tr>
<tr>
<td>MGLL</td>
<td>rs782437</td>
<td>chr3:128899892</td>
</tr>
<tr>
<td>PLA2R1,LY75,LY75-CD302,ITGB6</td>
<td>rs16844715</td>
<td>chr2:160623352</td>
</tr>
<tr>
<td>BNC2</td>
<td>rs10756762</td>
<td>chr9:16553123</td>
</tr>
<tr>
<td>HPS5,GTF2H1</td>
<td>rs4150581</td>
<td>chr11:18313846</td>
</tr>
<tr>
<td>SCAND3,ZNF192,ZSCAN16,ZSCAN23</td>
<td>rs6903535</td>
<td>chr6:28525201</td>
</tr>
<tr>
<td>TWSG1</td>
<td>rs8091539</td>
<td>chr18:93988889</td>
</tr>
<tr>
<td>FOXP2</td>
<td>rs2106900</td>
<td>chr7:113909742</td>
</tr>
<tr>
<td>SCN2A,SCN1A</td>
<td>rs1461197</td>
<td>chr2:166632718</td>
</tr>
<tr>
<td>RFPL1,RFPL1S</td>
<td>rs5763240</td>
<td>chr2:28166926</td>
</tr>
<tr>
<td>LRP1B</td>
<td>rs7598314</td>
<td>chr2:142250435</td>
</tr>
<tr>
<td>SYT1</td>
<td>rs7308297</td>
<td>chr12:78301975</td>
</tr>
<tr>
<td>TMEM104</td>
<td>rs2385067</td>
<td>chr17:70321665</td>
</tr>
<tr>
<td>ZFAND3</td>
<td>rs10485029</td>
<td>chr6:37907682</td>
</tr>
<tr>
<td>ENY2,NUDCD1</td>
<td>rs1380098</td>
<td>chr8:110317808</td>
</tr>
<tr>
<td>TAS2R50,TAS2R19,TAS2R31,TAS2R20,PRH1,PRR4,TAS2R46</td>
<td>rs2597996</td>
<td>chr12:11099651</td>
</tr>
<tr>
<td>MIR1244,BCL2L14,LRP6</td>
<td>rs4763782</td>
<td>chr12:12146023</td>
</tr>
<tr>
<td>SUCCLG2</td>
<td>rs1352657</td>
<td>chr3:7535708</td>
</tr>
<tr>
<td>CHM1P1A,DPEP1,C16orf55</td>
<td>rs164749</td>
<td>chr16:88235725</td>
</tr>
<tr>
<td>ITPR1</td>
<td>rs7637793</td>
<td>chr3:4725558</td>
</tr>
<tr>
<td>NUP153</td>
<td>rs11753865</td>
<td>chr6:17790701</td>
</tr>
<tr>
<td>ZAP70</td>
<td>rs6736735</td>
<td>chr2:97702865</td>
</tr>
<tr>
<td>EHBP1,OTX1</td>
<td>rs11125946</td>
<td>chr2:63151654</td>
</tr>
<tr>
<td>TMEM117</td>
<td>rs2407790</td>
<td>chr12:42717760</td>
</tr>
<tr>
<td>RBFOX1</td>
<td>rs11645481</td>
<td>chr16:7021094</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Genes</th>
<th>SNP with highest SPA score</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERC1</td>
<td>rs11061714</td>
<td>chr12:1348831</td>
</tr>
<tr>
<td>ACOT6,ACOT4</td>
<td>rs4903128</td>
<td>chr14:73145688</td>
</tr>
<tr>
<td>SEMA6D</td>
<td>rs281297</td>
<td>chr15:45472796</td>
</tr>
<tr>
<td>PTK2B,DPYSL2,TRIM35</td>
<td>rs6557991</td>
<td>chr8:27231225</td>
</tr>
<tr>
<td>LOC729234</td>
<td>rs1917890</td>
<td>chr2:96035728</td>
</tr>
<tr>
<td>SLC45A1</td>
<td>rs1466654</td>
<td>chr1:8298500</td>
</tr>
<tr>
<td>SLC24A3</td>
<td>rs4814838</td>
<td>chr20:19267846</td>
</tr>
<tr>
<td>SOX6</td>
<td>rs7118395</td>
<td>chr11:16155641</td>
</tr>
<tr>
<td>LOC732275</td>
<td>rs8051237</td>
<td>chr16:84939020</td>
</tr>
<tr>
<td>LRRFIP1</td>
<td>rs6754972</td>
<td>chr2:238206505</td>
</tr>
<tr>
<td>SPOCK1</td>
<td>rs2348605</td>
<td>chr5:136838003</td>
</tr>
<tr>
<td>ADAMTS1L3</td>
<td>rs7169595</td>
<td>chr15:82196578</td>
</tr>
<tr>
<td>WWOX</td>
<td>rs441004</td>
<td>chr16:77794331</td>
</tr>
<tr>
<td>SLC26A4,LOC286002</td>
<td>rs11769313</td>
<td>chr7:107101183</td>
</tr>
<tr>
<td>EMILIN2</td>
<td>rs592120</td>
<td>chr18:2875118</td>
</tr>
<tr>
<td>VAV3</td>
<td>rs10494081</td>
<td>chr1:108203626</td>
</tr>
<tr>
<td>NRXN3</td>
<td>rs11625485</td>
<td>chr14:79311885</td>
</tr>
<tr>
<td>ZNF19</td>
<td>rs2288486</td>
<td>chr16:70070535</td>
</tr>
<tr>
<td>SEMA3E</td>
<td>rs215302</td>
<td>chr8:43501290</td>
</tr>
<tr>
<td>ZDHHC2</td>
<td>rs2959634</td>
<td>chr18:17071223</td>
</tr>
<tr>
<td>CDH7</td>
<td>rs7237421</td>
<td>chr18:61586240</td>
</tr>
<tr>
<td>FOXN3</td>
<td>rs1952182</td>
<td>chr14:88978953</td>
</tr>
<tr>
<td>KCNIP4</td>
<td>rs7689421</td>
<td>chr2:30634338</td>
</tr>
<tr>
<td>AK5</td>
<td>rs11162351</td>
<td>chr1:77717320</td>
</tr>
<tr>
<td>ZAK</td>
<td>rs3774744</td>
<td>chr2:173710310</td>
</tr>
<tr>
<td>IDH2</td>
<td>rs12443387</td>
<td>chr15:88453860</td>
</tr>
<tr>
<td>USH2A</td>
<td>rs2677112</td>
<td>chr1:213891790</td>
</tr>
<tr>
<td>FLJ22536</td>
<td>rs2078482</td>
<td>chr6:22105905</td>
</tr>
<tr>
<td>ERC2</td>
<td>rs7628951</td>
<td>chr3:56432745</td>
</tr>
<tr>
<td>ITGAX</td>
<td>rs1106398</td>
<td>chr16:31277953</td>
</tr>
<tr>
<td>PRRX1</td>
<td>rs593479</td>
<td>chr1:68909523</td>
</tr>
<tr>
<td>RBFOX3</td>
<td>rs4790055</td>
<td>chr17:75001008</td>
</tr>
<tr>
<td>VAT1L</td>
<td>rs33967759</td>
<td>chr16:76546435</td>
</tr>
<tr>
<td>FUT11,SEC24C</td>
<td>rs3849069</td>
<td>chr10:75196005</td>
</tr>
<tr>
<td>UGT2B11</td>
<td>rs6817250</td>
<td>chr4:70123190</td>
</tr>
<tr>
<td>GRRP1</td>
<td>rs1335759</td>
<td>chr1:26344330</td>
</tr>
<tr>
<td>SORBS1</td>
<td>rs526928</td>
<td>chr10:97324281</td>
</tr>
<tr>
<td>NEBL</td>
<td>rs1340293</td>
<td>chr10:21239171</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Genes</th>
<th>SNP with highest SPA score</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC100188947</td>
<td>rs12246543</td>
<td>chr10:93291408</td>
</tr>
<tr>
<td>HUNK</td>
<td>rs2833609</td>
<td>chr21:32303489</td>
</tr>
<tr>
<td>TMEM170B</td>
<td>rs9469574</td>
<td>chr6:11698126</td>
</tr>
</tbody>
</table>
CHAPTER 3

Spatial Localization of Admixed Individuals

3.1 Motivations

Inference of ancestry from genetic data is a critical aspect of genetic studies with applications in mapping genes to diseases and in the inference of population history from genetic data [PZR10, SPP11]. Although the initial large scale genetic studies have focused primarily on homogeneous populations (e.g. Europeans), in an attempt to capitalize on genetic diversity, more recent studies focus on individuals of mixed ancestry (i.e. emerging from the mixing of genetically diverged ancestors) [JSS12, HTP11, WKV11, BVK10, NCP11, PCL13]. Such studies rely on accurate and unbiased ancestry inference both at a genome-wide level as well as at each locus in the genome [SPP11, PST13].

Traditional ancestry inference from genetic data has been focused on modeling populations as discrete sources. As a result, traditional genome-wide ancestry inference estimates the proportion of sites in the genome from a set of source populations (continental or subcontinental), while locus-specific inference aims to assign each allele in the genome to one of the considered populations [FSP03, PSD00, BPS12, ANL09, PTP09, PST13]. More recent approaches model population structure in a geographic continuum capitalizing on the correlation of genetics and geography expected in isolation by distance models [PPP06, YNE12, BQC13, WMB07]. This has been usually performed through principal components analysis [NJB08, PPP06], a general procedure for reducing the dimensionality of the
data, with more recent approaches focusing on explicitly modeling the relationship between patterns of genetic variation and geography [YNE12, BQC13, WMB07]. Such approaches typically make the assumption that an individual’s genotype is drawn from the genetic variation present at a single geographic location. This assumption is clearly violated when individuals have ancestors from multiple geographic regions such as the recently admixed populations in the Americas (e.g. African-American) and more generally, individuals that have ancestry from multiple regions within the same continent (e.g. individuals with recent ancestors from multiple regions of Europe). As a first attempt to model individuals with mixed ancestry, the SPA approach [YNE12] included an extension which allowed for the limited scenario where an individual is a descendant of parents who are not themselves admixed, but are from different locations. While this an improvement over completely ignoring the possibility of mixing, SPA does not model the admixture process and is unable to handle the vast majority of admixed individuals (e.g. more than 1 generation admixture).

In this work, we introduce approaches for ancestry inference in recently admixed individuals in a geographic continuum within a model that flexibly handles admixture across varying number of generations and ancestries. We view admixed individuals as having recent ancestors from several locations on a genetic-geographical map. Then, we perform ancestry inference by simultaneously localizing on the map the recent ancestors of an admixed individual and partitioning the individual’s genome into segments inherited from the same ancestor (locus-specific ancestry). We take advantage of the observation that if one allele is inherited from a specific ancestor, then most likely, the neighboring alleles are also inherited from the same ancestor. Specifically, we use a model-based framework for genetic variation in the geographical continuum and utilize hidden Markov modeling of the admixture process for the past few generations to segment the individual’s genome into locus-specific ancestry. We propose efficient optimization algorithms that al-
low us to accurately predict the geographic location of the recent ancestry of an admixed individual. Furthermore, our approach is able to accurately estimate the ancestry at each locus in the genome, thus providing a localization on the geographical map of each allele in recently admixed individuals.

We validate our approach by localizing the recent ancestry of the POPRES individuals with self-reported ancestry from multiple locations in Europe. Our method is able to localize the grandparents of the admixed individuals of POPRES with an average of 470Km of their reported ancestry, ranging from 305Km for individuals with Swiss-French ancestry to 701Km for those with Spanish-Portuguese ancestry. We perform extensive simulations starting from the real genotype data of the POPRES study to show that the localization accuracy within Europe decreases with increased number of ancestors to localize (e.g. 639Km for 4 ancestries versus 550Km for 2 ancestries) and with the number of generations in the admixture (562Km for 2 ancestries 8 generations ago versus 550Km for 2 ancestries 4 generations ago). We investigate the relationship between distance among ancestors on a map and inference resolution and show that inference accuracy (at the genome-wide and locus-specific level) increases as ancestries become more distant on the geographical map. Finally, we provide an analysis of ancestry localization error across all pairs of countries in Europe as resource for community interested in subcontinental ancestry in Europe.

Methods

3.1.1 Overview of spatial localization for admixed individuals

We consider models of ancestry in admixed individuals in a geographical continuum. We view the mixed ancestry genome as being generated from several geographical locations on a map corresponding to the locations of their recent ancestors (see Figure 3.1). For example, consider the case of an individual with
recent ancestry from Central Italy and South Great Britain (see Figure 3.1(a)). Its genome will be composed of segments originating from the two locations in Europe (see Figure 3.1(b)). In our framework, we model variation as function of geography at each position in the genome through a logistic gradient function (which can readily be inferred using public data [YNE12]). Each position in the genome has its own gradient that describes the degree of variation at that site as function of geography; for example some variants may have steep gradients while other variants may not vary at all with geographical locations (see Figure 3.1(c)). We extend standard hidden Markov models (HMM) for admixture to incorporate variation at each position on the map by allowing the emission probabilities to vary according to logistic gradients (see Methods). For example, each pair of locations on the map defines an HMM with emission probabilities at each position in the genome as function of logistic gradients. We perform inference in this model to find the ancestor locations on the map that maximize the likelihood of the observed mixed ancestry genome (Figure 3.1(a)). After finding the location of the recent ancestors, we assign each allele in the mixed genome to one of the ancestor location to provide a locus-specific ancestry call across the genome. Figure 3.1(d) shows an output of our locus-specific inference with locations in the admixed genome being labeled according to the inferred ancestral location on the map.

### 3.1.2 Spatial modeling of allele frequency

Although our base method for explicit modeling genetic variation as function of geography has been described elsewhere [YNE12, BQC13], we briefly present here the generative model. We view an individual’s alleles as a Bernoulli draw from an allele frequency that changes across the map and we parametrize the allele frequency function through a logistic gradient as function of position ($\text{vec} x = (x_1, x_2)$) in the map. Formally, the probability of observing the minor allele in...
Figure 3.1: SPAMIX model for admixed individuals. (a) Example of haploid individual with two ancestry locations in Europe (circles denote the true ancestry locations). (b) The admixture process induces segments of different ancestry backgrounds. (c) SPAMIX uses logistic gradients to describe allele frequencies as function of geographic map to instantiate an admixture HMM for each pair of locations on a map. Each location on the map is associated to a particular allele frequency at all sites in the genome. (d) SPAMIX finds the location of ancestors on a map (denoted by squares in subfigure (a)) and the locus-specific ancestry at each site in the genome by maximizing the likelihood of genotype data.
SNP \( j \) at position \( \text{vec}x \) on the map \( f_j(\text{vec}x) \), is defined as:

\[
f_j(\text{vec}x) = \frac{1}{1 + \exp(-\text{vec}a_j^T \text{vec}x - b_j)}
\]

(3.1)

where \( \text{vec}a_j \) and \( b_j \) are parameters specific to SNP \( j \). We estimate \( \text{vec}a_j \) and \( b_j \) from data containing individuals with known locations [YNE12] and then use these coefficients in the inference of ancestries of mixed individuals.

Although easy to manipulate mathematically, the logistic functions we employ here clearly do not capture all genetic variation (for example, variants that have multiple modes or peaks in the allele frequency surface, e.g. as may be typical of rare variants). However, these functions have been shown to capture general trends in common variant frequencies sufficiently well to produce highly accurate spatial assignment in individuals with non-mixed ancestry [YNE12]. We hypothesize that such simple-to-manipulate functions are sufficient for accurate localization of recent ancestors in individuals with mixed sub-continental ancestries.

3.1.3 Haploid data with admixed ancestry

Spatial model for admixed haplotype data

For simplicity, we start by introducing the model for haploid data and extend it to genotype data in the next section. Denote by \( h = (h_1, \ldots, h_L) \) the multi-site haplotype of an admixed haplotype, where \( L \) is the number of SNPs typed across the genome and \( h_i \in \{0, 1\} \) encodes the number of reference alleles at SNP \( i \). Due to the admixture process, the haplotype can be viewed as a mosaic of segments coming from ancestors from multiple locations on the map. We define variables \( Z = (z_1, \ldots, z_L) \) as indicators for an allele coming from ancestry location \( j \) (\( z_i = j \) if allele at locus \( i \) is from \( j \)-th ancestry location) and write the likelihood of the haplotype data as function of ancestry locations \( X \). The likelihood for a given admixed haplotype data having \( M \) ancestry locations \( X = (x_1, \ldots, x_M) \) is defined
as:

\[
L(h; X) = \sum_Z P(Z) \prod_{i=1}^{L} P(h_i | z_i; X)
\]  

(3.2)

The hidden variable \( Z \) encodes the mosaic structure of the admixed haplotype (i.e. inheritance within the past generations for recent admixture, admixture-LD) and can be modeled using a Markov chain as follows:

\[
P(Z) = P(z_1) \prod_{i=1}^{L-1} P(z_{i+1} | z_i)
\]

\[
P(z_1 = j) = 1/M
\]

\[
P(z_{i+1} | z_i) = \begin{cases} 
(1 - \tau_i) & z_{i+1} = z_i \\
\tau_i / (M - 1) & z_{i+1} \neq z_i
\end{cases}
\]

where the parameters \( \tau = \{\tau_1, \ldots, \tau_{L-1}\} \) stand for the recombination probability (within the past \( g \) generations) between each two neighbor loci. The alleles present at a site \( i \) on a haplotype is modeled as a Bernoulli variable with a success probability given by the allele frequency \( f_i(x_{z_i}) \) as follows:

\[
P(h_i | z_i; X) = \left( \frac{1}{1 + \exp(-a_i^T x_{z_i} - b_i)} \right)^{h_i} \left( \frac{1}{1 + \exp(a_i^T x_{z_i} + b_i)} \right)^{(1-h_i)}
\]

An illustration of the model is given in Figure 3.1. We note that our model makes the assumptions of independence of alleles conditional on local ancestry (no modeling of background LD) as well as the assumption of equally likely transition among ancestries when transition in ancestries occur along a haplotype.

**Spatial ancestry inference for haploid data**

Under the generative model above, spatial ancestry inference is reduced to inferring the \( M \) ancestral locations given data for an admixed haplotype, followed by posterior decoding in the HMM to obtain locus-specific predictions. This can be achieved by maximizing the likelihood function (3.2) with respect to \( X \). By treating \( X \) as parameters and \( Z \) as hidden variables, this maximization falls within the procedure of the standard Expectation Maximization (EM) algorithm [DLR77]:
**E step:** The expectation step is similar to the forward-backward algorithm for Hidden Markov Models (HMM) which calculates the posterior probability of hidden variables $Z$ given current estimation of ancestral locations $X^{(t)}$:

$$P(z_i = j | h; X^{(t)}) = \frac{\alpha_i(j) \beta_i(j)}{\sum_j \alpha_L(j)}$$

where $\alpha/\beta$ are standard forward/backward HMM functions and can be efficiently calculated.

**M step:** The maximization step optimizes the Q function:

$$Q(X; X^{(t)}) = \sum_z P(Z| h; X^{(t)}) \ln \left( P(Z) \prod_i P(h_i| z_i; X) \right)$$

$$\propto \sum_{i,j} C_{ij} q_i(x_j)$$

where $C_{ij}$ denotes the posterior $P(z_i = j | h, X^{(t)})$ from the E step, and the shorthand $q_i(x_j)$ is defined as:

$$q_i(x_j) = \begin{cases} 
- \ln(1 + \exp(a_i^T x_j + b_i)) & h_i = 0 \\
- \ln(1 + \exp(-a_i^T x_j - b_i)) & h_i = 1
\end{cases}$$

We perform the maximization by taking advantage of the convex properties of the equation and using analytical forms for the Hessian of the function. The complete derivations are given below.

**Expectation Maximization algorithm for haploid spatial ancestral inference**

We would like to infer $M$ ancestral location for a given mixed individual haplotype. This can be achieved by maximizing the likelihood function with respect to $X$ as follows

$$L(h; X) = \sum_Z P(Z) \prod_{i=1}^L P(h_i| z_i; X)$$
By treating $X$ as parameters and $Z$ as hidden variables, this maximization falls in exactly the procedure of EM algorithm.

\textit{E step.} In short, the expectation step is similar with forward-backward algorithm in HMM, which calculates the posterior probability of hidden variables $Z$ given current estimation of ancestral locations $X^{(t)}$.

\begin{equation*}
P(z_i = j \mid h; X^{(t)}) = \frac{\alpha_i(j)\beta_i(j)}{\sum_j \alpha_i(j)}
\end{equation*}

where $\alpha$ and $\beta$ can be calculated recursively

\begin{align*}
\alpha_1(j) &= (1/M)P(h_1|z_1 = j; X^{(t)}) \\
\alpha_i(j) &= \sum_j \alpha_{i-1}(j')P(z_i = j | z_{i-1} = j')P(h_i|z_i = j; X^{(t)}) \\
\beta_L(j) &= 1 \\
\beta_i(j) &= \sum_{j'} P(z_{i+1} = j' | z_i = j)P(h_{i+1}|z_{i+1} = j'; X^{(t)})\beta_{i+1}(j')
\end{align*}

\textit{M step.} The maximization step needs to optimize the Q function, which can be done as follows

\begin{align*}
Q(X; X^{(t)}) = & \sum_Z P(Z \mid h; X^{(t)}) \ln \left( P(Z) \prod_i P(h_i | z_i; X) \right) \\
= & \sum_j \left( \sum_i P(z_i = j \mid h; X^{(t)}) \ln P(h_i | z_i = j; x_j) \right) + \text{const.} \\
= & \sum_{i,j} C_{ij} \ln P(h_i | z_i = j; x_j) + \text{const.} \\
= & \sum_{i,j} C_{ij} q_i(x_j) + \text{const.} \tag{3.3}
\end{align*}

where $C_{ij}$ denotes the constant $P(z_i = j \mid h, X^{(t)})$, and

\begin{equation*}
q_i(x) = \begin{cases} 
- \ln(1 + \exp(a_i^T x + b_i)) & h_i = 0 \\
- \ln(1 + \exp(-a_i^T x - b_i)) & h_i = 1
\end{cases}
\end{equation*}
We use Newton’s method to perform the maximization step, which is a widely used optimization technique. The gradient for the Q function in (3.3) can be computed as follows

\[
\frac{\partial Q}{\partial x_j} = \sum_i C_{ij} g_i(x_j)
\]

where

\[
g_i(x_j) = \begin{cases} 
\frac{1}{1 + \exp(-a_i^T x_j - b_i)} (-a_i)^T & h_i = 0 \\
\frac{1}{1 + \exp(a_i^T x_j + b_i)} (a_i)^T & h_i = 1 
\end{cases}
\]

The Hessian matrix for the Q function in (3.3) can be obtained as follows

\[
\frac{\partial^2 Q}{\partial x_j^2} = \sum_i C_{ij} h_i(x_j)
\]

where

\[
h_i(x_j) = \frac{1}{1 + \exp(-a_i^T x_j - b_i)} \cdot \frac{1}{1 + \exp(a_i^T x_j + b_i)} \cdot (-a_i a_i^T)
\]

**Locus-specific spatial ancestral inference for haploid data**

Having obtained the maximum likelihood geographical locations \(X^*\), we can compute the posterior probability for \(Z\), which leads to a locus-specify assignment of ancestry at each allele in the genome. The most probable local ancestral locations are found by maximizing

\[
\max_{Z} P(Z|h; X^*) = \max_{Z} P(h|Z; X^*)P(Z)
\]

which can be efficiently solved by the Viterbi algorithm [Vit06]. In order to compute a posterior probability of each locus-specific ancestry, the forward backward algorithm can also be employed.
3.1.4 Diploid data with admixed ancestry

Spatial model for admixed diploid data

We next extend the haploid model to genotypes by considering $M$ paternal ancestry locations $X = (x_1, \ldots, x_M)$ and $N$ maternal ancestry locations $Y = (y_1, \ldots, y_N)$. Denote by $g = (g_1, \ldots, g_L)$ the multi-site genotype of an admixed genotype, where $L$ is the number of SNPs typed across the genome and $g_i \in \{0, 1, 2\}$ encodes the number of reference alleles at SNP $i$. Then the likelihood becomes:

$$L(g; X, Y) = \sum_Z P(Z) \prod_{i=1}^L P(g_i | z^p_i, z^m_i; X, Y)$$ (3.4)

The variables $Z^p$ and $Z^m$ now encode the ancestry status of the paternal (maternal) alleles ($z^p_i = j$ denotes that the paternal allele at locus $i$ is from $j$-th paternal ancestry), and can be modeled through the same Markovian process as:

$$P(Z) = \left( P(z^p_1) \prod_{i=1}^{L-1} P(z^p_i | z^p_{i+1}) \right) \left( P(z^m_1) \prod_{i=1}^{L-1} P(z^m_i | z^m_{i+1}) \right)$$

$$P(z^p_1) = 1/M$$
$$P(z^m_1) = 1/N$$

$$P(z^p_{i+1} | z^p_i) = \begin{cases} (1 - \tau_i) & z^p_{i+1} = z^p_i \\ \tau_i/(M-1) & z^p_{i+1} \neq z^p_i \end{cases}$$

$$P(z^m_{i+1} | z^m_i) = \begin{cases} (1 - \tau_i) & z^m_{i+1} = z^m_i \\ \tau_i/(N-1) & z^m_{i+1} \neq z^m_i \end{cases}$$

Given the origin of alleles, the likelihood of the admixed individual genotype is modeled as two Bernoulli draws:

$$P(g_i | z^p_i, z^m_i; X, Y) = \begin{cases} (1 - f_i(x^p_i))(1 - f_i(y^m_i)) & g_i = 0 \\ (1 - f_i(x^p_i))f_i(y^m_i) + f_i(x^p_i)(1 - f_i(y^m_i)) & g_i = 1 \\ f_i(x^p_i)f_i(y^m_i) & g_i = 2 \end{cases}$$
The function $f_i$ is the allele frequency function in logistic form (3.1). The probability $P(Z)$ models the recombination events in paternal and maternal ancestries, and the probability $P(g_i|z_i^p, z_i^m; X, Y)$ models the probability of generating the genotype from two ancestral geographical locations.

**Spatial ancestry inference for diploid data**

We would like to infer $M + N$ ancestral locations for a given mixed individual genotype. This can be achieved by maximizing the likelihood function (3.4) with respect to $X$ and $Y$, which, analogous to the haploid case, can be performed using the EM algorithm [DLR77]:

**E step:** In short, the expectation step is similar with forward-backward algorithm in HMM, which calculates the posterior probability of hidden variables $Z$ given current estimation of ancestral locations $X^{(t)}$ and $Y^{(t)}$.

$$P(z_i^p = j, z_i^m = k | g; X^{(t)}, Y^{(t)}) = \frac{\alpha_i(j, k) \beta_i(j, k)}{\sum_{j,k} \alpha_L(j, k)}$$

where $\alpha$ and $\beta$ can be calculated recursively using a procedure similar to the forward-backward algorithm for HMMs.

**M step:** The maximization step optimizes the Q function:

$$Q(X, Y; X^{(t)}, Y^{(t)})) = \sum_{Z^p, Z^m} P(Z^p, Z^m | g; X^{(t)}, Y^{(t)}) \ln \left( P(Z^p) P(Z^m) \prod_i P(g_i | z_i^p, z_i^m; X, Y) \right)$$

$$\propto \sum_{i,j,k} C_{ijk} q_i(x_j, y_k)$$

where $C_{ijk}$ denotes the posterior $P(z_i^p = j, z_i^m = k | g, X^{(t)}, Y^{(t)})$ computed from $E$
step, and the shorthand \( q_i(x_j, y_k) \) is defined as:

\[
q_i(x, y) = \begin{cases} 
- \ln(1 + \exp(a_i^T x + b_i)) - \ln(1 + \exp(a_i^T y + b_i)) & g_i = 0 \\
\ln \left( \frac{1}{1 + \exp(a_i^T x + b_i)(1 + \exp(a_i^T y - b_i))} \right) & g_i = 1 \\
- \ln(1 + \exp(-a_i^T x - b_i)) - \ln(1 + \exp(-a_i^T y - b_i)) & g_i = 2 
\end{cases}
\]

Again, we leverage the convexity of the function and analytical forms for the Hessian to efficiently optimize the Q function. The complete derivations and optimization details are given below.

**Expectation Maximization algorithm for diploid spatial ancestral inference**

We would like to infer \( M + N \) ancestral location for a given mixed individual genotype. This can be achieved by maximizing the likelihood function with respect to \( X \) and \( Y \) as follows

\[
L(g; X, Y) = \sum_Z P(Z) \prod_{i=1}^L P(g_i|z_i^p, z_i^m; X, Y)
\]

By treating \( X \) and \( Y \) as parameters and \( Z \) as hidden variables, this maximization falls in exactly the procedure of EM algorithm.

*E step.* In short, the expectation step is similar with forward-backward algorithm in HMM, which calculates the posterior probability of hidden variables \( Z \) given current estimation of ancestral locations \( X^{(t)} \).

\[
P(z_i^p = j, z_i^m = k|g; X^{(t)}) = \frac{\alpha_i(j, k) \beta_i(j, k)}{\sum_{j,k} \alpha_L(j, k)}
\]
where $\alpha$ and $\beta$ can be calculated recursively

$$\alpha_1(j, k) = 1/(MN)P(g_1|z_1^p = j, z_1^m = k)$$
$$\alpha_i(j, k) = \sum_{j', k'} \alpha_{i-1}(j', k')P(z_i^p = j|z_{i-1}^p = j')P(z_i^m = k|z_{i-1}^m = k')P(g_i|z_i^p = j, z_i^m = k)$$

$$\beta_L(j, k) = 1$$
$$\beta_i(j, k) = \sum_{j', k'} P(z_{i+1}^p = j'|z_i^p = j)P(z_{i+1}^m = k'|z_i^m = k)P(g_{i+1}|z_{i+1}^p = j', z_{i+1}^m = k')\beta_{i+1}(j', k')$$

$M$ step. The maximization step needs to optimize the Q function, which can be done as follows

$$Q(X, Y; X^{(t)}, Y^{(t)}) = \sum_{z^p, z^m} P(Z^p, Z^m|g; X^{(t)}, Y^{(t)}) \ln \left( P(Z^p)P(Z^m) \prod_i P(g_i|z_i^p, z_i^m; X, Y) \right)$$

$$= \sum_{j, k} \left( \sum_i P(z_i^p = j, z_i^m = k|g; X^{(t)}, Y^{(t)}) \ln P(g_i|z_i^p = j, z_i^m = k; x_j, y_k) \right) + \text{const.}$$

$$= \sum_{i, j, k} C_{ijk} \ln P(g_i|z_i^p = j, z_i^m = k; x_j, y_k) + \text{const.}$$

$$= \sum_{i, j, k} C_{ijk} q_i(x_j, y_k) + \text{const.} \quad (3.5)$$

where $C_{ijk}$ denotes the constant $P(z_i^p = j, z_i^m = k|g, X^{(t)}, Y^{(t)})$, and

$$q_i(x, y) = \begin{cases} 
- \ln(1 + \exp(a_i^T x + b_i)) - \ln(1 + \exp(a_i^T y + b_i)) & g_i = 0 \\
\ln \left( \frac{1}{(1 + \exp(a_i^T x + b_i))(1 + \exp(-a_i^T y - b_i))} \right) & g_i = 1 \\
- \ln(1 + \exp(-a_i^T x - b_i)) - \ln(1 + \exp(-a_i^T y - b_i)) & g_i = 2 
\end{cases}$$

This function is not concave in general, since the function corresponding to heterozygous genotype $g_i = 1$ is not concave. But we can still use convex optimization techniques to get a local optimal solution. In practice, we observe that the function
is concave almost all the time. Thus, this proposed algorithm can well converge to optimal solution.

Note that there is a subtle connection from the above EM algorithm to parental location inference algorithm given previously [YNE12]. For parental location inference, the hidden variables $Z^p$ and $Z^m$ would be fixed instead of random. Thus, the EM algorithm would reduced to the algorithm given previously, which is equivalent to one M-step in the above EM algorithm.

The gradient for the $Q$ function in (3.5) can be computed as follows

$$\frac{\partial Q}{\partial x_j} = \sum_{i,k} C_{ijk} g_{ik}(x_j, y_k)$$

where

$$g_{ik}(x_j, y_k) = \begin{cases} 
-p_{ij} a_i & g_i = 0 \\
\frac{(1 - 2m_{ik}) (1 - p_{ij}) p_{ij}}{p_{ij} (1 - m_{ik}) + m_{ik} (1 - p_{ij})} \cdot a_i & g_i = 1 \\
(1 - p_{ij}) a_i & g_i = 2 
\end{cases}$$

The variables $p_{ij}$ and $m_{ik}$ are shorthands for the $i$th allele frequencies for paternal ancestry $j$ and maternal ancestry $k$ defined as

$$p_{ij} = \frac{1}{1 + \exp(-a_i^T x_j - b_i)}$$
$$m_{ik} = \frac{1}{1 + \exp(-a_i^T y_k - b_i)}$$

The Hessian for the $Q$ function in (3.5) can be computed as follows

$$\frac{\partial^2 Q}{\partial x^2_j} = \sum_{i,k} C_{ijk} h_{ik}(x_j, y_k)$$

where

$$h_{ik}(x_j, y_k) = \begin{cases} 
(1 - p_{ij}) p_{ij} (-a_i a_i^T) & g_i = 0 \\
(1 - m_{ik}) p_{ij} - m_{ik} (1 - p_{ij}) & g_i = 1 \\
(1 - 2m_{ik}) \frac{1 - p_{ij}}{1 - p_{ij}} \frac{p_{ij}}{p_{ij}} \left( \frac{1 - m_{ik}}{1 - p_{ij}} + \frac{m_{ik}}{p_{ij}} \right) (-a_i a_i^T) & g_i = 2 \\
(1 - p_{ij}) p_{ij} (-a_i a_i^T) & g_i = 2 
\end{cases}$$
and
\[
\frac{\partial^2 Q}{\partial x_j \partial y_k} = \sum_{i} I(g_i = 1) \left[ \frac{m_{ik}(1 - m_{ik})(1 - 2m_{ik})p_{ij}(1 - p_{ij})(1 - 2p_{ij})}{[(1 - m_{ik})p_{ij} + (1 - p_{ij})m_{ik}]^2} + \frac{2m_{ik}(1 - m_{ik})p_{ij}(1 - p_{ij})}{(1 - m_{ik})p_{ij} + (1 - p_{ij})m_{ik}} \right] (a_i a_i^T)
\]

Locus-specific spatial ancestral inference for diploid data

Having obtained the maximum likelihood geographical locations \(X^*\) and \(Y^*\) for each ancestry, we can compute the posterior probability for \(Z^p\) and \(Z^m\), which leads to the spatial local ancestry inference. The most probable local ancestral states is obtained by maximizing
\[
\max_{Z} P(Z|g; X^*, Y^*) = \max_{Z} P(g|Z; X^*, Y^*) P(Z)
\]
which can be efficiently solved by the Viterbi algorithm [Vit06]. The posterior of local ancestries for each allele can be obtained using a forward-backward algorithm following the \(E\) step in the algorithm.

Homogeneous paternal and maternal ancestries

In notations above we derived the general solution that allows for paternal and maternal ancestries to be different from each other, which is suitable for applications of inference of parental locations or grandparent locations. A special case of interest is when maternal and paternal ancestries are homogeneous; i.e. the paternal haplotype and maternal haplotype are from the same set of ancestral populations. We allow for this case by setting \(M = N\) and enforce a constraint \(x_j = y_j\) in the M step.
3.1.5 POPRES data set

We applied our methods to a data set collected from European populations, which was assembled and genotyped as part of the larger POPRES project [NBK08] and accessed via dbGAP accession number phs000145.v4.p2. A total of 3192 European individuals were genotyped at 500,568 loci using the Affymetrix 500K SNP chip. The same stringency criteria as in [NJB08] were applied to create the training data. We removed SNPs with low-quality scores and high missigness [NJB08]. We filtered individuals to avoid sampling individuals from outside of Europe, to create more even sample sizes across Europe, and to remove individuals whose self-reported data have grandparents with different origins. We note that this is the same data set used in [NJB08, BQC13]. For the remaining individuals who have observed grandparental data, we use that origin for the individual. Otherwise, we use the individual-level self-reported country of birth. As a result, we infer logistic gradients starting from genotype data from 447,245 autosomal loci in 1,385 individuals from 36 populations. 77.4% of SNPs are common SNPs (allele frequency > 0.05), and the rest 22.6% are rare SNPs. For testing, we identified an additional 470 individuals from the POPRES data that have self-reported grandparental ancestry from 2 or more countries in Europe. A summary of homogeneous ancestry individuals used in estimating logistic gradients (1,385) and with sub-continental European admixed ancestry (470) are given in Table 3.1. Although our approach models admixture LD, it assumes that markers are independent conditional on local ancestry. To account for LD, we performed LD pruning at a level of $r^2 < 0.2$ (72,418 SNPs retained) and we adjusted the transition rates in our model by a factor of $10^{-2}$ to remove spurious short ancestry windows induced by residual LD (see Table 3.3 and 3.5 for results at different pruning levels).
3.1.6 Simulation setup

We use BEAGLE to phase the POPRES data then simulate offspring admixed individuals by modeling recombinations within the last couple of generations. The recombination probability between each SNPs is approximated as \((g - 1)\phi(d_{i+1} - d_i)\) where \(d_i\)’s are the locations of each SNPs in bp, \(g\) denotes the number of generations and \(\phi\) is the probability of one recombination per generation per base-pair [PSK09]. As recombination map, we assumed a flat recombination rate of \(\phi = 10^{-8}\) per base-pair. For given number of \(M\) paternal ancestries and \(N\) maternal ancestries, we randomly select from POPRES data set a set of \(M + N\) individuals, each of which has 4 grandparents from the same locations and randomly select one haplotype from each individual. We simulate the admixed haplotypes independently for the maternal and paternal haplotypes using the standard Poission process of admixture block distribution [PTP09]. If specified as homogeneous paternal and maternal ancestries, we pick \(M\) instead of \(M + N\) ancestries, and use the same \(M\) ancestries for both paternal and maternal haplotype simulation.

Table 3.1: Self-reported grandparental ancestry (location of origin) of the POPRES data individuals (1906 in total). For individuals with grandparental ancestry from 2 different countries, we also report the number of individuals with 2 grandparents from one location and 2 from the other (2/2), versus individuals with 3 grandparents from one country (3/1).

<table>
<thead>
<tr>
<th>Number of Different Ancestries</th>
<th>Number of Individuals</th>
<th>Percentage out of total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2 (2/2)</td>
</tr>
<tr>
<td>Total</td>
<td>1385</td>
<td>261</td>
</tr>
<tr>
<td>1</td>
<td>74.7%</td>
<td>14.1%</td>
</tr>
</tbody>
</table>
For SPAMIX haploid model, the simulated haplotypes are used as input directly. Also, we always use the correct number of ancestries \( M \) or \( N \) as input. For the SPAMIX diploid model, the combined genotype from two simulated paternal and maternal haplotypes are used as input. To avoid testing bias, we estimate the allele frequency logistic gradients each time using the POPRES individuals with the \( M + N \) simulation ancestors excluded from the training set.

We use several metrics to assess performance of SPAMIX in simulations and real data. For the ancestral location prediction, we evaluate the results by computing the average geographical distance between predicted locations and true locations in simulations (\emph{prediction error}). To account for the distance among ancestries we also compute the \emph{relative prediction error}, defined as the ancestral location prediction error divided by the distance between the true ancestry locations used in simulations. Note that we use as the “true” ancestral locations for the admixed individual the set of country centers from the \( M + N \) ancestries.

For locus-specific inference, we propose two different metrics. The first one is the \emph{local ancestry prediction error}, which is the average distance between predicted location and true location at each locus. The second metric we use is the \emph{local ancestry prediction accuracy}, defined as the percentage of loci across the genome with correct assignment of ancestry. To account for the ambiguity in matching the true to inferred ancestries, we permute the inferred ancestries to find the closest match in terms of inferred location to true location.

3.1.7 Web Resources

The software implementation of this method is freely available to public at http://genetics.cs.ucla.edu/spamixG
Table 3.2: Average distance between inferred and true ancestry locations in simulated admixed individuals from POPRES data. Simulations assume 4 generations in the mixture process. Naive model denotes the extension of SPA that ignores admixture-LD. SPAMIX (logistic) represents simulation results starting from haplotypes generated at a location on a map using a Bernoulli sampling from the logistic gradients (see Methods). Parenthesis denote the standard deviation while standard error of the mean is computed as standard deviation divided by square of number of simulations in each category.

<table>
<thead>
<tr>
<th>No. of ancestries</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive model</td>
<td>443 ± 4(265)</td>
<td>880 ± 5(491)</td>
<td>898 ± 10(530)</td>
<td>880 ± 9(578)</td>
</tr>
<tr>
<td>SPAMIX haploid model</td>
<td>458 ± 4(273)</td>
<td>557 ± 4(334)</td>
<td>620 ± 7(392)</td>
<td>665 ± 7(449)</td>
</tr>
<tr>
<td>SPAMIX diploid model</td>
<td>443 ± 4(265)</td>
<td>550 ± 4(326)</td>
<td>591 ± 7(367)</td>
<td>639 ± 7(423)</td>
</tr>
<tr>
<td>SPAMIX (logistic)</td>
<td>75 ± 1(41)</td>
<td>236 ± 5(131)</td>
<td>363 ± 6(215)</td>
<td>419 ± 6(247)</td>
</tr>
</tbody>
</table>

3.2 Results

3.2.1 Performance of continuous ancestry inference for admixed individuals in simulations

We investigated the performance of our inference through simulations starting from real POPRES data [NBK08]. We randomly selected individuals with known locations, used them to simulate admixed individuals, and employed the remaining individuals as training data to infer the logistic gradients and perform inference (see Methods). We find that our approach is able to infer the ancestry locations for individuals with two recent ancestors in Europe to an average of 550 Km of the true ancestral locations (see Table 3.2). We observe a very large variance (334Km) across pairs of samples thus showing the high variability in performance across data. A potential cause for this effect is the denser sampling of individuals within the center of Europe combined with higher errors in fitting the logistic gradients in some regions of the map (e.g. boundaries).
Table 3.3: Average distance between inferred and true ancestry locations in simulated admixed individuals from POPRES data. Simulations assume 4 generations in the mixture process. Naive model denotes the extension of SPA that ignores admixture-LD. SPAMIX (logistic) represents simulation results starting from haplotypes generated at a location on a map using a Bernoulli sampling from the logistic gradients (see Methods). Parenthesis denote the standard deviations. We found that Linkage Disequilibrium (LD) effect significantly affects the ancestry inference as well as the local ancestry inference in unaccounted for. We observe more recombination events than expected if using the correct recombination probability (used in simulations). We circumvent this bias multiplying the transition probability by a factor $10^{-1}$, $10^{-2}$, $10^{-4}$ and $10^{-5}$ for the pruned SNP list with 0.1, 0.2, 0.5 and 0.8 pruning thresholds. 44,699, 72,418, 136,284, 194,432 SNPs were retained at the 4 pruning thresholds.

<table>
<thead>
<tr>
<th>No. of ancestry</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent SNP model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pruned SNP (0.1)</td>
<td>425(252)</td>
<td>961(540)</td>
<td>977(599)</td>
<td>982(655)</td>
</tr>
<tr>
<td>Pruned SNP (0.2)</td>
<td>443(265)</td>
<td>880(491)</td>
<td>898(530)</td>
<td>880(578)</td>
</tr>
<tr>
<td>Pruned SNP (0.5)</td>
<td>420(245)</td>
<td>823(448)</td>
<td>855(502)</td>
<td>810(494)</td>
</tr>
<tr>
<td>Pruned SNP (0.8)</td>
<td>421(259)</td>
<td>810(429)</td>
<td>845(491)</td>
<td>813(505)</td>
</tr>
<tr>
<td>SPAMIX</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pruned SNP (0.1)</td>
<td>425(252)</td>
<td>558(314)</td>
<td>596(353)</td>
<td>621(405)</td>
</tr>
<tr>
<td>Pruned SNP (0.2)</td>
<td>443(265)</td>
<td>550(326)</td>
<td>591(367)</td>
<td>639(423)</td>
</tr>
<tr>
<td>Pruned SNP (0.5)</td>
<td>420(245)</td>
<td>557(359)</td>
<td>630(522)</td>
<td>657(617)</td>
</tr>
<tr>
<td>Pruned SNP (0.8)</td>
<td>421(259)</td>
<td>589(557)</td>
<td>809(895)</td>
<td>878(848)</td>
</tr>
</tbody>
</table>

To test how much is gained by explicit modeling of admixture LD (i.e. correlations among SNPs induced by segments of recent shared ancestry), we also inferred the recent ancestry location using a naive model that assumes all SNPs to be independent (as in [YNE12]). We observe a significant decrease in local ancestry prediction error (880 Km for Naive model versus 550 Km for SPAMIX), thus showing that modeling admixture LD significantly increases performance. We also quantified the effect of background LD (correlations among markers con-
ditional on local ancestry) in our approach. We observe increased performance after LD pruning (see Tables 3.3 and 3.5); therefore, all results in the main text are obtained after LD pruning ($r^2 < 0.2$, see Methods).

It is often the case that due to access to pedigree data, haplotypes can be determined with high accuracy. Therefore, we quantified the gain in accuracy arising from having access to accurately phased haplotype data (i.e., haploid data) as compared to diploid data. Table 3.2 shows that having access to accurate phasing significantly increases localization accuracy. For example, the haploid model is able to localize a pair of ancestries within 557Km of true simulated location as compared for the diploid model that localizes the 4 ancestries of its two haplotypes with an average of 639Km of its simulated locations. As expected, when phasing is ignored, higher accuracies are attained in localizing similar number of ancestry locations from diploid model as compared to haploid model. For example, when localizing two ancestors the haploid model attains an error of 557 Km as compared to 550 Km for the diploid model, increasing to 620 Km versus 591 Km for localizing three ancestors. This is due to the diploid model having access to more data (both haplotypes) to localize the same number of ancestries. Therefore, for fixed number of ancestry locations, it is better to use the whole genome and ignore the phasing.

An important parameter of our model is the number of generations; with more generations, more recombination events have the opportunity to shuffle ancestry across the genome thus reducing the average length of the ancestry segment. We observe a slight decrease in performance from 2 to 8 generations (548 to 562 Km) which we expect to continue as the number of generations increases (in the limit of extremely large number of generations, our model is equivalent to the naive model that does not model admixture-LD) (see Table 3.4).

Our framework models genetic variation as function of geography by imposing a logistic gradient to the generating functions (see Methods). That is, the fre-
Table 3.4: Average distance between inferred and true ancestry locations in simulated admixed individuals from POPRES data as function of number of generations in the mixture process. Two ancestral locations were assumed for this simulation. Parenthesis denote the standard deviation while standard error of the mean is computed as standard deviation divided by square of number of simulations in each category.

<table>
<thead>
<tr>
<th>No. of generation</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive model</td>
<td>899 ± 17(487)</td>
<td>880 ± 5(491)</td>
<td>864 ± 10(466)</td>
<td>927 ± 11(491)</td>
</tr>
<tr>
<td>SPAMIX</td>
<td>548 ± 12(329)</td>
<td>550 ± 4(326)</td>
<td>541 ± 7(295)</td>
<td>562 ± 8(336)</td>
</tr>
</tbody>
</table>

frequency of a given variant is allowed to change in a given direction on a map only according to a parametrized logistic function. Although this approach has been shown to provide a good approximation of common variation leading to accurate ancestry inference, we hypothesize that the error in fitting logistic gradients to real data limits the methods accuracy. To assess this scenario, instead of using real individual’s haplotype data, we simulated admixed haplotypes directly from the logistic gradients we inferred from POPRES data (see Methods). We observe a large increase in accuracy in this idealized scenario as compared to simulations from real haplotype data (e.g. 236 vs 550 Km for 2 ancestries 4 generations ago, Table 3.2), thus indicating that logistic gradients do not account for all the correlation between geography and genetic variation. This suggests that more complicated functions linking geography to genetics within our framework may yield further improvements (see Discussion).

We investigated the performance of our approach as we increase the number of ancestral locations ($M + N$) to estimate for a given admixed individual. For a fixed number of generations (4), we varied the number of ancestry locations to estimate. The parental inference is different from 2 ancestry inference, as the parental inference assumes that one haplotype is from paternal ancestry and one from maternal ancestry. However, the 2 ancestry inference assumes that both
Table 3.5: Average distance between inferred and true ancestry locations in simulated admixed individuals from POPRES data. Naive model denotes the extension of SPA that ignores admixture-LD. SPAMIX (logistic) represents simulation results starting from haplotypes generated at a location on a map using a Bernoulli sampling from the logistic gradients (see Methods). Parenthesis denote the standard deviations. We found that Linkage Disequilibrium (LD) effect significantly affects the ancestry inference as well as the local ancestry inference in unaccounted for. We observe more recombination events than expected if using the correct recombination probability (used in simulations). We circumvent this bias multiplying the transition probability by a factor $10^{-1}$, $10^{-2}$, $10^{-4}$ and $10^{-5}$ for the pruned SNP list with 0.1, 0.2, 0.5 and 0.8 pruning thresholds. 44,699, 72,418, 136,284, 194,432 SNPs were retained at the 4 pruning thresholds.

<table>
<thead>
<tr>
<th>No. of generation</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pruned SNP (0.1)</td>
<td>995(550)</td>
<td>961(540)</td>
<td>974(539)</td>
<td>987(537)</td>
</tr>
<tr>
<td>Pruned SNP (0.2)</td>
<td>899(487)</td>
<td>880(491)</td>
<td>864(466)</td>
<td>927(491)</td>
</tr>
<tr>
<td>Pruned SNP (0.5)</td>
<td>809(444)</td>
<td>823(448)</td>
<td>819(436)</td>
<td>837(444)</td>
</tr>
<tr>
<td>Pruned SNP (0.8)</td>
<td>834(441)</td>
<td>810(429)</td>
<td>812(442)</td>
<td>799(447)</td>
</tr>
</tbody>
</table>

of the haplotypes are mosaic of two ancestries ($M = N = 2$). As expected, we observe decreases in performance as the number of ancestries increases; this is due to the fact that the same genetic data is used to infer more and more locations (Table 3.2). For example, the average prediction error increases from 550 for 2 ancestries to 639 Km for 4 ancestral locations.
3.2.2 Increased distance between ancestral locations improves performance

It is well known that accuracy of ancestry inference correlates with genetic distance between ancestral populations. For example, discrete local ancestry can be inferred with very high degree of accuracy in mixtures of highly diverged populations (e.g. African Americans) as compared to closely related ones (e.g. subcontinental mixtures) [PSK09]. Since geography correlates with genetic distance, we hypothesized that continuous ancestry inference in recently admixed individuals also correlates with distance among ancestries on the map. Indeed, we observe that the relative prediction error decreases with the distance between ancestries in Europe (Figure 3.2(a)). For example, if the ancestries are 500 Km apart, we observe a relative prediction error of 0.75 as compared to 0.5 when the ancestries are located 2000 Km apart. Interestingly, when not normalizing for the distance between ancestries (Figure 3.2(b)), we observe that prediction error increases with increased accuracy. This shows that although the task of separating the ancestry locations becomes simpler, the localization accuracy becomes poorer (e.g. two ancestors located 500Km apart are localized within 450Km of their true locations, while two ancestors located 3000Km apart are localized within 1000Km of their true locations). This effect is presumably due to assignment errors in the locus-specific ancestry that have a much bigger impact if the ancestral locations are further apart. Although fewer locus-specific errors are being made with increased distance (see below), these errors introduce more noise in the ancestral localization due to their higher distance to true location.

3.2.3 Locus-specific inference

An advantage of our framework is that, in addition to identifying the most likely locations of the recent ancestry of admixed individuals, it can also provide an
assignment of each allele in the genome to each ancestry location. We observe that local ancestry prediction accuracy increases with the distance (Figure 3.3) from 55% of loci assigned accurately for very closely related ancestries (less than 500Km apart) to more than 70% for ancestries 2500Km apart (Figure 3.4). Similar to the ancestor localization, we observe that although the total number of assignment errors is reduced with increased distance, these errors have a bigger impact when averaging across all sites to compute the average allele localization error. Therefore, we observe that the average local ancestry prediction error is increased as the ancestral distance is increased.

3.2.4 Map of accuracy across Europe

We also investigated the variance in performance according to the ancestor’s labeled origin (i.e. typically to level of country). Figure 3.5 shows the prediction error for admixed individuals with ancestry from pairs of origins in Europe. In
Figure 3.3: SPAMIX locus-specific ancestry prediction accuracy as function of distance between ancestral locations. Left displays the local ancestry prediction accuracy, defined as the percentage of all loci with correct assignment of ancestry. Right plot displays the average distance to true locations for each allele in the genome (local ancestry prediction error). Simulations use the haploid model with 2 generations in the mixture.

(a) Simulation I (ancestral distance 2893 km)   (b) Simulation II (ancestral distance 475 km)

(c) Prediction I   (d) Prediction II

(e) Posterior I   (f) Posterior II

Figure 3.4: Example of local ancestry prediction results for distant and close ancestors.

general, we observe decreased performance for populations at the boundary of the European map (e.g., Portugal, Spain, Italy), and increased performance for
subcontinental admixtures from populations located geographically in the center of Europe (e.g. France, Switzerland) (Figures 3.6 and 3.7). This can be an effect of biased sampling in the POPRES data, that sampled more individuals from Europe center, but also can be an effect of having more information to localize individuals in SPAMIX. In general we observe a prediction accuracy ranging from 411 Km for admixtures from Spain and Italy to 641 Km for individuals with recent ancestors from Spain and the UK.

3.2.5 Analysis real admixed individuals from POPRES data

Finally, we investigated whether high accuracies observed in simulations can also be attained in real data. Using SPAMIX, we localized the recent ancestry of all admixed European individuals from POPRES (see Methods). A total of 470 admixed individuals are analyzed using SPAMIX (see Table 3.1). As “ground truth” ancestral locations, we used the the center of the self reported grandparent location of origin. Therefore, we assume the mixed individuals from POPRES have 2 to 4 ancestry locations to infer. Across all 470 individuals, we observe a average prediction error distance is 426Km excluding outlier admixed individuals and 470Km including them; the outlier individuals were defined as those with prediction errors larger than 1,000 Km and are reported in Table 3.6. We note that this error distance is lower than simulated experiments, but this is likely due to the dominating proportion of the admixed individuals of French and Swiss ancestries which can be accurately localized (average of 305 Km). As above, we note that SPAMIX ancestor localization performance varies greatly across Europe with ancestors from pairs of countries localized at the boundary of European map being harder to localize (e.g. an average of 701 Km for ancestor localization for Spanish Italian mixed individuals).
3.3 Discussion

We have introduced a novel method SPAMIX for predicting the geographical origins of multiple recent ancestors for individuals with recent mixed ancestry. Existing methods for ancestry inference in admixed population focus on discrete ancestry assignment and do not account for the continuous genetic variation within each continent. We introduce models that leverage the spatial structure of genetic variation using hidden Markov models for the admixture process to achieve high accuracy in localizing the recent ancestry of a given individual on a geographical map. We proposed computational efficient algorithms that enable us to infer the location on the map with great precision. Our proposed model can be viewed as a generalization of the parental localization model proposed in [YNE12] to account for admixture-LD while allowing for multiple generations and ancestries.

Although in our framework we use standard logistic gradient functions that were previously used to link geography and genetic variation, it is worth mentioning that such functions do not capture the whole variability observed in empirical data. To that extent, introducing more flexibility in these functions within the framework for admixture we described here are likely going to provide considerable improvements in accuracy with a tradeoff of computational time. We view this as a promising direction for future study. This is especially important for handling sequencing data, as rare variants rarely are fit well by the gradient functions (results not shown). Another area for further developments is extending the framework to model background LD (correlations among variants on the same ancestral backgrounds). Such LD adjustments have proved fruitful in improving localization accuracy for un-admixed individuals [BQC13] and are likely to improve inference for admixed individuals as well. Although we leave this for future work, one potential approach would be perform inference within short windows (to account for the local structure of LD) and merge the information within each
window into the overall likelihood.

We also note that our approach uses a simplified model of ancestry switching along chromosomes that ignores the pedigree configuration of the recent ancestries; future work that explicitly considers the pedigree structure would have more structured ancestry transition matrices and could allow one to address questions regarding the specific configuration of ancestries. For example, for a mixed individual with recent Italian and British ancestry, we could ask whether the 4 grandparents were admixed from the 2 ancestries, or that whether the 4 grandparents were two Italians and two British. This question could be investigated by assigning local ancestry followed by analyzing the length distribution of the ancestry blocks and we leave this as future work.

Finally, we note that throughout this work we assumed that the number of different ancestries is known for a given admixed individual. Although this prohibits the direct application of our method for individuals where the number of different ancestries is unknown, in principle, model selection (balancing overall likelihood with number of parameters) could be employed to select the number of ancestries for individuals with unknown number of ancestors.
Figure 3.5: Ancestral location prediction error in simulations of European individuals with ancestry from two locations in Europe, stratified by the country of origin of each location (the country of origin is displayed in different colors). The assumed true locations are displayed by shaded circles. Results in parenthesis denote the average ancestral location prediction error across all simulations. In each simulation the reference data (used to estimate logistic gradients) is disjoint from data used to simulate admixed genomes (see Methods). The admixed genome is simulated as 4 generations ago, and SPAMIX diploid model is used for the inference. The number of simulated pairs can be found in Figure 3.7.
Figure 3.6: Average Prediction error (Km) for six country pairs with largest populations.

<table>
<thead>
<tr>
<th></th>
<th>Switzerland</th>
<th>France</th>
<th>Spain</th>
<th>Italy</th>
<th>Portugal</th>
<th>United Kingdom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switzerland</td>
<td>N/A</td>
<td>493</td>
<td>450</td>
<td>417</td>
<td>513</td>
<td>489</td>
</tr>
<tr>
<td>France</td>
<td>493</td>
<td>N/A</td>
<td>484</td>
<td>429</td>
<td>459</td>
<td>441</td>
</tr>
<tr>
<td>Spain</td>
<td>450</td>
<td>484</td>
<td>N/A</td>
<td>411</td>
<td>447</td>
<td>641</td>
</tr>
<tr>
<td>Italy</td>
<td>417</td>
<td>429</td>
<td>411</td>
<td>N/A</td>
<td>581</td>
<td>617</td>
</tr>
<tr>
<td>Portugal</td>
<td>513</td>
<td>459</td>
<td>447</td>
<td>581</td>
<td>N/A</td>
<td>608</td>
</tr>
<tr>
<td>United Kindom</td>
<td>489</td>
<td>441</td>
<td>641</td>
<td>617</td>
<td>608</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Figure 3.7: Number for simulations for six country pairs with largest populations.

<table>
<thead>
<tr>
<th></th>
<th>Switzerland</th>
<th>France</th>
<th>Spain</th>
<th>Italy</th>
<th>Portugal</th>
<th>United Kingdom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switzerland</td>
<td>0</td>
<td>28</td>
<td>63</td>
<td>121</td>
<td>61</td>
<td>87</td>
</tr>
<tr>
<td>France</td>
<td>28</td>
<td>0</td>
<td>18</td>
<td>55</td>
<td>23</td>
<td>30</td>
</tr>
<tr>
<td>Spain</td>
<td>63</td>
<td>18</td>
<td>0</td>
<td>52</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>Italy</td>
<td>121</td>
<td>55</td>
<td>52</td>
<td>0</td>
<td>67</td>
<td>104</td>
</tr>
<tr>
<td>Portugal</td>
<td>61</td>
<td>23</td>
<td>41</td>
<td>67</td>
<td>0</td>
<td>61</td>
</tr>
<tr>
<td>United Kindom</td>
<td>87</td>
<td>30</td>
<td>42</td>
<td>104</td>
<td>61</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.6: POPRES admixed individuals with ancestral predictions inconsistent with their self-reported ancestries.

<table>
<thead>
<tr>
<th>POPRES ID</th>
<th>self</th>
<th>father</th>
<th>PGF</th>
<th>PGM</th>
<th>mother</th>
<th>MGF</th>
<th>MGM</th>
<th>Pred. Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>4183</td>
<td>Austria</td>
<td>Austria</td>
<td>Austria</td>
<td>Czech Republic</td>
<td>Poland</td>
<td>Russia</td>
<td>Switzerland</td>
<td>(52.26 12.61),(43.78 -9.81),(41.63 16.61),(52.44 13.30)</td>
</tr>
<tr>
<td>28710</td>
<td>France</td>
<td>Poland</td>
<td>Germany</td>
<td>Poland</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>(39.47 5.82),(37.97 14.65),(40.99 15.31)</td>
</tr>
<tr>
<td>24943</td>
<td>Sweden</td>
<td>Sweden</td>
<td>Sweden</td>
<td>Finland</td>
<td>Russia</td>
<td>France</td>
<td>Switzerland</td>
<td>(48.03 6.91),(48.09 6.67),(57.35 8.79)</td>
</tr>
<tr>
<td>20086</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>Switzerland</td>
<td>France</td>
<td>Switzerland</td>
<td>(35.62 13.04),(43.65 16.14)</td>
</tr>
<tr>
<td>5550</td>
<td>Germany</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>(4.65 23.86),(55.66 -7.40)</td>
</tr>
<tr>
<td>47799</td>
<td>Germany</td>
<td>Germany</td>
<td>Russia</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>(50.20 14.77),(53.02 3.44)</td>
</tr>
<tr>
<td>32002</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>Turkey</td>
<td>Turkey</td>
<td>France</td>
<td>France</td>
<td>(35.85 10.05),(40.75 13.59)</td>
</tr>
<tr>
<td>27995</td>
<td>Poland</td>
<td>Poland</td>
<td>Poland</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Poland</td>
<td>(55.65 12.49),(47.67 10.56)</td>
</tr>
<tr>
<td>38489</td>
<td>Russia</td>
<td>Russia</td>
<td>Germany</td>
<td>Germany</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Russia</td>
<td>(46.59 5.62),(46.67 7.38),(49.86 -0.22)</td>
</tr>
<tr>
<td>7251</td>
<td>Austria</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Austria</td>
<td>Austria</td>
<td>Austria</td>
<td>(38.64 -6.89),(62.19 30.99)</td>
</tr>
<tr>
<td>17323</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>(50.99 -1.41),(46.35 10.78)</td>
</tr>
<tr>
<td>20046</td>
<td>France</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Poland</td>
<td>Poland</td>
<td>Poland</td>
<td>(37.25 14.09),(44.40 9.91)</td>
</tr>
<tr>
<td>24429</td>
<td>France</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>(50.59 1.93),(44.02 4.97)</td>
</tr>
<tr>
<td>39106</td>
<td>Israel</td>
<td>Greece</td>
<td>Greece</td>
<td>Greece</td>
<td>Russia</td>
<td>Russia</td>
<td>Germany</td>
<td>Sweden</td>
</tr>
<tr>
<td>49793</td>
<td>France</td>
<td>Romania</td>
<td>Romania</td>
<td>Romania</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>47137</td>
<td>France</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>Austria</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>(38.01 12.40),(41.96 12.49)</td>
</tr>
<tr>
<td>34848</td>
<td>Egypt</td>
<td>Turkey</td>
<td>Turkey</td>
<td>Turkey</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>Russia</td>
</tr>
<tr>
<td>10635</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>Russia</td>
<td>Russia</td>
<td>Bulgaria</td>
<td>(53.28 5.54),(45.50 5.56),(50.11 7.61)</td>
</tr>
<tr>
<td>18548</td>
<td>Czech Republic</td>
<td>Germany</td>
<td>Germany</td>
<td>Germany</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>22423</td>
<td>Russia</td>
<td>Ukraine</td>
<td>Ukraine</td>
<td>Ukraine</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>13411</td>
<td>France</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>France</td>
<td>France</td>
<td>France</td>
<td>France</td>
</tr>
<tr>
<td>42867</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Russia</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>(47.42 16.49),(49.47 -4.12)</td>
</tr>
<tr>
<td>33744</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>Russia</td>
<td>Germany</td>
<td>Spain</td>
<td>Switzerland</td>
<td>Switzerland</td>
<td>(42.39 13.98),(40.81 5.44),(50.07 2.19)</td>
</tr>
<tr>
<td>31350</td>
<td>Israel</td>
<td>Romania</td>
<td>Romania</td>
<td>Romania</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
<td>Russia</td>
</tr>
<tr>
<td>15990</td>
<td>France</td>
<td>Russia</td>
<td>Russia</td>
<td>Greece</td>
<td>Greece</td>
<td>Greece</td>
<td>Greece</td>
<td>Greece</td>
</tr>
</tbody>
</table>
Figure 3.8: Ancestral location prediction error in real POPRES admixed individuals, stratified by the country of origin of each location. Letters are the inferred locations, and the shaded circles are the assumed true locations.
CHAPTER 4

Leveraging Multi-SNP Reads from Sequencing Data for Haplotype Inference

4.1 Motivation

Humans are diploid organisms with two copies of each chromosome, one inherited from the father and the other from the mother. The two copies are very similar to each other and only differ at a small fraction (∼0.1%) of sites. Most of the variation is contained at single nucleotide polymorphic (SNP) sites. The sequence of alleles on each chromosome is referred to as the haplotype. Haplotype information is centrally important for a wide variety of applications, including association studies and ancestry inference [Laz01, HCZ01, RDS01, FD01, SRH02, MG03]. Unfortunately, standard methods for probing genetic variation are able to collect only genotype information but not haplotypes. A large number of computational methods, referred to as haplotype phasing approaches, have been proposed to infer haplotypes from genotypes. The most successful methods utilize a set of reference haplotypes to build a probabilistic model of the haplotypes in the population [HDM09, BY09, LMN09, LWD10, KZE10, HMS11]. Using a population genetics model for the haplotype distribution, these models predict the most likely haplotype data that can explain the observed genotypes.

Rapid advances in high throughput sequencing (HTS) technologies provide new opportunities for haplotype phasing methods. HTS yields short segments of the DNA (reads) where each read originates from one of the pair of chromosomes.
Therefore, all of the alleles in this read are from the same haplotype. Although reads that cover multiple SNPs (multi-SNP reads) could be used to improve haplotype inference, existing methods generally ignore this information, partially due to computational difficulty associated to modeling such reads.

Several methods have been proposed to predict haplotypes directly from the reads. These methods, referred to as haplotype assembly methods, utilize overlapping reads to construct the haplotype [BB08, BHA08, DHM10, HCP10, AI12, XWJ12, DMH12]. The most commonly used objective function for haplotype assembly is the minimum error correction (MEC). The MEC objective function aims at finding the minimum number of edits such that the reads can be partitioned into two disjoints sets and each set of reads originate from one of the haplotypes. However, since these methods do not use the information in the reference haplotype panel, they significantly underperform standard phasing methods that ignore read information but utilize reference panel [HCP10]. Recently, one of these methods has been extended to utilize the reference [HHE12, HE13]. Unfortunately, this method has prohibitive memory and time requirements, thus making it unfeasible for moderate to large data sets.

Here we propose a novel approach called HARSH (HAplotyping with Reference and Sequencing teChnology) for haplotype phasing. We utilize a probabilistic model to incorporate the multi-SNP read information together with a reference panel of haplotypes. We use an efficient Gibbs sampling method to find sample from the posterior distribution. This algorithm has the advantages of being computationally efficient, scalable in memory usage and accurate in genotyping and phasing prediction. We evaluate our method on simulations from real haplotypes from the HapMap project. At 1X coverage, HARSH gives around 10% improvement in terms of total error rate compared with standard phasing approaches that do not use the multi-SNP read information thus showing the benefits of modeling multi-SNP reads. We also evaluate HARSH and the basic model for varying
coverage and read length, showing the benefits of our approach in higher coverage and longer read length. Additionally, we test our method on simulations starting from real sequencing data of 1000 Genomes project, where the density of SNPs is much higher than that in HapMap data. Through extensive simulations we show that the gain in performance of our approach over existing models extends to realistic read lengths (e.g. 100 − 400 base pairs) making our approach readily applicable to existing sequencing data sets. With recent works showing that short read sequencing can dramatically increase association power in genome-wide association study (GWAS) over genotyping arrays [PRM12], we expect our approaches to further increase power in GWAS by increasing accuracy in genotype calling and phasing from short read data.

4.2 Methods

The best performing approaches for haplotype inference rely on Hidden Markov Models for describing the distribution of haplotypes in the population. These approaches generally ignore multi-SNP information in the reads thus implementing the model as a linear chain graph. The model structure becomes complicated when we are considering multi-SNP information as it is not trivial to perform standard operations (e.g. Viterbi decoding) to a non-linear chain graph. Previous methods (e.g. Hap-SeqX [HE13]) have attempted to extend the Viterbi algorithm to the complex graph induced by multi-SNP reads and reference haplotypes but the approach is very expensive in both time and memory usage. As opposed to previous approaches, in this work we use a Gibbs sampler based method for fast inference. The main advantage of this approach is that the computations are efficient and it can achieve the optimal or close to optimal solution in a feasible amount of time. However, all other current methods are either not optimal or not practical in terms of computational time or memory usage.
4.2.1 Gibbs Sampler Preliminaries

A Gibbs sampler serves as the basis for our method. We first introduce the general idea of Gibbs sampling before we use it to solve the haplotype problem. Consider the following distribution typically used to perform optimization in graphical models

\[ P(X) = \frac{1}{Z} \exp \left( \mu \sum_{i=1}^{d} \sum_{j=1}^{d} \phi_{ij}(x_i, x_j) \right) \]

where \( X = (x_1, x_2, \ldots, x_d) \) is a \( d \)-dimensional vector and \( Z \) is a normalization factor. The function \( \phi \) specifies the edge potential for two variables with an edge between them. We would like to collect samples of \( X \) based on this distribution \( P(X) \). However, sampling directly from the full distribution is not trivial. Gibbs sampler is one of such methods designed for efficiently sampling from the \( P(X) \) distribution.

Gibbs sampler is a special case of Monte Carlo Markov Chain (MCMC) method [GG84], which is guaranteed to converge to the equilibrium distribution after sufficient burn-in rounds. In each round, it randomly samples one variable \( x_i \) based on the conditional probability \( P(x_i | x_{[-i]}) \) when all other variables \( x_{[-i]} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_d) \) are fixed. Formally, this conditional probability can be written as follows

\[ P(x_i = t | x_{[-i]}) = \frac{P(x_i = t, x_{[-i]})}{\sum_{t'} P(x_i = t', x_{[-i]})}. \quad (4.1) \]

A more complete treatment of MCMC is available in [Liu08].

4.2.2 Haplotype Assembly with Sequencing Data

Sequencing technologies provide us with a set of reads, each of which is a short fragment from one of the chromosomes. Haplotype assembly aims to assemble the whole haplotype based on only read information. An illustrative example is given in Figure 4.1.
Figure 4.1: An illustration of haplotype inference problems. The two chromosomes for an individual are unknown to us at first. Sequencing technology produces a set of reads, each of which originates from one of the two chromosomes. We also have a set of reference haplotypes, which are from the same population as the donor. Haplotype assembly aims to assemble the two donor haplotypes by only using the read information. Haplotype phasing problem aims to phase the two haplotypes by mosaic copies from the reference haplotypes. However, our approach HARSH takes into account both read information and reference panel for more accurate haplotype inference.
We can formalize this problem as follows. Suppose that we only consider $L$ biallelic SNPs and $M$ reads. Each read is represented by $X_j = \{-1, 1, 0\}^L$, where 0 stands for unobserved SNP in $j$th read, −1 and 1 stand for observed minor and major alleles, respectively. Since the homozygous site does not affect the haplotype phasing, we only consider heterozygous sites. Therefore, the objective is to find a sequence of haplotype and its complementary $\{h, \bar{h}\}$ where $h = -\bar{h} \in \{-1, 1\}^L$, to minimize the total number of flipped loci within reads, such that every read can be perfectly assigned to one of the haplotypes. Another necessary variable for the model is the read origin indicator $r_j \in \{-1, 1\}$. If $r_j = 1$, the $j$-th read is assumed to have been generated from haplotype $h$, and if $r_j = -1$, the $j$-th read is from the complementary haplotype $\bar{h}$. We assume the read generation process is as follows. First we randomly pick one of the haplotypes $(h, \bar{h})$ with equal probability, and then sample the read starting position from one of the $L$ possible positions in the genome. If we consider the read generation processing is error free then we have $x_{ij} = h_ir_j$. However if the read generation process is error-prone and $\epsilon$ indicates the rate of sequencing error then with probability $1 - \epsilon$ we have $x_{ij} = h_ir_j$ and with probability $\epsilon$ we have $x_{ij} = -h_ir_j$. An illustrative example is given in Figure 4.2.

We can formalize the connection between the haplotypes and read origin variables into the following probabilistic distribution. For each possible values of the haplotypes and read origin variables, we can calculate its probability as:

\[
P(R, H; X) = \frac{1}{Z} \exp \left( \mu \left( \sum_{ij: x_{ij} = 1} \theta_{ij}(h_i, r_j) + \sum_{ij: x_{ij} = -1} \eta_{ij}(h_i, r_j) \right) \right) \quad (4.2)
\]
where

\[
\theta_{ij}(h_i, r_j) = \begin{cases} 
\ln(1 - \epsilon) & h_i = r_j \\
\ln \epsilon & h_i \neq r_j 
\end{cases}
\]

\[
\eta_{ij}(h_i, r_j) = \begin{cases} 
\ln \epsilon & h_i = r_j \\
\ln(1 - \epsilon) & h_i \neq r_j 
\end{cases}
\]

and the variables \( R = (r_j)_{j=1}^M, H = (h_i)_{i=1}^L \) and \( X = (x_{ij})_{ij} \) are vectors and matrix composed of scalar variables \( r, h \) and \( x \). The variable \( Z \) is a normalization constant to ensure \( \sum_{R,H} P(R,H; X) = 1 \). The functions \( \theta \) and \( \eta \) specify edge potentials that favor \( h \) and \( r \) to be of equal values and opposite values, respectively. The model parameter \( \mu \) controls the “heat” of the probabilistic model. Generally speaking, the probability distribution is more smooth when \( \mu \) is small and more sharp when \( \mu \) is large.

**Lemma 1.** The maximum a posteriori (MAP) assignment of (4.2) corresponds to the MEC haplotype for any \( \epsilon < 0.5 \).

**Proof.** We can prove by constructing the MEC haplotype from MAP assignment. Let \( H^* \) and \( R^* \) denote the MAP assignment of our probabilistic model and the corresponding probability calculated from (4.2) will be

\[
P(H^*, R^*; X) = \frac{1}{Z} \exp(\mu(n \ln(1 - \epsilon) + m \ln \epsilon))
\]

where \( n \) is the number of edges getting potential \( \ln(1 - \epsilon) \) and \( m \) is the number of edges getting potential \( \ln \epsilon \) based on the configuration \( H^* \) and \( R^* \). As \( \ln(1 - \epsilon) > \ln \epsilon \) for \( \epsilon < 0.5 \) and the number of edges is fixed, this MAP assignment \( H^* \) and \( R^* \) is actually minimizing the number of edges getting potential \( \ln \epsilon \). We can use this haplotype \( H^* \) and flip every read bit corresponding to the edge getting potential \( \ln \epsilon \). The resulting MEC score for \( H^* \) will be \( m \), which is minimized.

Suppose that there exists another haplotype \( H' \) with MEC score \( m' < m \). It suggests that we can flip only \( m' \) read bit then all the reads will be perfectly
Figure 4.2: A graphical model for haplotype assembly. In this example, two reads and four heterozygous SNPs are considered. Read 1 covers the SNPs 1, 2 and 3. Read 2 covers SNPs 2, 3 and 4. The variables $h \in \{1, -1\}$ stands for the haplotype. The variable $r \in \{1, -1\}$ stands for whether the read is from haplotype $h$ or the complementary $\bar{h}$.

assigned to one of the haplotypes. We keep those assignments into the variable $R'$. Thus, we should have

$$P(H', R'; X) = \frac{1}{Z} \exp(\mu((n + m - m') \ln(1 - \epsilon) + m' \ln \epsilon)).$$

By definition $m' < m$, thus $P(H', R'; X) > P(H^*, R^*; X)$, which contradicts the fact that $H^*$ and $R^*$ is the MAP assignment maximizing the configuration probability. By this contradiction, we can conclude that there does not exist $H'$ and $R'$ with MEC score $m' < m$.

4.2.3 Haplotype Phasing with Sequencing Data and Reference

Current haplotype assembly methods mainly focus on de novo assembly, which uses short reads as the only information source. This is partially due to the complexity of extending the method to the scenario of assembly using reference. On the other hand, current haplotype phasing methods only use the reference panel and genotype likelihood in each SNP but ignore the multi-SNP information in the reads. We aim to utilize both the reference panel and sequencing data to perform haplotype phasing as shown in Figure 4.1. Formally, suppose that
we are only considering $L$ biallelic SNPs, $M$ reads and $N$ reference haplotypes. Each read is represented by $X_j = \{-1, 1, 0\}^L$, where 0 stands for unobserved SNP in $j$th read. The objective is to find two haplotypes $H = \{h^1, h^2\}$ where $h^1, h^2 \in \{-1, 1\}^L$. We want to find the two haplotypes with small number of inconsistent loci with reads, as well as more consistent with reference haplotypes. We use another set of variables $S = \{s^1, s^2\}$ where $s^1, s^2 \in \{1, 2, \ldots, N\}^L$ to stand for the assignment of each loci to reference haplotypes. We also need a set of variables $R = \{r_1, r_2, \ldots, r_M\}$ where $r_i \in \{-1, 1\}$ stands for the haplotype that each read originates from. An illustrative example of the graph structure is given in Figure 4.3.

Similar to the previous section, we can formalize the connection between the three variables $H$, $R$ and $S$ into the following probabilistic distribution. For each possible values of $H$, $R$ and $S$, we can calculate its probability as follows

$$P(H, R, S; X) = \frac{1}{Z} \exp \left[ \mu \cdot \left( \sum_{ij : x_{ij} = 1} \theta(h_i^1, -r_j) + \sum_{ij : x_{ij} = -1} \eta(h_i^1, -r_j) + \sum_{i=1}^L \xi(h_i^1, s_i^1) + \sum_{i=1}^{L-1} \tau(s_i^1, s_{i+1}^1, i) + \sum_{ij : x_{ij} = 1} \theta(h_i^2, r_j) + \sum_{ij : x_{ij} = -1} \eta(h_i^2, r_j) + \sum_{i=1}^L \xi(h_i^2, s_i^2) + \sum_{i=1}^{L-1} \tau(s_i^2, s_{i+1}^2, i) \right) \right]$$

(4.3)

where we have four edge potential functions. The functions $\theta$ and $\eta$ are defined similarly as in (4.2) except that there would no penalty if the read is assigned by $r$ to the other haplotype.

$$\theta(h_i, r_j) = \begin{cases} \ln(1 - \epsilon) & r_j = 1, h_i = 1 \\ \ln \epsilon & r_j = 1, h_i = -1 \\ 0 & r_j = -1 \end{cases}$$
\[
\eta(h_i, r_j) = \begin{cases} 
\ln \epsilon & r_j = 1, h_i = 1 \\
\ln(1 - \epsilon) & r_j = 1, h_i = -1 \\
0 & r_j = -1 
\end{cases}
\]

The edge potential function \(\xi\) specifies the “haplotype copying” which is motivated that the predicted haplotype is a mosaic of reference haplotypes with a small number of differences. In this case, the predicted haplotypes are similar to reference haplotype \(s^1\) and \(s^2\) at position \(i\).

\[
\xi(h^1_i, s^1_i) = \begin{cases} 
\ln(1 - \omega) & h^1_i = G_{s^1_i,i} \\
\ln \omega & h^1_i \neq G_{s^1_i,i} 
\end{cases}
\]

where \(G_{ij}\) stands for the \(j\)th allele in \(i\)th reference haplotype. Thus, \(G_{s^1_i,i}\) stands for the \(i\)th allele in \(s^1_i\)-th reference haplotype. Moreover, we use the following function to model the transition probability in haplotype copying model [LS03].

\[
\tau(s_i, s_{i+1}, i) = \begin{cases} 
\exp(-\frac{\rho_i}{N}) + (1 - \exp(-\frac{\rho_i}{N}))/N & s_i = s_{i+1} \\
(1 - \exp(-\frac{\rho_i}{N}))/N & s_i \neq s_{i+1} 
\end{cases}
\]

where \(\rho_i = 4N_e r_i\) and \(r_i\) is the per generation genetic distance between site \(i\) and site \(i + 1\), and \(N_e\) is a constant.

This probabilistic model provides us a disciplined way to infer the most probable haplotype given a set of reads and a set of reference haplotypes. It extends the haplotype copying model [LS03] from genotype input to sequencing data input. It also extends the haplotype assembly problem in previous section to a more general case where the reference panel can be utilized to improve the phasing. We are then able to design efficient sampling approach to find the most possible configurations of \(H\), \(R\), and \(S\) that maximize the probability given in Equation (4.3).
Figure 4.3: A graphical model for haplotype phasing with reference. The variables $h^1$ and $h^2$ stand for the first and second haplotypes. The variables $r_i = \{-1, 1\}$ specify whether the read comes from the first haplotype or second haplotype. The variable $s^1$ and $s^2$ specify which haplotype in the reference is generating the haplotype $h^1$ and $h^2$, respectively.
4.2.4 Efficient Sampling

Haplotype assembly without reference. The bipartite structure in Figure 4.2 suggests an efficient procedure for sampling. For fixed one layer of the bipartite graph, the variables in the other layer will be independent on each other. Thus, the conditional probability in Equation (4.1) of Gibbs sampler can be significantly reduced. Formally, following the standard procedure of Gibbs sampling, we can sample haplotype from the conditional probability for fixed read origins. The sampling ratio \( \delta_i = P(h_i = -1|R) \) can be calculated as follows

\[
\delta_i = \frac{\exp \left( \sum_{j:X_{ij}=1} \theta(-1, r_j) + \sum_{j:X_{ij}=-1} \eta(-1, r_j) \right)}{\left( \exp \left( \sum_{j:X_{ij}=1} \theta(-1, r_j) + \sum_{j:X_{ij}=-1} \eta(-1, r_j) \right) + \exp \left( \sum_{j:X_{ij}=1} \theta(1, r_j) + \sum_{j:X_{ij}=-1} \eta(1, r_j) \right) \right)}.
\]

(4.4)

Similarly, we can also do a similar Gibbs sampling step for read origin for fixed haplotype. The sampling ratio \( \rho_j = P(r_j = -1|H) \) can be calculated as follows

\[
\rho_j = \frac{\exp \left( \sum_{i:X_{ij}=1} \theta(h_i, -1) + \sum_{i:X_{ij}=-1} \eta(h_i, -1) \right)}{\left( \exp \left( \sum_{i:X_{ij}=1} \theta(h_i, -1) + \sum_{i:X_{ij}=-1} \eta(h_i, -1) \right) + \exp \left( \sum_{i:X_{ij}=1} \theta(1, h_i) + \sum_{i:X_{ij}=-1} \eta(1, h_i) \right) \right)}.
\]

(4.5)

The complete sampling algorithm for haplotype assembly is shown in Algorithm 1. As default, we use 10,000 rounds for sampling.

Haplotype phasing with reference. The sampling for haplotype phasing with both sequencing data and reference from the graph in Figure 4.3 is more challenging. However, we can still take advantages of the special structure of the graph and perform efficient sampling procedure. Following the idea of Gibbs sampler, we will alternatively (a) sample read origin \( R \) for fixed haplotype \( H \) and reference assignment \( S \); (b) sample \( S \) for fixed \( R \) and \( H \); (c) sample \( H \) for fixed \( R \) and \( S \). The step (a) is similar with that in haplotype assembly. Formally, the sampling...
Algorithm 1 Sampling Algorithm for Haplotype Assembly

1: Randomly initialize haplotype $H$.

2: For fixed haplotype $H$, sample read origin $R$. For probability $\rho_j$, we get $r_j = -1$ and for probability $1 - \rho_j$, we get $r_j = 1$ where the ratio $\rho$ can be calculated as in (4.5).

3: For fixed read origin $R$, sample haplotype $H$. For probability $\delta_i$, we get $h_i = -1$ and for probability $1 - \delta_i$, we get $h_i = 1$ where the ratio $\delta$ can be calculated as in (4.4).

4: Repeat step 2 and 3 for sufficient rounds until equilibrium.

5: Collect samples by repeating step 2 and 3, and output the one with highest probability.

The ratio $P(r_j = -1|H, S)$ for read origin can be calculated by

$$\rho_j = \frac{\exp\left(\sum_{i:X_{ij}=1} \theta(h_i^1, 1) + \sum_{i:X_{ij}=-1} \eta(h_i^1, 1)\right)}{\exp\left(\sum_{i:X_{ij}=1} \theta(h_i^1, 1) + \sum_{i:X_{ij}=-1} \eta(h_i^1, 1)\right) + \exp\left(\sum_{i:X_{ij}=1} \theta(h_i^2, 1) + \sum_{i:X_{ij}=-1} \eta(h_i^2, 1)\right)}.$$  \hfill (4.6)

The step (c), sampling of haplotype $H$ for fixed read origin $R$ and reference assignment $S$ is a straightforward extension from Equation (4.4). The modification is based on the extra edge between reference penal variables $S$ and haplotype $H$.

Formally, the sampling ratio $P(h_i^1 = -1|R, S)$ for the first haplotype can be calculated by

$$\delta_i^1 = \frac{\alpha(-1)}{\alpha(-1) + \alpha(1)}.$$  \hfill (4.7)

where

$$\alpha(h) = \exp\left(\sum_{j:X_{ij}=1} \theta(h, -r_j) + \sum_{j:X_{ij}=-1} \eta(h, -r_j) + \xi(h, s_i^1)\right).$$

The sampling ratio $P(h_i^2 = -1|R, S)$ is similar with $P(h_i^1 = -1|R, S)$. Similarly, we can obtain the sampling ratio for the second haplotype as follows

$$\delta_i^2 = \frac{\beta(-1)}{\beta(-1) + \beta(1)}.$$  \hfill (4.8)

where

$$\beta(h) = \exp\left(\sum_{j:X_{ij}=1} \theta(h, r_j) + \sum_{j:X_{ij}=-1} \eta(h, r_j) + \xi(h, s_i^2)\right).$$
The step (b), sampling for the haplotype reference panel variables $S$ for fixed read origin $R$ and haplotype $H$ is very challenging. The difficulty comes from the dependency between the variables $s_i$ and $s_{i+1}$, and the large number of possible values for each $s_i$. Note that unlike the binary variable $h$ and $r$, the variable $s_i \in \{1, 2, \ldots, N\}$ where $N$ is the number of reference haplotypes. Thus, straightforward Gibbs sampler would be very inefficient in this case. To tackle this computational challenge, we resort to the following Markov chain sampling procedure [Liu08]. The joint distribution over all variables in $S$ can be written as follows

$$P(S|H) = \frac{1}{Z} \exp \left( \phi_0(s_1) + \sum_{i=1}^{L-1} \phi_i(s_i, s_{i+1}) \right)$$

(4.9)

where

$$\phi_0(s_1) = \xi(h_1, s_1)$$

$$\phi_i(s_i, s_{i+1}) = \tau(s_i, s_{i+1}, i) + \xi(h_{i+1}, s_{i+1}).$$

Sampling directly from $P(S|H)$ is still tedious in practice. However, we can convert the $P(S|H)$ to multiplication series of probability functions as follows $P(s_1|s_2, H)P(s_2|s_3, H) \cdots P(s_{L-1}|s_L, H)P(s_L, H)$. Then sampling from $P(s_L)$ and sampling backward using those conditional probabilities becomes trivial. We can use dynamic programming to convert the $P(S|H)$ distribution to the alternative form. We define

$$V_1(s_2) = \sum_{s \in S} \exp (\phi_0(s)\phi_1(s, s_2))$$

and

$$V_i(s_{i+1}) = \sum_{y \in S} V_{i-1}(y) \exp (\phi_i(y, s_{i+1})) \text{ for } i = 2, \ldots, L.$$

Thus, we can compute the normalization factor $Z = \sum_{s_L \in S} V_{L-1}(s_L)$ efficiently using dynamic programming, and then we can compute the marginal probability $P(s_L, H) = (V_{L-1}(s_L))/Z$. Moreover, we can backward compute $P(s_i|s_{i+1}, H)$ similarly. Note that a naive implementation of this step would result in a complexity of quadratic in the number of reference haplotypes. We take advantage
Algorithm 2 Sampling Algorithm for Haplotype Phasing

1: Randomly initialize haplotype $H$

2: For fixed haplotype $H$, sample read origin $R$ using sampling ratio $\rho_j$ in (4.6).

3: For fixed haplotype $H$ sample haplotype reference $S$ following Markov chain sampling procedure described after (4.9).

4: For fixed read origin $R$, and haplotype reference $S$, sample haplotype $H$ using sampling ratio $\delta_i$ in (4.7).

5: Repeat step 2, 3 and 4 for sufficient rounds until equilibrium.

6: Collect samples by repeating steps 2, 3 and 4. Output samples with highest probability.

of the symmetry in the haplotype coping model to reuse computation to achieve runtime linear in the number of reference haplotypes.

An outline of the sampling algorithm for haplotype phasing with sequencing data and a reference panel is given in Algorithm 2. As default, we use 10,000 rounds of sampling.

4.2.5 Web Resources

The software implementation of this method is freely available to public at http://genetics.cs.ucla.edu/harsh

4.3 Experimental Results

4.3.1 Data Sets and Experimental Settings

We performed simulation experiments using HapMap Phase II data [Int05] and 1000 Genomes data [Dur10]. For our simulations we used the 60 parental individuals of CEU populations from HapMap Phase II as well as 60 individuals randomly chosen from the European populations for 1000 Genomes data. Though our
method is scalable to the whole genome, for the purpose of demonstration, we use only chromosome 22 as representative of the rest of the genome, as it is the shortest chromosome. Because we are performing many simulations, we restrict our results to the 35,421 SNPs in chromosome 22 of the HapMap data, and the first 30,000 SNPs in chromosome 22 of 1000 genomes data, which span around 3 Mb. The datasets are publicly available at http://mathgen.stats.ox.ac.uk/impute/ and http://hapmap.ncbi.nlm.nih.gov/.

We evaluate our method using a leave-one-out procedure. In each round, we infer the haplotype for one individual using simulated sequencing data and the haplotypes of the other 59 individuals as reference panel. This procedure is repeated 60 times and all the evaluation metrics are averaged. The reads are simulated uniformly across chromosome 22 for a given coverage. The read length in each end of a pair-end read is fixed but the gap between the two ends follow a normal distribution with fixed mean and standard deviation. Errors are inserted in the read at a rate $\epsilon$.

We evaluate our method HARSH using the standard metric for genotyping and phasing accuracy: genotyping error rate and switching error rate. The genotyping error rate is the proportion of wrongly predicted genotypes, and the switching error is the proportion of switches in the inferred haplotypes to recover the correct phase in an individual. The total error rate is the sum of genotyping error rate and switching error rate. We also use percentage improvement when comparing two methods. The percentage improvement is computed as the error rate difference between two methods normalized by the error rate of baseline method. For example, suppose that HARSH has error rate $x$ and baseline method has error rate $y$, the improvement of HARSH over the baseline method would be $(y - x)/y$.

We fixed the parameters $\mu = 1$, $\omega = 0.002$ and $\epsilon = 0.01$ for all our experiments. From our experience, the performance of the proposed method is not sensitive to parameter tuning. Using $\mu$ from 1 to 10 and $\omega$ from 0.001 to 0.005 does not
affect the performance significantly. The sequencing error $\epsilon = 0.01$ is standard sequencing error rate.

All experiments are performed in a cluster machine where each node has 8 to 16 cores 3.0GHz CPU and 1G to 16G memory. Jobs are submitted in a parallel manner but each job uses only one node.

4.3.2 HapMap Simulations

We use HapMap data set to evaluate our method HARSH. We compare our method with three other state-of-the-art methods: the Hidden Markov Model (HMM) at the core of the IMPUTE method [HDM09], BEAGLE [BB09] and Hap-SeqX [HE13]. Since IMPUTE does not support haplotype phasing for uncovered SNPs, for a fair comparison, we re-implemented the basic HMM model of the IMPUTE v1.0, which uses the pre-defined genetic map information for transition probability. We will refer to our implementation of the HMM model in IMPUTE method as IMPUTE*. In our modified version, we use the read count for each SNP as input to IMPUTE* method. The likelihood of read count from genotype is used as the emission probability for the HMM model. Then the Viterbi algorithm is utilized to decode two paths from the reference panel which are most likely to generate the read counts in each SNP. The two paths in reference panel also give the two predicted haplotypes. Since the latest implementation of IMPUTE [HDM09] is not able to phase, we also compared our approach to BEAGLE 3.3.2 [BB09], a widely used approach for haplotype phasing and imputation.

We first use the HapMap data set to show that haplotype assembly without a reference panel will underperform haplotype phasing with a reference panel. The main reason is that there are not enough long reads covering all continuous heterozygous SNPs. Thus, haplotype assembly can not do more than random guess between two continuous heterozygous SNPs if there is no read spanning
them. We can compute a lower bound of the number of switches for haplotype assembly as \( K/2 \) where \( K \) is the number of those gaps, assuming the Minimum Error Correction (MEC) score to be zero. For pair-end reads with fixed length 1,000 bp mean and 100 bp standard deviation, we evaluate our method using six levels of sequencing coverages: 1X, 2X, 4X, 6X, 8X and 10X. As shown in Figure 4.4(a), higher coverage does not help haplotype assembly to achieve similar performance than haplotype phasing methods. At fixed coverage 4X, we simulated pair-end reads with 1,000 bp, 2,000 bp, 3,000 bp and 4,000 bp in each end. As shown in Figure 4.4(b), we can observe that the lower bound of haplotype assembly achieves similar performance as haplotype phasing only under the very unrealistic read length 4,000 bp. Also, at 4X coverage, we can observe that our method can improve around 44% over BEAGLE and around 37% over IMPUTE in terms of numbers of switches.

For simulated pair-end reads with 1,000 bp for each end at 1X coverage. Only 32% reads contain one SNP and around 26% of the reads contain more than 3 SNPs. On average, every read contains around 2.8 SNPs. Following the same procedure as [HE13], we divide the chromosome into overlapping chunks containing 1,200 SNPs each and run our method on each chunk independently. The final haplotypes are then constructed by stitching together the haplotypes from each chunk. Chromosome 22 is divided into a total of 36 chunks. The total error rate for both IMPUTE* and HARSH are shown in Figure 4.5. We can observe from the figure that HARSH consistently performs better than IMPUTE* across all 36 chunks. The average improvement over IMPUTE* is 7.6%. We then concatenated those haplotype chunks by minimizing the mismatches in the overlap region between two adjacent chunks. After concatenation, the overall error rate for HARSH is 4.01% for chromosome 22, compared with 4.42% for IMPUTE*. The overall improvement is 9.3% over IMPUTE*.

We compare HARSH with a previous method for combining multi-SNP reads
(a) Varying coverage for fixed read length 1,000bp
(b) Varying read length for fixed coverage 4X

Figure 4.4: The number of switches within heterozygous SNPs for haplotype assembly, BEAGLE, IMPUTE* and HARSH. The number of switches of haplotype assembly is estimated by the lowest bound.

Figure 4.5: The error rate for IMPUTE* and our method for each chunk of length 1,200 SNPs in chromosome 22. The error rate consists of both genotyping error for all SNPs and switch error within heterozygous SNPs.

with a reference panel, Hap-SeqX [HE13]. Hap-SeqX is an approximation to the dynamic programming approach of the Hap-Seq method [HHE12] which optimizes a similar objective function to HARSH. Hap-SeqX only searches a fraction of the search space compared to Hap-Seq by only storing the top values at each state.
However, Hap-SeqX is still a very expensive method in both time and memory usage. In this experiment, we use the default parameters of Hap-SeqX, where $t = 0.01$ specifies that the algorithm saves the top 1% of values for each state. On addition, Hap-Seq and Hap-SeqX, unlike HARSH, can only handle up to three SNPs in a read and split reads containing more SNPs into multiple reads. The performance comparisons are shown in Table 4.1. HARSH and IMPUTE* have similar running time. HARSH takes about 10 minutes compared to IMPUTE* 5 minutes on chromosome 22. Both of these methods compare very favorably to Hap-SeqX which takes 5 hours for the same dataset. Cross validation of 60 individuals would be prohibitive for Hap-SeqX. Thus, We compare all these three methods using only the first individual in HapMap data set. The results averaged over 36 chunks. We can see that Hap-SeqX improves by around 12.53% from the baseline method IMPUTE*, and HARSH significantly improves by 21.34% from IMPUTE*. We conducted significance test (paired-sample $t$-test) on the improvement of HARSH over Hap-SeqX and IMPUTE*. The test results show that HARSH significantly outperforms both Hap-SeqX and IMPUTE* with p-value $< 1 \times 10^{-3}$ and p-value $< 1 \times 10^{-7}$, respectively. Overall, the comparison shows that HARSH is the most accurate and practical method among existing methods.

To fully evaluate the performance of our method, we apply our method to cases

Table 4.1: Comparison between IMPUTE*, Hap-SeqX and HARSH on a HapMap data set with 1 donor individual, 59 reference individuals and 35,421 SNPs. 1,000bp read length and 1X coverage are simulated.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Error Rate (Switch, Genotyping)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMPUTE*</td>
<td>0.04836 (0.00804, 0.04033)</td>
<td>$\sim$ 5 minutes</td>
</tr>
<tr>
<td>Hap-SeqX</td>
<td>0.04230 (0.00726, 0.03504)</td>
<td>$\sim$ 5 hours</td>
</tr>
<tr>
<td>HARSH</td>
<td>0.03804 (0.00664, 0.03140)</td>
<td>$\sim$ 10 minutes</td>
</tr>
</tbody>
</table>
with different coverages and read lengths. For pair-end reads with fixed length 1,000 bp mean and 100 bp standard deviation, we evaluate our method using six levels of sequencing coverages: 1X, 2X, 4X, 6X, 8X and 10X. The result is shown in Figure 4.6(a). As expected, the performance improvement of HARSH over BEAGLE and IMPUTE* becomes more significant when the coverage increases. The reason we expect this is that the higher the coverage, the larger number of reads that span multiple SNPs. HARSH is able to take advantage of the multi-SNP information within those reads but BEAGLE and IMPUTE* can not take advantage of that. In Table 4.2, we show the genotyping and switching error rate of HARSH and IMPUTE* method for different coverages. It can be observed that both genotyping error and switching error are significantly reduced by HARSH over BEAGLE and IMPUTE*. It is also worth mentioning that 4X seems to be the best choice in terms of the compromise between the cost of coverage and achieved accuracy. The coverage 4X gives 0.28% genotyping error and 0.62% switching error. However, the improvement of higher coverage than 4X is limited.

We also evaluate HARSH with different read lengths. At fixed coverage 4X, we simulated pair-end reads with 1,000 bp, 2,000 bp, 3,000 bp and 4,000 bp in each end. The results are shown in Figure 4.6(b). It is not immediately intuitive

Table 4.2: Genotyping and switching errors (%) for varying coverages on HapMap data set. Read length is fixed to be 1,000 bp.

<table>
<thead>
<tr>
<th>Coverage</th>
<th>1X</th>
<th>2X</th>
<th>4X</th>
<th>6X</th>
<th>8X</th>
<th>10X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genotyping Error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEAGLE</td>
<td>4.21</td>
<td>1.94</td>
<td>0.59</td>
<td>0.22</td>
<td>0.10</td>
<td>0.04</td>
</tr>
<tr>
<td>IMPUTE*</td>
<td>3.59</td>
<td>1.53</td>
<td>0.56</td>
<td>0.30</td>
<td>0.17</td>
<td>0.12</td>
</tr>
<tr>
<td>HARSH</td>
<td>3.42</td>
<td>1.28</td>
<td>0.28</td>
<td>0.08</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Switching Error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEAGLE</td>
<td>0.97</td>
<td>1.04</td>
<td>1.05</td>
<td>1.11</td>
<td>1.23</td>
<td>1.23</td>
</tr>
<tr>
<td>IMPUTE*</td>
<td>0.82</td>
<td>0.87</td>
<td>0.90</td>
<td>0.94</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>HARSH</td>
<td>0.72</td>
<td>0.67</td>
<td>0.62</td>
<td>0.63</td>
<td>0.65</td>
<td>0.65</td>
</tr>
</tbody>
</table>
why the genotyping error rates for BEAGLE, IMPUTE* and HARSH increase when the read length increases. A possible reason is that longer reads for a fixed coverage result in fewer total reads and larger gaps without any coverage. In other words, longer reads result in less random read bits across the chromosome. An extreme example is that the gap will be half of the genome on average if the read length is equal to the genome size and coverage is 1X. Sequentially, larger gap where no reads cover will potentially harm the imputation and haplotype phasing accuracy. But we can still see that the performance gap between BEAGLE or IMPUTE* and HARSH is enlarged while the read length increases. This is attributed to the ability of HARSH to leverage the multi-SNP information in longer reads. In Table 4.3, we show that the improvement of HARSH over BEAGLE and IMPUTE*. The improvement is basically from the reduced switching error, which is reduced from 0.62% to 0.48% by HARSH but not by IMPUTE*. The genotyping error for both methods increase at the same pace, due to the larger gaps caused by longer reads. The error rates for BEAGLE, IMPUTE* and HARSH increase from 0.59% to 0.79%, from 0.56% to 0.85% and from 0.28% to 0.48%, respectively,

Figure 4.6: Performance of BEAGLE, IMPUTE* and HARSH for varying coverage and read length on HapMap
Figure 4.7: Performance of IMPUTE* and HARSH for varying coverage and read length on 1000 genomes when the read length increases from 1,000 bp to 4,000 bp. But HARSH consistently performs better than BEAGLE and IMPUTE even while the genotyping error rate is increasing.

Table 4.3: Genotyping and switching errors (%) for varying read lengths on HapMap data set. Coverage is fixed to be 4X.

<table>
<thead>
<tr>
<th>Read Length</th>
<th>1,000bp</th>
<th>2,000bp</th>
<th>3,000bp</th>
<th>4,000bp</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genotyping Error</td>
<td>BEAGLE</td>
<td>0.59</td>
<td>0.67</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>IMPUTE*</td>
<td>0.56</td>
<td>0.70</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>HARSH</td>
<td>0.28</td>
<td>0.37</td>
<td>0.40</td>
</tr>
<tr>
<td>Switching Error</td>
<td>BEAGLE</td>
<td>1.05</td>
<td>1.10</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>IMPUTE*</td>
<td>0.90</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>HARSH</td>
<td>0.62</td>
<td>0.57</td>
<td>0.49</td>
</tr>
</tbody>
</table>
4.3.3 1000 Genomes Simulations

The 1000 Genomes project is an on-going project that uses high throughput sequencing technology to collect the genetic variant data across many individuals with the goal of characterizing rare variants which are not present in HapMap. This provides us the opportunity to evaluate our method using simulations which will realistically capture the distributions of rare variants and more accurately reflect a tubal performance. We simulate realistic paired end reads, which have 100 bp for each end, and a gap size following a normal distribution with 100 bp mean and 10 bp standard deviation. Only 22% reads contain only one SNP and around 55% reads contain more than 3 SNPs. On average, every read covers around 3.1 SNPs. Following the same settings as what we did for HapMap data, we test HARSH for different coverages and read lengths. The results for coverage 1X, 2X, 4X, 8X, 16X and 32X are shown in Figure 4.7(a). We observe that the error rate does not further drop after coverage 8X. At coverage 8X, the improvement of HARSH over IMPUTE* is 29% from 0.021 to 0.015. Thus for fixed coverage 8X, we simulate pair-end reads with 100 bp, 200 bp, 300 bp and 400 bp in each end. The results are shown in Figure 4.7(b). We observe that, HARSH, unlike IMPUTE*, benefits from using longer reads as they contains more multi-SNP reads than shorter reads. Thus, as expected, the performance gap between IMPUTE* and HARSH increases as the read length increases. However, in Figure 4.7(b) we do not see that the error rate increases when the read length increases as in Figure 4.6(b). A possible reason is that the SNPs are much denser in 1000 genomes data than HapMap data, and we simulated much shorter reads for 1000 genomes data. Thus, the gap caused by 400 bp read length would be much shorter than previous 4,000 bp read length for HapMap data set. The reference haplotype panel could well take advantage of Linkage Disequilibrium (LD) effect to recover those gaps. Therefore, the error rate for IMPUTE* keeps almost the same for different read lengths but our method HARSH reduces the error rate by
incorporating more multi-SNP read information when the read length increases.

4.4 Discussions

Haplotype phasing plays an important role in a wide variety of genetic applications. Although it is possible to determine haplotypes using laboratory-based experimental techniques, these approaches are expensive and time-consuming. Recently, [KMA11] were able to generate the complete phased sequence of a Gujarati individual using a Fosmid library. Unfortunately this method is not easily scalable to phasing more than one individual. Thus, the need for a practical computational method for haplotype phasing remains.

We have presented HARSH, an efficient method that combines multi-SNP read information with reference panels of haplotypes for improved genotype and haplotype inference in sequencing data. Unlike previous phasing methods that utilize read counts at each SNP as input, our method takes into account the information from reads spanning multiple SNPs. Following a novel sampling method based on Gibbs sampling, HARSH is able to efficiently sample the posterior distribution of the probabilistic model given the sequencing data and a reference panel. Thus, HARSH is able to efficiently find the likely haplotypes in terms of the marginal probability over the genotype data. Using simulations from HapMap and 1000 Genomes data we show that our method achieves superior accuracy than existing approaches with decreased computational requirements. In addition we evaluate our method as function of coverage and read length showing that our method continues to improve as read length and coverage increases.
CHAPTER 5

A Spatial-Aware Haplotype Copying Model

5.1 Motivation

Complex population demography coupled with the presence of recombination hotspots have shaped genetic variation in the human genome into blocks of markers with similar recent ancestry [GBH03, CAA10, DRS01]. This recent ancestry sharing induces dependencies among variants in the form of linkage disequilibrium (LD), i.e. the non-random association of alleles at two or more loci [Kru99]. Therefore, the observed LD patterns across the genome are the result of a population’s demographic history and are modeled in a wide-range of problems from population genetic inferences [LBC09, PHJ10] to medical population genetics [MHM07, LWD10]. Most notably, LD has enabled the era of genome-wide association studies that use a small number of variants (as compared to all variation in the genome) to assay variation across the entire human genome [dYP05]. Thus, modeling population LD is a fundamental problem in computational genetics with applications ranging from genotype imputation and haplotype inference to locus-specific and genome-wide ancestry inference [MHM07, HDM09, HFS12, CKW13, SMW13, PSK09, PTP09].

Although many approaches for modeling LD have been proposed [DRS01, LS03], one of the most successful framework has been introduced by Li and Stephens (widely referred to as the haplotype copy model [LS03]). Drawing on coalescent theory, in this model, a haplotype sampled from a population is viewed
as a mosaic of segments of previously sampled haplotypes. This mosaic structure can be efficiently modeled within a hidden Markov model to achieve very accurate solutions to many genetic problems such as genotype imputation [MHM07, HDM09, HFS12], mapping admixed populations [PSK09, PTP09], quality control in genome-wide association studies [HKE09], detection of identity by descent (IBD) segments [Bro06, BB10], calculating the recombination rates [WKV11], haplotype phasing [DMZ12], migration rates [RS07] and calling of genotypes at low coverage sequencing [PRM12, LSK11].

At the core of the Li and Stephens [LS03] model lies a hidden Markov model (HMM) that emits haplotypes through a series of segmental copies from the pool of previously observed haplotypes. The hidden states in the HMM indicate which haplotype from the reference panel to copy from while emission probabilities allow for potential mutation events observed since the most recent common ancestor of the target and the reference copy haplotype. Recombination events are modeled through the transition probabilities; the probability of copying from the same reference haplotype at successive loci is much higher than switching to another haplotype, based on the idea the probability of having a recombination between two neighboring loci is low. Motivated by coalescent theory in randomly mating populations, the a priori probability of switching the copy process to another haplotype is equally likely among all the previously observed haplotypes. However, since human populations show a tremendous amount of structure across geography [NJB08, YNE12, BQC13] (inline with isolation-by-distance models), it is likely that haplotypes physically closer in geography to the target haplotype contribute significantly more to the copy process. Furthermore, with the emergence of high-throughput sequencing that is generating massive amount of data [Mar08, Sch08, SMV04], existing methods are increasingly computationally intensive due to the ever larger samples of haplotypes that can be used as reference. Although a commonly used approach for reducing computational burden is
to downsample the reference panels [HMS11, PAG10, LLW13] (often in an ad-hoc manner) a principled approach for selection of a reference panel for optimizing performance is currently lacking.

In this paper, we propose a new approach to modeling genetic variation in structured populations that incorporates ideas from both the haplotype copying model [LS03] and the spatial structure framework that models genetic variation as function of geography [YNE12, BQC13]. That is, we propose a haplotype copy model that a priorly up weights the contribution of haplotypes closer in geographical distance to the copying process. We accomplish this by jointly modeling geography and the copying process. Each haplotype is associated with a geographical position; when copying into a new haplotype with known location, we instantiate an HMM that has switching transition probabilities up weighted for haplotypes closer in geographical space to target haplotype.

We use real data from the 1000 Genomes project [CAA10] to show that our spatial-aware approach fits the data significantly better than the standard model. Through a masking procedure followed by a leave-one-out experiment we show that our spatial-aware method significantly increases imputation accuracy especially for lower frequency variation (e.g. an improvement of 6%(2%) for low-frequency(common) variation in Asian data). We also show that our approach can be used to select a small personalized reference panel for imputation that increases imputation accuracy while significantly reducing imputation runtime (up to 10-fold). Finally, we show how our model can be used in a supervised manner to infer locations on the genetic-geographic map for individuals based on their genetic data.
5.2 Methods

5.2.1 The standard haplotype copying model

We start by briefly introducing the standard haplotype copying model [LS03] for modeling LD in a population. Let $H \in \{0,1\}^{N \times L}$ be a matrix of haplotypes (which we will refer to as reference panel), where $h_{ij} \in \{0,1\}$ indicates if the $i$-th individual at the $j$-th position (SNP) contains the reference or the alternate allele. $N$ denotes the number of haplotypes in the reference panel and $L$ the number of SNPs in the data. Let $h \in \{0,1\}^1 \times L$ be a multi-locus haplotype which we will refer to as the target haplotype where $h_i \in \{0,1\}$ indicates the $i$-th SNP. The haplotype copy model views the target haplotype as being composed of a mosaic of segments from haplotypes of the reference panel.

Formally, we define a hidden Markov model (HMM) specified by a triple $(S, \tau, \omega)$, where $S$ is the set of states, $\tau$ is the transition probability, and $\omega$ is the emission probability function. The set $S$ contains state variables $\{s_1, \ldots, s_L\}$ where $s_k = \{1,2, \cdots, N\}$ indicates from what reference haplotype is the $k$-th allele in the target haplotype copied from. The transition probability $\tau$ is non-zero only between pairs of states in consecutive sets of states $S$, which can be defined between SNP $k$ and SNP $k+1$ as follows

$$
\tau_k(i,j) = \begin{cases} 
\theta_k + (1 - \theta_k)/N & i = j \\
(1 - \theta_k)/N & i \neq j 
\end{cases}, \text{ where } \theta_k = \exp(-\rho d_k).
$$

Here $d_k$ is the physical distance between SNP $k$ and SNP $k+1$ and $\rho = 4N_e c$ where $N_e$ is the effective population size, $c$ is the average rate of crossover per unit physical distance per meiosis (e.g. $10^{-8}$). This can be easily extended to use recombination maps with varying recombination events at different loci in the genome. The emission probability mimics the mutation process and can be
Defined as follows

\[ \omega(h_k, s_k; H) = \begin{cases} 1 - \epsilon & h_k = H_{s_k}, k \\ \epsilon & \text{otherwise} \end{cases}, \quad \text{where} \quad \epsilon = \frac{N}{N + \left(\sum_{m=1}^{N-1} 1/m\right)^{-1}}. \]

where \( N \) denotes the number of reference haplotypes. Intuitively the copying process is more accurate as the reference sample size grows and it is more likely to find in the reference a haplotype closely matching the target one.

The likelihood of the target haplotype \( h \) is defined as:

\[
P(h|S, H; \lambda) = P(S) \prod_k P(h_k|s_k, H) = \left( \prod_k \tau_k(s_{k-1}, s_k) \right) \left( \prod_k \omega(h_k, s_k; H) \right) (5.1)
\]

and can be efficiently estimated using the forward/backward algorithm. Inference in this model is performed using the standard HMM approaches such as Viterbi or posterior decoding. For example, if the target haplotype has any of the alleles missing, posterior decoding can be employed to estimate the most likely values conditional on the model and the rest of the target haplotype.

### 5.2.2 A spatial-aware haplotype copying model

A drawback of the standard haplotype copying model comes from the equal treatment of reference haplotypes; that is, a priori all haplotypes from the reference panel are equally likely to contribute to the target haplotype. This effect motivates us to propose the following approach to take spatial effect into account in the model. Let \( X = \{x_1, \ldots, x_N\} \) indicate the locations for all \( N \) reference haplotypes and \( x \) indicate the location for target haplotype. In a scenario where the location of the individuals are not known, we estimate their locations from genotype data using methods such as PCA [NJB08], SPA [YNE12] or LOCO-LD [BQC13]. Then, instead of using uniform switching probability across all reference haplotypes, we assign higher probability to haplotypes located closer to the target haplotype.
Figure 5.1: An illustration of spatial haplotype copying model. In the left panel, the location for target haplotype is shown using the star. All haplotypes in the data are color coded using the distance to the target location (light more distant, darker are closer). We enforce the transition rates (that encode the copy switching) to give higher weight to haplotypes closer to the target haplotype. A haplotype at the target location is more likely to contain mosaic segments from haplotypes that are closer to the target location.

Formally, we redefine the transition rate \( \tau \) between SNP \( k \) and SNP \( k+1 \) as:

\[
\tau_k(i,j) = \begin{cases} 
\theta_k + (1 - \theta_k) p_j & i = j \\
(1 - \theta_k) p_j & i \neq j
\end{cases}
\]

where \( p_j = \frac{\exp(-\lambda \psi(x, x_j))}{Z} \).

The function \( \psi(x, x_j) \) denotes a distance function between \( x \) and \( x_j \) (e.g. Euclidean distance) and \( Z \) is a normalization factor to ensure the probability definition. The parameter \( \lambda \) specifies the effect of geographical distance. It is worth mentioning that this spatial-aware model can be reduced to standard haplotype copying model by setting \( \lambda = 0 \), such that \( p_j = 1/N \); therefore our approach can be viewed as a generalization of the standard Li and Stephens model. An illustration of our model is shown in Figure 5.1. Intuitively a large value for \( \lambda \) indicates a more pronounced spatial effect (less probability to copy from distant haplotypes), while
λ = 0 reverts to assigning equal a priori probability.

The likelihood of the target haplotype is defined as before by summing on all paths in the model (Eq 5.1). Inference in this model can be performed as in the standard haplotype copy model using a combination of Viterbi and posterior decoding as function of the particular application.

5.2.3 Estimation of spatial effect parameter λ

A prerequisite step in applying our model is the specification of λ. It is necessary to estimate the λ before using the model for various applications, as the value of λ could vary significantly across individuals or populations. We estimate λ through maximum likelihood estimation (MLE). Starting from the likelihood of the target haplotype h (Eq 5.1), we marginalize over all possible values of hidden variables S to obtain likelihood as function of λ:

\[ L(h; \lambda) = \sum_{S} P(h|S, H) \]  

(5.2)

However, this overall likelihood function is infeasible to optimize directly, as the number of all possible values of S is very large \( L^N \). Although the likelihood computation can be reduced by forward-backward algorithm to \( O(NL) \), the gradient is still very expensive to compute, as the calculation would involve a forward-backward in \( O(NL) \) and a summation of \( O(N^2L) \) terms. When the number of reference haplotypes is large, this gradient would be infeasible to compute. Fortunately, the gradient for the Q function in EM algorithm is much simpler to compute than the gradient of likelihood function in (5.2). It is also guaranteed that the gradient of the Q function will be an increasing direction for the original likelihood function, which is a theoretical property of the EM algorithm. Thus, we resort to compute the gradient of the Q function instead of the gradient of original likelihood function.
First, the Q function in EM algorithm can be written as follows

$$Q(\lambda, \lambda^{(t)}) = \sum_s P(S) \ln P(h, S; \lambda)$$

$$\propto \sum_{kij} P(s_{k-1} = i, s_k = j; \lambda^{(t)}) \ln \tau_k(i, j; \lambda)$$  \hspace{1cm} (5.3)

The gradient for this Q function can be calculated as follows

$$\frac{\partial Q}{\partial \lambda} = -\sum_{kij} P(s_{k-1} = i, s_k = j; \lambda^{(t)}) \left( \frac{\psi(x, x_j) - \sum_l \psi(x, x_l)p_l}{1 + I(i = j) \left( \frac{\theta_k}{(1 - \theta_k)p_j} \right)} \right)$$  \hspace{1cm} (5.4)

where the identity function $I(i = j)$ is equal to 1 when $i = j$ and 0 otherwise. However, simply calculation of this gradient will also be inefficient with the complexity $O(N^2L)$, which is still expensive for thousands of reference haplotypes and millions of SNPs. We resort to computing a stochastic gradient for the Q function, and apply it to the original likelihood function as a searching direction.

We estimate the gradient by sampling over $N$ haplotypes, instead of enumerating all of them. In practice, between each pair of SNP $k$ and SNP $k + 1$, we randomly sample 1000 pairs of $s_{k-1} = i$ and $s_k = j$, instead of all $N^2$ pairs. The overall algorithm for efficient optimization of the spatial effect parameter $\lambda$ is described in Algorithm 3.

### 5.2.4 Localization of individuals based on their genetic data

Another appealing application for spatial-aware haplotype copying model is to localize individuals on the map. That is, given locations $X$ for all reference panel haplotypes, we seek to find the best location $x$ for the target haplotype to maximize the likelihood of the data. The algorithm follows similar procedure as above section 5.2.3. The difference mainly comes from a different Q function as follows

$$Q(x, x^{(t)}) = \sum_s P(S) \ln P(h, S; x)$$

$$\propto \sum_{kij} P(s_{k-1} = i, s_k = j; x^{(t)}) \ln \tau_k(i, j; x)$$  \hspace{1cm} (5.5)
Algorithm 3 Learning Algorithm for Parameter $\lambda$ Estimation

1: Setting optimization parameters $R$ and $C$ (e.g., $R = 1 \times 10^3$ and $C = 20$)
2: Pre-computing $\psi(x, x_j)$ for all reference haplotype $j$, and $\theta_k$ for all $k$.
3: Randomly initialize $\lambda^{(0)} > 0$
4: for $t$ from 0 to $T$ do
5: Perform forward-backward algorithm to get the forward/backward probability
6: Compute stochastic gradient $g(\lambda^{(t)})$ by sampling $R$ pairs of $i$ and $j$ in (5.4)
7: Setting $\lambda^{(t+1)} = \lambda^{(t)} + \frac{1}{t + C} \cdot g(\lambda^{(t)})$
8: end for
9: Output $\lambda^{(T+1)}$

which is parameterized by $x$ instead of $\lambda$ as in Equation (5.3). However, this change leads to non-concavity of the function in general. But since there is only one parameter to estimate, and the function is well behaved in practice, we can still compute the gradient for the $Q$ function and apply it to the stochastic gradient descent method. The gradient for the $Q$ function in Equation (5.5) can be calculated as follows

$$
\frac{\partial Q}{\partial x} = -\sum_{kij} P(s_{k-1} = i, s_k = j; x^{(t)}) \lambda \left( \frac{\partial \psi(x, X_j)}{\partial x} - \sum_l p_l \cdot \frac{\partial \psi(x, X_j)}{\partial x} \right) \left( 1 + I(i = j) \left( \frac{\theta_k}{(1 - \theta_k)p_j} \right) \right)
$$

(5.6)

we can use Euclidean distance $\psi(x, X_j) = ||x - X_j||_2$ as a sufficient estimation of spatial distance. Thus, the gradient of the distance metric becomes

$$
\frac{\partial \psi(x, X_j)}{\partial x} = \frac{x - X_j}{||x - X_j||_2}
$$

The overall algorithm is similar as Algorithm 3 for optimizing $\lambda$, except for replacement of $\lambda$ by $x$ and the gradients correspondingly.
Figure 5.2: Estimated spatial copying effects $\lambda^*$ across different populations in 1000 Genomes data. Left shows the average $\lambda^*$ across all individuals in a given population while right displays the log likelihood ratio of the model with $\lambda^*$ as compared to $\lambda = 0$. The error bars indicate the standard deviations for each population.

5.3 Experimental results

5.3.1 Estimation of spatial copying effect in the 1000 Genomes data

We applied our methods to data generated part of the 1000 Genomes project [CAA10]. A total of 1092 individuals were collected from 14 populations across the European, Asian, African and American continents. For all of our simulations we used 157,827 SNPs on chromosome 22, where 79.5% of SNPs are rare SNPs (allele frequency < 0.05), and the rest 20.5% are common SNPs; although the original data contained 473,481 SNPs, for computational efficiency we down sampled to every third SNP. Among the considered SNPs, we assumed that only 2,931 SNPs present on the Affymetrix 6.0 SNP array are collected and the remaining SNPs will be imputed using our model. This amounts to using 1.86% SNPs to impute the rest 98.14% SNPs. We apply PCA [NJB08] to assign a geographical location to each individual in the dataset. Although we note that the imputation performance can be further improved if denser SNPs are assumed to be typed, we expect the general trends reported below to maintain.
Starting from the 2,931 SNPs, we estimated the spatial effect parameter $\lambda$ for each of the 2,184 haplotypes in the dataset. The average $\lambda$ values are 1.54, 1.76, 1.30 and 1.32 for European, Asian, African and American populations, respectively (Figure 5.2). Generally, the higher value of $\lambda$ corresponds to stronger spatial copying effect, which leads to more segments copied from nearby haplotypes. To test the significance of spatial effect, we compared the likelihoods of the data (the 2,184 haplotypes) within the model assuming no spatial effect ($\lambda = 0$) versus the model with spatial effect ($\lambda^*$ estimated from the data). The log likelihood ratio between spatial haplotype copying model and standard haplotype model is given in Figure 5.2. The likelihood is computed for each haplotype being emitted from the rest of haplotypes. Across all populations we observe that the model with a spatial effect fits the data much better than the model with no spatial assignment. This is expected since we use haplotypes across all continents (except the target) in the reference panel, and it is expected that haplotypes share more continental-specific segments.

### 5.3.2 Spatial-aware model improves imputation accuracy

Having established that the model with spatial effect fits the data much better than the standard model with no spatial effect, we focused next on haplotype imputation (a standard approach in genome-wide association studies through pre-phasing [HFS12]). We carry out a leave-one-out procedure to perform the evaluation. In each round, we select one haplotype as a target and use the rest as the reference panel. To remove potential bias, instead of using all haplotypes, we randomly select one haplotype from each individual to use a total of 1,092 haplotypes (i.e. each round imputes one haplotype from the remaining 1,091). The imputation results are evaluated using the average per-SNP $r^2$ correlation coefficients averaged across all leave-one-out rounds for either all haplotypes, or for data within each population.
Figure 5.3: Effect of spatial copying parameter $\lambda$ on imputation accuracy. Left shows results for low-frequency ($1 - 5\%$) while right displays results for common variants ($> 5\%$). The maximum accuracy is attained at a $\lambda \approx 2$, close to the maximum likelihood estimate for $\lambda$ (1.3 to 1.7, see Section 3.1).

We first demonstrate the effect of the lambda parameter on imputation accuracy by applying our model using a wide range of lambda parameter values. Compared with the baseline method ($\lambda = 0$), we observe that a clear improvement is obtained for a value of $\lambda$ around 2, especially for European and Asian populations (see Figure 5.3). This is consistent with the spatial model fitting those populations (see Figure 5.2). We also observe that the spatial model improves the imputation of rare variants more significantly than common variants, which is expected as the rare variants are more clustered geographically [NWE12]. Moreover, the improvement for Asian and European populations is larger than for African and American populations.

Although we have shown that spatial model improves accuracy, in practice the value of $\lambda$ is unknown and needs to be estimated from the data. We re-assessed the accuracy of our approach by not setting $\lambda$ to pre-specified values but by estimating it from the data. The performance of the model using the maximum likelihood $\lambda^*$ over baseline method is given in Table 5.1. As before, we observe a larger improvements for rare variants than common variants. A plausible explanation
for this effect is that rare variants are more clustered in geography [NWE12] than common variants. Overall for all populations, the improvement is highly correlated with allele frequency. The trend is shown in Figure 5.4, where we can see that the improvement is higher for SNPs with lower allele frequency.

<table>
<thead>
<tr>
<th>Methods</th>
<th>European</th>
<th>Asian</th>
<th>African</th>
<th>American</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Frequency Variants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (λ = 0)</td>
<td>0.5560</td>
<td>0.4115</td>
<td>0.4833</td>
<td>0.5549</td>
</tr>
<tr>
<td>Spatial model with λ*</td>
<td>0.5834</td>
<td>0.4364</td>
<td>0.4912</td>
<td>0.5654</td>
</tr>
<tr>
<td>Relative Improvement</td>
<td>4.92 %</td>
<td>6.05 %</td>
<td>1.63 %</td>
<td>1.89 %</td>
</tr>
<tr>
<td>Common Variants</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (λ = 0)</td>
<td>0.7790</td>
<td>0.7189</td>
<td>0.6498</td>
<td>0.7701</td>
</tr>
<tr>
<td>Spatial model with λ*</td>
<td>0.7939</td>
<td>0.7326</td>
<td>0.6605</td>
<td>0.7765</td>
</tr>
<tr>
<td>Relative Improvement</td>
<td>1.90 %</td>
<td>1.91 %</td>
<td>1.64 %</td>
<td>0.84 %</td>
</tr>
</tbody>
</table>
Figure 5.5: Spatial effect on copied haplotypes from reference. Left shows that the number of copied haplotypes decreases while the spatial effect parameter is larger. Right shows that the averaged distance from copied haplotype decreases while the spatial effect parameter is larger.

Figure 5.6: Imputation accuracy versus computational time. Left shows low-frequency variants (1-5%) while right shows results over common variants (>5%).

5.3.3 Selection of a personalized reference panel for imputation to increase performance

Inspired by the significant spatial haplotype copying effect in experiments, we hypothesized that imputation efficiency can be improved by only using a personalized reference panel composed only from geographically close haplotypes [PAG10, HMS11]. First, we expect that most of the reference haplotypes are not contributing haplotype segments to target haplotype. In Figure 5.5, we observe that
the number of copied haplotypes decreases with higher $\lambda$ (e.g., an average of 100 haplotypes are used in the copy process of a new target among 1091 reference haplotypes). On the other hand, in Figure 5.5, we plot the distance of those useful reference haplotypes from the target haplotype, weighted by the posterior. We observe there is a significant decrease of haplotype copying distance for higher $\lambda$ value. It strongly suggests that the haplotype copying model can be significantly sped up by only keeping a small number of nearby haplotypes as reference panel. To assess this scenario, we re-imputed the target data using gradual decreasing sizes for the reference panel (1091, 800, 600, 400, 200, 100 and 50) where we only keep the most nearby haplotypes in geographical space. The relation between imputation correlation coefficients and computational CPU time is shown in Figure 5.6. We observe that the computational time can be improved linearly in the size of reference panel but the imputation performance is also improved even using less number of reference haplotypes. For rare variants, the best imputation performance is obtained at 400 haplotypes and for common variants, the best imputation performance is obtained at 200 haplotypes.

5.3.4 Localization of individuals on a map

Finally, we explored whether we can use our approach to infer the location on the map of a new individual given data of individuals with known locations. We localized individual haplotypes using spatial-aware copying model with optimal $\lambda$ value estimated before assuming known locations for the rest of the haplotype data. That is, in each round, we apply spatial-aware model to infer the optimal $x^*$ for one individual using all other other individuals as reference panel (PCA was used to infer locations for the reference panel). We observe that spatial-aware model is able to well identify individual locations, in terms of the clear separating of different continents (see Figure 5.7). We observe a high correlation coefficient between the PCA and our inferred geographical ($r = 0.87$), thus showing that our
Figure 5.7: Left shows results of PCA on chromosome 22 of the 1000 Genomes data while right shows results of our leave one out procedure to localize 1000 Genomes individuals.

approach can potentially be used to localize individuals on a map given training data with known locations (see Figure 5.7).

5.4 Discussion

The haplotype copying model plays an important role in a wide variety of genetic applications. A major drawback is that the model assumes that all haplotypes in the reference panel equally contribute a priori to the observed haplotype. In this paper, we have proposed a spatial-aware haplotype copying model that takes the spatial effects into account. We have also presented a highly efficient algorithm to estimate the spatial effect parameter before using the proposed model. We applied the proposed model to the 1000 genomes data set for several applications. First, we estimate the likelihood ratio between the spatial-aware model and spatial-unaware model, and a significant improvement is observed. Second, we test the application of imputation using spatial-aware model and obtain significant improvement over standard model. Finally, we apply this model to localize individuals and the results indicate high accuracy can be obtained.
CHAPTER 6

Conclusion and Future Work

6.1 Summary and Conclusion

In this dissertation, I have presented several probabilistic models and inference algorithms for analysis of human genetic data. The spatial ancestry analysis explicitly models the allele frequency in space and utilizes this model to place individuals in a two dimensional map or three dimensional sphere. We show that our method for localization of samples in space is slightly more accurate than principal component analysis, and importantly, unlike principle component analysis, it can be used to localize individuals of mixed ancestry in space. The spatial ancestry analysis for admixed individuals is a generalization for localization of admixed individuals and their genome blocks. An Hidden Markov model and expectation maximization algorithm is devised for efficient inference. The experimental results show that this generalization significantly improves the localization accuracy for admixed individuals. It is also the first method that enables us to localize the ancestral genome blocks into a continuum map. Moreover, I presented an efficient sampling based method for leveraging reads that span multiple single nucleotide polymorphisms for haplotype inference using sequencing data. It allows us to significantly improve standard haplotype phasing and genotype imputation methods. Finally, inspired by the spatial structure of genetic data, I presented a spatial-aware haplotype copying model, which assumes a priorly up weights the contribution of haplotypes closer in geographical distance to the copying process. We show that this novel model is able to improve both the accuracy and efficiency
of genotype imputation.

I expect that the proposed methods above are able to provide more insights of genetic data when more and more population genetic data become available. The identified different spatial structure and ancestral localizations will improve our knowledge about human origins and evolutionary history. It will also help us identify genetic variants associated with human diseases, and ultimately contribute to human health.

6.2 Future Works

Rare variants compose more than 99% of human genetic variants. It is of significant interests in current genetic research, compared to common variants composing less than 1% of human genetic variants. However, I do not explicitly model rare variants in the original spatial ancestry analysis. Thus, modeling spatial distribution of rare variants and improving the ancestry localization accuracy with rare variants has been a new challenge after the spatial ancestry analysis. Apparently, using a logistic gradient is not a sufficient approximate, apart from common variants. I am looking for a generalization model from spatial ancestry analysis, which takes both common and rare variants into accounts.

Another interesting future direction is prediction of multiple phenotypes using genetic data. Ancestral localization in spatial ancestry analysis can be considered as two phenotypes, latitude and longitude. Thus, we are actually able to predict more dimensional phenotypes using the similar model as spatial ancestry analysis. It will be extremely interesting to develop a method for predicting body mass index, height, disease risk and even a computer generated human face for a given individual’s genetic data.

Finally, detection of structure variants using the HARSH model is of potential interests for the future research. We can encode genome insertion and deletion
using binary variables, as well as single nucleotide polymorphism. Then, a similar model as HARSH can be applied for in-del calling and phasing. It will help us collect more accurate genetic data from current sequencing technologies.
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